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SCIEX runs programs that support a more diverse population of future investigators 

and develops sophisticated analytical methods and devices for them to use.

Scientists generate innovations that change the worldóor even save it. 
Ensuring a powerful pipeline of innovations requires an ongoing flow of young 
scientists and advances in technology that support exciting experiments. 

The Extraordinary Grace project, developed by SCIEX, a biotech company 
based in Framingham, Massachusetts, which specializes in mass spectrometry 
and capillary electrophoresis, promotes diversity in tomorrowís innovators. 
This project encourages scientists to guide a young woman, ìGrace,î through 
her journey toward a career in science. ìExtraordinary Grace tells the world 
that science is accessible to everybodyóno matter what gender, race, or skin 
color,î says Naomi Diaz, senior product manager at SCIEX. ìIt shines a light on 
opportunities and inclusion.î Scientists can take a few minutes and participate in 
the project survey (https://extraordinarygrace.com/questions).

Those opportunities should include research experiences in education. ìOne of 
the most important things in the very early days is to get this amazing feeling of 
discovering something new,î says Christoph Messner, training fellow at the Francis 
Crick Institute in London, United Kingdom. ìThatís what drives us as scientists.î

To make those new discoveries, Messner says ìwe need to have the right 
technology, and thatís why technical innovations are key.î

Improving acquisition
Collecting more information is one area of innovation that scientists seek to 

improve. For example, SWATH acquisition from SCIEX enhances data collection 
for analysis with mass spectrometry (MS). Messner says that SWATH acquisition 
is ìa great technology because you can measure a lot of molecules in parallel in 
an unbiased way, and you can do that quantitatively.î He calls SWATH ìa game 
changer in terms of applications.î

In one project, Messner and his colleagues used SWATH acquisition to analyze 
5,000 different knockout strains. ìThat was unimaginable to do before,î he says. 
In the future, he expects to increase the sample size to as many as hundreds of 
thousands of samples a day. 

The broad dynamic range enabled by SWATH acquisition also benefits 
Messnerís work. In plasma samples, for instance, SWATH can even analyze 

low-level proteins among many 
high-level ones.

The EAD edge
In tandem MS, a sample is 

fragmented before analysis. 
Traditionally, scientists 
performed fragmentation with 
collision-induced dissociation 
(CID), or with complex, 
specialized electron-based 

methods, but a new technique, electron-activated dissociation (EAD), provides 
many more options. 

ìEAD is a very flexible and reagent-free fragmentation technique that can be 
modulated to optimize the fragmentation patterns and obtain the information 
that youíre looking for,î says Diaz. ìItís an orthogonal fragmentation tool [that 
complements] CID, and it improves sensitivity at the MS/MS level by providing 
permutation information that you might not be able to see with CID.î

 Zooming ahead with Zeno
The Zeno trap is a novel trap included in the SCIEX ZenoTOF 7600 system that 

releases trapped ions based on their potential energy, so that a wider range of 
ions are analyzed in each TOF cycle.  EAD fragmentation can be paired with Zeno 
trap pulsing, and this combination ìprovides an even greater boost on MS/MS 
sensitivity to levels we really havenít seen before in an accurate mass system,î 
Diaz explains. ìIt allows you to identify and quantify compounds at very low 
levels without compromising your resolution and speed.î

Messner gained many advantages from this technology. For one thing, he 
found about a 10-fold increase in sensitivity with the ZenoTOF platform. ìSo, 
you can really reduce the sample amount,î he says. Plus, Messner points out 
that Zeno enables reduced accumulation times, which allows more MS/MS 
acquisitions in less time. 

When asked how this technology will impact future research, Messner 
mentions posttranslational modifications (PTMs), such as glycosylation patterns. 
ìWe donít understand much of the roles of some PTMs, because we lack 
methods that can quantify and characterize them,î he says. With the increased 
sensitivity of Zeno technology combined with the efficiency of EAD, Messner 
hopes to better characterize PTMs, even in single cells. 

Having already used this technology for high samples sizes, Messner 
envisions using tomorrowís even higher sample sizes to explore new areas. ìWe 
can measure many more samples, so we can increase the sample size in different 
projects, which of course allows us to go to population scale and measure, for 
example, how proteins in blood change in response to disease, lifestyle or 
therapies,î he says.

For drug screening in cell lines, scientists want to analyze the proteome 
response to thousands of different drugs in different concentrations, maybe 
even over time. To do that, Messner says, ìWe need higher throughput, and I 
believe Zeno can potentially give us that.î

The Zeno revolution is now. The 
Zeno trap and EAD are a 
powerful combination 
of unparalleled MS/MS 
sensitivity and a step 
change in fragmentation 
technology. Learn more at 
sciex.com/zenorevolution.
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T
his month marks a somber anniversary—40 
years since the first reported cases in the Unit-
ed States of what would later become known as 
AIDS. There have been tremendous basic, clini-
cal, and prevention advances in HIV science 
over the past four decades. Yet, despite wide-
spread messaging that the United States is on 

track to “end AIDS,” the latest trends in infection tell a 
different story. One fundamental reality underlies the 
country’s failure to achieve control of the HIV epidem-
ic and could undermine efforts to end AIDS—the lack 
of access to health care for all Americans. 

The 2019 (pre–COVID-19) map of AIDS in America 
has shifted. According to a May 2021 report from the 
US Centers for Disease Control and Prevention (CDC), 
the South—from Texas through Louisiana, Mississippi, 
Georgia, Florida, and the Carolinas to Washington, DC—
is now the most affected region. And the epidemic is 
markedly concentrated, with 66% 
of new diagnoses reported among 
gay, bisexual, and other men who 
have sex with men (MSM).

Although there was a modest 
overall decline in new diagnoses 
of roughly 8% nationally, much of 
this was attributed to a 33% de-
cline in MSM aged 13 to 24. This 
heartening trend, attributed to the 
increasing use of pre-exposure pro-
phylaxis (PrEP) in this age and risk 
group, masks a challenging reality. 
PrEP has had a substantial impact on HIV acquisition 
risks among white MSM, but rates of access and use 
are sharply lower among Black and Latinx MSM. The 
lifetime risk acquisition for a young Black gay man in 
America is an astonishing 50%. The 2019 data suggest 
that this health disparity is widening.

The geographic and racial disparities are just as 
marked for women. Black women accounted for 13% 
of US women in 2019, but for 55% of all new infec-
tions in women. This reality is summarized starkly in 
the CDC report: “African Americans continue to face 
rates of infection that are more than 8 times as high 
as whites, and Hispanics/Latinos face rates that are 
almost 4 times as high, in large part because they ex-
perience the greatest barriers to accessing prevention 
and care services.”

What are the drivers of these trends and how can 
we do better? Numerous studies make clear that indi-
vidual-level risks for HIV cannot account for these dis-

parities. It was reported a decade ago that Black MSM 
had much lower individual-level risks for HIV acquisi-
tion compared to white MSM. Black MSM, however, 
were more likely to have undetected HIV infection or 
untreated HIV disease, were poorer, were less likely to 
have health insurance, and were more likely to have 
an untreated sexually transmitted infection, notably 
syphilis. These attributes are markers of lack of access 
to health care and of the social determinants of health. 
Indeed, the current geography of HIV in the United 
States reflects those states that refused to expand Med-
icaid benefits through the Affordable Care Act. What 
used to be called the cotton belt, and then the syphilis 
belt, is now the HIV belt. It should surprise no one that 
this is the region with the lowest rates of COVID-19 
immunization nationally—nor that racial and ethnic 
minority burdens for COVID-19 so swiftly replicated 
those long known for HIV/AIDS.

Tools exist to address these 
marked health disparities, but 
they have to be implemented 
where they will matter most—
where new diagnoses are occur-
ring now. Access to  effective 
prevention, including PrEP, must 
be expanded to those at risk in 
contexts of culturally competent 
care. And it is necessary to imple-
ment the suite of tools to prevent 
transmission among people who 
inject drugs, including needle and 

syringe exchanges, substance use treatment on de-
mand, and antiviral therapy for those living with HIV. 
These are all evidence-based measures, which should 
have been taken to scale decades ago. For these inter-
ventions to work, the community of people affected by 
HIV must be front and center in our shared efforts. 

If we are serious about ending AIDS—and we must 
be—we must extend the health care franchise to all 
Americans. Whether we have the political will to 
achieve this long-held goal is uncertain, but the Biden 
administration has already expanded health care access 
through the Affordable Care Act and is committed to 
addressing the systemic racial, ethnic, sexual, gender, 
and minority inequalities that are at the heart of AIDS 
in America. Entering the fifth decade of this epidemic, 
we must finally address the root causes of health dispar-
ities. The country must finally accept that health care is 
a human right from which no one should be excluded.

–Chris Beyrer

Work undone—HIV/AIDS in the USA
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A
lzheimer’s disease (AD) afflicts some 6 million 
Americans with progressive cognitive impair-
ment and personal anguish while imposing a 
huge economic burden on society. Everyone 
wants to find a way to help slow or even halt 
this disease. But there will be no quick fix. 
Responding to mounting pressure, the United 

States Food and Drug Administration (FDA) jumped 
the gun by granting accelerated approval this month 
to Biogen’s pricey, questionably effective, and possibly 
harmful new drug aducanumab—a decision supported 
by not one of the 11 members of the agency’s Expert 
Advisory Committee. Even worse, the approval may 
divert funding into a therapeutic dead end and away 
from approaches that might actually work.

As a member of this advisory committee, who resigned 
in protest over the decision to grant approval, I am still 
trying to fathom how this happened. 
No doubt, the FDA faced a difficult 
decision. The public pressure must 
have been immense, and the influ-
ence of industry on the FDA in gen-
eral has been a growing concern. Any 
trickle of hope about this drug has 
been magnified far beyond the facts. 
The Alzheimer’s Association has 
pushed this bandwagon and already 
stated that aducanumab “demon-
strates that removing amyloid from 
the brain may delay clinical decline 
in people living with Alzheimer’s.” 
The science does not support such 
a delay. 

There is a scientific basis for try-
ing to develop this type of drug. 
Rare genetic forms of AD caused by mutations result in 
early-onset dementia related to substantial brain depo-
sition of amyloid-b or tau protein. Yet, most people with 
AD do not suffer from a genetic form. Rather, sporadic 
forms feature early deposition of abnormal amyloid-b 
long before cognitive problems arise and later develop 
abnormal deposition of tau that more closely coincides 
with cognitive impairment. Many studies investigating 
drugs designed to clear abnormal brain amyloid-b in 
people with sporadic AD failed to demonstrate clinical 
benefit (the alleviation of symptoms).

Despite these bad odds, a drug targeting amyloid-b 
was presented for approval to the FDA. On 6 November 
2020, our FDA advisory committee reviewed Biogen’s 
application for aducanumab, primarily on the basis of a 

two-part study that had been stopped early because of 
futility—the chances of clinical benefit were very small 
if the study continued to the planned conclusion.

But then, the data were reanalyzed and Biogen pro-
posed that because one part of the study was positive, 
though the other was not, that was sufficient for FDA ap-
proval. Never mind that the side effects of the proposed 
dose included localized brain swelling in 35% of clinical 
trial participants and microhemorrhages in 20%.

When all this was put to a vote by the advisory com-
mittee, 10 voted no, 1 voted uncertain, and no one 
voted yes.

And yet, the FDA granted accelerated approval of 
aducanumab for treatment of AD, merely requiring 
Biogen to do a prospective study over the next 9 years 
to confirm if there is some clinical benefit. Even worse, 
the FDA changed the standard for determining this 

benefit from clinical evidence that 
the drug actually helps to evidence 
that the drug simply reduced brain 
amyloid-b.

Although all of this may be well 
and good for Biogen with a po-
tential $56 billion dollars for the 
first year of treatment in 1 million 
people with AD, this decision may 
impair future research into better 
treatments for AD. Studies may be 
required to compare a new drug 
with aducanumab rather than pla-
cebo, which could potentially bias 
the research. Furthermore, enthu-
siasm from potential volunteer 
participants or funders for new 
treatments may wane owing to the 

false belief that effective treatment already exists. And, 
the matter of economics cannot be overlooked. The 
billions of dollars spent on aducanumab may be bet-
ter invested in developing stronger evidence for adu-
canumab or alternative therapies. These potentially 
serious issues could delay investigation and imple-
mentation of a truly effective therapy for AD.

The FDA and the advisory committee have a respon-
sibility to help protect vulnerable patients and their 
families, not just from sketchy drugs but also from 
false hopes. That can mean making hard decisions 
that disappoint them in the short term to increase the 
chances of ultimately finding drugs that work.

–Joel S. Perlmutter 

FDA’s green light, science’s red light

Joel S. Perlmutter
is a professor 
of Neurology, 
Radiology, 
Neuroscience, 
Physical Therapy, 
and Occupational 
Therapy at 
Washington 
University in 
St. Louis, St. 
Louis, MO, USA. 
perlmutterjoel@
wustl.edu
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Guinea Ebola outbreak ends
INFECTIOUS DISEASES |  Guinea’s Ebola 
outbreak, first detected in February, officially 
ended on 19 June, after 42 days had elapsed 
since the last identified patient recovered. 
Sixteen cases were confirmed in the out-
break, with an additional seven suspected. 
Twelve people died. The outbreak was 
the first in West Africa since the devastat-
ing outbreak between 2013 and 2016 that 
killed more than 11,000 people and infected 
more than 28,000 across six countries in 
the region. Both outbreaks started in the 
Nzérékoré region, in southeastern Guinea. 
Roughly 11,000 people were vaccinated in 
the effort to contain the new outbreak.

Mistrial in China ties case
RESEARCH COLLABORATION |  The 
first criminal trial involving the China 
Initiative, a 3-year effort that has led to 
the prosecution of several U.S. scientists, 
ended last week when the judge declared 
a mistrial. A Tennessee jury failed to reach 
a verdict on federal charges that Anming 
Hu, a former bioengineering researcher at 
the University of Tennessee, Knoxville, had 
lied about his ties to Chinese entities. The 
China Initiative is meant to keep federally 
funded research from being stolen, but 
some civil rights groups have accused the 
U.S. government of improperly targeting 
scientists of Chinese ancestry. Hu was 
charged in connection with a 2011 law 
prohibiting NASA from funding any work 
involving the Chinese government. The 
U.S. government must now decide whether 
to retry or drop the case. Hu, a Canadian 
citizen with a U.S. work visa, has been out 
of work since the university fired him after 
his arrest in February 2020. 

NOAA chief confirmed
LEADERSHIP |  The U.S. Senate last week 
confirmed Rick Spinrad as administrator 
of the National Oceanic and Atmospheric 
Administration (NOAA), one of the coun-
try’s premier climate agencies. NOAA went 
without a confirmed chief for the entire 
Trump administration, the longest drought 
in its history. Spinrad, an oceanographer 
at Oregon State University, Corvallis, 

NEWS
I N  B R I E F

Edited by Jeffrey Brainard

T
okyo Olympics officials this week decided to limit attendance 
at the games to 50% of venue capacity, with a maximum of 
10,000 people per event, brushing aside experts’ recommenda-
tion days earlier that completely barring spectators would be 
the best way to limit COVID-19 infections. Organizers decided in 
March to close the games to overseas visitors but had not ruled 

out domestic spectators. An unofficial group of medical and public 
health scientists that has been meeting outside the government’s for-
mal COVID-19 advisory framework also urged the government to be 
ready to reimpose a state of emergency if there are signs that cases are 
rebounding or medical facilities are being overloaded.

Workers clean seats in Japan’s Yokohama Stadium, which will host baseball games during the Olympics. 

COVID-19

Tokyo Olympics to limit spectators

COVID-19 drug studies get boost
BIOMEDICINE |  President Joe Biden’s 
administration said last week it will allot 
$3 billion in COVID-19 relief funds toward 
developing new antiviral medications 
to treat pandemic virus infections. Such 
medications promise to protect people who 
are reluctant to get a shot, are unlikely to 

benefit fully from vaccines because they are 
immunocompromised, or live in countries 
with little access to them. The money 
includes $1.3 billion for preclinical and 
clinical research and nearly $700 million for 
development and manufacturing. As much 
as $1.2 billion would go toward developing 
novel treatments against viruses other than 
SARS-CoV-2 that could cause pandemics.

100,000,000°C
Temperature reached in the Trenta fusion power prototype reactor in Redmond, Washington. 

Helion Energy, which built the reactor, is the first private company to attain that milestone, considered 
the ideal temperature for fusing hydrogen nuclei in a commercial power plant.

1372    25 JUNE 2021 • VOL 372 ISSUE 6549

http://sciencemag.org


SCIENCE   sciencemag.org

P
H

O
TO

: K
. D

O
LA

N
/S

C
IE

N
C

E

previously served as NOAA’s chief scientist 
and led its research office and the National 
Ocean Service. 

NSF aims to ‘democratize’ NMR
FACILITIES |  The U.S. National Science 
Foundation (NSF) said last week it will 
spend $40 million to set up a national 

network for high-field nuclear magnetic 
resonance (NMR) spectroscopy, which 
researchers use to determine the structure 
of complex molecules and materials. The 
network is intended to “democratize” these 
studies by increasing access to the most 
powerful instruments, a priority set out in 
2013 by the U.S. National Research Council, 
says Jeffrey Hoch, a structural biologist; 

he will head the network’s central hub at 
UConn Health, which already houses an 
NMR data processing center. The UConn 
center will help investigators around 
the country schedule access to an existing 
collection of 26 NMR machines up to 
900 megahertz and, eventually, to two new, 
NSF-funded, 1.1-gigahertz NMRs sched-
uled to start up within 3 years—one at 

Muralist celebrates female scientists

A
manda Phingbodhipakkiya learned about the importance 
of good communication from her father, who enticed wary 
diners to try new dishes in his Thai restaurants in Atlanta. 
While working in an Alzheimer’s disease lab after college, the 
neuroscience major (above) became keenly aware of how 

poorly scientists—herself included—communicate with the public. 
So she abandoned her Ph.D. ambitions and obtained a master’s 
degree in fine arts. That launched a career in science-focused art 
and design that led her to projects like Beyond Curie, which, she 
says, “highlights badass women in STEM.” 

Now, she is creating murals in public spaces in 10 U.S. cities 
spotlighting female physicists, astronomers, glaciologists, and 
oceanographers, in a project sponsored by the Heising-Simons 
Foundation. She f nished the latest installation, in Washington, 
D.C., this month. As a nearby plaque explains, the 5-by-23-meter 
painting, inspired by the work of Duke University particle physicist 
Ayana Arce, imagines women building bridges to each other like 
quarks that f nd each other after intense proton-proton collisions. 
A longer version of this interview is at https://scim.ag/murals. 

Q: How do you see your career transformation now?
A: Art and science are simply dif erent facets of creativity for me. 
Each one is an iterative process that requires tremendous focus, 
resourcefulness, and perseverance. That spark of insight I felt 
doing research in a neuroscience lab is the same one I feel when 
I’m working on a new installation or mural.

Q: What led you to propose murals?
A: The power of murals is that they are impossible to ignore. 
Public art doesn’t sit behind gallery walls. It’s out there in the wild 
for anyone to enjoy. That’s really the approach we need to take 
with science literacy and communication. Because so much of the 
time, we’re in an echo chamber.

Q: What mural comes next?
A: The next will be in San Carlos. It’s based on the research of 
astrophysicist Chung-Pei Ma at the University of California, 
Berkeley. She studies supermassive black holes. I am depicting 
women as illuminators in this mural. There is enormous sexism 
and racism in science and technology. The murals uplift the voices 
and stories that have typically gone unseen. 

THREE QS
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the University of Georgia, the other at the 
University of Wisconsin, Madison. Because 
a molecule’s structure determines how it 
functions, NMR has become a mainstay for 
studying everything from enzymes to cata-
lysts and battery materials. 

Research money goes to refinery 
MEXICO |  Researchers in Mexico are 
outraged by the government’s plan, 
announced this month, to use money 
gained from slashing science programs to 
buy an oil refinery in Texas. In 2020, the 
government enacted a law that terminated 
109 trust funds, some of which supported 
student scholarships, international collabo-
rations, and equipment in climate science 
and other fields. The country’s ruling 
party, Morena, said then that it would use 
the almost 68 billion pesos ($3 billion) 
in funds to help manage the coronavirus 
pandemic. But on 4 June, President Andrés 
Manuel López Obrador changed course, 
announcing that the government instead 
would use part of the money to purchase 
the Deer Park Refinery to enhance Mexico’s 
energy independence (despite its location 
in a different country). Scientists who 
depended on the trust fund money argue 
that the diversion of nonfederal money 
would be illegal. They also complain that 
the move would conflict with Mexico’s 
pledge to join other countries in reducing 
reliance on fossil fuels to control carbon 
emissions and global warming.

Registered reports rate high
PUBLISHING |  “Registered reports”—
papers that journals review and accept 
in principle based on methods alone, 
before results are known—measure up 
on quality, a study reports. The findings, 
published this week in Nature Human 
Behaviour, offer some of the first evidence 
for the purported benefits of the publish-
ing format, now offered by 295 journals. 
Supporters say it promises to improve 
scientific rigor and reduce publication 
bias, but some researchers worry the for-
mat could stifle creativity. Asked to review 
29 registered reports and 57 comparison 
papers published in the standard format, 
353 researchers—blinded to each paper’s 
publishing format—rated the registered 
reports as more rigorous and the methods 
as higher in quality. Scores for creativity 
were similar for both sets. 

Africa gets a shot at mRNA skills
PUBLIC HEALTH |  A South African con-
sortium working with the World Health 
Organization (WHO) will soon launch a 
program to teach scientists from all over 
the continent how to make COVID-19 
vaccines with messenger RNA (mRNA) 
at a training plant. Two South African 
companies, Biogen and Afrigen Biologics 
and Vaccines, will work with academic 
scientists who have offered to share their 
mRNA intellectual property and know-how 

SCIENCEMAG.ORG/NEWS
Read more news from Science online.

to create a “technology transfer hub.” 
WHO hopes the makers of the two proven, 
highly effective mRNA COVID-19 vaccines, 
the Pfizer-BioNTech collaboration and 
Moderna, will join the consortium; if they 
do, plants in South Africa could start to 
produce doses in as soon as 9 months. The 
project could help narrow the wide gap 
between rich and poor countries in avail-
ability of mRNA COVID-19 vaccines, WHO 
said this week. The longer term vision is 
to build plants in several African countries 
that can make mRNA vaccines against 
several diseases.

Virologist’s stalker found dead
COVID-19 |  Prominent Belgian virologist 
Marc Van Ranst of KU Leuven returned 
home with his family on 20 June after 
prosecutors confirmed the death of a 
man who had threatened to kill him for 
advising the government to take strict 
measures to control COVID-19. Van Ranst, 
a top adviser to the Belgian govern-
ment, had spent more than 5 weeks in 
a safe house while police searched for 
Jürgen Conings, 46, a former soldier with 
extreme-right sympathies who had taken 
weapons from a military barracks and 
written farewell letters before disappear-
ing on 17 May. Conings’s body was found 
in a forest near Maaseik, Belgium, a 
village close to the Dutch border; he had 
died by suicide using a firearm, prosecu-
tors said on 21 June. 

CORRECTIONS
The 18 June article titled “Accusations of 
colonial science fly after eruption” (p. 1248), 
about the Goma Volcano Observatory in the 
Democratic Republic of the Congo, mistak-
enly implied that a known number of GVO’s 
staff members supported allegations by 
their union against GVO’s Congolese leader-
ship and European partners, and also that 
the European Center for Geodynamics and 
Seismology in Luxembourg processed seis-
mic and GPS data before sending them to 
GVO. In addition, the article used imprecise 
wording to describe a dispute over whether 
the 22 May eruption of nearby Mount 
Nyiragongo could have been foreseen.

The images accompanying the 18 June 
story titled “Marshes on the move” (p. 1254) 
omitted the photographer’s affiliation. The 
correct credit is: Michael O. Snyder is a 
Bertha Climate Journalism Fellow based in 
Charlottesville, VA. 

IN FOCUS  The glasswing butterfly (Greta 
oto) is one of the rare nonaquatic animals 
with transparent body parts—a trait 
that makes it less visible to predators. 
Last month in the Journal of Experimental 
Biology, researchers at the Marine 
Biological Laboratory in Woods Hole, 
Massachusetts, described features 
of the wings, including specialized scales 
and a coating, that create this effect.
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W
hen the coronavirus variant now 
called Delta first appeared in De-
cember 2020, in the Indian state 
of Maharashtra, it did not seem 
all that remarkable. But when it 
descended on New Delhi a few 

months later, its impact was devastating, 
with almost 30,000 cases reported daily in 
late April. “Suddenly … it is dominant and 
completely sweeps away Alpha,” which un-
til then was most prevalent in the city, says 
Anurag Agrawal, who leads the Institute 
of Genomics and Integrative Biology in 
New Delhi.

New Delhi seemed unlikely to suffer a 
big new outbreak because so many of its 
residents had already been infected or vac-
cinated, Agrawal says. But those protections 
seemed to barely slow Delta, which is more 
transmissible and may evade immunity, he 
says: “It went from a 10-foot wall around the 
city to a 2-foot wall you could just walk over.”

From New Delhi, the variant has quickly 
spread, and it now looks set to sweep the 
globe in what could be a devastating new 
wave. In the United Kingdom, Delta already 
makes up more than 90% of all infections; it 
has driven COVID-19 case numbers up again 
after a dramatic decline and led the govern-
ment last week to postpone the final stage of 
its reopening plan. A Delta-driven resurgence 

in Lisbon prompted the Portuguese govern-
ment to enact a 3-day travel ban between the 
city and the rest of the country. Delta also 
appears also to be causing surges in Russia, 
Indonesia, and many other countries. In the 
United States, where its prevalence is now 
estimated to be at least 14%, the Centers for 
Disease Control and Prevention declared 
Delta a “variant of concern” on 15 June.

The surge has set off a frenzy of research 
to understand why Delta appears to spread 
so much faster than the three other variants 
of concern, whether it is more dangerous in 
other ways, and how its unique pattern of 
mutations, which cause subtle changes in its 
proteins, can wreak havoc. Delta’s arrival has 

also brought fresh attention to the potential 
of SARS-CoV-2 to evolve and adapt in the 
months and years ahead. For the moment, 
Delta is a particular threat to the poorest 
countries with little or no access to vaccines, 
says Soumya Swaminathan, chief science ad-
viser at the World Health Organization. “My 
immediate worry is what will happen when 
Delta is introduced into Africa,” she says. 
“You could end up with explosive outbreaks.”

Research by Public Health England un-
derscores Delta’s ability to spread. Com-
pared with Alpha, which appeared in the 
United Kingdom in 2020, “You’re getting es-
timates of 50% or 100% more transmission,” 
says Adam Kucharski, a modeler at the Lon-
don School of Hygiene & Tropical Medicine. 

But Kucharski says reduced protection 
from vaccines may play a role as well. Data 
from England and Scotland indicate that 
both the Pfizer-BioNTech and AstraZeneca 
vaccines offer slightly less protection against 
symptomatic infections from the new variant 
than from Alpha. People who have received 
just one shot of vaccine—as many U.K. resi-
dents have—are especially vulnerable. (Two 
doses of either vaccine still offer the same 
high level of protection from hospitalization 
from Delta.) How well the many other vac-
cines now in use around the world protect 
against it is unclear, and there are few data 
on the protection resulting from a prior bout 
of COVID-19.

I N  D E P T H

By Kai Kupferschmidt and Meredith Wadman

COVID-19

Delta variant triggers new phase in the pandemic
Scientists are probing why a fresh set of viral mutations is taking the world by storm

Police officers stop cars 
at a checkpoint to prevent 

unauthorized travel 
into and out of Lisbon, 

Portugal, on 18 June.

Evasive maneuver 
The spike protein’s N-terminal domain (left) includes 
a “supersite” where powerful antibodies latch on 
to the virus (middle). Mutations there (right) can 
prevent them from binding.

Spike protein
N-terminal 

domain

Neutralizing 
antibody

N-terminal 
domain with 

mutations
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The two effects—increased transmis-
sibility and immune evasion—are hard to 
disentangle, but “I would argue the Delta 
variant has been driven by its transmissi-
bility, not its ability to escape immunity,” 
says Jeremy Farrar, head of the Wellcome 
Trust. “If Alpha really is approximately 
50% more transmissible than the wild type 
strain, and Delta is 50% more transmissible 
again than Alpha, we’re talking about a vi-
rus that’s more than twice as transmissible 
as the initial strain,” adds Aris Katzourakis, 
an evolutionary virologist at the University 
of Oxford. That would mean countries and 
populations with low vaccination rates are 
likely to see big new outbreaks. Indeed, if the 
faster spread “is entirely down to the funda-
mentals of the virus, that’s catastrophic news 
for the rest of the world,” Kucharski says.

On top of this, Delta may be 
more likely to put unvaccinated 
people in the hospital than Al-
pha. Early data from the United 
Kingdom suggest the risk of 
hospitalization may be twice as 
high. Together these characteris-
tics could cause huge problems 
in Africa, Swaminathan says. 
“There isn’t going to be enough 
oxygen there, there aren’t going 
to be enough hospital beds. And 
we already know that outcomes 
for people that are hospitalized 
in Africa are worse than in other countries,” 
she says. “So this could really lead to higher 
mortality, even among younger people.”

SCIENTISTS ARE just beginning to probe what 
makes Delta so dangerous. They’re concen-
trating on a suite of nine mutations in the 
gene encoding spike, the protein that studs 
the virus’ surface and allows it to invade hu-
man cells. One important mutation, called 
P681R, changes an amino acid at a spot di-
rectly beside the furin cleavage site, where a 
human enzyme cuts the protein, a key step 
enabling the virus to invade human cells. In 
the Alpha variant, a mutation at that site 
made cleavage more efficient; a preprint 
published in late May showed Delta’s dif-
ferent change makes furin cleavage even 
easier. The researchers suggest this could 
make the virus more transmissible.

Japanese researchers who made pseudo-
viruses carrying the mutation have not found 
it to confer increased infectivity in the lab, 
however, and in India, other coronavirus 
variants that include the same mutation have 
been far less successful than Delta, says evo-
lutionary virologist Andrew Rambaut of the 
University of Edinburgh. “So it must be an in-
teraction with something else in the genome.”

Other mutations in Delta could help it 
thwart immunity. Some alter the spike’s N-

terminal domain (NTD), which protrudes 
from the protein’s surface. A recent Cell paper 
identified one spot in the NTD as a “super-
site,” unfailingly targeted by “ultra-potent” 
neutralizing antibodies from recovered pa-
tients. Delta’s unique mutations delete the 
amino acids at positions 156 and 157 in the 
supersite and changes the 158th amino acid 
from arginine to glycine; the latter eliminates 
a direct contact point for antibody bind-
ing, says David Ostrov, a structural biologist 
at the University of Florida. “We think the 
157/158 mutation is one of the hallmark mu-
tations in Delta that has given it this more 
immune-evasion phenotype,” concurs Trevor 
Bedford, a computational biologist at the 
Fred Hutchinson Cancer Research Center.

Another mutation in the NTD supersite 
may also help rebuff antibodies. And scien-

tists should start to examine the 
role of changes in other Delta 
variant proteins, says Nevan 
Krogan, a molecular biologist at 
the University of California, San 
Francisco. “There is so much we 
don’t know about these vari-
ants on every level. We are so 
in the dark.” Delta has several 
mutations in the nucleocapsid 
protein, for example, which has 
many jobs, “like a Swiss Army 
Knife protein,” says virologist 
David Bauer of the Francis 

Crick Institute. The experiments to bring 
clarity will take months, however.

IN THE MEANTIME, scientists agree urgent 
action is needed to stop the spread of the 
new variant. “Worries about Delta should 
galvanize us to really ramp up vaccination 
efforts and surge vaccines to places where 
Delta is ticking up,” says virologist Angela 
 Rasmussen of the University of Saskatch-
ewan. U.S. President Joe Biden on 18 June 
urged young people to get fully vaccinated 
to protect themselves from Delta. Countries 
with little access to vaccine need to resort 
again to interventions such as physical dis-
tancing and masks, Rasmussen says.

The goal is not just to save lives immedi-
ately, but also to give the virus less room to 
evolve further. Delta’s success has shown sci-
entists aren’t able to identify dangerous new 
variants in time to stop them spreading, says 
Emma Hodcroft, a virologist at the University 
of Basel, despite an unprecedented global ef-
fort to track its evolution in real time (Science, 
21 May, p. 773). And it would be dangerous to 
assume that SARS-CoV-2 can’t do much better, 
Katzourakis says. “Anything that’s happened 
at least twice in evolution is part of a pattern,” 
he says. “I would be very unsurprised if we 
saw equivalent changes over the coming year 
or two.” j

“There is so 
much we don’t 

know about 
these variants 
on every level.”

Nevan Krogan,
University of California, 

San Francisco

NEWS   |   IN DEPTH

F
ew have spoken out as force-
fully against the global disparity 
in  COVID-19 vaccine distribution 
as Tedros Adhanom Ghebreyesus, 
director-general of the World Health 
Organization (WHO). Tedros, as 

he prefers to be called, has labeled the 
inequity “vaccine apartheid” and a “cata-
strophic moral failure” that has led to a 
“two-track pandemic.” A global procure-
ment scheme by WHO and other parties 
to supply vaccines to poorer countries, the 
COVID-19 Vaccines Global Access (COVAX) 
Facility, has not had much impact so far.

Tedros served as Ethiopia’s minister of 
health from 2005 to 2012—and then as 
minister of foreign affairs—before taking 
the helm at WHO in 2017. Science spoke to 
him on 12 June, hours before he addressed 
a summit of G7 nations underway in the 
United Kingdom that resulted in a pledge 
to donate 870 million additional vaccine 
doses to COVAX by the end of 2022. The 
interview has been edited for brevity and 
clarity. A longer version is online at 
https://scim.ag/TedrosQA. 

For WHO leader, 
a ‘feeling that 
we’re failing’
Tedros Adhanom 
Ghebreyesus had expected 
more social responsibility 
in the face of a global crisis

COVID-19 

By Jon Cohen, in Geneva

Q: The conversation about inequity in COVID-19 
vaccination started before there was anything 
that worked. Were you trying to get ahead of it, 
by doing the advocacy early?
A: When I was Ethiopia’s minister of 
health, I saw two global failures. One is 
HIV. Those who needed [antiretroviral 
treatment] in low-income countries didn’t 
get it until 10 years after the discovery. 
That’s very, very disappointing. Not only 
that, there was an H1N1 influenza pan-
demic in 2009. Vaccines were developed, 
but they didn’t reach low-income coun-
tries, especially in Africa. These are the 

Science’s COVID-19 reporting is supported 
by the Heising-Simons Foundation.
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things I remembered when we were con-
fronted with COVID. And from the start, 
we were saying: We shouldn’t repeat the 
same mistake. It’s unprecedented actually 
to have eight vaccines [authorized] in just 
a year. But where we’re failing is the vac-
cine equity for distribution.

Q: You’ve had a voice with some anger and 
frustration, mixed with advocacy. Why do you 
think so few other world leaders are willing to 
be blunt?
A: I don’t think I know the answer.

Q: Has anyone become very ill or even died from 
COVID-19 who was close to you?
A: Yes. The closest is the stepmother of 
my wife [in Ethiopia]. And this is before 
vaccination started, and even now she 
probably wouldn’t have had access. She 
died. And there are others, a bit more at 
a distance.

Q: Operation Warp Speed wasn’t designed to 
vaccinate the world. It was designed to deliver 
vaccines for the American people and protect 
the country. What if there had been a different 
administration that had a more global vision?
A: The problem of just focusing on one 
country is we will not use the full po-
tential of the whole world. I would turn 
to the G7 first, and [then] I would take 
G20, which controls 80% of the [global 
economy]. They can influence the whole 
world. What we have been saying from the 
start—solidarity, everybody contributes 
to the basket. That [conversation] should 
happen, and that’s what we have been 

pushing for. This is not just the respon-
sibility of the U.S., but of all the major 
countries that have capacity for financial 
[help] or even production capacity.

Q: What do you think of the Biden administration?
A: This person has changed everything, 
turned it upside down. It’s day and night 
what happened. From day one, when 
Biden reversed the decision [by former 
President Donald Trump to defund] the 
WHO, he has shown his commitment. And 
the U.S. has made the largest contribution 
to donating vaccine doses. We appreciate 
the help and hope other leaders will fol-
low suit and make a significant contribu-
tion. We cannot ask the U.S. to do it alone.

Q: You’ve been talking recently about the idea 
of a pandemic treaty. Would it include waivers 
of intellectual property (IP) for vaccines and 
other medicines?
A: The IP waiver is one option, and it is 
key, especially in emergency conditions. 
Even TRIPS [a World Trade Organization 
agreement] has a provision to use an IP 
waiver in emergency conditions. In un-
precedented situations, you need to take 
unprecedented measures. If we’re not go-
ing to use it now, then when do we use it? 
Why do we even have it in the first place?
I’m a strong supporter of IP. I’m very 
grateful to the private sector. And I don’t 
believe in just taking IP away from them. 
I actually proposed giving incentives, 
some compensations [in exchange for an 
IP waiver]. At the same time, the compa-
nies also have a social responsibility. This 

is about the whole world. Who would like 
the world to be hostage of a virus? Com-
panies can make profit on 99% of their 
medicines. This is 1% of things.

Q: You tried to launch an IP sharing 
program called the COVID-19 Technology 
Access Pool. Are you surprised that no 
vaccine companies participated?
A: It’s a mixed feeling: surprised, not 
surprised. Social responsibility is just 
something you would expect from a de-
cent human being when the whole world 
is burning.

Q: You’ve been heavily criticized for a report that 
came from WHO, with its imprimatur, saying the 
lab origin hypothesis of the pandemic virus is 
extremely unlikely.
A: That’s where there is a misunderstand-
ing. The group came from different 
institutions and different countries, and 
they’re independent. There were only two 
WHO staff who joined them. They came 
up with their study. At the end of the 
day, we said: “OK, there is progress, but 
there are these challenges.” And we said it 
openly. We treated China the same way we 
treat every country.

Q: When SARS-CoV-3 or whatever is the next 
pandemic virus shows up, and you’re sitting 
where you’re sitting now, what are you going to 
do differently on day one?
A: If you’re asking for a magic bullet, 
there’s no magic bullet. I appointed a very 
independent, high-level commission to 
assess the situation so far and make rec-
ommendations. They did a very impartial 
independent assessment, which we are re-
ally proud of. We have to calm down and 
chart a clear road map on how to respond 
to the next pandemic. But we have to be 
very, very serious in learning from this 
and do things that are as ambitious as 
possible, and that will be impactful.

Q: What was the date you got your first shot?
A: May 12.

Q: You’re the head of WHO. You could have said in 
December 2020, “I’m ready.”
A: I was protesting. I wanted to wait until 
Africa and other countries in other regions, 
low-income countries, started vaccination. 
I have a background as a health worker 
and I’m in one of the risk groups. They 
were beginning to vaccinate health work-
ers and risk groups [in Africa] around 
that time, so I thought that was my turn.
 
Q: How did it feel once you got vaccinated?
A: I’m still feeling that we’re failing. I was 
having my shot with disappointment. j

Tedros Adhanom Ghebreyesus waited to get vaccinated in Geneva until it would have been his turn in Africa. 
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B
y using a bacterial neurotoxin to 
paralyze facial muscles, Botox treat-
ments get rid of forehead wrinkle 
lines. They can also make it hard to 
frown. That has led some clinicians to 
the unusual idea that by eliminating 

negative emotional feedback that frowns 
feed the brain, Botox can relieve depression. 
Botox offers “another option for severely de-
pressed people, especially those that can’t 
tolerate medication,” says Michelle Magid, a 
psychiatrist at the University of Texas, Aus-
tin, who has prescribed Botox to 
dozens in her own practice. In a 
March meta-analysis combining 
data from five trials, Magid and 
colleagues found what they say is 
top-quality evidence that should 
“pave the way” for Botox’s wide-
spread use in psychiatry.

But many researchers remain 
skeptical. Last month, Nicholas 
Coles, a social psychologist at 
Stanford University, published 
a response to the meta-analysis, 
saying it doesn’t address problems 
that he and his colleagues flagged 
in a 2019 meta-analysis that used 
much of the same trial data—but 
came to an opposite conclusion 
about the value of the treatment. 
If doctors push ahead without a 
firm foundation of evidence, he 
says, “people could be harmed.”

The notion that Botox could help 
depression rests on the facial feedback hy-
pothesis: the idea that physical expression of 
emotion—like smiling or frowning—
provides feedback to the brain that rein-
forces, or even sparks, an emotional expe-
rience. The idea can be traced back to the 
1800s; in 1872, Charles Darwin wrote that 
“the free expression by outward signs of an 
emotion intensifies it.”

Social psychology experiments in the 1970s 
found evidence that even fake smiles seemed 
to boost a person’s mood. If the brain rec-
ognizes something emotional happening in 
your body, “the emotion behind it gets en-
riched,” says Tillmann Krüger, a psychiatrist 
at Hannover Medical School who led the new 
meta-analysis, published in the Journal of 
Psychiatric Research. Blocking frowning with 
Botox “breaks the feedback loop,” he says.

In the new meta-analysis, Krüger and 
colleagues combined data from five tri-
als, conducted between 2012 and 2020, in 
which people suffering from depression 
had their forehead muscles injected with 
either Botox or saline. They were evaluated 
psychologically weeks later. The meta-
analysis results were startling: The power 
of Botox to alleviate depression was more 
than twice as strong as the best approved 
oral antidepressants. Botox “has an excel-
lent tolerability and safety profile, and the 
patients don’t have to think about taking a 
pill every day,” Krüger says.

But in their own 2019 analysis, which 
drew from four of the same five studies, 
missing only one recent published trial, 
Coles and his colleagues saw reasons for 
concern. Each trial had fewer than 100 pa-
tients, and participants might be able to 
tell whether they were given a placebo or 
the toxin because the effects of Botox are so 
obvious. The researchers also saw the huge 
effect size, but it was a cause for concern, 
not celebration. Coles thought it strange 
that Botox’s effect was four times larger 
than in tests of the facial feedback hypoth-
esis, in which people’s emotional states are 
measured after they hold a facial expression 
for a few seconds or minutes. And Coles 
points out that four of the five trials were 
conducted by researchers who had declared 
payments from Botox’s maker, Allergan.

The fact that the antidepressant effect is 
so much larger than in facial feedback ex-
periments is not cause for concern, Krüger 
says. For one thing, he says, using Botox to 
prevent frowns day in, day out for weeks 
could have a more powerful influence than 
a few minutes of frowning or smiling in a 
lab. He and colleagues also suggest Botox 
could affect the nervous system directly, 
improve a patient’s self-image, or change 
how the world responds to them.

Krüger argues that Botox should be used 
for depression even if it’s unclear how it 
helps. He points out that the mood-altering 

mechanism behind the broadest 
class of antidepressants—which 
allow the neurotransmitter sero-
tonin to stick around longer in 
the brain—is still hotly contested. 
Magid says not using Botox risks 
“withholding a valuable treat-
ment from patients that might 
benefit from it.”

But others share Coles’s con-
cerns. Large effect sizes seen in 
small studies tend to disappear 
in larger trials—a trend seen even 
for today’s commonly used anti-
depressant medications, says Eiko 
Fried, a depression researcher at 
Leiden University. He worries psy-
chiatrists who use Botox for de-
pression are giving their patients 
false hope and neglecting estab-
lished treatments instead.

In 2018, Allergan said it had 
postponed a phase 3 trial of Botox 

for depression. (Allergan did not respond to 
a request for comment.) Magid and Krüger, 
who have received compensation for advis-
ing Allergan on the treatment, said they 
do not know of any plans for a large, high-
quality trial. “We’re hoping that larger in-
stitutions, or somebody with a huge NIH 
[National Institutes of Health] grant, can 
take on something this big,” Magid says.

The question that still needs to be an-
swered, says Jonathan Kimmelman, a bio-
ethicist at McGill University, is whether 
Botox works well enough on depression to 
justify the risk of its rare but worrying side 
effects. Botox injections into the face can 
occasionally produce difficulty breathing 
and swallowing. Kimmelman says, “Noth-
ing is safe unless there’s some reason to 
use it.” j

Botox injections make frowning hard. Could that break a feedback loop?

By Cathleen O’Grady

PSYCHIATRY

Botox depression treatment raises eyebrows
Researchers cast doubt on study claiming strong evidence for the unusual treatment
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T
aking aim at two goals at once, the 
Department of Energy (DOE) wants 
to launch an initiative both to address 
the climate crisis and increase diver-
sity in the U.S. scientific workforce. In 
its 2022 budget request to Congress, 

DOE requests funds to create urban inte-
grated field laboratories (IFLs) that would 
gather climate data in cities and build 
bridges to urban communities, including 
by collaborating with minority-serving uni-
versities, such as historically Black colleges 
and universities (HBCUs).

“I was surprised but thrilled to see the 
IFL language,” says Lucy Hutyra, a biogeo-
chemist at Boston University. “Urban areas 
are radically understudied.” David Padgett, 
a geoscientist at Tennessee State University, 
an HBCU in Nashville, says, “This sounds 
like something I might want to collaborate 
on with my colleagues at TSU or Spelman” 
College, an HBCU in Atlanta.

The effort is timely, scientists say, as 
evidence suggests the impacts of climate 
change will often fall hardest on poorer 
urban communities. But collecting climate 
data in cities poses major challenges, and 
Black researchers stress that to really boost 
diversity, DOE will have to help minority in-
stitutions grow their research capacity.

The IFL concept originated with DOE’s 
biological and environmental research 
advisory committee, which in 2015 urged 

DOE to build such labs in cities especially 
sensitive to climate change: those in arid, 
mountainous, coastal, and agricultural en-
vironments. The DOE budget request adds 
a social dimension, noting that the labs 
will “incorporate environmental justice as 
a key tenet of research.” That language “is 
unusual,” says Bruce Hungate, an ecosys-
tems scientist at Northern Arizona Uni-
versity, Flagstaff. “However, it absolutely 
reflects the direction the conversation is 
turning in environmental science. So, ku-
dos to DOE.”

Other federal agencies already gather 
climate-related data in urban areas. The 
National Science Foundation supports 
28 Long-Term Ecological Research sites, in-
cluding stations in Baltimore and Phoenix, 
with one to be added in Minneapolis. The 
Environmental Protection Agency and the 
National Oceanic and Atmospheric Admin-
istration sample air in various cities, and 
NOAA has long funded an atmospheric sci-
ence lab at Howard University, an HBCU in 
Washington, D.C. (p. 1382). But such efforts 
have often focused on biology and local 
phenomena, scientists say.

In contrast, the IFLs would collect com-
prehensive data on the flows of energy, 
water, and airborne chemicals through 
complex urban environments and feed 
them into the department’s global climate 
models, says Sharlene Weatherwax, DOE’s 
associate director for biological and envi-
ronmental research. Ultimately, she says, 

researchers hope to predict how climate 
variables such as temperature and pre-
cipitation will change on spatial scales of 
kilometers and temporal scales from 2 to 
100 years. “We really care what will hap-
pen to climate where people live, and a big 
swath of that is urban.” 

The agency plans to call for proposals and 
select sites for more than one IFL in 2022. 
Each would likely cost between $1 million 
and $10 million and involve a collaboration 
between some of DOE’s 17 national laborato-
ries and local universities. The agency aims 
to engage with urban institutions it may not 
have worked with before, Weatherwax says. 
In a separate effort, DOE wants to begin 
planning for a national climate laboratory 
or center, to be sited at an HBCU or other 
minority-serving institution.

Methods used to collect climate data 
in environments such as forests and grass-
lands may not work well in urban areas, 
warns Hank Loescher, a biogeochemist and 
director of strategic development at Battelle. 
Tracking water in cities can be tricky because 
much of it flows through sewers, he notes, 
and monitoring gases such as methane re-
quires extremely tall towers that cities may 
not allow. Researchers also lack a compre-
hensive theory of the urban environment, 
Loescher says. “They’re still figuring out 
what to measure and how to measure it.”

DOE must also recognize that urban in-
stitutions serving minority communities 
often lack the staff and infrastructure of 
wealthier universities, says Beverly Wright, a 
sociologist at Dillard University (an HBCU) 
and executive director of the Deep South 
Center for Environmental Justice in New Or-
leans. “Part of the program should be a focus 
on building capacity at these universities.”

If done poorly, IFLs could even perpetu-
ate a “colonialist” relationship between 
majority and minority institutions, warns 
Everette Joseph, an atmospheric physicist 
at the National Center for Atmospheric 
Research. For example, he worries HBCUs 
might be relegated to a purely educational 
role in IFLs. “There’ll be an emphasis on 
sending your students to the lab and no 
thinking about how you build capacity until 
it’s exploitative,” he says.

Scientists acknowledge that DOE is tak-
ing a political risk in linking climate re-
search with environmental justice. DOE 
research enjoys bipartisan support in Con-
gress, but that’s because legislators view it 
as an engine of economic competitiveness. 
Weatherwax says she’s not worried about 
a political backlash. “We’re hoping that 
people will understand that [environmental 
justice] means: ‘This could be you.’” j

Hotter summers could hit city dwellers especially hard.

WORKFORCE

At DOE, efforts to address 
climate and diversity dovetail
Proposed urban integrated field laboratories would 
reach out to minority communities

By Adrian Cho
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I
f you’ve ever crammed for an exam 
before bedtime, you may have tried 
something dream researchers have 
been attempting for decades: coaxing 
knowledge into dreams. Such efforts 
have had glimmers of success in the 

lab. Now, brands from Xbox to Coors are 
teaming up with a few scientists to attempt 
something similar: “Engineer” advertise-
ments into consumers’ dreams, via video 
and audio clips. This month, 40 sleep and 
dream researchers have pushed back in an 
online letter, calling for the regulation of 
commercial dream manipulation.

“Dream incubation advertising is not 
some fun gimmick, but a slippery slope with 
real consequences,” they write on the op-ed 
website EOS. 

Dream incubation, in which images, 
sounds, or other sensory cues are used to 
shape nighttime visions, has a long history. 
Greeks who fell ill in the fourth century 
B.C.E., for example, would sleep on earthen 
beds in the temples of the god Asclepius, to 
prompt a state of dreaming in which their 
cure would be revealed.

Modern science has opened a whole 
new world of possibilities. Researchers can 
now identify sleep stages when most peo-
ple dream by monitoring brain waves, eye 
movements, and even snoring. They have 

also shown that external stimuli such as 
sounds, smells, and lights can alter dreams’ 
content. This year, researchers communi-
cated directly with lucid dreamers—people 
who are aware while they are dreaming—
getting them to answer questions and solve 
math problems as they slept.

“People are particularly vulnerable [to 
suggestion] when asleep,” says Adam Haar, 
a cognitive scientist and Ph.D. student at 
the Massachusetts Institute of Technology 
who co-authored the letter. Haar invented a 
glove that tracks sleep patterns and guides 
wearers to dream about specific subjects 
by playing audio cues during susceptible 
sleep stages. He  has been contacted by 
three companies in the past 2 years, in-
cluding Microsoft and two airlines, asking 
for his help on dream incubation projects. 
He helped with one game-related project, 
but wasn’t comfortable participating in ad-
vertising campaigns.

Work by Harvard University dream re-
searcher Deirdre Barrett has also attracted 
corporate attention. In a 1993 study, she 
asked 66 students to select an academic or 
personal problem, write it down, and think 
about it each night for a week before bed. 
At the end of the study, nearly half reported 
dreaming about the problem. Similar work 
published in 2000 in Science, in which Har-
vard neuroscientists asked people to play 
several hours of the computer game Tetris, 

found that slightly more than 60% of the 
players reported dreaming about it.

This year, Barrett consulted with the Mol-
son Coors Beverage Company on an online 
advertising campaign that ran during the Su-
per Bowl. Following her instructions, Coors, 
which has mountains and waterfalls on its 
logo, asked 18 people (12 of them paid actors) 
to watch a 90-second video featuring images 
of mountains and Coors beer right before 
falling asleep. When the participants awoke, 
five reported dreaming about the beer, ac-
cording to a YouTube video documenting the 
effort. (The result remains unpublished.)

Barrett says advertising strategies like 
these can get the public’s attention, but will 
likely have little practical impact. “Of course 
you can play ads to someone as they are 
sleeping, but as far as having much effect, 
there is little evidence.” 

That doesn’t mean that future attempts 
couldn’t do better, says Antonio Zadra, a 
dream researcher at the University of Mon-
treal who signed the statement. “We can see 
the waves forming a tsunami that will come, 
but most people are just sleeping on a beach 
unaware,” he says. 

The letter writers fear that because there 
are no specific regulations for in-dream 
advertising, companies might one day use 
smart speakers to detect people’s sleep 
stages and play back sounds to influence 
their dreams and behaviors. “It is easy to 
envision a world in which smart speakers—
40 million Americans currently have them 
in their bedrooms—become instruments of 
passive, unconscious overnight advertising, 
with or without our permission,” says the let-
ter, which the writers have sent to U.S. Sena-
tor Elizabeth Warren (D–MA).

Such a world is worth preparing for, says 
Dennis Hirsch, a professor of law and a 
privacy expert at Ohio State University, Co-
lumbus. But he adds that the U.S. Federal 
Trade Commission Act, which prohibits 
“unfair or deceptive” business acts, likely 
already applies to using smart speakers for 
in-dream advertising. 

Tore Nielsen, a dream researcher at the 
University of Montreal who did not sign the 
statement, agrees that his colleagues have 
aired a “legitimate concern.” But he says in-
terventions like this won’t work unless the 
dreamer is aware of the manipulation—and 
willing to participate. “I am not overly con-
cerned, just as I am not concerned that peo-
ple can be hypnotized against their will,” he 
says. “[But] if it does indeed happen and no 
regulatory actions are taken to prevent it … 
whether or not our dreams can be modified 
would likely be the least of our worries.” j

Some researchers fear a future in which smart 
speakers play ads to unsuspecting sleepers.

Advertisers could come for your 
dreams, researchers warn
Inserting ads into dreams may one day be feasible

NEUROSCIENCE
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T
he startlingly poor performance re-
vealed last week for a COVID-19 vac-
cine made by the German company 
CureVac isn’t just a disappointment, 
it’s a scientific puzzle. The company 
blames the rapidly changing pan-

demic virus. But several outside research-
ers suspect the vaccine’s design is at fault.

Many scientists and investors alike had 
expected CureVac’s candidate, which uses 
messenger RNA (mRNA) to code for the 
spike surface protein of SARS-CoV-2, had 
a good chance of becoming one of the 
most powerful new weapons against the 
pandemic. It relies on essentially the same 
novel mRNA technology as vaccines from 
the Pfizer-BioNTech collaboration and 
Moderna, which demonstrated more than 
90% efficacy in their trials, and it holds 
some practical transportation and storage 
advantages over those rival shots.

But preliminary data from a trial enroll-
ing some 40,000 people, about 75% in Latin 
America and 25% in Europe, suggest the ef-
ficacy of the CureVac vaccine is a lackluster 
47%—low enough that, if further data are 
equally disappointing, health regulators 
likely won’t authorize it for emergency use. 
The topline finding came from an interim 
analysis evaluating 134 participants who 
developed at least one COVID-19 symp-
tom. Although the company did not give 
a breakdown, the reported 47% efficacy 
translates to roughly 88 COVID-19 cases in 
the placebo group and 46 among the vac-
cinated. “The results are sobering,” said 
Franz-Werner Haas, CureVac’s CEO.

The vaccine’s mRNA was designed for a 
version of spike that was dominant among 
the SARS-CoV-2 circulating early in the 
pandemic, but since then the virus has 
evolved into many variants. Only 1% of in-
fected trial participants had a virus with 
the original spike protein; the others har-
bored a total of 12 different variants. “We 
are virtually fighting a different virus, dif-
ferent pandemic over the last 6 months,” 
Haas said. “Demonstrating high efficacy in 
this unprecedented broad diversity of vari-
ants is quite challenging.”

Other efficacy trials have found that cer-
tain mutant strains of the coronavirus can 
compromise the ability of COVID-19 vac-
cines to protect against mild disease, but 

the variant that has most powerfully under-
mined other vaccines, Beta, was not seen in 
the CureVac study. In contrast, Alpha, first 
seen in the United Kingdom and one of the 
earliest variants of concern, caused 41% of 
the 124 cases overall and 91% of the 44 cases 
that occurred in Europe.

Kathleen Neuzil of the University of 
Maryland School of Medicine doubts vari-
ants fully explain the poor performance of 
CureVac’s vaccine. Unlike CureVac’s mRNA 
shot, she says, the Pfizer-BioNTech and 
Moderna vaccines “work very well against 
Alpha.” She cautions that it’s difficult to 
compare trials of different vaccines, but 
says, “It’s just hard for me to believe that the 
variants could have this degree of effect.”

CureVac did not provide any data about 
how many of the people infected in the trial 
developed severe disease. Other vaccines 

continue to prevent most hospitalizations 
and deaths even when variants reduce 
their protection against mild COVID-19.

Some scientists trying to make sense of 
the CureVac result point to an earlier, phase 
1 study of the vaccine. It showed that serum 
levels of so-called neutralizing antibod-
ies, which prevent the virus from binding 
to cells, were relatively low in vaccine re-
cipients compared with people naturally in-
fected with the coronavirus. “It’s certainly a 
good possibility that the vaccine is just not 
immunogenic enough,” says immunologist 
John Moore of Weill Cornell Medicine.

The type of mRNA used by CureVac 
may undermine antibody formation, 
contends Drew Weissman of the Univer-
sity of Pennsylvania’s Perelman School 
of Medicine, who helped pioneer certain 
mRNA modifications used in the Pfizer-
BioNTech and Moderna vaccines. (Those 
companies license the technology, which 
may financially benefit the university and 
Weissman.) CureVac’s vaccine used an un-
modified form of mRNA. When natural 

mRNA is injected into the body, it triggers 
the production of interferons, signaling 
molecules that can rev up the immune sys-
tem. CureVac touted that as an advantage 
of its formulation. But Weissman notes in-
terferons can also block the generation of 
T helper cells that, in turn, direct B cells to 
make antibodies.

The other companies’ mRNA vaccines, 
in contrast, use chemically altered ura-
cils, one of the four nucleotides that make 
up RNA. Weissman’s group had shown in 
2018 that uracil-modified mRNA triggered 
potent neutralizing antibodies and other 
protective immune responses in animal 
models. He notes that a BioNTech study 
comparing modified and natural mRNA 
vaccines also found that the modifications 
boosted the antibody response.

Peter Kremsner of University Hospital 
Tübingen, who helped run the CureVac effi-
cacy study, suggests the company may have 
given people too low a dose of its vaccine. 
“I am uncertain what it was finally, natural 
uracil or only dose or both,” he says.

CureVac’s phase 1 study had compared 
the safety and immune responses generated 
by doses between 2 and 20 micrograms, but 
because of side effects at the highest doses, 
the company settled on a standard dose 
of 12 micrograms. (The  Pfizer-BioNTech 
vaccine uses a 30-microgram dose and 
Moderna’s is 100 micrograms.)

Other data presented by CureVac last 
week suggest, however, that the design of 
the vaccine is more important than the dose. 
It reported data from a monkey study that 
compared the current vaccine with a next-
generation version, whose mRNA is more 
stable inside of cells: Even when the dose 
was the same, the new candidate produced 
higher levels of the spike protein, triggering 
a 10-fold higher level of neutralizing anti-
bodies. Dose-ranging studies of the Pfizer 
and Moderna vaccines have also found that 
higher mRNA doses offer relatively modest 
gains in antibody levels.

Still, CureVac says it must wait for the fi-
nal analysis of the current efficacy trial, ex-
pected to amass more than 200 COVID-19 
cases, before it decides whether to make a 
“strategic shift” to the second-generation 
vaccine. “For now, we are going full speed 
exactly where we are,” Haas said. “We are 
expecting the data to come within the next 
3 weeks.” j

By Jon Cohen

COVID 19

What went wrong with CureVac’s mRNA vaccine?
Company blames variants of the coronavirus, but type of RNA may have been key
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“It’s certainly a
good possibility that the

vaccine is just not 
immunogenic enough.”

John Moore, Weill Cornell Medicine
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verything depended on finding the 
gigantic dust cloud.

Seventeen years ago, a scientific 
crew set out on the Ron Brown, a 
gleaming U.S. research ship, in 
search of a plume of desert dust 
that had sheared off the Sahara and 
wafted over the Atlantic Ocean. 
Sailing from Barbados with day 

after day of clear sky, the crew was anx-
ious about finding the dust storm. But that 
wasn’t the only thing weighing on Vernon 
Morris, the atmospheric chemist who’d or-
ganized the cruise, the first of its kind run 
largely by Black and Hispanic scientists. 

Failure could make life complicated for the 
atmospheric sciences program Morris had 
recently co-founded at Howard University. 
And, he says, “They would have never en-
trusted the ship to a bunch of Puerto Ri-
cans and Blacks again.”

Finally, on the fifth morning, the crew 
awoke to an eclipse of dust. It settled on 
railings, instruments, and weather bal-

loons. “We were just all giddy, the happiest 
scientists,” says Michelle Hawkins, a How-
ard graduate student at the time who now 
leads severe weather forecasts at the Na-
tional Weather Service. The schedule was 
intense, as the crew launched weather bal-
loons around the clock and took measure-
ments in the ocean and at the surface to 
capture a picture of what turned out to be 
one of the largest Saharan plumes ever ob-
served. And the cruise began a trend: The 
Aerosol and Ocean Science Expeditions 
(AEROSEs) have set out nearly every year 
since then, with the latest cruise defying 
the pandemic to sail in January.

Atmospheric science is overwhelmingly white. 
These Black scientists ignited a change

By Paul Voosen

F E AT U R E S

A CHANGE 
IN THE AIR

At Howard University, Vernon Morris 
helped train more than half of recent U.S. Black 

atmospheric science Ph.D.s.
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Although AEROSE cruises are 
still full of black and brown faces, 
most research cruises—indeed, 
most of the geosciences—are not. 
Nearly 90% of geoscience doctorate 
holders are white, and by Morris’s 
count, there are no more than seven 
Black atmospheric scientists in ten-
ured positions in the country’s ma-
jor academic departments. Many of 
the communities most at risk from 
climate-related extremes, such as 
heat waves or hurricanes, are those 
least represented in the science that 
explores those threats. “It’s not only 
a Black man’s challenge,” says Belay 
Demoz, an atmospheric physicist 
originally from Eritrea who is at the 
University of Maryland, Baltimore 
County. “It’s the nation’s problem.”

Amid this dire portrait, however, 
the Howard University Graduate 
Program in Atmospheric Science 
has been a notable success. From 
2006 to 2018, the Howard pro-
gram, one of AEROSE’s sponsors, 
produced 17 Black doctorate hold-
ers in atmospheric science—more 
than half the country’s total—
and 30% of its Latina doctorate 
holders. Seventy-five percent of 
graduates came from low-income 
backgrounds. Nearly all hold scien-
tific jobs and some are now carv-
ing out prominent positions in the 
country’s premier climate science 
agencies, especially the National 
Oceanic and Atmospheric Ad-
ministration (NOAA). “I feel like 
‘successful’ is not strong enough,” 
Hawkins says. “It’s been such a 
guiding light for all of us.”

With the Biden administration 
promising to increase its support for 
historically Black colleges and universities 
(HBCUs) like Howard, including a poten-
tial new climate research lab based at one, 
this should be a time of hope and expansion 
for the Howard program. But its future is in 
doubt. For years, school leadership neglected 
the program, according to former faculty, 
and most of its founders, including Morris 
himself, have left. “I don’t think Howard ever 
appreciated what they had on their hands,” 
says Marshall Shepherd, a Black atmospheric 
scientist at the University of Georgia, Ath-
ens, and former president of the American 
Meteorological Society (AMS). “They had a 
game-changing program.”

As the geosciences seek to improve their 
diversity, Howard’s success holds lessons 
for leaders and institutions. How can it be 
replicated? And can it even be sustained at 
Howard itself?

MORRIS “BACKED into college,” as he puts 
it, attending Morehouse College, an HBCU 
in Atlanta, after deciding not to follow his 
father into the Air Force. But he felt adrift, 
far from his family in Washington, spending 
above his means to keep up with the rich 
kids. Thinking about dropping out, Morris 
ran into Henry McBay, a legendary Black 
chemist who offered to buy him books as 
long as he majored in chemistry and math. 
That led to a mentorship with John Hall, 
the pioneering Black atmospheric chemist 
who worked on ozone depletion. “I started 
doing work on chlorine nitrate chemistry 
and matrices,” Morris says. “I loved it.” In 
1990 he became the first Black person to 
earn a Ph.D. from the Georgia Institute of 
Technology’s earth science program.

As a postdoc, he became intrigued by 
cosmic chemistry and the atmosphere of 

Venus. He wanted to get back to an 
HBCU, and he noticed that How-
ard had recently launched a small, 
NASA-funded Center for the Study 
of Terrestrial and Extraterrestrial 
Atmospheres. Morris wrangled an 
invite and sold himself as someone 
who could help focus the center’s re-
search and ensure its continuation—
at the time, external NASA review-
ers were questioning its lack of rel-
evant expertise and threatening to 
claw back the grant. He was hired as 
deputy director in 1994.

At the time, Morris was one of a 
few people of color who regularly ap-
peared at national atmospheric sci-
ence meetings. He and a handful of 
others would meet at a nearby hotel 
lobby bar to unwind. “Those meet-
ings used to be superstressful, not 
seeing anyone who looks like you,” 
says Gregory Jenkins, a climato-
logist who now works at Pennsyl-
vania State University, University 
Park. “You wanted to give a paper, 
check out other papers, and go back 
to the hotel room.”

The stress did not stop there. In 
an essay this year in AGU Advances, 
Morris wrote of being harassed by 
police. “I have been that figure sit-
ting on the curb with my hands 
bound behind my back,” he wrote. 
“I have been struck so hard with 
the butt of a police flashlight that 
the manufacturer label could be 
deciphered from the imprint on my 
chest days later.”

Morris and his peers decided to 
create a community of Black at-
mospheric scientists at Howard by 
founding a new graduate program. 
Sonya Smith, an atmospheric en-

gineer, came the year after Morris. Jenkins 
came, too, for a time. Everette Joseph, a 
code-savvy atmospheric scientist, joined 
soon after, as did Anthony Reynolds, a white 
physicist now at Embry-Riddle Aeronauti-
cal University. They started with a single 
course in atmospheric chemistry and gradu-
ally added more to build a case for a degree-
granting program, ironing out their talking 
points over drinks and wings at a local bar. 
They won approval for the program from the 
Board of Trustees in 1997.

None of them realized what they were 
getting into. The board had allocated little 
funding, so they would have to support the 
program by winning external grants. “We 
had to worry about building a program 
and building our careers at the same time,” 
says Joseph, who in 2019 became the first 
Black director of the National Center for 

Vernon Morris (top, right) led students on research cruises in the Pacific 
and Atlantic oceans, where they charted Saharan dust storms (bottom).
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Atmospheric Research, one of the coun-
try’s leading climate labs. “We were stupid 
and brash not to realize the monumental 
nature of the challenge.”

They also needed to recruit students. 
Some they found at Howard, including 
DaNa Carlis, a first-generation college stu-
dent who initially wanted to become a doc-
tor. He ran into Morris, who pitched the 
program and offered him a scholarship. 
“I was like, ‘What, you’re going to pay me 
to go to school!’” says Carlis, who is now 
deputy director at NOAA’s Global Systems 
Laboratory. Soon enough, he was doing re-
search on ozone chemistry at NASA’s God-
dard Space Flight Center.

Casting a wider net, the Howard faculty 
began to lure chemistry, physics, and math 
undergraduates at five HBCUs to Howard 
for NASA-sponsored summer programs. 
They also scouted graduate programs 
where students often stopped at a master’s 
degree. “We recruited those students hard,” 
Morris says, by touting their connections 
to NASA and NOAA. They cobbled 
together money for a conference 
that attracted nearly 200 students 
of color to Washington, D.C., a gam-
bit that gave them enough recruits 
to fill the program for 5 years.

In 2001, the Howard team scored 
a huge victory, winning a $2.5 mil-
lion annual grant from NOAA to 
establish one of four new scientific 
centers at minority-serving institu-
tions. The NOAA grant, which also 
supports research and students 
elsewhere, enabled Howard to bring 
on several new faculty, including 
Demoz, an atmospheric physicist. 
Demoz belonged to the majority ethnic 
group in his home country of Eritrea, and it 
wasn’t until he worked at Goddard, where 
the only other Black scientist in his division 
was Shepherd, that he became truly aware 
of U.S. racial dynamics. Training minor-
ity scientists became a cause equal to his 
research. “I’m Eritrean and I have a guilty 
feeling that I didn’t fight for independence,” 
he says. “This is my independence.”

Meanwhile, the first generation of How-
ard atmospheric science students was ad-
vancing toward doctorates. It was a tight 
group. One day, Joseph hauled them all into 
his office, ready to breathe fire because they 
had all gotten the same test question wrong 
in the same way. Then it became clear what 
happened: They had spent days together 
studying the problem in the wrong way. The 
tests required your best, says Isha M. Renta 
López, now a program analyst at NOAA’s Of-
fice of Oceanic and Atmospheric Research. 
Once, Morris asked students to imagine a 
pyramid-shaped planet that doesn’t rotate, 

then describe the chemical reactions in its 
atmosphere. “He would put in the craziest 
stuff,” López says.

The professors pushed the students to 
present their research at scientific meet-
ings, paying their way if they couldn’t 
get a scholarship. “I remember our very 
first meeting, Vernon giving us the talk,” 
Hawkins says. “This is what you wear. This 
is how you introduce yourself. This is how 
you give a presentation.” The students, in 
turn, helped recruit their own successors.

The program let the students be them-
selves and focus on their research without 
facing the tension and microaggressions 
that could come with being the sole Black 
student in a program, like passing com-
ments about how “intelligent” or “well 
spoken” they were, or a critique that 
seemed excessively harsh for no reason. At 
Howard, Jenkins says, “They knew that it 
wasn’t going to be easy, but one thing they 
didn’t have to worry about were questions 
about whether they were qualified.”

KNOWING FIELD RESEARCH would be critical 
to the students’ success, the Howard faculty 
began to build opportunities. Many revolved 
around a small wooded campus owned by 
Howard in Beltsville, Maryland. Its haphaz-
ard assortment of squat red-brick buildings 
had previously hosted an observatory, ani-
mal experiments, and an argon beamline for 
particle physics research. Joseph and others 
saw huge potential in the site.

At the time, Joseph says, simulations of 
the lower atmosphere tended to rely heav-
ily on data from simple environments, like 
“pristine homogeneous fields in Kansas.” 
The Beltsville campus was right at the 
urban-rural divide, with countryside to 
the north and the sprawl of Washington, 
D.C., to the south, and the overlying air 
pushed and pulled from continental and 
ocean sources. Students took a lead role 
in launching weather balloons to study 
this complex environment. In 2006, they 
won a NASA grant to use their balloons 
to validate water vapor and ozone mea-

surements from its newly launched Aura 
satellite—work that might have tradition-
ally gone to a NASA center. “I’m very proud 
of that,” Demoz says. “Somebody took a 
risk and said let’s do this.”

Today, the Beltsville site is one of the few 
U.S. locations certified to make measure-
ments of the upper atmosphere to the exact-
ing standards of the World Meteorological 
Organization. It hosts a 30-meter tower for 
measuring winds, carbon dioxide, and air 
pollution; instruments for studying dust, 
soot, and similar particles; and sensors for 
measuring the precise amount of sunlight 
reaching the surface. Data gathered by How-
ard students help feed the numerical models 
used in National Weather Service forecasts.

Many students interned at NOAA and 
NASA branches around the country, and 
some opportunities took them even farther 
afield. In the late 2000s, Jenkins flew stu-
dents to West Africa for NASA-sponsored 
research on the birth of Atlantic hurri-
canes and their interaction with Saharan 

dust. His students flew on a DC-8 
into tropical storms, running the 
radar instruments to capture these 
rare data. Follow-up flights chased 
dust storms across the Atlantic and 
studied ozone variability in the 
tropics. “The most important thing 
was to send students way outside 
their comfort zone,” Jenkins says.

Perhaps nothing was more un-
comfortable for some Howard stu-
dents than spending weeks at sea, as 
the AEROSE cruises have done now 
for nearly 2 decades. “Being a girl 
from the South Side of Chicago, that 
was really intimidating,” Hawkins 

says. Mayra Oyola-Merced, now an atmo-
spheric physicist at NASA’s Jet Propulsion 
Laboratory, remembers when they got a new 
lidar scanner on board for tracking dust in 
the air. Joseph asked whether she wanted 
to run it. “This was a $250,000 instrument,” 
she says, and she was just an undergradu-
ate. But Joseph patiently explained the 
physics behind it, and that stuck with her. 
“Feeling someone trusted me and some-
one could see my potential to do things—it 
changed my complete perspective about go-
ing to graduate school.”

FOR ALL ITS SUCCESS, the Howard program’s 
future remains cloudy. For decades it was just 
one failed grant application away from col-
lapse. The strain on faculty prompted many 
to leave, their vacant positions often going 
unfilled—an exodus that has many former 
faculty and alumni fearing for the program. 
Morris left early last year when Arizona State 
University offered him a chance to lead the 
school of science at its small liberal arts col- P
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“We can move 
the needle. We can 
provide equity 
where we can.” 
Michelle Hawkins, 
National Weather Service
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lege. Jenkins, Joseph, and Demoz have also 
left, though Demoz still helps at Beltsville. 
“I’m the last one left,” Smith says. She and 
Terri Adams, a Howard sociologist who led 
the NOAA center on an interim basis, have 
been tasked with rebuilding the program, 
even though Smith’s work has veered toward 
hypersonic weapons and Adams studies 
emergency management of climate disasters, 
not geoscience itself.  

For the university, Morris’s departure 
served as a wake-up call. The university is now 
creating a department of earth, environment, 
and equity based on the program, giving it a 
lasting home that will include under-
graduate students. (Previously the 
program was jointly administered by 
three departments, diluting its clout 
with the administration.) Charles 
Ichoku, a former senior NASA sci-
entist originally from Nigeria, joined 
the faculty just before the pandemic 
and is pursuing grants for upgrades 
at Beltsville. Howard has hired a new 
director for its NOAA center and 
three new faculty in atmospheric sci-
ences, two junior and one senior.

Atmospheric sciences is essential 
to the university’s future, says Bruce 
Jones, who joined Howard in 2018 
as its first ever vice president for re-
search and is charged with increas-
ing its research ambitions. “While 
we acknowledge we lost some of the 
great minds in the field, the recent 
investment is just the beginning of 
the rebirth of the program,” he says. 
The recommitment is good to see, 
says Jack Kaye, associate director of 
NASA’s earth science division, who 
is white. “Howard is special place 
in American education,” he says. 
“Having a program focused on at-
mospheric sciences is important to 
the community. It’s important to 
the nation.”

Whatever the future of the pro-
gram, its mark will be lasting. Morris, 
his colleagues, and former students 
have a tradition of getting together at the 
AMS annual meeting. Their once-informal 
gathering—online during the pandemic but 
scheduled to resume next year—is now one of 
the meeting’s primary social events, attended 
by a diverse crowd that includes agency lead-
ers and senior scientists. Called the “Colour of 
Weather,” it regularly fills a ballroom.

Many former Howard students now oc-
cupy leadership positions, especially at 
NOAA, which remains the primary sponsor 
of the Howard graduate program. “They’re 
smart, pushing, building communities—
that’s a pay back, there’s no dollar sign on 
that,” Jenkins says.

And they continue to try to make at-
mospheric science more welcoming. In 
2014, Hawkins and Carlis started a di-
versity working group at NOAA, which 
hosts monthly seminars and encourages 
minority scientists scattered across the 
agency’s many divisions to connect and 
support each other. They have also ad-
vised the agency to implement steps like 
evaluating supervisors on their support for 
inclusion and increasing the diversity of 
hiring panels. “We can move the needle,” 
Hawkins says. “We can provide equity 
where we can.”

One disappointment, though, is that few 
Howard graduates have ended up in aca-
demia. Universities hire faculty from the 
same few elite academic programs, which 
continue to churn out predominately white 
graduates—and when few faculty are peo-
ple of color, potential students are put off, 
Marshall says. “Students need to see pro-
fessors of color,” he says. “We just don’t see 
enough people at the university level, teach-
ing,” Jenkins adds. “That’s still the struggle.”

In the wake of the murder of George 
Floyd in May 2020, Morris and several 
peers published a letter online urging geo-
scientists to end their silence on the racism 

in their field. “In place of police brutality, 
careers are killed through forced attrition 
and under-investment,” they wrote. New 
Black professors are subject to biased re-
views and limited mentorship. “The time 
has passed for predominantly white scien-
tific organizations to post photos of happy, 
multiracial groups on their websites in 
place of actually diversifying their leader-
ship and members,” they wrote.

Since that letter, professional organiza-
tions have taken some real steps, Morris 
says. At the AMS meeting in January, the 
presidential forum focused on building a 

culture of antiracism. (Morris was 
among the speakers.) AMS and 
the American Geophysical Union 
have created new senior positions 
focused on improving diversity, 
featured talks on diversity more 
prominently at meetings, and gath-
ered more data about the race and 
ethnicity of members.

But academic programs have 
been much slower to react, Morris 
adds. Overall, he sees little evi-
dence that the toxic environment 
often faced by students and faculty 
of color has changed. New hires 
still face an evaluation and tenure 
process that reinforces white privi-
lege, he says. “Many of the current 
cluster hires are like experiments 
that introduce new fish into a pol-
luted pond to see if they survive,” 
he says.

So much more can be done, 
Morris says. Investing more fed-
eral research dollars in HBCUs and 
minority-serving institutions is 
an obvious start. “A lot of HBCU 
programs are funded at levels that 
aren’t going to enable their suc-
cess,” Morris says.

But it’s not just money that 
made the Howard program so suc-
cessful. It had federal agencies in-
vested in its success and benefited 
from their material support in the 

form of adjunct professors and lab space. 
It recruited students from places other 
programs hadn’t looked. And most of all, 
it had a cohort of young Black professors 
hungry for the program to succeed—who 
saw its success as their own.

Jamese Sims, an alumnus who’s now 
NOAA’s senior science adviser for artificial 
intelligence, recalls that passion. Howard’s 
faculty asked how they could speak up for 
those without a voice, she says. They asked 
how their scientific expertise could make 
this a better country for all. “Because, if our 
goal is ultimately to save lives and prop-
erty,” she says, “that includes everyone.” jP

H
O

TO
: E

V
E

R
E

T
T

E
 J

O
S

E
P

H

At a research station in Beltsville, Maryland, Everette Joseph (left) taught 
students to gather data with weather balloons.
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A
s the scientific community, like soci-
ety more broadly, reckons with long-
standing challenges around acces-
sibility, justice, equity, diversity, and 
inclusion, we would be wise to pay 
attention to issues and lessons emerg-

ing in debates around citizen science. When 
practitioners first placed the modifier “citi-
zen” on science, they intended to signify an 
inclusive variant within the scientific enter-

prise that enables those without formal sci-
entific credentials to engage in authoritative 
knowledge production (1). Given that par-
ticipants are overwhelmingly white adults, 
above median income, with a college degree 
(2, 3), it is clear that citizen science is typi-
cally not truly an egalitarian variant of sci-
ence, open and available to all members of 
society, particularly those underrepresented 
in the scientific enterprise. Some question 
whether the term “citizen” itself is a barrier 
to inclusion, with many organizations re-
branding their programs as “community sci-
ence.” But this co-opts a term that has long 
referred to distinct, grassroots practices of 
those underserved by science and is thus not 
synonymous with citizen science. Swapping 
the terms is not a benign action. Our goal is 
not to defend the term citizen science, nor 
provide a singular name for the field. Rather, 
we aim to explore what the field, and the 

multiple publics it serves, might gain or lose 
by replacing the term citizen science and the 
potential repercussions of adopting alterna-
tive terminology (including whether a simple 
name change alone would do much to im-
prove inclusion).   

A more fruitful way forward, rather than 
focusing on name changes, is to focus on 
approaches that increase inclusion—that is, 
to enable all people to feel that the identity 
they hold belongs and authentically influ-
ences the culture, values, and future of the 
field. To lend weight to those approaches, 
we recommend increases in funding for 
community science and the subset of citi-
zen science and science more generally that 
address the interests, concerns, and needs 
of members of society historically and cur-
rently underserved by science. 

CO-OPTING LANGUAGE
The term citizen science has come to have 
two intertwined meanings. The original, nar-
rower definition, coined in the mid-1990s, 
refers to projects led by institutions guiding 
decentralized data collection by volunteers 
often unknown to each other yet sharing the 
common goal of advancing scientific research 
(1). These projects number in the thousands, 
and even a single project can engage millions 
of people (4). The second definition arose 
later as a kind of “big tent” concept to refer to 
highly varied projects across many disciplines 
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with public-inclusive approaches—regardless 
of the leadership, size, or design—and balanc-
ing multiple goals: science, engagement, edu-
cation, policy, and/or empowerment (1). We 
begin with the narrower meaning. 

There are dozens of terms used to describe 
participants in citizen science, including 
phrases in different languages as well as terms 
within English that hold different meanings 
in different cultures. Terms that might of-
fend in one culture (such as “amateur”) may 
be perfectly suitable to others, underscoring 
terminology challenges (5). Much of the de-
bate about the use of the term citizen science 
has been in the United States. People born in 
the United States to currently or historically 
oppressed groups (such as by race, ethnic-
ity, religion, gender, or sexual orientation) 
could perceive the term citizen as a source 
of power inasmuch as all these groups have 
struggled to obtain the rights of democratic 
citizenship. Although the term citizen also 
refers to people who reside in a place or are 
citizens of the world (6), many people contest 
the term because they perceive it to exclude, 
or even convey hostility toward, those with-
out citizenship status within a given nation 
(7). Consequently, an increasing number of 
organizations in the United States, such as 
the National Audubon Society and others (8), 
have adopted the term community science 
to rebrand their citizen science programs as 
open to all publics. Other institutions have 
selected alternative terms such as “civic sci-
ence” (by the American Association for the 
Advancement of Science, the publisher of 
Science) and “neighborhood science” (Los 
Angeles Public Libraries). In our personal ex-
perience, we have seen those in the sphere of 
public engagement in science call on others 
to use the term “community science” to de-
scribe citizen science activities.

In the United States, the urgent social pres-
sures to relabel citizen science as community 
science pose a conundrum. Those using the 
term community science to replace the term 
citizen science hope to engage a wider range 
of demographic groups. However, the unin-
tended impacts could be counter to inclusion. 
Although most science, including citizen sci-
ence, aims to produce new knowledge, the 
term community science describes a very 
specific, formalized, and long-standing re-
search paradigm. Distinct from that of citizen 
science, community science is linked to social 
action with aims including protection of hu-
man rights and measurable improvements 
for communities who face environmental 

injustices and public health challenges (9). 
Community science includes community-
based participatory research (CBPR), com-
munity-engaged research, community-owned 
and managed research (COMR), street sci-
ence, and other participatory methods aimed 
to bring social change, with roots in the criti-
cal pedagogy of Paulo Freire and the social 
psychology of Kurt Lewin. Community sci-
ence elevates  local experts and place-based 
issues above academic experts and publica-
tion-driven research agendas (10). 

The circumstances in which community 
science occurs are varied with regard to so-
cial context and topic. Community science 
may arise, irrespective of race or income 
levels, when groups need scientific evidence 
that is not part of typical scientific agendas. 
For example, the Silent Spring Institute, 
formed by community members on Cape 
Cod, Massachusetts, uses CBPR to prioritize 
cancer-prevention research on environmen-
tal causes of cancer to complement govern-
ment and industry focus on cures for cancer. 
In other cases, community-based organiza-
tions, such as the West End Revitalization 
Association in central North Carolina, use 
COMR to address inequities in environmen-
tal protections and basic amenities within 
historically marginalized communities (11). 
The COMR principles set expectations be-
tween formal institutions and community-
based organizations to achieve funding 
equity, management parity, and science to 
support enforcement of regulatory compli-
ance and other legal venues to protect hu-
man rights (10). What unites such diverse 
projects is that the authority, power, and 
funding rests with communities (12). In this 
way, community science represents a funda-
mental departure from institution-based sci-
ence, including citizen science. 

The basis of citizen science, in strong con-
trast to that of community science, is typically 
volunteerism within the realm of mainstream 
science, in which funds flow to academic, gov-
ernment agency, or nongovernmental organi-
zations; credentialed individuals at those in-
stitutions make decisions, partially or wholly, 
about research directions; and projects can 
be geographically large, vastly exceeding the 
community scale. Relabeling citizen science 
as community science without consideration 
of these fundamental and structural differ-
ences may actually impede social justice ef-
forts being carried out in the context of exist-
ing community science projects. We believe 
that switching the words citizen and com-
munity without regard to the traditions and 
norms associated with these well-established 
and quite different approaches to science is 
at least misleading and disingenuous and at 
most directly harmful because larger citizen 
science organizations could dilute the goals 

of, and potentially siphon donor funds away 
from, authentic community-driven efforts. 
Because community science is already under-
funded, a clear distinction in terminology is 
necessary for establishing sources of support 
for authentic community-driven efforts. 

The term community science should be 
reserved for projects that focus on local 
priorities and local perspectives and are 
able to maintain the locus of power in the 
community. A hallmark of individuals and 
organizations behind these efforts has been 
commitment to social action and antira-
cist, decolonizing research praxis aimed at 
elevating multiple ways of knowing, engen-
dering trust, and sharing power (9). A name 
change alone for citizen science, not accom-
panied by altering underlying practices so 
that projects bring about structural change 
(12), is akin to false marketing. 

CITIZEN SCIENCE IN POLICY
Adding complexity to the conundrum, the 
term citizen science has a second meaning: 
a “big tent” encompassing the blurry contin-
uum from the narrower meaning of the term 
through to community science and beyond. 
The broader meaning also includes other 
forms of public engagement and aspects of 
both formal and informal education.

In the race to rebrand, a cost of aban-
doning citizen science as the name of the 
big tent is the loss of tremendous global 
momentum in professional practice and in 
policy that have unified support for highly 
diverse participatory practices under this 
well-recognized moniker. Since 2014, schol-
ars and practitioners around the globe who 
are focused on public engagement in science 
have formed professional organizations us-
ing this term (13). Citizen science is also in-
cluded in a range of laws and regulations in 
different countries (14). In the United States, 
the reauthorization of America Creating 
Opportunities to Meaningfully Promote 
Excellence in Technology, Education, and 
Science Act in 2016, which included the 
Crowdsourcing and Citizen Science Act of 
2015, codified and defined citizen science 
in federal law. The Act authorizes the fed-
eral government to carry out a wide variety 
of scientific activities with the inclusion of 
people irrespective of professional scientific 
credentials and irrespective of citizenship 
status. As a big tent, citizen science provides 
legal protections for community science.

INCLUSIVE CITIZEN SCIENCE
The motivation of those who aim to change 
the name of citizen science is to make the 
field more inclusive. This is an extraordi-
narily important goal. To accomplish this, we 
argue that the most important change must 
focus on ways to actually broaden participa-

Brittany Carson prepares sound recording equipment 
to distribute to volunteers in Sound Around Town, 
a citizen science project based in Raleigh, NC, that 
measures acoustic environments in residential 
settings to improve maps of noise pollution.
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tion in, and enlarge the number of beneficia-
ries of, citizen science regardless of project 
nomenclature. We call for strategic planning 
to advance accessibility, justice, equity, di-
versity, and inclusion in citizen science, both 
narrow and broad definitions. Although the 
terminology debate is mostly a US phenom-
enon, these issues are universal. 

Strategies may or may not require a shift 
in terminology, but decisions about what 
to name a research enterprise—or a move-
ment—need to happen within a broader 
portfolio of strategies designed to advance in-
clusive practices. However, considerations of 
terminology should (i) avoid exporting from 
the global North limitations on meanings of 
words such as “citizen” into other areas of the 
world, (ii) be reflective to prevent harm from 
well-intentioned virtue signaling that can un-
intentionally undermine social justice efforts, 
and (iii) identify different terms for the big 
tent and the narrower field of institution-led 
projects. Discussions must occur beyond the 
narrow domain of scholars. A strategy should 
include perspectives from many sectors that 
have a stake in the outcomes, including gov-
ernment (such as tribal, federal, state, and lo-
cal), nongovernmental and community-based 
organizations, academia, and corporations. It 
should also include those unaffiliated with 
institutions (written here with full recogni-
tion that our own author roster includes the 
voice of only one person not affiliated with 
an institution). It should include representa-
tions of Black, Indigenous, people of color, 
and other underrepresented groups as well 
as individuals living in countries in which 
they do not hold citizenship. 

In recommending changes to enhance in-
clusivity, we are not suggesting that all proj-
ects should become community science (in 
name or in practice). We applaud that the 
content focus and decentralized design of 
institution-led citizen science has intention-
ally facilitated discovery science by expand-
ing spatial and temporal scales of data collec-
tion through the engagement of hundreds to 
millions of participants. Field-based citizen 
science has allowed fine-grain, continental-
scale documentation of shifts in species oc-
currence, abundance, and phenology and of 
precipitation, extreme weather, and earth-
quakes. Digital crowdsourcing projects have 
discovered new astronomical structures, or-
ganized genomic data, and solved puzzles of 
protein structure. Given that success of large-
scale projects depends on reaching many 
people, enhanced inclusion could translate 
into massive broadening of participation.

CENTERING IN THE MARGINS
We suggest that citizen science projects 
will only become inclusive through ac-
tion. Whether realigning existing projects 

and programs with inclusive practices or 
designing new projects, we recommend 
centering in the margins (15): If a project 
is accessible to the marginalized, it will be 
accessible to all. Although implementation 
will vary in its details, the broad approach 
is general and generalizable. For some proj-
ects, the best strategy may be to elevate 
 culturally relevant perspectives (emphasiz-
ing diversity and inclusion). In others, the 
best strategy may be a focus on racial and 
economic disparities in environmental con-
ditions (emphasizing justice and equity), 
aiming for sustained efforts to produce tan-
gible outcomes beneficial to underserved 
groups. For institutions that house citizen 
science, attention to diverse representation 
in project leadership can assist in fostering 
accessibility, as will addressing structural 
barriers, such as economics (for example, 
costs of transportation and gear). Inclusion 
can be advanced by making a clear, honest 
linkage between project outcomes and the 
lives, livelihoods, values, and cultures of the 
participants. Prioritizing research funding 
to address the needs and interests of those 
historically and currently underserved by 
science will be a major step in providing the 
foundation for inclusive citizen science. 

The impetus of practitioners to relabel citi-
zen science as community science is evidence 
of their recognition that citizen science is not 
serving all people. We applaud this momen-
tum and hope to refocus it on deeper work 
to create inclusive citizen science. In addi-
tion to project-specific actions, we advocate 
for research across the big tent on real and 
perceived barriers to citizen science vol-
unteerism, including public perceptions of 
alternative terminology. We urge critical re-
flection to identify project design principles 
for citizen science that can answer relevant 
research questions and lead to positive social 
change. We recommend that evaluation of 
projects and assessment of outcomes include 
measures of participant diversity and en-
courage practitioners to publish participant 
demographics where feasible.

Citizen science has opened the doors and 
put out a welcome mat to create a bridge be-
tween science and society. Yet the result has 
been homophily; the overwhelming majority 
of participants in citizen science are similar 
in many respects to those overrepresented in 
the science professions. The challenges of in-
clusion in citizen science reveal that words—
no matter what the terminology—and inten-
tions—no matter how good—are not enough. 
Recognizing the distinct practices of com-
munity science and their necessity to those 
underrepresented in science highlights the 
reality that science has failed to serve all 
segments of society equitably, thus creating 
hollow invitations to participate. The choices 

of science agendas, what to study and how 
to affect that work, are not neutral and will 
serve some segments of society more than 
others. It is important, therefore, to be mind-
ful of where the locus of power and decision-
making lies within a given project and which 
sectors of society benefit the most.  

We believe that new edges of scientific 
discovery and actionable science lie in in-
clusion: the addition, without assimilation, 
of diverse voices, values, perspectives, lived 
experiences, and identities. Because citizen 
science has multiple goals—research, educa-
tion, policy, and empowerment—this braided 
path provides multiple inroads to inclusive 
practices. Citizen science will achieve its egal-
itarian aspirations when individual projects 
actively engage in inclusive praxis and the big 
tent collectively engages across diverse pub-
lics. As the boundaries of inclusive citizen sci-
ence expand so that no segments of society 
remain underserved, so too will the face, and 
the foci, of science. j
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By Evgeny Y. Tsymbal 

T
he discovery of ferroelectricity marks 
its 100th anniversary this year (1), and 
this phenomenon continues to enrich 
our understanding of many fields of 
physics and material science, as well 
as creating subfields on its own. All of 

the ferroelectrics discovered have been lim-
ited to those exhibiting a polar space group 
of the bulk crystal that supports two or 
more topologically equivalent variants with 
different orientations of electric polariza-
tion. On pages 1458 and 1462 of this issue, 
Yasuda et al. (2) and Vizner Stern et al. (3), 
respectively, show that ferroelectricity can 
be engineered by artificially stacking a non-
polar in bulk, two-dimensional (2D) mate-

rial, boron nitride (BN).  A relatively weak 
van der Waals (vdW) coupling between the 
adjacent BN monolayers allows their par-
allel alignment in a metastable non-cen-
trosymmetric coordination supporting 2D 
ferroelectricity with an out-of-plane electric 
polarization. These findings open opportu-
nities to design 2D ferroelectrics out of par-
ent nonpolar compounds.

Owing to the switchable electric polar-
ization, ferroelectric materials are use-
ful for various technological applications 
(4). A continuing quest for miniaturizing 
electronic devices inspires the search for 
appropriate materials exhibiting a revers-
ible polarization at reduced dimensions. 
Although perovskite oxides have been 
widely used to explore ferroelectricity in 

thin-film structures and, in certain cases, 
showed promising results, they suffer from 
several limitations (5). Among them is the 
strong sensitivity of thin-film ferroelectric-
ity to boundary conditions, largely resulting 
from the dangling bonds inherited from the 
perovskite structure, and oxygen stoichiom-
etry, which is often not easy to control. 

The rise of vDW materials  (6) opened op-
portunities for materials science, including 
studies of collective phenomena such as 2D 
ferroelectricity (7). 2D vdW ferroelectrics are 
appealing because of their uniform atomic 
thickness, absence of dangling bonds, and 
the ability to be integrated with other vdW 
materials, which allows for useful function-
alities. For example, in combination with 
high-mobility materials such as graphene, 

the 2D vdW ferroelectrics can be 
employed in ferroelectric field-
effect transistors or can be used as 
ultrathin barriers in ferroelectric 
tunnel junctions (8).

Similar to perovskite oxides, 
however, the emergence of ferro-
electricity in 2D vdW materials is 
limited by the requirement of the 
polar space group of the bulk crys-
tal. In many-layered crystals, like 
hexagonal boron nitride (h-BN) 
and transition-metal dichalcogen-
ides, the polarization is prohibited 
by a centrosymmetric vdW struc-
ture that has lower energy than 
other stacking configurations. 
Yasuda et al. and Vizner Stern 
et al. remedy this limitation by 
showing that an intrinsically cen-
trosymmetric vdW material, h-BN, 
can be engineered on the atomic 
scale to become ferroelectric. 

A bulk h-BN crystal has a lay-
ered structure where each BN 
monolayer displays a honeycomb 
coordination, similar to graphene, 
but with two interleaving sublat-
tices composed of boron (B) and 
nitrogen (N). Bulk h-BN exhibits 

FERROELECTRICS

Two-dimensional ferroelectricity by design
A synthetic ferroelectric is made from a van der Waals assembly of boron nitride

Department of Physics and Astronomy and 
Nebraska Center for Materials and Nanoscience, 
University of Nebraska, Lincoln, NE 68588, USA. 
Email: tsymbal@unl.edu

AA′ layer stacking, the bulk form 
of h-BN. Layers are stacked at 
a 180° angle with respect to each 
other, making h-BN nonpolar.   
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By Jian Zhou1,2 and Huda Zoghbi1,2,3,4

R
ett syndrome (RTT) is a devastating 
neurodevelopmental disease caused 
primarily by loss-of-function muta-
tions in methyl-CpG-binding protein 2 
(MECP2) (1).  MeCP2 is a DNA binding 
protein (2) that controls gene expres-

sion, but the precise molecular mechanism 
by which MeCP2 loss drives RTT pathology 
remains unclear, partially because a distinct 
DNA motif that specifies MeCP2-DNA inter-
actions is lacking.  On page 1411 of this issue, 
Ibrahim et al. (3) demonstrate that MeCP2 
binds modified cytosine in cytosine-adenine 
(CA) dinucleotide repeats, providing a new 
signature DNA motif for MeCP2 binding. 
MeCP2 protects CA repeats from high nucleo-
some occupancy, raising questions  about the 
consequence of this binding on maintaining 
chromatin structure in neurons.  

MeCP2 was first characterized as bind-
ing to methylated cytosine residues in the 
context of cytosine-guanine (CG) dinucleo-
tides.  Many mutations in the methyl-CpG 
binding domain (MBD) of MeCP2 cause the 
most severe RTT phenotypes in patients 
and mouse models of the condition, indicat-
ing that DNA binding is essential to MeCP2 
function (4–6).  Later studies revealed that 
MeCP2 also binds methylated CH [mCH, 
where H is adenine (A), cytosine (C), or thy-
mine (T)], hydroxymethylated CA (hmCA), 
and methylated or hydroxymethylated CAC 
(7–9).  Unlike canonical transcription factors, 
the characterization of MeCP2 binding sites 
did not identify a signature motif.  Because 
of this featureless binding pattern and high 
abundance of the protein—MeCP2 broadly 
coats the genome (10)—it has been challeng-
ing to associate MeCP2 DNA binding with 
specific gene expression changes. Identifying 
the DNA sequences and modifications that 
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GENE EXPRESSION

Repeat after 
Me(CP2)!
A motif of dinucleotide 
repeats in the genome 
may be associated with 
Rett syndrome

AA9 stacking (see the figure), where the top 
BN monolayer is 180° rotated with respect 
to the bottom so that the B (N) atoms are 
positioned atop the N (B) atoms, which 
makes the h-BN crystal centrosymmetric. 
A different BN coordination involves AA 
stacking, where two BN monolayers are 
stacked mirror symmetrically without ro-
tation. This stacking is, however, unstable 
with respect to a B-N bond length displace-
ment along the bond, which forms either 
AB  or BA  stacking configuration with half 
of the atoms lying atop each other and the 
other half facing empty centers of the hexa-
gons (9). The AB and BA structures have 
broken inversion symmetry and exhibit 
an out-of-plane polarization, which can be 
qualitatively understood by the distortion 
of the 2p

z
 orbital of the N atoms sitting atop 

B atoms  (10). The AB and BA stackings are 
related by mirror reflection and hence have 
opposite polarizations. 

To realize AB (BA) stacked BN bilayers, 
an exfoliated BN monolayer was ripped off 
or few-monolayer h-BN flake were sepa-
rated into two pieces, and then stamped 
them on top of each other with a precisely 
controlled twist angle. A zero-twist angle 
supports the AB (BA) stacking, whereas a 
small finite twist imposes interlayer transla-
tions forming a moiré pattern that consists 
of the three nearly commensurate stacking 
configurations AB, BA, and AA. Structural 
relaxation reconstructs this moiré pattern 
into large triangular domains of commen-
surate AB and BA stackings separated by 
abrupt incommensurate domain walls and 
topological AA defects that accommodate 
the global twist.  

The staggered polarization of the twisted 
BN was demonstrated by using piezoelectric 
force microscopy (PFM) and Kelvin-probe 
force microscopy (KPFM). Both scanning 
probe methods revealed an array of trian-
gular areas extending over several square 
micrometers and exhibiting an alternating 
contrast either in the piezoelectric response 
or in the electrostatic potential, thus indi-
cating an opposite out-of-plane polarization 
of the AB and BA domains. The triangular 
contrast disappeared in a BN monolayer 
and AA9 stacked regions, confirming that 
the polarization is driven by the AB (BA) 
interlayer stacking.

Notably, the authors showed that the 
spontaneous polarization can be switched 
by applied bias voltage. Yasuda et al. probed 
the polarization switching by measuring re-
sistance of a graphene sheet deposited over 
a single AB (BA) domain to detect extra 
charge carriers induced by the BN-bilayer 
polarization. The forward and backward 
scans of the resistance versus gate voltage 
showed a pronounced hysteresis, indicat-

ing bistability driven by the polarization 
switching. In parallel, Vizner Stern et al. 
detected the polarization switching by scan-
ning a biased tip above an individual AB 
(BA) domain. They observed redistribution 
of domain walls to orient the local polariza-
tion with the electric field under the biased 
tip. Scanning the same area with the tip of 
opposite polarity reversed the KPFM con-
tract, indicating that polarization switching 
was fully reversible.  

The polarization switching was found 
to occur through the domain nucleation 
and growth mechanism reminiscent of 
that known to occur in perovskites oxides. 
However, whereas in perovskites the two 
polarization states are distinguished by the 
minute displacements of tightly bonded 
atoms, in the AB (BA) stacked BN, they 
differ by a double B-N bond length trans-
lation along a weakly coupled interface. 
As a result, the polarization reversal could 
be regarded as a lateral sliding of one BN 
monolayer with respect to the other occur-
ring through domain-wall motion. 

Yasuda et al. and Vizner Stern et al., 
along with recent work by Woods et al. 
(11)  and Zheng et al. (12),  identify syn-
thetic ferroelectricity as an emergent field 
of research. These findings provide new 
opportunities for the fundamental stud-
ies of 2D ferroelectricity, as well as paving 
the way for innovative device applications. 
The proposed engineering of 2D ferroelec-
trics can be extended beyond BN to other 
vdW materials, such as transition metal 
dichalcogenides. The synthetic 2D ferro-
electrics can be combined with other vdW 
materials to functionalize their electronic, 
spintronic, and optical responses. Overall, 
there are no doubts that this emergent 
field is rich in opportunities, and exciting 
new developments are to come. j

REFERENCES AND NOTES

 1.  J. Valasek, Phys. Rev. 17, 475 (1921). 
 2.  K. Yasuda, X. Wang, K. Watanabe, T. Taniguchi, P. Jarillo-

Herrero, Science 372, 1458 (2021).
 3.  M. Vizner Stern et al., Science 372, 1462 (2021).
 4.  J. F. Scott, Science 315, 954 (2007).  
 5.  L. W. Martin, A. M. Rappe, Nat. Rev. Mater. 2, 16087 

(2016). 
 6.  A. K. Geim, I. V. Grigorieva, Nature 499, 419 (2013).  
 7.  C. Cui, F. Xue, W.-J. Hu, L.-J. Li, npj 2D Mater. Appl. 2, 18 

(2018).
 8.  E. Y. Tsymbal, H. Kohlstedt, Science 313, 181 (2006).  
 9.  G. Constantinescu, A. Kuc, T. Heine, Phys. Rev. Lett. 111, 

036104 (2013).  
 10.  L. Li, M. Wu, ACS Nano 11, 6382 (2017).  
 11.  C. R. Woods et al., Nat. Commun. 12, 347 (2021).  
 12.  Z. Zheng et al., Nature 588, 71 (2020).  

ACKNOWLEDGMENTS

The author acknowledges  the support of the NSF through 
Materials Research Science and Engineering Center  (DMR-
1420645) and EPSCoR Research Infrastructure Improvement 
(RII) Track-1 (OIA-2044049) programs.

10.1126/science.abi7296

INSIGHTS   |   PERSPECTIVES

1390    25 JUNE 2021 • VOL 372 ISSUE 6549

0625Perspectives.indd   1390 6/18/21   3:26 PM

http://sciencemag.org
mailto:hzoghbi@bcm.edu
http://G.Co


SCIENCE   sciencemag.org

G
R

A
P

H
IC

: V
. A

LT
O

U
N

IA
N

/S
C

IE
N

C
E

specify MeCP2-DNA association is therefore 
vital to better understand its function and 
connection to disease pathogenesis. 

CA repeats are repetitive microsatellite 
DNA elements distributed throughout the 
genome whose modifications may potentially 
constitute an epigenetic code with an as-yet-
unknown function (11). In a search of CA re-
peat “readers,” Ibrahim et al. unexpectedly 
identified MeCP2 as a binder in biochemi-
cal assays.  The authors subsequently found 
MeCP2 to be the only MBD family member 
to bind CA repeats. Using genome-wide 
chromatin and DNA immunoprecipitation 
sequencing (ChIP-seq and DIP-seq), Ibrahim 
et al. further discovered that MeCP2 also 

binds both methylated and hydroxymethyl-
ated CA repeats in fibroblast cells, with hy-
droxymethyl being the strongest target. This 
binding feature was overlooked for decades, 
probably because of their repetitive nature 
and because asymmetric modification of CA 
repeats require an unusually high sequenc-
ing coverage to be detected.  By reanalyzing 
whole-genome bisulfite sequencing (WGBS) 
and ChIP-seq data in neuronal cells and in 
the mouse brain, the authors found strong 
MeCP2-enrichment on modified cytosines 
within CA repeats, implying a physiological 
relevance of this interaction in the brain.

Although MeCP2 has been described as a 
transcriptional repressor, growing evidence 
suggests that it also organizes three-dimen-
sional (3D) chromatin architecture. High-

resolution imaging and electron microscopy 
reveal that changes in MeCP2 abundance 
substantially alters heterochromatin struc-
ture and compaction in neurons (12, 13). 
The study of  Ibrahim et al. is consistent 
with MeCP2’s role in chromatin organiza-
tion because they demonstrated a new func-
tion of MeCP2 as a long-range nucleosome 
organizer. The absence of MeCP2 resulted 
in an intriguing dual effect in a chromatin 
context-dependent manner. Within lamina-
associated domains (LADs), the nucleosome 
density is increased both within and around 
CA repeats. By contrast, outside the LADs, 
the nucleosome density is increased within 
CA repeats but decreased around them. LADs 

are chromatin domains associated with the 
nuclear lamina (area at the inner face of the 
nuclear membrane) that harbor hundreds 
of genes that are mostly transcriptionally 
inhibited (~5 to 10% are highly expressed). 
Therefore, the presence of MeCP2 results 
in more “open” chromatin that favors gene 
activation inside LADs and more “closed” 
chromatin around CA repeats, which tends 
to inhibit gene expression outside LADs (see 
the figure). This observation raises an inter-
esting possibility that in addition to linear 
sequence features and modifications, the 3D 
subnuclear localization of MeCP2 binding 
sites also contributes to chromatin remodel-
ing and gene expression changes. In line with 
this notion, Ibrahim et al. found that among 
the genes dysregulated in fibroblasts upon 

MeCP2 loss, expression of the majority is 
down-regulated in LADs. 

Ibrahim et al. further crystalized the 
MeCP2 MBD in contact with hydroxymeth-
ylated CA repeat DNA and identified R133 
as the residue that recognizes the hydroxy-
methyl group through direct interaction. The 
RTT-causing mutation R133C severely im-
paired this interaction, suggesting that bind-
ing to these repeats may be relevant to RTT 
pathogenesis. Human mutations have been 
extremely helpful in pinpointing the contri-
butions of MeCP2 protein domains to RTT 
pathogenesis.  Mutations in the MBD that 
abolish mCG and mCH binding cause severe 
patient phenotypes similar to complete loss of 
the gene (null), whereas  other RTT-causing 
mutations that disrupt the transcriptional re-
pression domain, such as R306C and R273X 
(where X represents a truncating mutation), 
do not reproduce the severe null phenotype 
(6, 14). Similarly, R133C has a milder effect 
than other MBD mutations (6, 15), probably 
because this mutant still binds to methylated 
CA repeats, which may constitute ~80% of all 
modified CA repeats in neurons.  The loss of 
MeCP2 binding to hydroxymethylated CA re-
peats could be one of the many factors that 
contribute to RTT pathogenesis. 

It will be important to determine the true 
abundance and genomic distribution of meth-
ylated and hydroxymethylated CA repeats, as 
well as the proportion of these DNA elements 
bound by MeCP2 in neurons. Also,  the mo-
lecular basis of nucleosome density alteration 
inside and outside LADs upon MeCP2 loss is 
unclear. And it will be interesting  to deter-
mine the effects of MeCP2 binding to modi-
fied CA repeats on gene expression within 
or outside LADs in the brain. The discovery 
that MeCP2 binds a new CA repeat motif that 
may influence chromatin structure in specific 
LAD contexts provides opportunities to in-
vestigate the consequence of this binding on 
maintaining healthy brain function. j
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A new binding motif for MeCP2
MeCP2 binds to methylated or hydroxymethylated cytosine within cytosine-adenine (CA) repeats in 
addition to its known binding sites.  A Rett syndrome-causing MECP2 mutation, R133C, disrupts the MeCP2 
binding to hydroxymethylated CA repeats.  This leads to more condensed nucleosomes both within and 
flanking the CA repeats within lamina-associated domains (LADs); however, outside LADs, the nucleosomes 
are more condensed only within CA repeats.
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By Shane Crotty1,2

 I
mmunity to severe acute respiratory 
syndrome coronavirus 2 (SARS-CoV-2) 
infection is a vital issue for global society. 
Determining the quality and duration of 
that immunity is therefore key. But the 
adaptive immune system is complex, and 

these factors may differ between natural im-
munity (obtained by infection) and vaccine-
generated immunity (1). Additionally, there is 
the question of the combination: What kind 
of immunity develops in people with natural 
immunity who are subsequently vaccinated? 
Such “hybrid immunity” is particularly in-
teresting because of the notable finding that 
people with previous SARS-
CoV-2 infection mount unusu-
ally potent immune responses 
to COVID-19 vaccines (2). This 
is exemplified in two studies 
in this issue on pages 1413 and 
1418 by Stamatatos et al. (3) and 
Reynolds et al. (4), respectively, 
which also highlight natural and 
vaccine-induced immune re-
sponses to variants.

Immunological memory is 
the source of protective im-
munity. Natural immunity and 
vaccine-generated immunity to 
SARS-CoV-2 are two different 
paths to protection. The adap-
tive immune system consists of 
three major branches: B cells 
(the source of antibodies), CD4+

T cells, and CD8+ T cells. For nat-
ural immunity, immunological 
memory to SARS-CoV-2 has been 
observed for more than 8 months for CD4+ T 
cells, CD8+ T cells, memory B cells, and anti-
bodies (5), with a relatively gradual decline 
that appears to partially stabilize within a 
year (5–7). Levels of immunity can be placed 
on a spectrum, and natural immunity against 
symptomatic infection (COVID-19) has been 
found to be between 93 and 100% over 7 to 8 
months in large studies, including locations 
where the SARS-CoV-2 variant of concern 
(VOC) B.1.1.7 (alpha) was widespread.

Natural immunity against variants with 
changes that substantially reduce antibody 
recognition [e.g., B.1.351 (beta), P.1 (gamma), 
B.1.526 (iota), and B.1.617] is less clear; there 
is evidence of more reinfections with such 
variants (8). Neutralizing antibody activity 
against most VOCs is reduced for natural 
immunity and vaccine-generated immunity. 
That most VOCs have mutations engender-
ing partial antibody escape is evidence of se-
lection pressure to evade natural immunity. 
The biological relevance of the reductions 
in neutralizing antibody potency against 
variants is most clearly evident from vac-
cine clinical trials and observational stud-
ies. Among current COVID-19 vaccines in 

use, ChAdOx1 nCoV-19 (AstraZeneca) vac-
cine efficacy against symptomatic cases 
dropped from 75% to 11% against B.1.351 (9). 
By contrast, BNT162b2 (Pfizer/BioNTech) 
vaccine efficacy against symptomatic cases 
dropped from ~95% to 75% against B.1.351, 
and protection against severe disease re-
mained at 97% (10). Initial reports suggest 
that both vaccines retain most of their ef-
ficacy against B.1.617.2 (delta). 

What happens when previously infected 
individuals are vaccinated? The observa-
tions in several studies, including those by 
Stamatatos et al. and Reynolds et al., are that 
an impressive synergy occurs—a “hybrid 
vigor immunity” resulting from a combina-

tion of natural immunity and vaccine-gener-
ated immunity (see the figure). When natu-
ral immunity to SARS-CoV-2 is combined 
with vaccine-generated immunity, a larger-
than-expected immune response arises.

There appear to be both B cell and T cell 
components to hybrid immunity. An im-
portant question about antibody-mediated 
immunity against VOCs has been whether 
neutralizing antibody reductions are due to 
intrinsically low antigenicity of the VOCs. 
That is, is it intrinsically challenging for 
B cells to recognize the variants’ mutated 
spike proteins? The answer is no. Studies of 
natural infection with B.1.351 showed that 
neutralizing antibody responses were ro-
bust against that variant and the ancestral 
strain (11). Moreover, neutralizing antibod-
ies against B.1.351 after vaccination of indi-
viduals previously infected with non-B.1.351 
SARS-CoV-2 were ~100 times higher than 
after infection alone and 25 times higher 
than after vaccination alone—even though 
neither the vaccine nor infection involved 
the B.1.351 spike. This enhanced neutraliz-

ing breadth was first reported 
by Stamatatos et al. and then 
confirmed by multiple groups 
(4, 12). Overall, the strength 
and breadth of the antibody re-
sponses after vaccination of pre-
viously SARS-CoV-2–infected 
persons was unanticipated.

Why does this pronounced 
neutralizing breadth occur? 
Memory B cells are a primary 
reason. They have two major 
functions: one is to produce 
identical antibodies upon rein-
fection with the same virus, and 
the other is to encode a library 
of antibody mutations, a stock-
pile of immunological variants. 
These diverse memory B cells, 
created in response to the origi-
nal infection, appear to be pre-
emptive guesses by the immune 
system as to what viral variants 

may emerge in the future. This brilliant evo-
lutionary strategy is observed clearly for 
immunity to SARS-CoV-2: A substantial pro-
portion of memory B cells encode antibodies 
that are capable of binding or neutralizing 
VOCs, and the quality of those memory B 
cells increases over time (7). Thus, the in-
crease in variant-neutralizing antibodies 
after vaccination of previously SARS-CoV-2–
infected persons reflects recall of diverse and 
high-quality memory B cells generated after 
the original infection (7, 12). 

T cells are required for the generation 
of diverse memory B cells. The evolution 
of B cells in response to infection, or vac-
cination, is powered by immunological 
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COVID-19 vaccine responses provide insights 
into how the immune system perceives threats 
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Hybrid vigor immunity with COVID-19 vaccines
Hybrid vigor can occur when different plant lines are 
bred together and the hybrid is a much stronger 
plant. Something similar happens when natural immunity
is combined with vaccine-generated immunity, 
resulting in 25 to 100 times higher antibody responses, 
driven by memory B cells and CD4+ T cells and 
broader cross-protection from variants.
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The chains of 
stress recovery
Ubiquitination primes 
the cell for recovery from 
heat stress

Faculty of Biology, Johannes Gutenberg University Mainz, 
and Institute of Molecular Biology (IMB), Mainz, Germany. 
Email: ddormann@uni-mainz.de

By Dorothee Dormann

C
ells often encounter stressful situations 
and respond to them with a stereotypi-
cal program to ensure survival. These 
responses involve increased expression 
of stress response factors, formation 
of stress granules (SGs), and shutting 

down of essential cellular processes, includ-
ing RNA splicing, global translation, and 
nucleocytoplasmic transport. These adaptive 
changes are protective in the short term but 
need to be reversed once the stress has sub-
sided so that cells can return to their normal 
activities. The molecular mechanisms in-
volved in this reversal are only poorly under-
stood. On pages 1409 and 1410 of this issue, 
Maxwell et al. (1) and Gwon et al. (2), respec-
tively, reveal that recovery from heat stress 
requires tagging proteins with polyubiquitin 
chains. Together, these studies establish that 
ubiquitination has surprising regulatory and 
context-specific roles in the heat-stress re-
sponse and emphasize that more attention 
should be paid to the stress recovery phase. 

A global increase in polyubiquitin conju-
gation in response to stress has long been 
noticed, but this was mainly considered to 
induce the degradation of damaged or mis-
folded proteins that arise during cellular 
stress. Maxwell et al. examined which pro-
teins become ubiquitinated upon different 
types of stress, including heat shock (42°C), 
arsenite treatment, osmotic stress, ultraviolet 
irradiation, and proteasome inhibition. They 
found many stress-specific changes, reveal-
ing that certain proteins became ubiquiti-
nated exclusively in response to heat shock, 
whereas a different set of proteins was ubiq-
uitinated upon arsenite exposure. This indi-
cated that stress-specific patterns of ubiquiti-
nation represent distinct adaptive responses 
that could have important roles in the stress 
response.

Maxwell et al. dug deeper into the heat-
stress response. Using deep quantitative 
proteomic analyses, they identified ~4900 

microanatomical structures called germi-
nal centers, which are T cell–dependent, 
instructed by T follicular helper (T

FH
) 

CD4+ T cells. Thus, T cells and B cells work 
together to generate antibody breadth 
against variants. Additionally, T cells ap-
pear to be important at the recall stage. 
Memory B cells do not actively produce 
antibodies; they are quiescent cells that 
only synthesize antibodies upon reinfec-
tion or subsequent vaccination. Memory B 
cells are increased 5- to 10-fold in hybrid 
immunity compared with natural infection 
or vaccination alone (3, 12). Virus-specific 
CD4+ T cells and T

FH
 cells appear to be key 

drivers of the recall and expansion of those 
SARS-CoV-2 memory B cells and the im-
pressive antibody titers observed (13, 14). 

Antibodies are clearly involved in protec-
tion against SARS-CoV-2 reinfection, but 
evidence also points to contributions from 
T cells (1). T cell responses against SARS-
CoV-2 in natural infection are quite broad 
(1), and most T cell epitopes are not mutated 
in VOCs, indicating that the contributions 
of T cells to protective immunity are likely 
to be retained (4, 15). Most  of the COVID-19 
vaccines in use consist of a single antigen, 
spike, whereas 25 different viral proteins 
are present in SARS-CoV-2. Thus, the epi-
tope breadth of both the CD4+ and CD8+ T 
cell responses is more restricted in current 
COVID-19 vaccines than in natural infec-
tion (1), whereas hybrid immunity consists 
of both spike and non-spike T cell memory. 
Notably, the Pfizer/BioNTech and Moderna 
COVID-19 messenger RNA (mRNA) vaccines 
can substantially boost spike CD4+ T cell re-
sponses in previously infected persons after 
one immunization (3, 4, 13, 14). Differences 
in T cell responses after two doses of vaccine 
are more variable in those individuals (3, 13). 

The immune system treats any new expo-
sure—be it infection or vaccination—with a 
cost-benefit threat analysis for the magni-
tude of immunological memory to generate 
and maintain. There are resource-commit-
ment decisions: more cells and more protein 
throughout the body, potentially for decades. 
Although all of the calculus involved in these 
immunological cost-benefit analyses is not 
understood, a long-standing rule of thumb is 
that repeated exposures are recognized as an 
increased threat. Hence the success of vac-
cine regimens split into two or three immu-
nizations. Heightened response to repeated 
exposure is clearly at play in hybrid immu-
nity, but it is not so simple, because the mag-
nitude of the response to the second expo-
sure (vaccination after infection) was much 
larger than after the second dose of vaccine 
in uninfected individuals. Additionally, the 
response to the second vaccine dose was 
minimal for previously infected persons, 

indicating an immunity plateau that is not 
simple to predict. Moreover, previously in-
fected people in some SARS-CoV-2 vaccine 
studies included both asymptomatic and 
symptomatic COVID-19 cases. Enhanced 
vaccine immune responses were observed in 
both groups, indicating that the magnitude 
of hybrid immunity is not directly propor-
tional to previous COVID-19 severity.

Overall, hybrid immunity to SARS-CoV-2 
appears to be impressively potent. The syn-
ergy is primarily observed for the antibody 
response more so than the T cell response 
after vaccination, although the enhanced 
antibody response depends on memory T 
cells. This discordance needs to be better 
understood. Will hybrid natural/vaccine-
immunity approaches be a reproducible way 
to enhance immunity? The Shingrix vac-
cine to prevent shingles, which is given to 
people previously infected with the varicella 
zoster virus, is impressively effective (~97% 
efficacy), and elicits much higher antibody 
responses than viral infection alone. These 
principles also apply to combinations of vac-
cine modalities. It has long been observed 
that combining two different kinds of vac-
cines in a heterologous prime-boost regimen 
can elicit substantially stronger immune 
responses than either modality alone—de-
pending on the order in which they are used 
and on which vaccine modalities are com-
bined—for reasons that are not well under-
stood. This may occur with combinations 
of COVID-19 vaccines, such as mRNA and 
adenoviral vectors, or mRNA and recombi-
nant protein vaccines. These recent findings 
about SARS-CoV-2 immunology are pleasant 
surprises and can potentially be leveraged to 
generate better immunity to COVID-19 and 
other diseases. j
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proteins that showed an increase in ubiquiti-
nation following heat stress. They found that 
this “heat shock ubiquitinome” is highly en-
riched in proteins that function in processes 
that are down-regulated or shut down during 
cellular stress—e.g., translation, RNA splic-
ing, nucleocytoplasmic transport, DNA dam-
age repair, or the cell cycle. Among the heat 
shock ubiquitinome were also many proteins 
involved in the formation of SGs. These form 
when inhibition of translation leads to a 
rapid increase in untranslated cytoplasmic 
messenger RNA (mRNA). This triggers mul-
ticomponent liquid-liquid phase separation 

(LLPS) of mRNA with RNA binding proteins 
and gives rise to dynamic, reversible ribonu-
cleoprotein (RNP) droplets in the cytoplasm. 
Upon removal of stress, SGs disassemble and 
translation resumes. Maxwell et al. found 
that numerous RNA binding proteins in SGs 
are polyubiquitinated after heat stress but 
not after arsenite stress. Thus, proteins in-
volved in various stress-regulated pathways 
become specifically polyubiquitinated upon 
heat shock, suggesting that polyubiquitina-
tion could regulate these pathways.

Maxwell et al. suspected that ubiquitina-
tion could be particularly important in the 
stress recovery phase, because they observed 
that most of the ubiquitinated proteins were 
not degraded during heat stress but rather 
during subsequent recovery at 37°C. Using an 
inhibitor of the ubiquitin conjugation reac-
tion, they demonstrated that ubiquitination 
is required for the reinitiation of translation, 

the reversal of heat shock–induced nuclear 
transport impairments, and SG dissolution. 
Collectively, these findings establish an es-
sential role of ubiquitination in the recovery 
of cellular activities following heat stress.

The authors furthermore noted that one 
of the proteins that became polyubiqui-
tinated after heat stress is the central SG 
protein G3BP1 (Ras GTPase-activating pro-
tein–binding protein 1). The protein caught 
their attention because G3BP1 and its para-
log G3BP2 are central nodes in the protein-
RNA interaction network that leads to LLPS 
and SG assembly (3). Elimination of G3BP1 

interferes with SG assembly, and G3BP1 
overexpression or optogenetic induction of 
G3BP1 dimerization is sufficient to trigger 
SG formation in the absence of stress (3, 
4). Could ubiquitination of G3BP1 followed 
by its degradation underlie SG disassembly 
during recovery from heat shock?

Gwon et al. confirmed that G3BP1 un-
dergoes K63-linked polyubiquitination af-
ter heat shock and is degraded by the pro-
teasome during heat-stress recovery but 
not after other forms of stress. Using a mu-
tational analysis, they were able to map the 
ubiquitin conjugation sites to the amino-
terminal dimerization domain, which is 
crucial for RNA-dependent LLPS of G3BP1 
(3). Cells expressing G3BP1 mutants that 
cannot be ubiquitinated showed severely 
delayed SG disassembly and featured less-
dynamic SGs, which supports the idea that 
ubiquitination of G3BP1 is required for 

the dynamic disassembly of heat shock–
induced SGs (see the figure).

Additionally, Gwon et al. demonstrated 
that upon heat shock, polyubiquitinated 
G3BP1 interacts with the protein segregase 
VCP (valosin-containing protein), which is 
coupled to both proteasome- and autophagy-
dependent degradation. They found that this 
interaction occurs through a cofactor with 
a ubiquitin-binding domain, FAF2 (FAS-
associated factor 2), which is an endoplas-
mic reticulum (ER)–associated protein. They 
observed recruitment of G3BP1-, VCP-, and 
FAF2-positive SGs to the ER upon heat shock, 
which suggests that heat shock–induced SG 
disassembly occurs on the ER membrane. 
This underpins the idea that the cytosolic 
surface of the ER is an important nexus for 
coordinating the heat-stress response, includ-
ing the integrated stress response, the un-
folded protein response, ER-associated deg-
radation, and, as now discovered by Gwon et 
al., SG disassembly. 

The studies of Maxwell et al. and Gwon et 
al. illustrate that not all stresses are created 
equal. This has been recognized in other 
contexts—for example, SGs have distinct 
morphologies and composition depending 
on the type of stress (5, 6), and posttrans-
lational modifications are often introduced 
in a stress-specific manner (7). The study by 
Maxwell et al. underscores this theme by 
demonstrating that different stressors gen-
erate distinct ubiquitination patterns. This 
explains why an earlier study using arsenite 
stress found ubiquitination to be dispens-
able for SG dynamics (8), whereas oth-
ers have found an important role of small 
ubiquitin-like modifier (SUMO)–primed 
ubiquitination in the disassembly of heat 
stress–induced SGs (9). Gwon et al. found 
that even the duration of stress can have 
profoundly different consequences: Short 
(30 min) heat stress induces the formation 
of SGs that are fully disassembled during 
stress recovery, whereas prolonged (90 min) 
heat stress leads to persistent SGs that are 
cleared by autophagic degradation. This 
finding explains apparent discrepancies 
in the literature on the role of autophagy 
in SG clearance (10, 11). It also emphasizes 
that researchers should pay attention to 
disease-relevant contexts, including the use 
of specific cell types and exact type of stress.

Dynamic posttranslational modifications 
have recently been appreciated as key regu-
lators of LLPS and RNP granules—e.g., they 
can alter biomolecular interactions and thus 
determine the threshold at which a protein 
phase separates (12). Gwon et al. identify an 
additional mechanism to control the dynam-
ics of RNP droplets in cells. Polyubiquitin-
mediated degradation of key constituents 
of cellular RNP granules could be a general 
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Ubiquitin controls stress granule disassembly after heat stress    
Upon heat stress, RNA binding proteins (RBPs) and messenger RNAs (mRNAs) coalesce to form stress 
granules, and the central stress granule protein Ras GTPase-activating protein–binding protein 1 (G3BP1) 
is tagged with polyubiquitin chains. In the subsequent stress recovery phase, polyubiquitinated G3BP1 
is degraded by the proteasome, involving valosin-containing protein (VCP) and an endoplasmic reticulum–
associated adaptor protein, leading to disassembly of stress granules. 
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mechanism controlling the dynamics of such 
granules—e.g., some of the known stress-
induced nuclear bodies. Moreover, Gwon et 
al. found that ubiquitination alters G3BP1 
mobility within SGs, hence an interesting 
question to address in the future is whether 
polyubiquitin chains can directly affect the 
phase separation behavior of the modified 
proteins and thus alter RNP granule dynam-
ics independent of proteasomal degradation. 
A role for polyubiquitin in protein phase sep-
aration and aggregation has been previously 
demonstrated (13, 14), so it seems possible 
that stress-induced polyubiquitination regu-
lates RNP droplets also through degradation-
independent mechanisms. 

Regulation of condensate dynamics is a 
particularly important topic in the context of 
neurodegenerative diseases, where impaired 
dynamics of RNP granules (e.g., SGs) are 
believed to promote aberrant LLPS and ag-
gregation of disease-linked RNA binding pro-
teins. Some of the aggregating proteins found 
in neurodegenerative disorders [e.g., TAR 
DNA binding protein of 43 kDa (TDP-43) and 
fused in sarcoma (FUS)] are highly polyubiq-
uitinated in disease (15) and also were found 
by Maxwell et al. to become polyubiquiti-
nated in the heat-stress response. This could 
prompt future studies on the role of ubiqui-
tination of these disease-linked proteins and 
its relevance in the disease process.

The studies of Maxwell et al. and Gwon 
et al. reveal interesting paradigms that re-
quire further research. For example, it will 
be interesting to determine how ubiquiti-
nation regulates the reversal of other heat 
shock–regulated processes, such as transla-
tion, splicing, or nuclear transport. Another 
topic to address is whether other SG proteins 
that become ubiquitinated upon heat shock 
contribute to the regulation of SGs and, if 
so, through which mechanisms. Finally, the 
role of ubiquitination in response to other 
types of stress—e.g., oxidative or genotoxic 
stress—remains to be resolved. The heat is 
on to find out. j
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By Marta MirazÓ n Lahr

N
ew genomic studies (1), new fossils 
(2, 3), and new dates of existing ones 
(4) suggest that our African origin 
has a deeper history—one that took 
place in the context of high popula-
tion and lineage diversity and which  

was intermeshed by periods of contact 
with Eurasian hominins using the Middle 
East as a geographical bridge. On pages 
1424 and 1429 of this issue, Herskovitz et 
al. (5) and Zaidner et al. (6), respectively, 
report new archaic Homo fossils and stone 
tools in Nesher Ramla, Israel, that date to 
about 126 thousand years (ka) ago. This 
discovery, at the crossroads of Africa and 
Eurasia, adds substantial complexity to 
our reconstruction of those potential in-
teractions, raising questions about the co-
existence of different hominin populations 
in this region and complex population dy-
namics in the Late Pleistocene. 

Perhaps the most insightful aspect of 
this emerging picture relates to the de-
mography of the populations involved. The 

rich hominin genomic archive from Sibe-
ria reveals that Neanderthal populations 
experienced localized events of inbreeding 
suggestive of collapsed social networks as 
populations contracted (7), and repeated 
moments of expansion that repopulated 
areas they had previously inhabited (8). 
The poor preservation of ancient DNA in 
Africa precludes similar insights into our 
African demographic history. However, the 
recent discovery of modern human fossils 
in Greece and Israel dating to about 210 
to 177 ka ago (9, 10) and ancient European 
genomes show  that there were multiple 
out-of-Africa dispersals in the last 400,000 
years, during which early humans and Ne-
anderthals interbred (11, 12). Unlike what 
happened 60 ka ago (13), the offspring 
grew up within Neanderthal communities. 
The findings of Hershkovitz et al. and Zaid-
ner et al. add a new level of complexity.

It has long been known that early mod-
ern human populations were in the Levant 
~130 to 100 ka ago. The hominin fossils 
from Nesher Ramla now suggest that a dif-
ferent population, with anatomical features 
more archaic than those of both humans 
and Neanderthals, lived in this region at 
broadly the same time. Hershkovitz et al. 
argue that this  represents the late survi-
vorship of an archaic population of Homo 
that can be traced to earlier Levantine fos-
sils (Tabun Cave, Zuttiyeh Cave, and Qesem 
Cave in Israel), whose taxonomy has been 
much disputed over the years. At a larger 
scale, this lineage shows affinities to Middle 
Pleistocene (789 to 130 ka ago) hominins 
and, more distantly, to Neanderthals, add-
ing one more Eurasian group to those of 
Neanderthals and Denisovans. 

The stone tools found with the new homi-
nins belong to the group of prehistoric in-
dustries known as Mode 3, characterized by 
traits such as preparation of the core prior 
to flake removal and the production of 
points that could later be hafted onto shafts 
(see the illustration). These industries are 
patterned geographically. Western Eurasian 
Mode 3 industries, known as Middle 

PALEOANTHROPOLOGY

The complex landscape of 
recent human evolution
 Archaic hominins in the Middle East underscore local 
demographic diversity in the last half million years
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Flint tools (rendering shown) in the Nesher Ramla site 
indicate that the archaic hominin group shared their 
lithic technology with modern humans in the area . 
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Paleolithic, are commonly associated with 
Neanderthals; those in Africa, known as 
the Middle Stone Age, are associated with 
both anatomically modern and nonmodern 
fossils. Within these broad categories, more 
local or temporal traditions exist, largely 
shaped by differences in the predominant 
way of manufacturing the stone tools and/
or the type of stone tools made. The tech-
nological tradition at Nesher Ramla is one 
such variant, and, surprisingly, in contrast 
with the anatomical evidence, the lithics 
found with  the archaic hominins at Nesher 
Ramla and the contemporaneous Levantine 
modern humans are the same. 

The interpretation of the Nesher Ramla 
fossils and stone tools will meet with differ-
ent reactions among paleoanthropologists. 
Notwithstanding, the age of the Nesher 
Ramla material, the mismatched morpho-
logical and archaeological affinities, and the 
location of the site at the crossroads of Africa 
and Eurasia make this a major discovery. But 
how does this discovery affect the hominin 

evolutionary landscape of the last half mil-
lion years (see the figure)? Beyond the partic-
ulars of historical reconstructions, the finds 
add another piece to the puzzle of how late, 
cultural-bearing hominin species formed, 
survived, and disappeared. Hershkovitz et 
al. refer to the fossils as the “Nesher Ramla 
Homo,” avoiding formal taxonomic attribu-
tion. Their argument is that the taxon into 
which most researchers classify European 
and African Middle Pleistocene hominins, 
Homo heidelbergensis, is too variable and the 
Nesher Ramla mandible shows clear differ-
ences to its type specimen. One could also 
ask, to what extent is a species-based no-
menclature useful when dealing with demo-
graphically and spatially dynamic popula-
tions that experienced some level of cultural 
and/or biological interaction? Answers will 
vary as much as species concepts vary, but 
the relatively rich resolution of recent hom-
inin evolution offers a stage for testing, pale-
ontologically and genomically, broader ideas 
in evolutionary biology. 

From bonobos (14) to Caribbean pup-
fishes (15), genomics is changing our un-
derstanding of the process of speciation 
and species formation. Closely related spe-
cies can differ substantially in the extent to 
which they experienced adaptive introgres-
sion—events of interbreeding with another 
species that generate new combinations 
that may result  in phenotypes that over-
come specific selective challenges. Given 
the complex and dynamic history of expan-
sions, interactions, extinctions, and some-
times private histories in the genus Homo, 
similar differences should be expected in 
the processes that generated diversity. One 
of these differences will be in the outcome 
of intergroup contact. We are only too pain-
fully aware of the disparate long-term con-
sequences of contact to colonizers and colo-
nized. It should, therefore, not be surprising 
to find that the cultural and genetic legacy 
of interpopulation contact in our deep past 
also differed according to social, economic, 
demographic, and technological circum-
stances. For disciplines that build historical 
narratives on the basis of shared similari-
ties, this poses major challenges. 

Demographic and spatial instability is 
the emerging picture. Paleontologically, the 
genus Homo is a palimpsest of populations, 
lineages, and species—erectus, georgicus, 
antecessor, naledi, floresiensis, luzonensis, 
heidelbergensis, helmei, Denisovans, nean-
derthalensis, sapiens; genomically, there is 
evidence of multiple expansions, contrac-
tions, and local extinctions. This fluid and 
population-specific demographic pattern is 
consistent with the nature of climate change 
in the last million years. This makes the dif-
ference between our recent selves and all 
the hominins that came before, including 
our earlier modern human ancestors, all the 
more salient. The new remains from Nesher 
Ramla add to the emerging complexity in 
the hominin evolutionary landscape of the 
last half million years. j
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Hominin populations in the Middle East over the last half million years
A schematic representation of recent phylogenetic relationships shows the estimated time of divergence of 
African (red lines) and Eurasian (blue lines) lineages and the crucial role played by the Middle East  (gray box), 
where hominins of African (red box) and Eurasian (teal box) lineages overlapped with a local population–
“Nesher Ramla Homo” (purple box).
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By Dennis R. Burton1,2

T
he recent results (1) from the Antibody 
Mediated Prevention (AMP) study are 
a landmark in AIDS research. They 
show that a broadly neutralizing an-
tibody (bnAb) can protect humans 
against infection with sensitive strains 

of HIV. BnAbs, antibodies that can neutral-
ize a large fraction of globally circulating HIV 
strains, are the focus of many HIV vaccine ef-
forts and of strategies to prevent or treat HIV 
by passive immunization (infusion with anti-
bodies). This focus results from the enormous 
strain variability of HIV—only bnAbs can 
hope to counter this variability. The results 
have profound implications for HIV vaccine 
design and for the use of passively admin-
istered bnAbs. Within the context of earlier 
animal model studies, the AMP study results 
provide insight into the factors that are im-
portant for antibody protection against HIV.

The AMP study involved two trials that 
enrolled nearly 3000 HIV-negative men 
and transgender men who have sex with 
men in the United States, South America, 
and Europe and nearly 2000 HIV-negative 
women in Africa to receive the bnAb VRC01 
at two doses, 10 or 30 mg/kg, every 8 weeks 
for a total of 10 intravenous (IV) infusions. 
VRC01 is a bnAb, isolated in 2010 from an 
HIV-positive donor (2), that potently neutral-
izes a large proportion of circulating strains, 
although it is not as potent as some bnAbs 
isolated more recently. The dosing regime 
maintained serum bnAbs within defined lim-
its. Overall, the study failed to show efficacy 
because the numbers of infected individuals 
in the treated groups were not significantly 
different from those in the placebo groups. 

However, if the study was examined in 
terms of the neutralization sensitivity of vi-
ruses isolated from trial participants who 
became infected, then there was an impor-
tant difference between treated and placebo 
groups. The frequency of infection by VRC01-
sensitive viruses [defined as those that are 
80% neutralized in vitro (80% inhibitory 
concentration, or IC

80
) by less than 1 µg/ml 

of VRC01] was significantly lower in treated 
individuals than in placebos. In other words, 
there is evidence that the antibody offers 
protection against neutralization-sensitive vi-
ruses. The data can be translated into a pro-
tective efficacy against HIV infection of ~50% 
at very approximate serum neutralizing titers 
of 1:100, ~75% at 1:250, and ~90% at 1:500. 
A serum neutralizing titer of 1:100, denoted 
as 50% inhibitory dose (ID

50
) = 100, indicates 

that the serum of the donor could be diluted 
100-fold and it would produce 50% neutral-
ization in an in vitro neutralization assay; 
higher ID

50
’s (more potent neutralizing sera) 

are required to achieve higher levels of pro-
tection. In the AMP study, neutralization was 
measured in a high-throughput pseudovirus 
assay (3), and an important conclusion of the 
study was that, with some caveats, this assay 
could be used to predict bnAb-based protec-
tion against HIV infection in humans. The 
lack of overall efficacy in the study arose from 
an underestimate of the serum bnAb titers 
required for protection in humans. Estimates 
were made based in part on an incorrect as-
sumption that bnAb titers that were lower 
than those required in studies of nonhuman 
primate (NHP) viral infection would suffice. 

Many studies have investigated the ability 
of antibodies to protect against HIV infection 
in animal models. Passive immunization with 
IV transfusion of a monoclonal antibody was 
shown to protect a single chimpanzee against 
challenge with a laboratory-adapted neutral-
ization-sensitive virus as early as 1992 (4). 
Antibody protection titration studies were 
initially carried out in severe combined im-
munodeficiency mice populated with human 
peripheral blood lymphocytes (hu-PBL-SCID 
mice) that could be infected with HIV. Such 
studies showed that passive immunization 
with a first-generation bnAb could protect 
against both laboratory-adapted, neutraliza-
tion-sensitive and neutralization-resistant 
HIV challenge (5). The latter are much more 
representative of global circulating viruses. 
The concentrations of bnAbs required for 
protection in this crude mouse model were 
high; serum ID

50
’s were typically on the order 

of 100. Similar ID
50

’s were generally noted in 
a second animal model: high-dose mucosal 
challenge of NHPs with chimeric simian–hu-
man immunodeficiency viruses (SHIVs) that 
have the surface envelope (Env) glycoprotein 
of HIV (so are neutralized by HIV bnAbs) but 

the remaining gene segments of SIV (and 
thus replicate in NHPs). 

A comprehensive examination (6) of 
available bnAb NHP SHIV protection data 
showed, in a logistic model that adjusts for 
bnAb epitopes and challenge viruses, that 
the serum ID

50
’s to achieve 50, 75, and 95% 

protection were 91, 219, and 685, respec-
tively. These numbers are similar to those 
estimated from the AMP study for protection 
in humans (see the figure). Excluding a small 
number of outliers, the NHP study suggested 
that protection was largely dependent on 
serum neutralizing antibody titer alone and 
was independent of antibody specificity (dose 
is adjusted to give similar neutralizing titers 
for antibodies of differing potency against the 
virus) and independent of challenge route. 

Recent HIV Env vaccine-induced protec-
tion in NHPs was consistent with passive 
bnAb studies and showed ~90% protection 
at ID

50
’s greater than ~500 (7). In that study, 

because bnAbs have not yet been induced 
through vaccination, the NHPs were immu-
nized with an Env protein of a given strain 
and then challenged with the virus of the 
same strain, and the nAbs (“autologous” 
nAbs) provided protection. A common 
caveat that has been attached to animal 
model protection studies is the use of rela-
tively high-dose viral challenge to ensure 
that all control animals become infected, 
which keeps the number of animals per 
study manageable. Consequently, the viral 
challenge dose typically used in NHPs was 
thought to be much higher than the average 
dose of HIV to which humans were exposed 
in sexual transmission. Thus, it had been as-
sumed that lower bnAb titers than those de-
rived from animal model studies would pro-
vide protection against HIV in humans, but 
the AMP study results do not support this 
assumption. In particular, protective titers 
(at least in terms of ID

50
’s) from high-dose 

SHIV challenge in NHPs correlate well with 
those from passive bnAb VRC01 protection 
against HIV in humans.

Is a requirement for high bnAb concentra-
tions for protection against HIV unusual? It 
is likely that bnAbs used in passive immuni-
zation to protect against HIV must provide 
sterilizing immunity, which is defined here 
as either neutralizing every transmitted vi-
rion directly or containing virus replication 
so that infection can be rapidly aborted with-
out a primary infection. A requirement for 
sterilizing immunity is expected for a retro-
virus that can readily establish latency. Thus, 
even a small number of virus particles could 
infect and become integrated into host chro-
mosomes to be later activated and establish 
a full-blown infection. However, the require-
ment for high protective nAb concentrations 
in passive transfer studies is not unusual 

MEDICINE

Amping up HIV antibodies
High serum titers of neutralizing antibody can protect 
humans against HIV

1Department of Immunology and Microbiology, 
International AIDS Vaccine Initiative (IAVI) Neutralizing 
Antibody Center, Consortium for HIV/AIDS Vaccine 
Development, The Scripps Research Institute, La Jolla, CA 
92037, USA.  2Ragon Institute of MGH, MIT  and Harvard, 
Cambridge, MA, USA. Email: burton@scripps.edu

25 JUNE 2021 • VOL 372 ISSUE 6549    1397

0625Perspectives.indd   1397 6/18/21   3:26 PM

http://sciencemag.org
mailto:burton@scripps.edu


sciencemag.org  SCIENCE

G
R

A
P

H
IC

: N
. D

E
S

A
I/

S
C

IE
N

C
E

for viral infections. For example, this is the 
case in the favored cotton rat model of re-
spiratory syncytial virus (RSV) challenge, 
which was used to inform the dose of the 
RSV nAb palivizumab to protect at-risk in-
fants from RSV lung disease (8). Of note, in 
passive immunization, nAbs are the sole im-
mune mechanism of protection, whereas in 
vaccine-induced immunity, cellular immune 
responses may also be important and lower 
nAb titers may be highly beneficial. 

Why are such high serum bnAb concentra-
tions in humans relative to in vitro neutral-
ization titer required for protection against 
HIV? Several potential contributors can be 
considered. Higher nAb concentrations may 
be required to prevent viral entry into cells 
in vivo than with in vitro assays. Indeed, 
in the AMP study, neutralization was mea-
sured using a pseudovirus and a target cell 
line, compared with the natural situation of 
a replicating virus targeting primary CD4+ T 
cells or mononuclear phagocytes. However, 
although there are well-established differ-
ences in nAb sensitivity between the two vi-
rus target cell systems, they are not sufficient 
to explain the high serum bnAb concentra-
tions needed for HIV protection. Another 
factor could be that serum may not be ap-
propriate for nAb measurement; mucosal tis-
sue has much lower nAb concentrations but 
may be more critical. An argument against 
this interpretation is that similar serum nAb 
concentrations are required for protection 
in hu-PBL-SCID mice and in IV challenge 
in NHPs (9). Alternatively, high nAb concen-
trations may be required in vivo to mediate 
critical functions other than neutralization, 
such as inhibition of cell-cell spread of virus 
or Fc-dependent effector functions of bnAbs. 
Neither of these mechanisms can currently 
be ruled out. Perhaps most notably, the neu-
tralization curve is asymptotic, meaning that 
relatively high serum nAb concentrations are 
required to neutralize every virion if multiple 
viruses are transmitted and/or if some repli-
cation occurs after transmission. This could 
help explain the general nature of the obser-
vation that high serum nAb concentrations 
are required to completely protect against 
viruses from different families under widely 
varying conditions such as animal model and 
route of challenge and with antibodies of dif-
fering specificity.

The AMP study results have important 
implications for the use of bnAbs for the 
prevention of HIV infection and for HIV vac-
cine design. In terms of prevention, a first 
question is how extendable are the results 
to bnAbs other than VRC01 likely to be? 
The animal model studies suggest that most 
other bnAbs can be expected to offer protec-
tion in humans at similar neutralizing titers, 
although this remains to be determined and 

there may be outliers, as there are in NHP 
studies. In addition, a neutralization-resis-
tant fraction of virus may reduce the efficacy 
of some antibodies against some HIV strains 
even though the virus is defined as sensitive 
in terms of an IC

50
 or an IC

80
 (10). 

The results also suggest that, to achieve 
and sustain the proposed protective titers, 
attention should be focused on the most po-
tent bnAbs, likely as cocktails and likely with 
half-life extension mutations. For example, 
the half-life of VRC01 in the AMP study was 
around 2 weeks, but this could be increased 
~fivefold with antibody engineering. Should 
one incorporate antibody effector function–
enhancing mutations into HIV prophylactic 
bnAbs? Current animal model studies sug-
gest that the effect of such mutations is an-

tibody dependent, and further research is re-
quired before such a step is taken (11). Major 
issues for the use of HIV prophylactic bnAbs 
include whether sufficient potency can be 
achieved to administer antibodies subcuta-
neously rather than intravenously, whether 
multivalent platforms such as bispecific or 
trispecific antibodies can be generated as ef-
fective reagents to replace single-specificity 
antibody cocktails (12), whether unit costs 
can be brought down to make bnAbs a feasi-
ble option for prevention in low- and middle-
income countries (13), and how bnAbs com-
pare with long-acting small-molecule drugs 
in terms of cost, efficacy, longevity of action, 
and other factors (14).

The AMP trial results pose a challenge for 

HIV vaccine design; the induction of sus-
tained high serum bnAb titers will be difficult 
to achieve. If protection is simply related to 
serum antibody neutralizing titer irrespective 
of the antibody specificity involved, it may be 
easier to induce moderate titers against mul-
tiple sites than high titers against a single site 
given current difficulties in inducing bnAbs 
through immunization. Targeting multiple 
sites should also restrict virus neutralization 
escape. An alternative approach that might 
ameliorate a requirement for high serum 
bnAb concentrations is to try to induce pro-
tective concentrations of antibodies at mu-
cosal surfaces through mucosal vaccination, 
although it is not clear that mucosal immu-
nity alone could prevent HIV infection in hu-
mans. Lower serum bnAb titers may also be 
beneficial in the presence of effective cellular 
immunity. Indeed, a recent study in NHPs 
showed protection against SHIV infection for 
a vaccine that induced both cellular immu-
nity and nAbs at lower concentrations than 
those associated with protection induced by 
a vaccine that induced only nAbs (15).

Overall, it is likely that data from the AMP 
study will be mined for some time and will 
doubtless provide new insights into HIV in-
fection and the role of neutralizing antibody 
in containing virus infection. For example, 
infected donors in the AMP study provide 
a large number of contemporaneous viruses 
that have been sexually transmitted and their 
sensitivities to a range of bnAbs, thereby 
potentially improving existing virus panels 
used for assessing bnAbs. Notably, the study 
results are the most important development 
yet in establishing the goalposts for passive 
immunity through antibody transfusion as a 
prevention strategy and for bnAb-based HIV 
vaccine design. j
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Correlates of protection 
The graph shows serum neutralization titers 
(ID50, bootstrap confidence intervals are shown in 
parentheses) aggregated from studies of simian–
hu man immunodeficiency virus (SHIV) in nonhuman 
primates (NHPs) [reproduced from (6)]. The red 
dots show the approximate serum neutralization 
titers for humans from (1). This suggests that 
similar titers are required to protect humans and 
NHPs against virus.
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By Kelly R. Zamudio 

D
avid B. Wake, a pioneer in the fields of 
evolutionary morphology, evolution-
ary developmental biology (evo-devo), 
and organismal diversification, died 
on 29 April. He was 84. Wake was a 
career-long visionary in organismal 

biology who led evolutionary biologists to 
examine not only how organisms are differ-
ent but also how they become different. As 
a graduate student, he set the framework 
for his career by detailing the evolutionary 
relationships and morphological diversity of 
salamanders. He then delved into functional 
morphology (how organismal structures 
work), evolutionary development (how devel-
opmental pathways influence diversification 
of form), and speciation (how species come 
to be). One of the most influential and inte-
grative biodiversity scientists of his era, Dave 
was boundlessly curious about all aspects of 
evolution and unusually open-minded about 
new techniques and analyses.

Dave was born on 8 June 1936 and raised in 
South Dakota. He attended Pacific Lutheran 
College in Tacoma, Washington, where he 
became fascinated by salamanders after un-
covering some while looking for insects for 
an entomology course. After receiving his 
BA in biology in 1958, he joined the lab of 
herpetologist Jay Savage at the University of 
Southern California (USC). At USC, he met 
Marvalee Hendricks, a fellow graduate stu-
dent and scholar of caecilians, another un-
derstudied group of amphibians. Dave and 
Marvalee married in 1962 and became col-
laborators in life and in science. Dave com-
pleted his MS in 1960 and his PhD in 1964, 
both in biology at USC. He joined the faculty 
at the University of Chicago for 5 years and 
then moved to the University of California, 
Berkeley (UC Berkeley), where he was di-
rector of the Museum of Vertebrate Zoology 
from 1971 to 1998 and professor of integra-
tive biology until his retirement in 2003. 
Marvalee joined the faculty at UC Berkeley 
as a tenure-track professor soon after Dave. 
From the time I first heard of them, they were 
known as “the Wakes,” and for many of us, 
they were an early model for successful dual 
careers in academia. 

An unapologetic organismal biologist, 
Dave used salamanders as a model taxon (as 
opposed to a model organism) to ask ques-
tions, answer some, and rework others, cre-
ating a cycle of ever-deepening inquiry into 
their evolution. Rather than focusing on a 
single model organism or particular evolu-
tionary mechanisms, Dave developed exten-
sive knowledge of many salamander species, 
enough to use the whole taxon as a model 
platform to inform his many research foci. 
In doing so, Dave achieved an unprecedented 
level of integration across approaches to ad-
dress evolutionary mechanisms and their 

consequences for diversification. His exem-
plary integration inspired a series of papers 
by James Griesemer in the field of history 
and philosophy of science. Dave’s salamander 
research transcended boundaries of method-
ologies, specialties, lines of inquiry, and dis-
ciplines. He developed a distinctive form of 
scientific problem-solving and iterative ques-
tioning that synergistically increased our 
general understanding of evolution. 

Dave developed expertise in phylogenet-
ics, morphology, development, ecology, neu-
robiology, behavior, and physiology, and his 
discoveries were groundbreaking in many 
fields. Coupling knowledge of adult morphol-
ogy, ontogeny, embryology, function, and 
selection, he developed predictions about 
the retention and/or loss of morphological 
structures during development and became 
one of the first to frame these findings as part 
of the nascent field of evo-devo. By combin-
ing detailed spatial knowledge of morpho-

logical variation, biogeography, behavior, and 
genomics, he contributed a classic example 
of speciation in action with his exploration 
of the salamander ring species Ensatina. 
These discoveries, none of which could have 
been made without integrating approaches, 
span micro- to macroevolution and are now 
classics in evolutionary biology. His accom-
plishments led to many accolades, including 
election to the American Philosophical Soci-
ety, the American Academy of Arts and Sci-
ences, and the National Academy of Sciences.

In the late 1980s, Dave was an early pro-
ponent of action in response to the alarming 
global decline in amphibians. He chaired the 
first Declining Amphibian Populations Task 
Force and raised awareness of the predica-
ment posed to amphibians by anthropogenic 
changes in climate and landscapes. As with 
his own research, he promoted diverse ap-
proaches in finding the causes of this large-
scale biodiversity loss, to the benefit of both 
the scientific community and amphibians.

I joined the Wake lab in 1996 as a post-
doc. It was an exciting time, with many field 
trips and countless discussions of species 
concepts, salamander tongues, and amphib-
ian declines. Dave had a work ethic that 
amazed everyone and often left us challeng-
ing our expectations of ourselves. His leader-
ship style emphasized showing, not telling. 
That work ethic resulted in some humorous 
“Wakeisms”—when lab members took vaca-
tions that he perceived as just a bit long, he 
began lab meetings by naming those who 
were absent and stating that “they must be 
gallivanting around the world.” To this day, 
former Wake lab members refer to vacation-
ing as doing just that.

Dave set high standards for research and 
expected us to meet them. He was honest in 
his delivery of criticism but somehow made it 
feel like it was for our own good. He was an 
unwavering supporter of those who worked 
with him and incredibly loyal to his students 
and colleagues. No matter how busy, he ea-
gerly welcomed visiting students and early-
career scientists, always showing interest in 
their stories and offering advice about their 
research and professional development.

Nearly 15 years ago, at a symposium orga-
nized around the potential of new genomic 
approaches in herpetology, Dave regaled the 
audience with what he saw as the biggest 
questions still to be answered by integrating 
this new approach. He genuinely reveled in 
witnessing the advancement of science, not 
only through his own work but also through 
that of his lab members and anyone else who 
stepped up to the plate. He concluded with a 
typically positive outlook on science: “I only 
wish I had another 50 years to live, just to see 
what you are all going to discover!” j

10.1126/science.abj8209
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A
re vaccines safe for my baby?” won-
ders a new mother. After reading a 
few articles online that seem authori-
tative, she steps away from the com-
puter and decides that there is not 
enough evidence to answer 

her question definitively. This sce-
nario appears in the first of many 
vignettes in Science Denial that 
educational psychologists Gale 
Sinatra and Barbara Hofer use 
to confront a worrisome problem 
that extends beyond ideological 
science denial itself: the denial of 
science to those who seek credible 
information and who are often in 
great need of it.

Most people who search for 
information online favor trusted, 
easy-to-find sources. What they 
encounter is a forum that offers a 
platform to anyone with an online market-
ing strategy. Sinatra and Hofer point to a rise 
in “the sophistication of those who wish to 
portray fiction as fact.” Herculean efforts are 

SCIENCE AND SOCIETY

By Stephen M. Casner being made by determined lobbies to coun-
ter scientific sources and undermine public 
confidence in science itself, they note, and 
even websites run by government agencies 
can sometimes stray from scientific consen-
sus. As intelligent virtual assistants become 
more widespread and the number of online 

information searches performed 
daily continues to rise, we become 
more and more tethered to an in-
formation source that can be as 
misleading as it is valuable.

Sinatra and Hofer remind us 
that we are more vulnerable to 
misinformation than we may 
think. Those who craft messages 
that run counter to accepted sci-
ence know that the layperson’s un-
derstanding of science is limited. 
They know that people are quick 
to use simple heuristics and the 
opinions of those around them as 
substitutes for deeper investiga-

tions. Hearing the same message repeatedly 
and seeing a few friends nod their heads in 
agreement with it can make it seem more 
credible. Appeals to remain “fair and bal-
anced” are sometimes used to convince peo-
ple to give equal consideration to messages 
that fly in the face of scientific consensus. 

The authors join other psychologists who 
remind us that our own biases can prompt 
even the most prudent among us to dismiss 
scientific findings when they conflict with 
what we think we already know about the 
world. For example, drivers are known to 
remain confident in their ability to safely 
multitask behind the wheel, even when that 
ability has been measured and confirmed to 
be poor (1). And once our beliefs have been 
formulated, we often come to personally 
identify with them and regard negations of 
them as personal criticism.

Sinatra and Hofer argue that the path to-
ward a better future starts in schools, at the 
loftiest conceptual levels. Educators should 
strive to help kids form what they call a “sci-
ence attitude”—one that places value on the 
truth, on hypotheses and theories that have 
a fair chance to be right or wrong, and most 
of all on evidence. A science attitude needs 
to be accompanied by science knowledge, 
including a familiarity with where good re-
search can be found and a basic understand-
ing of the methods used to evaluate scientific 
hypotheses, including practices such as peer 
review and replicability. School curricula, 
they argue, need to prepare some students 
to become producers of science and all stu-
dents to become good consumers of science.

But what can be done about the grown-
ups who already hold beliefs that run coun-
ter to scientific consensus? The authors offer 
hope that reason can prevail. Experimental 
evidence suggests that strongly held beliefs 
in unsupported theories can be moderated 
or even overturned using refutational tech-
niques that identify specific misconceptions, 
state that they are incorrect, and detail the 
reasons why. The authors describe their suc-
cess with using these techniques to change, 
or at least moderate, strong negative opin-
ions about genetically modified foods. 

Falling somewhere between academic and 
trade writing, Science Denial is filled with re-
latable scenarios, research studies, and help-
ful advice for individuals, educators, science 
communicators, and policy-makers. As social 
media discussions of science topics continue 
to proliferate and carefully reported cover-
age of science continues to decline, the au-
thors warn readers to ready themselves for 
a future in which separating fact and fiction 
may be more difficult than ever. Their book 
offers abundant practical guidance to help 
us meet the challenge. j
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a rl Deisseroth’s Projections: A Story 
of Human Emotions is a memoir 
about his life in psychiatry, the pa-
tients he has met, and his efforts as 
a scientist to solve the mysteries of 
mental illness. His imaginative nar-

rative flows effortlessly through his many 
passions. There is a first love of reading 
and writing and hints of a literary imagi-
nation that draws on James Joyce and Toni 
Morrison. And there is the light of optoge-
netics, a trick of nature pioneered in Deis-
seroth’s laboratory at Stanford University 
that makes brain cells responsive to pho-
tonic pulses. 

Like many doctors, scientists, and care-
givers before him, Deisseroth endeavors to 
find an emotive language for the psychiat-
ric patients he meets. He accomplishes this 
by weaving together what he describes as 
three strands: psychiatric knowledge, tech-
nology, and imagination. These together 
free him to write poetically, seeking to dis-
cover loss and grief, fracture from reality, 
and disruptions that threaten selfhood. 
The patients who wander through Projec-
tions thus encapsulate a variety of heart-
breaking tragedies and shocking breaks 
from reality. Along with individuals suffer-
ing from anorexia and bulimia, Deisseroth 
describes cases of profound depression, 
mania, autism, self-harm, stroke, demen-
tia, and schizophrenia. 

His narratives are always sensitive, but 
they come to the reader as an admixture 
of fact and fiction, reality and imagina-
tion, damage and desire. Deisseroth is, in 
essence, proposing that we must use our 
imaginations to understand those in psy-
chiatric crisis. 

At one point, he projects himself into the 
mind of one of the patients he encounters 
and subsequently diagnoses as experienc-
ing psychosis. He asks us to think with 
her about a neighbor’s satellite dish that 
seemed “to download her thoughts.” A trick 
then occurred to her: “She dug out a heavy 
black knit cap…pulled it down tight over 
her ears…there was no doubt—the satellite 
signal felt less likely to get in, or her own 

thoughts to leak out.” The reader at once 
comprehends the perceived threat posed 
by the satellite dish and the patient’s desire 
to preempt the mind reader’s damaging ef-
fects on her psyche. If an entity is trying to 
read our mind, shouldn’t we stop it? And 
shouldn’t we stop the psychiatrist who 
seeks to control us?

Our expectations of such control prove 
illusory in all ways. Deisseroth is disturbed 
to discover that people around him, a stu-
dent in particular, have seemingly hidden 
mental disorders in plain sight. “What had 
I missed?” he whispers in the prose, just as 
we might ask ourselves were we placed in a 
similar situation. He ruminates on his own 

identity as a single father, leaving unsaid 
but obvious to his readers that the myster-
ies psychiatry confronts may strike any of 
us at any time and we may be more blame-
worthy than we know. 

Against these imaginative strands, Deis-
seroth situates his optogenetics research as 
a technological source of illumination. Op-
togenetics helps us understand the way an-
cient anatomical pathways or deeper evolved 
drives can project into our behaviors. Each 
time, however, the pull of the science, and 
indeed what the science shows, only takes 
him back to his suffering patients. 

In a long analysis of dementia, Deis-
seroth contemplates the way optogenet-
ics has revealed that valence—the sense 

of value that accompanies brain states—is 
made across long-range connections in the 
brain. He notes that a memory must be 
accompanied by feelings in order for it to 
have meaning and salience. In dementia, 
memory falls away, leaving only feelings of 
helplessness. Optogenetics can show that 
those feelings exist and suggest that they 
might have once been tied to memories of 
a life with meaning, but it cannot restore 
that which is lost when memory fails nor 
can it alleviate the burdens borne by indi-
viduals with dementia or those who care 
for them. 

In a chapter describing eating disorders, 
Deisseroth editorializes the explicit ambi-
guity his science creates in his book. There 
is, he writes, “a key difference between ex-
periments with optogenetics and realities 
of the disease.” Optogenetics allows scien-
tists to turn cells off and on. But neurons 
do this themselves all the time without the 
help of a scientist, and no one knows how. 
There is something hollow in our struggle 
to make truth from mind. 

Deisseroth never establishes balance be-
tween the cold rationality of his technology 
and the heroic and emotive struggles his 
prose otherwise records. Indeed, for all of 
their literal brilliance, the optogenetic ex-
periments he discusses ultimately render 
our psychic struggles harder rather than 
easier to understand. 

These tensions are familiar in books of 
this genre that foreground case histories of 
mental disease to explore humanity’s ever-
shifting natures and boundaries. However, 
Projections sits awkwardly in this tradition 
because it breaks from the authoritative 
objectivity that typically guides readers. 
Deisseroth instead embraces the fictional 
and poetic and leaves it up to us to de-
cide what and where authority on such 
matters resides. The result is a trenchant 
story about human emotions that may 
leave some readers wanting answers where 
there are none. j

10.1126/science.abj1196
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Envisioning the emotive mind
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Edited by Jennifer Sills

Biodiversity research 
in a changing Afghanistan
In the second half of the 20th century, 
90% of major armed conflicts took place in 
countries that fall in biodiversity hotspots 
(1). Afghanistan is not considered a biodi-
versity hotspot (2), but this designation may 
be inaccurate. Biodiversity research is thus 
desperately needed to add to our knowledge 
of the region.

Afghanistan has suffered from more 
than 40 years of political instability and 
civil war, hindering far-reaching conser-
vation research activities (3). The golden 
age of Afghanistan’s biodiversity research 
took place decades ago (4, 5), before the 
advent of DNA techniques used to evaluate 
biodiversity today. Afghanistan’s biodiversity 
research is mostly based on museum collec-
tions assembled in the 1970s or before (6–8). 
Given the country’s unique position, which 
is influenced by the Palearctic and Oriental 
biogeographical realms, and its habitat 
diversity, Afghanistan may hold a high level 
of hidden species and genetic diversity that 
are crucial for understanding the histori-
cal biogeography of Asia. Mountains have 

driven past speciation events worldwide (9), 
yet the mostly mountainous Afghanistan 
has remained unexplored (6). 

The first Afghan national park was 
established only 12 years ago, and oth-
ers have followed, providing hope that 
wildlife research and conservation would 
contribute to the stability of the country 
(3, 10). Although these national parks 
are a step forward, we still have little 
information about the distribution of 
the country’s diverse biota or the threats 
that they face. Many species are likely in 
circumstances similar to the endemic, criti-
cally endangered mountain salamander, 
Paradactylodon (Afghanodon) mustersi, 
which is virtually unprotected and at 
increased risk due to human activities (11). 

Despite the ongoing unrest in 
Afghanistan (12), the Afghan government 
must prioritize biodiversity research. Taking 
each local security situation into account, 
the government should work together with 
local universities and conservation organiza-
tions to bridge gaps in biodiversity research 
and seek support from the international sci-
entific community. Protected areas should 
be expanded, and local communities should 
be supported and empowered to safeguard 
them. Scientists should collaborate to rees-
tablish and update natural history museum 

collections, identify species-rich areas, 
assemble comprehensive checklists of biota, 
and create national distribution atlases for 
all known species, especially those that are 
endangered.
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Developing countries 
must fund local research
Conversations on the imperialistic under-
tones in global research funding overlook 
the lack of support for researchers in 
developing countries from  their own govern-
ments (1). Research spending by developing 
countries is often meager to nonexistent 
(2), resulting in an overreliance on foreign 
grants and international collaborations. 
The lack of alignment between research 
priorities of foreign funders and developing 
nations can lead to local research activities 
that do not benefit local communities. For 
that reason, member states of the African 
Union recently agreed to spend 1% of their 
gross domestic product (GDP) on research 
and development (R&D) to promote 
responsibility and ownership of their own 
economic growth (3). This positive commit-
ment is an encouraging start, but developing 
nations will not succeed with good science 
policy alone; they also need a supporting 
research funding infrastructure and strong 
financial commitments.

Zambia’s past efforts demonstrate how 
good intentions can fall short. Despite 
launching an ambitious science policy in 
1996 that established the National Science 
and Technology Council and mandated an 
R&D spending of 3% of GDP, Zambia lags in 
innovation and spent less than 0.6% on R&D 
in 2014 (4). In 2016, a Zambian parliamen-
tary committee attributed the lack of success 
to a lack of legislation, harmonized planning 
and coordination, and interaction between 
scientists and policy-makers, as well as dis-
jointed funding infrastructure for R&D (4). 

Zimbabwe’s President Emmerson 
Mnangagwa recently signed the promis-
ing Manpower Planning and Development 
Amendment Act of 2020, which provides 
a funding infrastructure plan, into law (5). 
The legislation will establish a Manpower 
Development Fund and stimulate the 
business sector to support the Innovation 
and Industrialization Fund. It also outlines 
plans for several academies of science that 
are similar to the Chinese Academy of 
Sciences and South Korea’s Institute for 
Basic Science. However, because the Act 
does not include any strong commitments to 
R&D spending, the infrastructure could stall 
without financial support. 

Rwanda has shown how strong financial 
commitments underpin R&D success. To 
ensure that it meets its target of 1% of the 
GDP by 2024, the country has established 
two national research and innovation funds, 
integrated R&D spending into the national 
budget, and stated target funds for basic and 
applied research in priority areas. Rwanda 

has also promoted partnerships between the 
public and the business sector and offered 
incentives for the business sector to invest 
in R&D (6). Such strong commitment to 
R&D has already yielded results: Rwanda 
developed innovative strategies to combat 
the COVID-19 pandemic (7). 

For science and technology to drive 
economic growth, developing countries 
need ambitious science policies, concrete 
R&D funding commitments, and a sup-
porting funding infrastructure. African 
countries should study the challenges faced 
by Zambia, the gaps in Zimbabwe’s laws, and 
the model set by Rwanda as they formulate 
their own R&D policies.  
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Science transcends 
national borders
The US Endless Frontier Act, which 
recently passed in the Senate as part of 
the “US Innovation and Competition Act” 
(1), has been lauded by the academic 
community [e.g., (2, 3)] for its massive 
increase in science and technology fund-
ing—a proposed total of US$250 billion 
over the next 5 years (4). However, this 
proposed legislation is not solely about 
funding science and technology. As J. 
Mervis explains in his News story “Senate 
panel backs funding ban on US research-
ers in Chinese talent programs” (13 May, 
https://scim.ag/3vCoxOF), Section 303 of 
the bill prohibits scholars who participate 
in China’s national talent program from 
receiving US national funding, serving 

as the primary applicant in US federal 
grants, and, “to the extent possible,” 
being listed on US federal grant applica-
tions. Even beyond Section 303, the bill is 
unequivocally framed as a response to the 
“China threat,” building on the Cold War 
rhetoric of space races and iron curtains. 
The Act intends to set the United States 
on a path to out-innovate, out-produce, 
and out-compete China in strategic 
emerging industries. Healthy competition 
between prosperous nation-states should 
be welcomed on the global stage, but 
the latent Cold War rhetoric is at best mis-
placed and at worst counterproductive. 

An extreme competitive focus, in 
addition to increasing anti-Asian senti-
ment within the United States (5), could 
stifle scientific and policy collaboration 
between the United States and China in 
the face of much larger existential threats, 
such as global climate change. China 
and the United States share a multitude 
of common causes, such as helping the 
world end poverty, halting biodiversity 
loss, and promoting peace and develop-
ment. Rousing nationalistic sentiment at 
the expense of scientific cooperation may 
be a fleeting strategy for bipartisanism 
within the halls of Congress, but in the 
long run, it is a lose-lose proposition for 
the planet. The world has witnessed the 
consequences of politicization associ-
ated with the COVID-19 pandemic, with 
soaring cases and fatalities alongside 
anti-scientific denialism and increasing 
anti-Asian sentiment. The politicization of 
science inherent in the Endless Frontier 
Act is not a productive path forward. The 
so-called “endless frontier” that science 
is said to enable can only be realized if it 
does not stop at national borders.
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The 47th class of Mass Media Science & Technology Fellows heading 
out to newsrooms around the country this summer is part of one of 
the oldest ongoing science communication initiatives by the Ameri-
can Association for the Advancement of Science (AAAS).

Since 1975, more than 750 scientists, engineers, and mathemati-
cians in the fellowship have spent 10 weeks reporting and writing 
news stories at media outlets around the US. For the participants, 
the program is a way to explore a new career or improve their sci-
ence communication skills. But alumni and AAAS staff say the fel-
lowship also expands the public audience for scientific news.

“Journalism, writing, communicating about science—these are all 
critical for shaping public understanding of the world around us,” said 
AAAS CEO Sudip Parikh to the newest fellowship class on 2 June.

The program has several alumni who made the switch from sci-
ence to journalism after the fellowship. David Kestenbaum, a former 
correspondent for National Public Radio and now senior editor at 
This American Life, got his start in radio as a 1997 Mass Media fellow. 
At the time, he was a physics researcher at Fermilab, but the writing 
life beckoned. 

“I did have this feeling, looking at press coverage of particle phys-
ics that I was doing, that it seemed very sterile and disconnected 
from the real lives of what it was like to actually do the science…this 
isn’t actually getting at the craziness of it,” he recalled at the orienta-
tion for the 2021 fellows. “And so I had some idea that I could bring 
something different to it.”

Other fellows continued their academic careers. Johanna Varner, an 
assistant professor of biology at Colorado Mesa University, had consid-
ered switching to journalism during her 2015 summer working at KQED 
Science but took a teaching position instead. During the fellowship, 
she learned film production and storytelling skills that she uses in her 
teaching, especially with students who aren’t science majors.

“I think having done the Mass Media fellowship is one of the 
most valuable experiences that I have ever had,” said Varner, 
who received AAAS’s 2018 Early Career Award for Public Engage-
ment with Science for her citizen science initiatives and serves 
as a AAAS IF/THEN Ambassador.

“I think that it made me a better teacher, it made me better as a 
scientist trying to portray my own research in the media in a way that 
I will be happy with, and it gave me the skills to teach students to be 
more informed consumers of news and media,” she said.

AAAS NEWS & NOTES

By Becky Ham The fellowship program has expanded into online video sites and 
Spanish-language media and has made a concerted effort to place 
fellows in newsrooms outside of the East and West Coasts, said 
program director Kristin Lewis.

“Local journalism is one of the places where this fellowship really 
shines,” Lewis said, since these smaller media outlets may not have 
dedicated science writers on staff or resources to cover science stories.

She recalled a story from 2019 fellow Jerald Pinson at The Austin 
American-Statesman, who covered a toxic outbreak of blue-green al-
gae in Lady Bird Lake. “With him, they had an ecologist in-house who 
could understand what was going on, speak to the experts, and really 
be able to translate that story for the local community,” said Lewis.

The fellowship brings science content to new audiences in this 
way, she added. “The people who are reading Scientific American or 
Wired are seeking out science news, generally. The people who are 
reading your local paper might not be, they might just be looking for 
the news that is local to them. And so if we can find ways to make 
those science stories relevant to local audiences, the better.”

Relevant storytelling is one of the things that fellows learn dur-
ing their summer—“how to write stories with science in them as 
opposed to ‘science stories,’” said Bill Manny, a former community 
engagement editor with the Idaho Statesman, who supervised 2018 
fellow Kevin Davenport at the newspaper.

Davenport wrote about everything from bird migration to inter-
state accidents, figuring out “how you can use a science perspec-
tive and a science background on just good basic journalism,” 
Manny said.

Throwing off the mantle of “scientist” can be difficult in unex-
pected ways, said Katherine Wu, a 2018 alumna who is now a staff 
writer at The Atlantic. “I think one thing that wasn’t immediately 
intuitive to me was that when I became a journalist, I no longer 
wanted to identify as a science communicator,” she told the 2021 
fellows. “I didn’t want to position myself as a scientist championing 
the institution of science, I wanted to portray reality as it was [and] 
try to put a more objective lens on the way that I was approaching all 
of these things.”

Neal Baer, a 1983 alumnus and pediatrician who spent his intern-
ship at WEWS-TV, has continued to work in both media and aca-
demia. His career includes stints as a television writer and producer 
on ER, Law & Order: Special Victims Unit, and Designated Survivor, 
among other shows. He also lectures at Harvard Medical School and 
contributes to scientific journals. Baer is sponsoring the 2021 AAAS 
Diverse Voices in Science Journalism Internship.

“I think I’m able to apply those two worlds to my work, the 
academic world that I was in for so long, and also this world where 
people have dialogue, and so it’s not, to me, that wholly differ-
ent,” said Baer at the orientation. “It’s always about telling stories 
grounded in science.” 

Last year, AAAS partnered with science journalism nonprofit The 
Open Notebook to create a 6-month mentorship program for the 
2020 fellows, who missed out on some of the usual newsroom net-
working and guidance due to COVID-19 restrictions. Lewis said that 
the fellowship would like to continue the program if financial support 
is available.

“The pandemic of the past year has only served to heighten the 
importance of accurate science journalism,” Lewis said, “so this is a 
particularly relevant fellowship that AAAS is funding at the moment.”

Fellowship highlights need for science communicators
Mass Media internships provide new careers and skills

Screeners needed 
for journalism awards
Scientists from the United States and abroad are needed to review 
the scientif c accuracy of entries in the prestigious AAAS Kavli 
Science Journalism Awards competition. The screening sessions in 
late August and September will be online this year, opening them to 
participation by scientists beyond the Washington, DC, area. We need 
additional screeners with expertise in virology, epidemiology, and 
public health. If you can volunteer, please contact Emily Hughes at 
ehughes@aaas.org.

0625AAASNewsNotes.indd   1404 6/21/21   1:02 PM
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pyridone components, and the 
authors posit that tautomeriza-
tion between dative and anionic 
coordination modes plays a role 
in its effectiveness. —JSY

Science, abg2362, this issue p. 1452

T CELLS

Rewiring aged T cells
Age-associated decline in T cell 
function contributes to impaired 
immune responses to infection 
and vaccination. Effector versus 
memory T cell differentiation is 
controlled in part by signaling 
and metabolic reprogramming 
mediated by mechanistic 
target of rapamycin complex 1 
(mTORC1), which is typically acti-
vated at amino acid–producing 

SUPERCONDUCTIVITY

Imaging an exotic state
Among the most intriguing of the 
many phases of cuprate super-
conductors is the so-called pair 
density wave (PDW) state. PDW is 
characterized by a spatially mod-
ulated density of Cooper pairs and 
can be detected with a scanning 
tunneling microscope equipped 
with a superconducting tip. Liu 
et al. used Josephson tunneling 
microscopy, modified for the 
task, to detect PDW in niobium 
diselenide, a superconductor with 
a layered hexagonal structure. 
The PDW state is expected to 
appear in other transition metal 
dichalcogenides as well. —JS

Science, abd4607, this issue p. 1447

EPIGENETICS

Methyl readers that 
repress transcription
DNA methylation is a con-
served epigenetic mark 
required for gene silencing 
in many different organisms. 
However, how the methyl mark 
is able to silence genes is still 
largely unknown. Ichino et al. 
discovered two Arabidopsis 
proteins named MBD5 and 
MBD6 that are recruited to 
DNA by direct recognition of 
methylation. These methyl 
readers recruit the class C 
J-domain protein SILENZIO to 
chromatin to silence methyl-
ated genes and transposons. 
SILENZIO likely acts through 

its interaction with heat shock 
chaperone proteins. —DJ

Science, abg6130, this issue p. 1434

ORGANIC CHEMISTRY

Easing oxygen into arenes
Although oxygen is all around 
us, it is often surprisingly 
difficult to use it for selective 
chemical oxidations, necessitat-
ing more expensive, wasteful 
alternatives. Li et al. report 
that careful ligand optimization 
produces palladium catalysts 
that can efficiently activate 
oxygen to hydroxylate a variety 
of aryl and heteroaromatic rings 
adjacent to a carboxylic acid 
substituent. The ligand binds to 
palladium through pyridine and 

L
obsters are among the most successfully adapted organ-
isms of marine benthic ecosystems. Despite lacking an 
adaptive immune response, lobsters display a long life-span 
of up to 100 years. To help uncover the secret of their 
longevity, Polinski et al. sequenced the American lobster 

genome and identified genome-wide innovations in genes 

related to chemosensory machinery, innate immunity, and cel-
lular defense. These include a new class of chimeric receptors 
with the potential to integrate neuronal and immune sensory 
systems. The results provide insights on the mechanisms medi-
ating the ecological success of this benthic predator. — DGL   
Sci. Adv. 10.1126/sciadv.abe8290 (2021).

RESEARCH
Edited by Michael Funk
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Thriving in the benthic zone

The genome of the American lobster has uncovered distinctive adaptations in this benthic invertebrate.

http://sciencemag.org


lysosomes. Jin et al. demon-
strate that in naïve CD4+ T cells 
from older individuals, mTORC1 
activation instead occurs at late 
endosomes and depends on the 
amino acid transporter SLC7A5. 
Late endosomal mTORC1 impairs 
T cell lysosomal function, reduc-
ing the degradation of PD-1 and 
proliferative responses. Silencing 
VPS39, a gene that promotes late 
endosome formation, was able 
to increase the proliferation of 
aged human T cells and memory 
responses of lysosome-defective 
T cells in a mouse viral infection 
model, demonstrating that target-
ing late endosomal mTORC1 
activity may improve T cell func-
tion. —CO

Sci. Immunol. 6, eabg0791 (2021). 

CATALYSIS

Rhodium atoms for alkane 
dehydrogenation
Nanoparticles of rhodium 
dispersed on metal oxides are 
generally poor catalysts for 
alkane dehydrogenation because 
the reactants bind too strongly 
to the metal. Hannagan et al. per-
formed first-principle calculations 
indicating that single rhodium 
atoms in a copper surface should 
be stable and selective for con-
version of propane to propene 
and hydrogen. Model studies of 
single rhodium atoms embedded 
in a copper (111) surface revealed 
a very high selectivity to propene 

MEDICINE

Acceptable algorithms 
for radiotherapy
Machine-learning applica-
tions in medicine have so far 
promised more than they 
have delivered. McIntosh et al. 
evaluated an algorithm that 
was integrated into the clinical 
workflow to plan curative-intent 
radiation therapy for prostate 
cancer. Human- and algorithm-
generated treatment plans were 
compared in a blinded manner 
by physicians and one plan was 
selected. The machine-learning 
plans were generated faster 
than the human-generated 
plans and were selected by 
physicians for 72% of patients. 
However, when it came to treat-
ing patients, implementation of 
the machine-learning–gener-
ated plans decreased, likely 
because of the perception and 
preferences of the treating 
physicians and their experience 

to ensure patient care. Thus, 
such real-world variables need 
to be accounted for in stud-
ies of medical applications for 
machine learning to increase 
its utility and acceptance in the 
clinical setting. —GKA

Nat. Med. 27, 999 (2021).

STEM WORKFORCE

Grassroots effort 
for change
Efforts to increase diversity in 
STEM (science, technology, 
engineering, and math) will not 
be truly successful until the sys-
temic issues within academia 
that have historically prevented 
marginalized populations from 
persisting and succeeding 
there are transformed. Stachl 
et al. present the details of a 
collaborative effort to improve 
the academic climate of an 
R1 (very high research activ-
ity) STEM department: that 

and high resistance to the forma-
tion of surface carbon that would 
deactivate the catalyst. —PDS

Science, abg8389, this issue p. 1444

MATERIALS SCIENCE

The making of a monolith
Amorphous calcium carbonate is 
a hard material that is difficult 
to make into large, clear blocks. 
It is also sensitive to heating, 
and compacting the starting 
nanoparticles too much tends 
to lead to crystallization. Mu 
et al. determined the optimal 
amount of water in amorphous 
calcium carbonate to create 
clear, solid monoliths through 
compression. The key is to 
regulate the amount of diffusion 
in the system so that particle 
boundaries fuse without trigger-
ing sample-wide crystallization. 
This fusion strategy may also 
work for similar amorphous inor-
ganic ionic compounds. —BG

Science, abg1915, this issue p. 1466

CORONAVIRUS

Masking out air sharing
The effectiveness of masks in 
preventing the transmission of 
severe acute respiratory syn-
drome coronavirus 2 has been 
debated since the beginning of 
the COVID-19 pandemic. One 
important question is whether 
masks are effective despite the 
forceful expulsion of respiratory 
matter during coughing and 
sneezing. Cheng et al. convinc-
ingly show that most people live in 
conditions in which the airborne 
virus load is low. The probability of 
infection changes nonlinearly with 
the amount of respiratory matter 
to which a person is exposed. If 
most people in the wider com-
munity wear even simple surgical 
masks, then the probability of an 
encounter with a virus particle 
is even further limited. In indoor 
settings, it is impossible to avoid 
breathing in air that someone 
else has exhaled, and in hospi-
tal situations where the virus 
concentration is the highest, even 
the best-performing masks used 
without other protective gear 
such as hazmat suits will not pro-
vide adequate protection. —CA

Science, abg6296, this issue  p. 1439 IM
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An artist’s rendition of the electron 
density redistribution occurring as 
a single methane molecule is activated 
by a rhodium atom within a copper 
surface lattice

RESEARCH   |   IN SCIENCE JOURNALS
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of the University of California, 
Berkeley. Longitudinal assess-
ment of the academic climate 
by annual department-wide 
surveys indicated that these 
interventions have succeeded 
in shifting perceptions. These 
results support the idea 
that implementing practical, 
sustainable, and data-driven 
frameworks for effecting 
change can improve the climate 
within a departmental commu-
nity. —MMc

ACS Omega 6, 14410 (2021).

GRAPHENE GROWTH

Graphene growth on 
molten copper
Although graphene can be 
grown on solid copper surfaces, 
higher precursor pressures 
that lead to faster growth can 
be used on molten metals, and 
smoother graphene films can 
be made on liquid surfaces. 

However, investigating chemi-
cal vapor deposition growth on 
a liquid surface can be chal-
lenging. Jankowski et al. used 
a combination of x-ray diffrac-
tion and reflectivity, Raman 
spectroscopy, and optical 
microscopy methods to char-
acterize and control graphene 
growth on molten copper. By 
changing the ratios of methane 
to hydrogen, the authors were 
able to produce highly ordered 
flake assemblies, and by using 
a single nucleation seed, they 
could grow millimeter-scale, 
single-crystalline graphene 
sheets. —PDS

ACS Nano 10.1021/acsnano.0c10377 

(2021).

DEVELOPMENT

Cavernous lesions
Blood vessels within the brain 
supply oxygen but also allow 
circulation of other mol-
ecules, ions, and cells between 

the blood and the brain. 
About one in 200 people form 
cerebral cavernous malfor-
mations (CCMs), which are 
irregular collections of small 
cerebral vessels that alter the 
flow of blood and can result in 
headaches, seizure, hemor-
rhage, paralysis, or stroke. Li 
et al. used the zebrafish model 
system and CRISPR-Cas9 
mutagenesis to inactivate the 
CCM gene. As a result, the 
caudal venous plexus became 
dilated, “honeycombing” of the 
vein lumen disrupted blood 
flow, and multiple blood-filled 
chambers with a risk of hemor-
rhaging formed. —BAP

eLife 10.7554/eLife.62155 (2021).

EXTINCTION EVENTS

Immediate impact
The environmental effects of 
the Chicxulub impact, the trig-
ger of the mass extinction event 
at the Cretaceous–Paleogene 

boundary, can be seen clearly 
in the geological record on 
time scales of hundreds of 
thousands to millions of years. 
However, how this affected 
the marine biosphere in the 
decades and centuries after 
the strike is difficult to tell 
from proxy data because of 
their low temporal resolution. 
Brugger et al. modeled the 
immediate aftermath of sulfate 
aerosols, carbon dioxide, and 
dust caused by the impact, 
and found a short-lived algal 
bloom caused by upwelling of 
nutrients from the deep ocean 
and nutrient input from the 
impactor, a strong temperature 
decrease, and moderate sur-
face ocean acidification. These 
results help to fill in a gap that 
proxies have left blank. —HJS

Geophys. Res. Lett. 

10.1029/2020GL092260 (2021).

 CELL BIOLOGY

Revealing hotspots 
for interaction
Biomolecular condensates are 
compartments in eukaryotic 
cells that are not membrane 
bound but can still concen-
trate specific functions. These 
phase-separated entities are 
increasingly recognized for their 
role in regulating a range of 
cellular processes. Interactions 
between intrinsically disor-
dered protein regions are key 
to regulating phase separation, 
but experimentally obtaining 
atomic-resolution information 
remains challenging. Kim et 
al. have developed a suite of 
nuclear magnetic resonance 
(NMR) techniques to obtain 
quantitative and site-specific 
data on interactions that govern 
the phase separation of the 
RNA-binding protein CAPRIN 1. 
Aromatic and arginine residues 
are known to be important, but 
this work also shows a major 
role for backbone interactions. 
The NMR experiments also 
explore how interactions are 
modulated by posttranslational 
modifications or interactions 
with ATP. —VV

Proc. Natl. Acad. Sci. U.S.A. 118, 

e2104897118 (2021).P
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FOOD SECURITY

Beef and more than two veg

T
o grow beef requires many more resources 
and emits 11-fold more greenhouse gases 
than raising poultry. It is easy to say eat less 
meat to mitigate environmental degrada-
tion and climate change, but how to do 

this? Eshel calculated how adopting nitrogen-
sparing agriculture (NSA) in the United States 
could feed the country nutritiously, enhance 
carbon sequestration, and reduce nitrogen leak-
age into water supplies. The proposal is to shift 
to small, mixed agricultural enterprises in which 
the nitrogen budget is kept closed (nitrogen and 
carbon resources are biogeochemically tightly 
linked in agriculture). The core of a 1.43–hectare 
unit NSA farm is an intensive cattle facility from 
which manure production supports a variety of 
rain-fed and rotated crops of plant-based foods 
for humans, as well as livestock fodder. Less than 
half of today’s current cropland in the United 
States is suitable for NSA. Nevertheless, this area 
has the potential to feed 330 million Americans 
and still have some left over for export. Arid 
rangelands could thus be spared 
or left to low-intensity grazing. —CA   
PLoS Biol. 10.1371/journal.pbio.3001264 (2021).

In a rain-fed nitrogen-sparing agricultural system, 
intensive cattle farming can still play a role.
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CORONAVIRUS

Boosterism could 
save lives
Postinfection immune protection 
against severe acute respiratory 
syndrome coronavirus 2 reinfec-
tion is not fully understood. It will 
be devastating if waves of new 
variants emerge that undermine 
natural immune protection. 
Stamatatos et al. investigated 
immune responsiveness 4 to 8 
months after previously infected 
individuals were given a mes-
senger RNA–based vaccine 
developed for the original Wuhan 
variant (see the Perspective 
by Crotty). Before vaccination, 
postinfection serum antibody 
neutralization responses to virus 
variants were variable and weak. 
Vaccination elevated postinfec-
tion serum-neutralizing capacity 
approximately 1000-fold against 
Wuhan-Hu-1 and other strains, 
and serum neutralization 
against the variant B.1.351 was 
enhanced. Although responses 
were relatively muted against the 
variant, they still showed char-
acteristic memory responses. 
Vaccination with the Wuhan-Hu-1 
variant may thus offer a valuable 
boost to protective responses 
against subsequent infection 
with variant viruses. —CA

Science, abg9175, this issue p. 1413;

see also abj2258, p. 1392

URBAN MANAGEMENT

Adapting to the 
new normal
Successfully responding to 
the impacts of climate change 
will be a challenge for many 
communities, especially cities. 
Considering the situation in the 
United States, Shi and Moser 
examine how stakeholders can 
help to build urban resilience 
even in the absence of federal 
leadership. They discuss how 
local and state governments, 
private industry, and civil society 
can engage to adapt to the 
extreme weather events and 
other consequences of changing 

climate that are expected in 
the future. Preparing for these 
looming issues requires coher-
ent, cohesive, and collective 
responses across all scales and 
sectors of society. —HJS

Science, abc8054, this issue p. 1408

CELL BIOLOGY

Tailoring stress responses
When faced with environmental 
stress, cells respond by shutting 
down cellular processes such 
as translation and nucleocyto-
plasmic transport. At the same 
time, cells preserve cytoplasmic 
messenger RNAs in structures 
known as stress granules, and 
many cellular proteins are modi-
fied by the covalent addition of 
ubiquitin, which has long been 
presumed to reflect degradation 
of stress-damaged proteins (see 
the Perspective by Dormann). 
Maxwell et al. show that cells 
generate distinct patterns of 
ubiquitination in response to 
different stressors. Rather than 
reflecting the degradation of 
stress-damaged proteins, this 
ubiquitination primes cells to 
dismantle stress granules and 
reinitiate normal cellular activi-
ties once the stress is removed. 
Gwon et al. show that persistent 
stress granules are degraded by 
autophagy, whereas short-lived 
granules undergo a process of 
disassembly that is autophagy 
independent. The mechanism of 
this disassembly depends on the 
initiating stress. —SMH

Science, abc3593 and abf6548, this 

issue  p.  1409 and p. 1410;

see also abj2400,  p.  1393

EPIGENOME

MeCP2 binds hydroxy-
methylated CA repeats
Despites of decades of research 
on the Rett syndrome protein 
MeCP2, its function remains 
unclear. Ibrahim et al. show that 
MeCP2 is a hydroxymethylated 
cytosine-adenosine (CA) repeat-
binding protein that modulates 
chromatin architecture at a 

distance from the transcription 
start site (see the Perspective 
by Zhou and Zoghbi). MeCP2 
accumulates and spreads 
around modified CA repeats 
and competes for nucleosome 
occupancy. Loss of MeCP2 
results in a widespread increase 
in nucleosome density inside 
lamina-associated domains and 
transcriptional dysregulation of 
genes enriched in CA repeats. 
These results shed light on the 
underlying molecular mecha-
nism of Rett syndrome, a severe 
disease associated with muta-
tions in MeCP2. —DJ

Science, abd5581, this issue p. 1411;

see also abj5027, p. 1390

MICROBIOLOGY

Cell death limits 
pathogens
During infection, Yersinia inhibi-
tion of the protein kinase TAK1 
triggers cleavage of the pore-
forming protein gasdermin D 
(GSDMD), which leads to a kind 
of inflammatory cell death called 
pyroptosis. In a genome-wide 
screen, Zheng et al. identified a 
lysosome-tethered regulatory 
supercomplex as being a critical 
driver of Yersinia-induced pyrop-
tosis. The activity of the GTPase 
Rag and lysosomal tethering of 
Rag-Ragulator were required to 
recruit and activate the kinase 
RIPK1 and protease caspase-8 
to cleave GSDMD, which causes 
cell death and limits infection. 
By contrast, Rag-Ragulator was 
not required for inflammasome-
mediated pyroptosis. Thus, 
metabolic signaling on lyso-
somes can regulate cell death 
during pathogenic bacterial 
infection. —SMH

Science, abg0269, this issue p. 1412

FERROELECTRICS

Stacking a ferroelectric
Properties of layered van der 
Waals structures can depend 
sensitively on the stacking 
arrangement of constituent lay-
ers. This phenomenon has been 

exploited to engineer supercon-
ducting, correlated insulator, 
and magnetic states. Two groups 
now show that ferroelectricity 
can also be engineered through 
stacking: Parallel-stacked bilay-
ers of hexagonal boron nitride 
exhibit ferroelectric switching 
even though the bulk mate-
rial is not ferroelectric (see 
the Perspective by Tsymbal). 
To explore these phenomena, 
Yasuda et al. used transport 
measurements, whereas Vizner 
Stern et al. focused on atomic 
force microscopy. —JS

Science, abd3230 and abe8177, this 

issue  p. 1458 and p. 1462;

see also abi7296, p. 1389

PALEOANTHROPOLOGY

Middle Pleistocene Homo 
in the Levant
Our understanding of the origin, 
distribution, and evolution of 
early humans and their close 
relatives has been greatly refined 
by recent new information. 
Adding to this trend, Hershkovitz 
et al. have uncovered evidence 
of a previously unknown 
archaic Homo population, the 
“Nesher Ramla Homo” (see the 
Perspective by Mirazon Lahr). 
The authors present comprehen-
sive qualitative and quantitative 
analyses of fossilized remains 
from a site in Israel dated to 
140,000 to 120,000 years ago 
indicating the presence of a 
previously unrecognized group 
of hominins representing the last 
surviving populations of Middle 
Pleistocene Homo in Europe, 
southwest Asia, and Africa. In 
a companion paper, Zaidner 
et al. present the radiometric 
ages, stone tool assemblages, 
faunal assemblages, and other 
behavioral and environmental 
data associated with these 
fossils. This evidence shows 
that these hominins had fully 
mastered technology that until 
only recently was linked to either 
Homo sapiens or Neanderthals. 
Nesher Ramla Homo was an 
efficient hunter of large and 

Edited by Michael Funk
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small game, used wood for fuel, 
cooked or roasted meat, and 
maintained fires. These findings 
provide archaeological support 
for cultural interactions between 
different human lineages during 
the Middle Paleolithic , suggest-
ing that admixture between 
Middle Pleistocene Homo and H. 
sapiens had already occurred by 
this time. —AMS

Science, abh3169 and abh3020,

this issue p. 1424 and p. 1429;

see also abj3077,  p. 1395

MALARIA

A role for IgA in malaria
Immunoglobulin A (IgA) is known 
to play a protective role against 
pathogens at mucosal surfaces. 
However, the protective effects 
of IgA in the serum are less well 
understood, particularly in the 
context of pathogens such as 
Plasmodium falciparum. Tan et 
al. isolated and characterized 
serum IgA from three indepen-
dent cohorts of humans exposed 
to P. falciparum. The authors also 
studied IgA antibodies isolated 
from individuals who were 
consistently resistant to malaria 
and found that these antibodies 
bound to a conserved site on 
sporozoites and were protective 
in mouse models in vivo. These 
results establish a role for serum 
IgA in the context of malaria and 
suggest a region of the circum-
sporozoite protein as a target for 
protective antibodies. —CSM
Sci. Transl. Med. 13, eabg2344 (2021).

CELL BIOLOGY

Delayed repression of 
a tumor suppressor
The rapid induction or repres-
sion of gene expression in 
response to growth factors such 
as epidermal growth factor 
(EGF) has been intensively inves-
tigated. Uribe et al. examined 
genes they called delayed down-
regulated genes (DDGs) that 
are repressed hours after EGF 
stimulation in mammary cells. 
One DDG encoded the tran-
scription factor TSHZ2, which 
interacted with and inhibited 
mitotic proteins through multiple 
mechanisms. Overexpression 

of TSHZ2 inhibited mammary 
tumor growth and progression in 
mice. In human breast tumors, 
decreased TSHZ2 expression 
often correlated with increased 
methylation of its promoter. 
—LKF

Sci. Signal. 14, eabe6156 (2021). 

MEDICINE

HIV antibody treatments
A recent clinical trial reported 
that treatment with a broadly 
neutralizing antibody failed 
to show efficacy in preventing 
HIV infection. However, further 
analysis of the data provides 
a glimmer of hope that could 
better inform both future 
trials aimed at achieving such 
passive immunity and vaccine 
development. In a Perspective, 
Burton discusses the data in the 
trial indicating that protection 
from HIV may be achievable 
with higher doses of infused 
therapeutic antibody. This 
trial highlights how inferences 
from animal studies could be 
improved for future human 
trials and helps to explain why 
higher serum antibody titers are 
needed for immune protection 
from HIV. —GKA

Science, abf5376, this issue p. 1397

CORONAVIRUS

A boost from infection
During clinical trials of severe 
acute respiratory syndrome 
coronavirus 2 vaccines, no 
one who had survived infec-
tion with the virus was tested. 
A year after the pandemic 
was declared, vaccination of 
previously infected persons is a 
reality. Reynolds et al. address 
the knowledge gap in a cohort 
of UK health care workers given 
the Pfizer/BioNTech vaccine in 
which half of the participants 
had experienced natural virus 
infections early in the pandemic 
(see the Perspective by Crotty). 
Genotyping indicated that a 
genetic component under-
lies heterogeneity in immune 
responses to vaccine and to 
natural infection. After vaccina-
tion, naïve individuals developed 
antibody responses similar to 
those seen in naturally infected 

persons, but T cell responses 
were more limited and some-
times absent. However, antibody 
and memory responses in 
individuals vaccinated after 
infection were substantially 
boosted to the extent that a 
single vaccine dose is likely to 
protect against the more aggres-
sive B.1.1.7 variant. It is possible 
that the messenger RNA vaccine 
has an adjuvant effect, bias-
ing responses toward antibody 
generation. —CA

Science, abh1282, this issue p. 1418;

see also abj2258, p. 1392

http://sciencemag.org
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Transformative climate adaptation in the
United States: Trends and prospects
Linda Shi* and Susanne Moser

BACKGROUND: Climate disasters are on the rise,

with devastating effects on communities, built

infrastructure, and ecosystems. Between 2015

and 2020, the United States has seen an aver-

age of 14 disasters per year that cost at least

$1 billion, compared with 6.5 such events an-

nually between 1980 and 2019. The COVID-19

pandemic and attendant socioeconomic crisis

have laid bare the United States’ systemic vul-

nerabilities and difficulties in launching large-

scale, coordinated, just, and effective responses

to external shocks, resulting in short-termdisrup-

tions and prolonged crises. These same chal-

lenges inhibit societal adaptation to climate

change, which is already being felt in com-

munities nationwide as the number of disaster

events and their geographic reach and inten-

sity increase. The current financial downturn

reduces resources for near-term resilience

planning, further exposing cities to the next

hazard event and driving vicious cycles of fis-

cal and environmental shocks.More than ever,

preparing and adapting to climate impacts

require a coherent, cohesive, and collective

response across localities, sectors of society,

and scales of governance.

ADVANCES: In this Review, we distill three ma-

jor trends in federal government, industry, and

civil society that shape how local communities

adapt to extreme weather events and other cli-

mate change impacts. First, inconsistent federal

leadership on climate adaptation has done lit-

tle to address drivers of climate injustice and

uneven development. The Obama administra-

tion initiated various policies to mainstream

climate considerations into federal properties

and investments that the Trump administra-

tion overturned. But even the Obama adminis-

tration narrowly framed adaptation as disaster

resilience, infrastructure investment, and na-

tional security issues rather than addressing the

drivers of vulnerability, such as social, land, and

income inequality. To date, the Biden adminis-

tration appears tomerely reinstate Obama-era

approaches to adaptation.

Second, design, engineering, and legal pro-

fessions are considering systemic amendments

to building codes and standards that could

force federal and state governments’ hands

in addressing climate risk. Financial industry

decisions over how to rate credit worthiness,

where to issuemortgages, and when to raise

or rescind insurance have the power to send

mortgage markets and municipal revenues

tumbling and increase the costs of infra-

structure investment. At present, decisions in

these arenas reflect professional and board

room concerns for industry risk and liability

rather than justice- and community well-being–

oriented outcomes.

Third, grassroots and academic advocates

increasingly call on leaders to redress exclu-

sionary and environmentally exploitative de-

velopment and avoid using climate resilience

to rehash racialized capitalist development.

The groups emphasize the need for an ethics of

care, restoring urban and rural communities’

relationship to land ownership and steward-

ship, and deepening democratic engagement.

The growing divergence in how public, pri-

vate, and civil society actors are responding

to climate impacts contributes tomaladaptive

investment in climate-blind infrastructure,

justice-blind reforms to financial and profes-

sional sectors, and ultimately, greater societal

vulnerability to climate impacts.

OUTLOOK: A shift in presidential leadership

alone will not alter the politics, power dynam-

ics, and paradigms that shape US adaptation.

Large-scale change such as infrastructure in-

vestments andmanaged retreat can preserve

the status quo, unless reforms change the

underlying social relationships and power

dynamics and center a different set of values

and beliefs about humans and human-nature

relations. If public, private, and civil society

actors are to take up the transformation im-

perative in a proactive and deliberate way, they

need to address the material, relational, and

normative factors that hold the current systems

in place. Ambitious civil society and private

sector leadership invite federal government

to respond with bold, integrated, and holis-

tic policies. Community movement strategies

for coalition building, including ones across

urban-rural divides, demonstrate how to build a

political movement for just adaptation. Private-

sector reformsof financial instruments pinpoint

the places where community organizations and

the federal government need to push for just

and equitable adaptation. Despite substantial

contestation, divergences also point to oppor-

tunities to better engage with and learn from

one another to advance towardmore transform-

ative adaptation. We conclude with examples of

possible directions for transformative practice

and research in support of these efforts.▪
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Larger local jurisdictions, such as Oakland, and smaller neighborhoods around San Francisco Bay,

California, struggle to advance urgent and equitable adaptation action. Leadership, coordination, capacity,

regulatory alignment, and adequate funding are needed for coherent, cohesive, and collective preparedness

and response. COVID-19 magnifies these needs and demonstrates the risks of complex crises. C
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Transformative climate adaptation in the
United States: Trends and prospects
Linda Shi1* and Susanne Moser2,3

As climate change intensifies, civil society is increasingly calling for transformative adaptation that redresses

drivers of climate vulnerability. We review trends in how US federal government, private industry, and

civil society are planning for climate adaptation. We find growing divergence in their approaches and impacts.

This incoherence increases maladaptive investment in climate-blind infrastructure, justice-blind reforms

in financial and professional sectors, and greater societal vulnerability to climate impacts. If these actors

were to proactively and deliberatively engage in transformative adaptation, they would need to address

the material, relational, and normative factors that hold current systems in place. Drawing on a review of

transformation and collective impact literatures, we conclude with directions for research and policy

engagement to support more transformative adaptation moving forward.

C
limate disasters are on the rise, with dev-

astating effects on communities, built

infrastructure, and ecosystems. From

wildfires in California to unprecedented

floods in the Midwest and hurricanes

affecting the Carolinas, Florida, Texas, Puerto

Rico, andmore, no corner of the United States

is left unscathed (1). These events and their

costly impacts are blind to political affiliation

and jurisdictional boundaries, although they

have the greatest consequences for disadvan-

taged groups who already struggle with pov-

erty and marginalization (1). Even before the

COVID-19 pandemic and resulting socioeco-

nomic crisis, communities were inadequately

prepared for emerging climate impacts. Re-

cent events, however, have laid bare the United

States’ systemic vulnerabilities and constraints

in launching large-scale, coordinated, equita-

ble, and effective responses to external shocks,

resulting in severe disruptions and prolonged

crises (2). Existing challenges, chronic under-

funding, subsequent short-sightedness, and in-

effective government coordination—exacerbated

by partisan politics and lack of consistent fed-

eral leadership—have hobbled state and local

governments’ ability to mount effective re-

sponses (3, 4).

The Biden administration has taken bold

steps toward leadership on climate change,

raising hopes again that the logjam of action

may finally be broken, bringing renewed focus

on climatemitigation and adaptation. Biden’s

early climate initiatives indicate a transform-

ative push for decarbonization, but vision-

ing documents and plans say little about the

strategy for climate resilience. Proposals for

a multitrillion-dollar infrastructure package

would provide an influx of cash for local and

state governments, but the desire for an “in-

frastructure fix” may be misguided, illusory,

or simply inadequate. To date, no individual

has been named to be the leading force on

adaptation in the new administration, and it

is reasonable to ask whether federal climate

adaptation leadership in the intellectual and

political footsteps of theObama administration

adequately addresses the challenges facing

US communities.

Here,we reviewmajor federal policy changes,

industry actions, and civil discourses on climate

adaptation and how divergent societal trends

inhibit efficient, effective, and fair adaptation

to climate impacts on the ground.We examine

these trends through a transformation lens

and—more specifically—through insights from

the collective impact literature on factors that

hold systems in place (5–7). Drawing on the

growing body of literature that critiques exist-

ing adaptation practices as inadequate, unco-

ordinated, and unjust, we examine the extent

to which the sectoral trends reflect changes in

policies, practices, resource flows, social rela-

tions, power dynamics, and underlyingmind-

sets. We find that although there have been

substantial shifts since the end of the Obama

administration, they do not converge toward

deliberative, purposive, and just adaptation.

As the 2020 US election underscores, a change

in the White House clearly establishes a new

direction, but congressional partisanship, soci-

etal divisions, and structural and normative

barriers challenge fundamental shifts in soci-

etal adaptation across the United States. This

suggests that transformative adaptation re-

quires tackling historical legacies and societal

engagement.

The imperative for transformative

climate adaptation

The frequency, severity, and costs of climate

change are rapidly increasing. Between 2015

and 2020, the United States has seen an aver-

age of 14 disasters per year that cost at least

$1 billion, compared to 6.5 such events an-

nually between 1980 and 2019 (8). The Fourth

National Climate Assessment (2018) details

how climate change has contributed to and

will exacerbate the frequency and intensity of

acute and long-term disaster trends (1). For

example, more than $1 trillion of coastal real

estate and 13.1 million people are threatened

by rising sea levels, higher storm surges, and

higher tidal flooding (1). Under current emis-

sions trends, $66 billion to $106 billion of real

estate will highly likely be below sea level by

2050, one mortgage cycle away (1). Left un-

addressed, failing infrastructure systems will

reduce gross domestic product (GDP) by

$3.9 trillionwithin just 5 years, roughly 20%of

current GDP (9). Currently debated infrastruc-

ture solutions are costly and already beyond

reach formany communities, incentivize con-

tinued development in hazardous locations,

protect against only low to moderate levels of

climate impacts, and are inequitably distrib-

uted across communities (10, 11). Practitioners

and the media now openly discuss large-scale

relocation due to climate change, even while

recognizing that climate is one among many

social, economic, political, and environmental

factors driving migration choices (12–15).

Past experiences with climate impacts and the

COVID-19 crisis illustrate howhazard impacts

fall disproportionately on themost vulnerable

populations, those who are structurally disad-

vantaged because of race, income, or other iden-

tity markers in access to housing, jobs, basic

services, and political voice in planning and

decision-making (1). Moreover, teleconnected,

compounding, and cascading risks increase ex-

posure and vulnerability (16), reduce adaptive

capacity (by eroding funding, diminishing staff

capacity, and leaving fewer options), and con-

tribute to erosive cycles of social trauma and

economic decline (3, 17, 18). Without funding

to shore up protective infrastructure or in-

vestments in water, food, energy, healthcare,

and other systems, communities will expe-

rience unmitigated climate impacts sooner

than expected, with knock-on impacts to

local economies and community well-being

(19). Without systemic policies, communities

will experience—and be left on their own to

navigate—displacement, unaffordable and in-

sufficient housing markets, and declining eco-

nomies and regions (20).

Growing civic discourse and bodies of re-

search advocate for transformative adapta-

tion that redresses the underlying drivers of

societal vulnerability to climate change (21–24).

The complexity and magnitude of the current
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multistressor crisis (health, economic, climate,

and racism) illustrate that incremental efforts

“aimed at accommodating change, rather than

contesting it” (25) no longer suffice. Whereas

dominant approaches to adaptation address

“end-point vulnerability” (the most visible

symptoms of past development patterns, socie-

tal relations, and human-environment inter-

actions), transformative adaptation responds

to “starting-point vulnerability” (the deep roots

and conditions producing vulnerability in the

first place) (26). Transformative adaptation, as

a relatively new concept, is still being explored

and awaits widespread application in practice.

It may include changing economic paradigms

and development patterns away from those pre-

dicated on the exploitation of nature without

limits; redressing systemic racism, imperial-

ism, andmisogyny; decolonizing of knowledge

systems; reforming governance institutions

that operationalize these developmental log-

ics; and reckoning with underlying world-

views and values that legitimize dominance

and exceptionalism.

In short, transformative adaptation is not

just about “climate-proofing” existing structures

and systems but about deliberately and funda-

mentally changing systems to achievemore just

and equitable adaptation outcomes (27). This

implies investigating the factors thatmaintain

the status quo and strategically addressing them

to intentionally shift systems in new directions.

Key factors in changing systems:

A theoretical lens

Six fundamental factors that keep systems in

place are shown in Fig. 1: At the surface level,

policies, practices, and resource flows are

determined at a deeper level by the processes,

relationships, and power dynamics among

those making decisions, which in turn is a

reflection of the mindsets, values, and beliefs

of those involved. The depiction implies the

type and depth of change (Fig. 1, notations at

left of triangle) and points to the needs and

requirements to deeply transform systems,

linked to a series of leverage points (Fig. 1,

notations at right of triangle) to address them.

Large, multiscalar, and multisystem coordina-

tion and reform to adaptation policies, prac-

tices, and resource flows would change the

structural and material aspects of systems.

However, as critics of the “resilience dividend”

(28) and “disaster capitalism” and climate-

centered movements for a Green New Deal

(GND) and Extinction Rebellion (in the UK)

have argued (29, 30), large-scale change can

seek to preserve the status quo unless reforms

change the underlying social relationships and

power dynamics and center a different set of

values and beliefs about humans and human-

nature relations.

This conceptual framework of transforma-

tion (31) provides a basis for assessing the

implications of how the major sectors of US

society—public, private, and civil—are reacting

to climate impacts. What changes at the level

of policies, practices, and resource flows do

they espouse with respect to climate adap-

tation? What power dynamics and relation-

ships do these actions reflect? What mindsets

and values inform these relationships and

power dynamics? Who and what is valued

more or less? How do they need to change to

affect decisions and the direction of actions

taken toward more just adaptation? What

deeply held assumptions underlie adaptation

decision-making processes, and what prevents

them from changing?

Below, we review three trends that illustrate

how and why emerging adaptation practices

neither respond to the transformation impera-

tive nor converge toward the necessary changes

in the six factors that hold systems in place. The

result iswhat canbe observed across theUnited

States at present: delayed, uncoordinated, and

potentially ineffective or even maladaptive re-

sponse to growing climate risks. Aligning the

key actors for positive transformative change

will require attending not only to the top-level

structural and material aspects of adaptation

(itself no easy task) but to the social relations,

processes, and mindset changes necessary to

achieve deeper transformational outcomes (32).

Recent trends in US adaptation

Trend 1: Federal restraint in and retreat from

climate adaptation policy

Federal engagement with climate adaptation

has been mixed. The Obama administration

initiated adaptation policies in its second term,

which the Trump administration actively re-

voked. The Biden administration has prom-

ised to embed climate resilience into diverse

administrative efforts, to be carried out by mis-

sion agencies (for example, reinstatingObama’s

flood standards). To date, however, there has

been no consistent or comprehensive approach

to adaptation policymaking and limited federal

funding support across all three administra-

tions, resulting in a widening gap between lev-

els of government and fragmented responses

across jurisdictions. The tasks and costs of

recovering from disasters have strained the
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Fig. 1. Six conditions of transformative systems change. Systems are shaped by surface level, policies, practices, and resource flows, which in turn are driven

by relationships and power dynamics among those making decisions, which in turn reflect stakeholders’ mindsets, values, and beliefs (triangles). (Left) Transformative

change of material outcomes stems from changing the intent and conceptual, relational, and procedural conditions driving systems. (Right) Levers to create

change range from altering the structure of stocks and flows at more superficial levels, to changing incentives and constraints at deeper levels, to changing system

goals and mindsets. [Reprinted with permission from (31)]
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fiscal, administrative, and response capaci-

ties of the Federal Emergency Management

Agency (FEMA) and state and local govern-

ments, whose existing programs and funds

are far outstripped by the scale of climate

impacts and needs (33, 34).Moreover, beyond

surface-level policy retreat or inconsistency,

the federal government has consistently shown

little support for national-level visioning on

climate adaptation, justice-oriented adapta-

tion planning, and governance reform, while

increasing partisanship has hampered its abil-

ity to address societal vulnerability to chang-

ing land, infrastructure, and health conditions

under climate change.

The federal government recognizes its cli-

mate risks as a major owner and operator of

infrastructure, facilities, military installations,

natural and working lands, and insurer of

properties and crops (35, 36), yet for years

it has lacked a comprehensive approach to

assessing and disclosing the vulnerability of

federal assets and programs, much less plan-

ning for their adaptation, leaving states, local-

ities, and individual agencies to make their

own plans (37, 38). Recognizing that leader-

ship came from outside the federal govern-

ment, the Obama administration formed a

State, Local, and Tribal Leaders Task Force on

Climate Preparedness and Resilience in 2014

(39). Following their recommendations, the

administration issued a series of executive

orders (Table 1) that required federal agencies

to consider climate risks in their policies, prac-

tices, investments, and programs (using the

federally mandated National Climate Assess-

ments); to coordinate among themselves and

with other levels of government; to issue plans;

and to train staff (36, 40).

The Trump administration rolled back these

efforts by revoking each of Obama’s executive

orders (Table 1). Budget cuts to theUSEnviron-

mental Protection Agency (EPA) and National

Oceanographic and Atmospheric Administra-

tion (NOAA), as well as erasure of climate data

on NOAA’s portal, have reduced the federal

government’s capacity to meet state and local

governments’ technical data needs. A 2019 US

GovernmentAccountabilityOffice (GAO) report

found that the federal government has done

nothing to reduce its high fiscal risk exposure

due to climate change (41). Moreover, federal

responses are inconsistent across agencies:

The 2019Department of Homeland Security’s

National Preparedness Report does not men-

tion “climate change” or “sea-level rise” (or

pandemics, for that matter) (42), yet the US

Army Corps of Engineers (USACE) has begun

to require localities that receive federal disas-

ter assistance to use eminent domain to force

reluctant homeowners from repeatedly flooded

homes. This controversial application of emi-

nent domain signals USACE’s and FEMA’s

awareness of the urgent andworsening nature

of flood impacts (43). Although reducing fede-

ral disaster recovery costs, such measures over-

look how flood insurance and local land-use

fiscalization incentivize floodplain develop-

ment and how relocation without accompa-

nying housing and fiscal reforms can harm

households and municipal coffers.

Where federal agencies do plan for adapta-

tion, the focus has been on “climate proofing”

physical infrastructure without considering

land-use policies and development paradigms

that drive inequitable and unsustainable de-

velopment. Under the Obama administration,

federal action on adaptation accelerated after

Hurricane Sandy in 2012. Federal, state, and

local alignment on climate-resilient reconstruc-

tion, especially inNewYork State, enabledmore

effective recovery (44). However, to secure con-

gressional support for the region’s reconstruc-

tion and other climate projects, the Obama

administration framed adaptation as disas-

ter resilience, infrastructure investment, and

national security rather than addressing the

drivers of vulnerability and the need for sys-

temic transformation (40). Politically sensitive

issues such as housing and tax policy, food

security, land inequality, rural and indigenous

resource extraction, or long-term national and

regional spatial planning have not been part

of the national adaptation conversation. The

Biden administration has demonstrated com-

mitment to environmental justice and invest-

ment inwide-ranging social welfare programs,

but specific climate policies have focused

primarily on decarbonization. Attention to

resilience is taking the form of infrastructure

funding and connecting climate change to

international migration—evidence that the

administration’s approach echoes policies of

the Obama era.

Although the Trump administration’s retreat

on adaptation leadership has cost precious

time, the possibly even more concerning legacy

is the political polarization at the federal level

that challenges science-based problem-solving

and policymaking across partisan divides. The

proposed GND connects decarbonization and

clean energy to social justice issues of health

care, wages, andhousing (45, 46). The approach

remains embedded within the current eco-

nomic development model but stresses redis-

tribution to enable equitable development.

Although attempts are underway to implement
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Table 1. Shifts in federal policy regarding climate adaptation under the Obama and Trump administrations. Although the Biden administration has

taken steps to revoke several Trump climate policies, domestic policy proposals for adaptation have not yet coalesced into a coherent approach.

Obama administration Trump administration

Preparing the United States for the Impacts of Climate Change (Executive Order 13563,

2013) and Climate Action Plan (2013) required federal agencies to submit resilience

plans to the White House Council on Environmental Quality (CEQ) and Office of

Management and Budget (OMB).

Revoked by Promoting Energy Independence and

Economic Growth (Executive Order 13783, 2017).

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Planning for Federal Sustainability in the Next Decade (Executive Order 13693, 2015)

required interagency working groups to form and coordinate resilience planning with

other levels of government and stakeholders; OMB to review agencies’ sustainability

performance; and Office of Personnel Management to train federal staff on resilience.

Revoked by Efficient Federal Operations

(Executive Order 13834, 2018).

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Establishing a Federal Flood Risk Management Standard and a Process for Further Soliciting

and Considering Stakeholder Input (Executive Order 13690, 2015) tasked federal

agencies to consider climate science as part of all federal planning for facilities

and programs for floods.

Revoked by Establishing Discipline and Accountability

in the Environmental Review and Permitting Process for

Infrastructure Projects (Executive Order 13807, 2017).

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

FEMA’s Climate Change Adaptation Policy required federal (starting in 2012) and state

(2015) programs and policies to account for climate impacts; General Services

Administration’s 2016 Guiding Principles Checklist (P100) for new construction

or major renovation requires consideration of climate change.

2020 amendment to the National Environmental

Policy Act absolved federal agencies from accounting

for climate impacts in infrastructure proposals.

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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elements of the GND piecemeal, continued

congressional partisanship raises questions

about whether cooperative policy engage-

ment will be possible (47), even if younger

Republicans recognize the need for climate

solutions and support some of the policies

endorsed by the GND (48). Private industry

shifts may open political doors and offer op-

portunities for pragmatic advances on cli-

mate action.

Trend 2: Industry reforms in practices and

standards governing risk and liability

Standard-setting organizations overseeing engi-

neering, design, insurance, and lending prac-

tices aremoving toward incorporating climate

science into their benchmarks, requirements,

and guidelines. This reflects a growing concern

with managing their own legal and financial

liability risks, including the failure to antic-

ipate climate impacts within project life cycles

under “standards of care” expectations (49–51).

Industry-led adjustments place growing pres-

sures on state and local governments to act on

climate adaptation. Against the backdrop of

recent federal reversals, these shifts create

substantial confusion of competing standards.

Governments and their employees could them-

selves become liable for failing to anticipate

climate impacts during the life span of proj-

ects in this era of nebulous and uncharted legal

waters (51). Moreover, state and local fallout

from these policy shifts may also increase de-

mands on federal investments and aid (52).

Housing markets also are beginning to ac-

count for climate impacts, although there con-

tinues to be a spatial mismatch between real

estate values and property risk (53). Recent

research has found that nationally, exposure

to sea-level rise, flooding, and higher insurance

premiums is beginning to have a negative im-

pact on property values (54–56). Calls to reform

the National Flood Insurance Program—such

as through better maps of future flood risk

under climate change, disclosure agreements

during property transactions, streamlined and

expanded buyout programs, shifting from in-

dividual to community flood insurance, actu-

arial risk pricing, and addressing affordability

and retention issues (57, 58)—acceleratemarket

internalization of climate risk. In the absence of

federal leadership on risk disclosure, private

consulting firms (and some nongovernmental

organizations) are growing their in-house tech-

nical expertise to map forward-looking flood

risks, informing not only individual home-

owner purchasing decisions but, implicitly,

the real estate market (58, 59). These private-

sector shifts affect property values, which

can negatively affect individual households’

primary asset as well as municipal tax rolls

and locally funded services (11).

Globally, financial institutions—including

public and private banks, insurance companies,

and bond-rating agencies—understand the

shifting landscapes of market risk and are

engaged in an “intelligence arms race” to mea-

sure climate impacts on investments and steer

them to new speculative sites and cities (60). A

network of central and public banks outside

the United States is defining assets as “green”

or “brown” according to their carbon emissions

and climate risks. In tandem, the global Task

Force on Climate-Related Financial Disclosures

has tasked its 800-plus member public and

private organizations holding $118 trillion

in assets to disclose their climate risks (61).

Domestically, bond-rating agencies such as

Standard & Poor’s and Moody’s are starting

to incorporate climate mitigation and pre-

paredness measures into municipal bond rat-

ings (62, 63).

Last, international andnational associations

of engineers are working to provide guidance

on how to integrate forward-looking climate

science into design guidelines, engineering

standards, and standards of care. In 2015, the

World Federation of Engineering Organiza-

tions issued a report, “Model Code of Practice:

Principles of Climate Change Adaptation for

Engineers,” as guidance for voluntary adop-

tion by individuals and nations (64). Canada is

incorporating climate impacts into its national

building code, and in 2018, the American So-

ciety of Civil Engineers Committee on Adapta-

tion to aChangingClimate released amanual on

incorporating forward-looking climate science

into engineering design (65) and is working on

a standard to further codify climate-sensitive

engineering.

These reforms highlight the private sector’s

recognition of the reality of climate change.

They also point to industry’s agility in large-

scale responses, even if they are not (yet)

deviating from historic processes of unequal

development or the underlying worldviews

and paradigmatic commitments. Industry is

far more rapidly learning about climate im-

pacts; buying or investing in new modeling

techniques to identify risk, liability, and po-

tential “climate oases” (http://futuremap.io/

climateoases) (60); and forming committees

and task forces to systematize standards across

large networks. As such, they represent a wel-

come, constructive shift in who joins and what

is being discussed at the climate action table.

However, these efforts still prioritize corporate

investments and liability (that is, profitability)

rather than human well-being or the inherent

rights of nature (66). Contemporary observers

see the financialization of climate risks pre-

senting new sacrifice zones predicated on race

(66)—for example, by funding speculative in-

vestment in a Resilient Rustbelt or by refusing

to lend in “bluelined” low-lying areas just like

banks once refused to lend in “redlined” black

neighborhoods (67). Althoughdisasters threaten

to destabilize the insurance industry, insurers

also thrive on disasters, which swell demand

for new policies (68). Municipalities that lose

tax revenues from property devaluation may

face growing difficulty maintaining bond rat-

ings and/or repaying more expensive bonds,

further destabilizing local service provision in

a vicious cycle (11, 69).Whereas some citiesmay

use climate resilience discourse to market their

competitiveness (70) or benefit from shifting

standards, the decline of “climate slums” in

other municipalities contributes to new intra-

and intermunicipal inequality (71). In other

words, the private sector’s engagement on

adaptation is not oriented toward societal well-

being or reparative justice for the historically

disadvantaged.

Trend 3: Academic and community-based

advocacy of transformative adaptation

Against the backdrop of lagging federal lead-

ership, corporatization of climate action, and the

increasingly pressing threats of climate change

affecting communities, mobilization from the

bottom up is a third notable trend. Civil society

groups increasingly contest mainstream adap-

tation efforts as inadequately protecting his-

torically marginalized communities—whether

through “acts of commission” or “omission”

(72). For example, the neighborhoods where

Philadelphia expanded household green in-

frastructure to absorb stormwater saw the

highest levels of gentrification (73). InHouston,

historically Black communities that have long

been neglected for drainage improvements

were targeted for FEMA property buyouts af-

ter Hurricane Harvey using eminent domain,

whereas similarly affected but wealthier and

whiter communities were offered FEMAhome

renovation and elevation funding (74). In south

Florida, historically disadvantaged Black and

Haitian communities on higher elevations are

being targeted for speculative development as

markets slowly begin to penalize coastal condos

(75). Additionally, whereas 5 years ago practi-

tioners noted that “re” words (such as retreat,

relocation, and resettlement) were forbidden,

now there are conferences such as Columbia

University’s “AtWhat PointManagedRetreat?,”

planning for whole-community (albeit not

yet whole-city) resettlement (for example, in

Louisiana and Alaska), and websites and ini-

tiatives devoted to “Climigration” (76, 77). Crit-

ical discourses of past redlining, buyout, and

relocation approaches are emerging, question-

ing not only administrative inadequacies but

the fundamental inequities besetting conven-

tional technocratic approaches to relocation,

both for “sending communities” and “receiv-

ing communities” in near-coastal and interior

cities (13, 14).

In response, community-based groups are

proposing alternative pathways forward (78).

They have articulated new proposals for equi-

table and just adaptation (79) that emphasize
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recognition of historic racism and oppression,

demand solidarity and diverse and inclusive

leadership, and uplift holistic visions of what

it takes to create a safer, thriving society (78).

They center opposition to racism and struc-

tural drivers of inequality and as such focus

first on deepmindset and relational and power

issues as foundations of policy, practice, and

resource flow.

In parallel, a growing body of academic re-

search demonstrates the oppressiveness and

ineffectiveness of ongoing adaptation and so-

called resiliency strategies that recapitulate

historic exclusionary, extractive, and racist or

classist policies (79–82). Research shows that

vulnerability to natural hazards stem not only

from the probability of risk or even individual

sensitivity due to disability, age, poverty, or

linguistic isolation. Rather, vulnerability re-

sults from historic centralization of political

power, land, and resources; dispossession of

communities from rural self-sufficiency and

concentration of people in urban areas as

productive workers and consumers; unequal

allocation of land, housing, environmental

goods (such as clean air, water, and parks);

and—through voter disenfranchisement and

divisive politics—sustaining a disadvantaged

class that enables the social reproduction of

this political economic system (83, 84). Vul-

nerability assessments and resource alloca-

tions that consider only present-day variations

in flood risk deny the impact of historic op-

pression and trauma, such as redlining and

urban renewal; forced relocation of Native

Americans and denial of their kinship ties and

lifeways (85); exposure to toxic pollutants, par-

ticulate matter, and environmental extremes;

and infrastructure and service provision (86, 87).

Alternative visions of societal well-being

have emerged from different groups, finding

solidarity across race, gender, and urban-rural

divides and building coalitions across issues.

This is changing social relations andhelps bring

greater power against entrenched interests.

Both researchers and community activists in

this way have pushed local governments to

recognize the relational and historic nature of

present-day uneven vulnerability as a first step

toward more just practices (78, 88). Although

some local adaptation plans now include lan-

guage on participation and inclusion of dis-

advantaged communities in planning processes

(89), community organizers go much farther

by calling for building community leadership

capacity and social movement infrastructure,

forming coalitions and partnerships, and gain-

ing elected office or decision-making power

(78, 90).

In an attempt to scale up such local efforts,

Climate Justice Alliance, a group of 65-plus

frontline and movement-building organiza-

tions and networks across the country, has

articulated a framework for “Just Transition”

(91). This framework advocates a paradigmshift

away from an extractive economy predicated

on “global plunder, the profit-driven indus-

trial economy rooted in patriarchy and white

supremacy,” to a regenerative economy that

focuses on “redressing past harms and creat-

ing new relationships of power for the future

through reparations” (91). This non-Eurocentric

leadership model emphasizes alternative val-

ues anddevelopment possibilities, such as buen

vivir, consent, trust, accountability, respect, rec-

iprocity, and responsibility (85, 92, 93).

Prospects of transformative adaptation

These three trends can be distilled as federal

retreat or stalling on comprehensive adapta-

tion policy and support; private-sector engage-

ment reinforcing existing economic paradigms

and interests; and civil society critique, resist-

ance, and movement building for transforma-

tive adaptation. The divergence among these

actors makes clear that a shift in presidential

leadership alone cannot shift the politics, power

dynamics, and paradigms that shape adapta-

tion in the United States. If public, private, and

civil society actors were to take up the trans-

formation imperative in a proactive and delib-

erate way, the six factors that hold systems

in place would need to be addressed. Both

scholarship and practice suggest how this

might occur at the level of the material, rela-

tional, and normative (Fig. 1).

The following sections reflect on ways to

redress underlying drivers of vulnerability and

align conflicting discourses at each of these

three levels of transformation. These ideas

are visualized in Fig. 2. The diagram recognizes

the need to adapt to changing geophysical cli-

mate conditions (Fig. 2, yellow arrow) but roots

the causal conditions in historic social, political,

and economic drivers of vulnerability (Fig. 2,

gray arrow). Themiddle ring of Fig. 2 comprises

strategies to transform adaptation normative-

ly (by asserting values of recognition, justice,

equity, and inclusion, in red), procedurally

(through empowered and deliberative prac-

tices, in green), and materially (through large-

scale, systemic thinking, in orange). Figure 2’s

inner wheel points out the need to embed

adaptation’s normative values, processes, and

policies throughout the sectors that shape the

country’s physical and social well-being. This

approach seeks to break through partisan di-

vides by creating opportunities to reflect on

shared traumas, shared values, and mutual

interdependence of communities across the

urban and rural landscape in grappling with

the challenge of climate change.

Large-scale, systemic thinking in shaping

policies, practices, and resource flows

Effective changemust address large geographic

scales and connections across scales and ac-

count for individual localities as embedded

units within territorial landscapes of regions,

urban-rural gradients, and natural ecosystems

(94, 95). Traditional hazard assessments and

adaptation planning focus narrowly on single

cities, hazards, or sectors (16, 96, 97), despite

the interconnectedness of landscapes, infra-

structure, markets, and political systems. In-

stead, all governments need to assess and

reduce their structural and material vulner-

abilities to long-distance risks, compound im-

pacts, and cascading failures as well as engage

in multilevel coordination (3, 98, 99). Ambi-

tious strategies such as a GND would put

money toward infrastructure and new technol-

ogies, accelerate industrial and market shifts,

and expand the sites where such technologies

are available and adopted. New emphasis on

nature-based solutions for flood risk reduction

may also transform engineering and infrastruc-

ture operating practices (100–102). However,

the large-scale adoption of new technologies

alone does not challenge historic drivers of

income, housing, and land inequality; the ex-

tractive nature of industrial development and

urbanization; or the need for more dynamic

and agile solutions in place of static infra-

structure projects. Systemic policies such as

the GND need to explicitly address these to

change high-level policy guidance, practices,

and resource flows (103, 104).

Empowerment and deliberative processes

Any effort to transform the structural and ma-

terial dimensions of systems necessitates trans-

forming the relationships and power dynamics

among actors as well as their ability to lead

inclusively during turbulent times (21, 25, 105).

Within the adaptation context, scholars and

activists have called for changes in public en-

gagement processes, as well as more transpar-

ent and accessible decision-making procedures,

so that stakeholders’ and rightsholders’ con-

cerns and needs have a better chance of being

heard (72, 106, 107). They claim that more dem-

ocratic and inclusive processes are more likely

to address stakeholders’ concerns, particularly

around equity and justice (108, 109). In addi-

tion, changing power structures by changing

who is at the table of deliberative processes,

whose voices get heard, who holds leadership

positions, andwho has the real political power

to make adaptation decisions is essential to

changing course and addressing deep-seated

vulnerabilities (78, 110).

As the election of 2020 demonstrates, win-

ning elections alone does not eliminate the

necessity of standing the difficult ground of

principle while engaging in civil argument and

educationwith those across the line of factual

reality about racism, climate change, and so

on, to find a path toward collective problem-

solving. Deliberative and communicative plan-

ning research advocates processes that enable

individual and community empowerment
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through learning, knowledge coproduction,

and personal and collective change (23). Delib-

erative, positively transformative adaptation—

often community-led, better capacitated, and

politically empowered—would focus squarely

on the procedural aspects and center the nor-

mative dimensions of adaptation.

Asserting normative values of equity, justice,

and inclusion

Because large-scale, systemic change alone does

not guarantee a desirable direction of change,

scholars argue that transformative adaptation

must normatively center justice in planning,

infrastructure, and governance reforms (24, 27).

There is growing recognition that adaptation

efforts without such a normative commitment

can be maladaptive and worsen inequality

(72, 111). Building a seawall in one area may

increase flooding downcoast and gentrify

existing neighborhoods, offering some mea-

sure of protection to one enclave while trans-

ferring vulnerability to others (72, 101, 112).

Climate or green gentrification is already oc-

curring where higher land elevations, climate-

smart infrastructure upgrades, or nature-based

solutions result in increased property values,

taxes, or rents (20, 72). This can displace lower-

income residents tomore affordable places that

confront new environmental risks (20, 72, 113).

Adaptive interventions can create other spill-

over effects that worsen conditions elsewhere

[for example, for low-income urban, suburban,

or rural areas in the face of increasing com-

petition over water, food, and land resources

(72)]. Transformative adaptation reorients

“climate actions around addressing entrenched

equity and climate justice challenges. It [should

focus] on systemic changes to development

processes and [aim] at improving people’s

quality of life, enhancing the social and eco-

nomic vibrancy of cities and ensuring sustain-

able, resilient, and inclusive urban futures” (27).

Science in support of transformative adaptation

Whether it is a new administration, a new Con-

gress, relatively recent arrivals at the climate

action table, or long-engaged implementers

and observers of adaptation, critical questions

must be asked at every turn regarding the

material, relational, and normative dimen-

sions of transformative adaptation: Who do

the changes in policies, practice, or resource

flows benefit? Will a strategy lead to a more

equitable and just society, repairing histor-

ical systemic disadvantaging? Does a project,

program, or policy account not only for climate

impacts but societal responses to these impacts

in other sectors and geographies?Who is at the

table? Whose claims and interests are heard,

and which kinds of knowledge count?

Conflicting notions of adaptation and the

appropriate paths forward underscore the per-

sistent disconnect between academic research

and policy and practice. Almost all govern-

ment funding on climate change to date has

been in the natural and physical sciences (114).

Unsurprisingly, there is limited knowledge still

about basic aspects of societal adaptation, in-

cluding how to support contentious commu-

nication and engagement about transformative

adaptation, how to integrate Indigenous or

community-based knowledges with scientific

knowledge and how this differs from integrat-

ing scientific knowledge with private-sector

and business knowledge, how to navigate

and change the power dynamics underly-

ing the politics of decision-making, how to
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Fig. 2. Framework for

transformative adaptation.

Transformative adaptation needs

to respond to the magnitude

of climate risks (yellow arrow)

by addressing root drivers

of vulnerability (gray arrow).

Large-scale, systemic thinking is

necessary to coordinate adapta-

tion across scales, sectors,

and hazards (orange arrow).

Such societal mobilization

requires both deep deliberation

across silos (green arrow) and an

assertion of normative values of

justice and equity (red arrow) so

that large-scale actions do not

repeat racist, inequitable,

and unsustainable outcomes.

Transformative thinking at all

three levels (material, relational,

and mindset) is needed in

all areas that shape societal

well-being and across urban-rural

landscapes. [Original graphic

by the authors]
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measure adaptation progress and “success”

(www.resiliencemetrics.org for a bottom-up

example), and now, how to identify and track

transformative adaptation and related social

tipping points through meaningful indicators

(104). The need to fund and support research on

the intersections of coupled social-ecological-

political systems, cascading impacts, and vi-

cious and virtuous cycles also persists.

At the level of power and deliberative pro-

cesses, grassroots movements have focused on

finding and building solidarity across racial

minorities, middle-class predominantly white

environmentalists, and blue-collar workers.

Some now also reach across the rural-urban

divide (for example, Alliance for Appalachia,

FarmworkerAssociationof Florida, andAnother

Gulf is Possible). Community organizing strat-

egies for solidarity and alliance-building offer

powerful counterpoints to current partisan di-

visions at the federal and, increasingly, state

levels (115). As researchers and pundits wring

their hands about partisan divides and how

to achieve aspirations for unity, these practices

demonstrate an existing path toward solidar-

ity, one that requires long years of sitting down,

reaching across divides, and building a differ-

ent politics (including knowledge politics) from

the ground up. Some of the critical questions

here include, underwhat conditions have large-

scale reforms empowered democratic trans-

formation? How can big-data science help the

social sciences in an ethical way to synthesize

robust policy-relevant knowledge from the rich

case study research base available? For exam-

ple, what are the necessary conditions that

enable coalition building, social movements,

and effective institutionalization of knowl-

edge? Conversations have begun about the

skills, competencies, and personal resilience of

those working day in and day out on respond-

ing to climate change (97, 116–118), but what

canon of leadership capacities, including psy-

chosocial skills, is necessary for transformative

change? What historic experiences inform how

to rapidly develop and grow this new genera-

tion of leadership (117, 119)?

On mindsets and values, although sectors

fundamentally disagree on the normative val-

ues and purposes underlying societal adap-

tation, both science (120–122) and grassroots

organizations have mounted powerful nor-

mative proposals for human flourishing on

a resource-limited Earth. However, how to ad-

vance the necessary mindset and values shifts

and how to affect deep cultural change, espe-

cially in increasingly existentially threatening

conditions, is far from clear. If a regenerative

economy is what people support, but the ex-

tractive economy is what we have, how can

governance systems be destabilized and tran-

sitioned at a national scale, not just at a com-

munity and site scale? What are the necessary

conditions connecting these changes across

scales? How should existing spatial, fiscal,

and financial systems be reformed to pro-

mote justice? What engagement platforms

are needed to enable reconciliation between

community and industry viewpoints? What

kinds of learning, dialogue, and engagement

foster transformative mindsets?

Last, the slow processes of learning, values

changes, and trust-building that are implied

in each of these areas of research ultimately

raise a cross-cutting question for the scientific

enterprise. A necessary fundamental change in

the dynamics between researchers and prac-

titioners, between white privileged and far-

too-longmarginalized communities (and their

knowledge systems), points to the difficult-

to-overcome tension between the urgency of

climate impacts and proposed, large-scale solu-

tions on the one hand and the time needed

for deliberative processes, coalition, and trust

building and the careful ethical considerations

and reckoning with historical legacies required

for transformation on the other (123). Although

the growing literature on transdisciplinarity

has established how to work across traditional

disciplinary and sectoral silos, the actual prac-

tice of engaged research is still not the domi-

nantmode of scientific practice (124).Moreover,

the literature has not grappled with the ques-

tion of how to do “slow” engaged science that

remains relevant to decision-making amid

accelerating environmental and social changes.

This raises critical scientific, pragmatic, and

institutional questions about how to acceler-

ate the necessary scientific work, the decision-

andpolicy-making processes, and the interaction

between both.

Conclusion

Forces of globalization, urbanization, and

climate change combined with the societal

divisions that have always existed are bring-

ing rapid and disorienting social and spatial

changes. The persistent level of political stale-

mate in the United States reflects the scale of

political, economic, social, and geographic dislo-

cation in recent decades. Adaptation responses

to date have largely focused on maintaining

existing systems, which have contributed to

inequitable and unsustainable development,

without addressing underlying drivers of vul-

nerability to climate impacts. Continuing with

modestly adapting business-as-usual practices

enables current holders of wealth and power

to reduce their risks but leaves most residents

ill-equipped for the farmore dramatic changes

ahead. Any effort to challenge long-established

systems in favor of transformative shifts almost

inevitably encounters politics of opposition, di-

vision, and othering.

Transformative adaptation demands not

only renewed executive branch commitment

to climate action but poses profound challenges

to deliberative democracy, collective action,

distributive justice, and the science to support

it. More than ever, a deeper understanding

of transformation, illustrative examples, and

courageous leadership at all levels are necessary

to change the pace, scale, and depth of climate

adaptation and the drivers of vulnerability that

would move society to more just adaptation.

This Review points to how adaptation actors

can stay at the table and constructively help to

shape what’s on the table for transformative

adaptation. It remains possible for all relevant

actors to creatively and constructively engage

more deeply on adaptation. The opportunity

for demonstrating effective adaptive leadership

under rapidly changing and ever more difficult

circumstances has maybe never been greater.
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Ubiquitination is essential for recovery of cellular
activities after heat shock
Brian A. Maxwell, Youngdae Gwon, Ashutosh Mishra, Junmin Peng, Haruko Nakamura, Ke Zhang,

Hong Joo Kim, J. Paul Taylor*

INTRODUCTION: In response to many types of

stress, eukaryotic cells initiate an adaptive and

reversible response that includes down-regulation

of key cellular activities along with seques-

tration of cytoplasmic mRNAs into structures

called stress granules. Accompanying these stress

responses is a global increase in ubiquitination

that has been conventionally ascribed to the

need for degradation of misfolded or damaged

proteins. However, detailed characterization of

how the ubiquitinome is reshaped in response

to stress is lacking. Furthermore, it is unclear

whether stress-dependent ubiquitination plays

a more complex role in the larger stress re-

sponse beyond its known protective function

in targeting hazardous proteins for proteaso-

mal degradation.

RATIONALE: To explore the role of ubiquitination

in the stress response, we used tandemubiquitin

binding entity (TUBE) proteomics to investigate

changes to the ubiquitination landscape in re-

sponse to five different types of stress in cultured

mammalian cells, including human induced

pluripotent stem cell (iPSC)–derived neurons.

The discovery of unanticipated patterns of ubi-

quitination prompted a detailed analysis of the

ubiquitination pattern specifically induced by

heat shock by using diGly ubiquitin remnant

profiling along with tandem mass tag quanti-

tativeproteomics in combinationwith additional

total proteome and transcriptome analyses. In-

sights from this newly defined “heat shock

ubiquitinome” guided subsequent investi-

gation of the functional importance of this

posttranslational modification in the cellular

response to heat shock.

RESULTS: Each of the five different types of

stress induced a distinctive pattern of ubiquiti-

nation. The heat shock ubiquitinome in human

embryonic kidney 293T cells was defined by

ubiquitination of specific proteins that function

within cellular activities that are down-regulated

duringstress (e.g., translationandnucleocytoplasmic

transport), and this patternwas similar inU2OS

cells, primarymouse neurons, and human iPSC-

derived neurons. The heat shock ubiquitinome

was also enriched in protein constituents of

stress granules. Suprisingly, this stress-induced

ubiquitination was dispensable for the forma-

tion of stress granules and shutdownof cellular

pathways; rather, heat shock–induced ubiqui-

tination was a prerequisite for p97/valosin-

containing protein (VCP)–mediated stress

granule disassembly and for resumption of

normal cellular activities, including nucleo-

cytoplasmic transport and translation, upon

recovery from stress. Many ubiquitination events

were specific to one or another stress. For ex-

ample, ubiquitination was required for dis-

assembly of stress granules induced by heat

stress but dispensable for disassembly for stress

granules induced by oxidative (arsenite) stress.

CONCLUSION: Ubiquitination patterns are

specific to different types of stress and indi-

cate additional regulatory functions for stress-

induced ubiquitination beyond the removal

of misfolded or damaged proteins. Specif-

ically, heat shock–induced ubiquitination

primes the cell for recovery from stress by

targeting specific proteins involved several

pathways down-regulated during stress. Fur-

thermore, some key stress granule constit-

uents are ubiquitinated in response to heat

stress but not arsenite stress, thus engaging

a mechanism of VCP mediated–disassembly

of heat shock–induced granules that is not

shared by arsenite stress–induced granules.

Finally, our deep proteomics datasets pro-

vide a rich community resource illuminating

additional aspects of the roles of ubiquitina-

tion in response to stress.▪
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Heat stress–specific ubiq-

uitination primes cells for

recovery. (A) Proteomics-based

ubiquitinome profiling reveals

that different stresses induce

distinct patterns of ubiquitin

conjugation. TEV, tobacco etch

virus protease cleavage site;

Ub, ubiquitin; UBA, ubiquitin-

associated domain; UV, ultraviolet.

(B) Heat stress–induced ubiquitina-

tion targets proteins associated with

cellular activities down-regulated

during stress, including nucleo-

cytoplasmic (NC) transport and

translation, as well as stress granule

constituents. This ubiquitination

is required for the timely resumption

of biological activity and stress

granule disassembly after the

removal of stress. mRNP,

messenger ribonucleoprotein.
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Ubiquitination is essential for recovery of cellular
activities after heat shock
Brian A. Maxwell1, Youngdae Gwon1, Ashutosh Mishra2, Junmin Peng2, Haruko Nakamura1, Ke Zhang3,

Hong Joo Kim1, J. Paul Taylor1,4*

Eukaryotic cells respond to stress through adaptive programs that include reversible shutdown of

key cellular processes, the formation of stress granules, and a global increase in ubiquitination. The

primary function of this ubiquitination is thought to be for tagging damaged or misfolded proteins

for degradation. Here, working in mammalian cultured cells, we found that different stresses elicited

distinct ubiquitination patterns. For heat stress, ubiquitination targeted specific proteins associated with

cellular activities that are down-regulated during stress, including nucleocytoplasmic transport and

translation, as well as stress granule constituents. Ubiquitination was not required for the shutdown

of these processes or for stress granule formation but was essential for the resumption of cellular

activities and for stress granule disassembly. Thus, stress-induced ubiquitination primes the cell for

recovery after heat stress.

E
ukaryotic cells have a stereotypical re-

sponse to a variety of stresses that aids in

their survival until normal growth con-

ditions are restored (1, 2). This stress

response includes the inhibition of global

translation along with the up-regulation of ex-

pression of select stress response factors (1–7).

Other biological pathways are also shut down

or perturbed, including nucleocytoplasmic

transport (8–13), RNA splicing (14, 15), and cell

cycle activities (16–18). Inhibition of translation

and subsequent polysome disassembly lead

to a rise in the cytoplasmic concentration of

ribosome-free mRNA that culminates in the

formation of cytoplasmic condensates known

as stress granules (19). These stress-induced

cellular changes are adaptive in the short term

but require coordinated reversal after stress is

removed in order to resume cellular activities

and reestablish homeostasis. Accordingly, upon

the removal of stress, stress granules disassemble

while translation and other biological pathways

return to normal activity on a time scale of

minutes to a few hours (2, 20–22). However,

the mechanisms that facilitate this recovery

are not well understood.

One hallmark of the cellular response to

many types of stress is a global increase in

polyubiquitin conjugation, which has largely

been attributed to increased protein quality

control (PQC) activity in response to stress-

induced protein damage and translation arrest

(1–3). This increased activity is required for the

ubiquitin-dependent degradation of both defec-

tive ribosomal products (DRiPs), the primary

source of misfolded proteins in cells under

normal conditions (4), and proteins sus-

ceptible to stress-induced misfolding, such

as thermolabile proteins or proteins with

intrinsically disordered domains (2, 5–7).

Ubiquitin and some ubiquitin pathway pro-

teins are found in stress granules (23–28),

and several deubiquitinating enzymes can

help to regulate stress granule dynamics

(23, 27). Furthermore, when PQC function

is disrupted, ubiquitinated DRiPs can accu-

mulate in stress granules and impair stress

granule function (29–31).

The ubiquitin-selective segregase p97/valosin-

containing protein (VCP) facilitates stress gran-

ule removal (29, 32, 33), which may suggest a

role for ubiquitination in this process. How-

ever, recent studies investigating ubiquitin con-

jugation have produced conflicting results.

Whereas one study found that nuclear small

ubiquitin-like modifier (SUMO)–primed ubiq-

uitination was important for stress granule

disassembly (34), another group reportedmini-

mal ubiquitination of stress granule proteins

and showed that ubiquitin conjugation was

entirely dispensable for stress granule dynamics

(35). Thus, the role of ubiquitination in regulat-

ing stress granule dynamics remains unresolved,

as does any potential role of ubiquitination in

regulating other cellular activities that are altered

by stress.

Analysis of stress-dependent changes to the

global protein ubiquitinmodification landscape,

or “ubiquitinome,” canprovide unbiased insights

into the stress response by connecting differ-

entially ubiquitinated proteins with specific

biological pathways. To this end, several pro-

teomic techniques allow for quantitative com-

parisons of ubiquitinomes from differentially

treated cell or tissue samples (36–39). Analysis

of the ubiquitinome in yeast has suggested that

heat shock–induced ubiquitination primarily

targets cytosolic misfolded proteins (40, 41),

consistent with the presumption that ubiquiti-

nation in this setting relates mainly to PQC.

However, comprehensive analyses in human

cells or directly comparing changes in ubiq-

uitination in response to various stresses have

not been undertaken, and it remains unclear

to what extent ubiquitination patterns may

differ in these different contexts.

Results

Different cellular stresses induce distinct

patterns of ubiquitination

To investigate whether cells deploy different

patterns of ubiquitination to cope with dif-

ferent types of stress, we performed proteomic

analysis after tandem ubiquitin binding entity

(TUBE)–based capture of the ubiquitinome in

human embryonic kidney (HEK) 293T cells

exposed to heat stress (42°C), oxidative stress

(sodium arsenite), osmotic stress (sorbitol),

ultraviolet (UV) stress, or proteasomal inhi-

bition (bortezomib) as well as unstressed cells

(Fig. 1, A and B). After exposure to each treat-

ment, lysates were incubated with Halo-linked

TUBE resin to capture ubiquitin conjugates,

followed by label-free liquid chromatography

with tandemmass spectrometry (LC-MS/MS)

(Fig. 1, A and B). Immunoblotting indicated

that all stress types exceptUV led to an increase

in total ubiquitin conjugates (input blot in

Fig. 1C). Although the TUBEs likely have

higher baseline affinity for binding poly-

ubiquitinated over monoubiquitinated pro-

teins, conditions were optimized such that

the TUBEs captured nearly all ubiquitinated

material (compare bound and unbound blots

in Fig. 1C). We used stringent buffer condi-

tions (1% NP-40) and a high salt wash to mini-

mize capture of nonubiquitinated proteins by

the TUBEs. We detected ~200 to 300 ubiquiti-

nated proteins per stress condition and 500

unique proteins across all five stress conditions

(Fig. 1D and table S1).

Unsupervised hierarchical clustering revealed

that each type of stress was associated with a

distinct pattern of ubiquitination relative to

control cells (Fig. 1E). Indeed, most of the pro-

teins with increased or decreased ubiquitina-

tionwere associated with a single type of stress

(Fig. 1F). Several patterns emerged from this

analysis. Some proteins showed increased or

decreased ubiquitination in response to all five

stresses, suggesting that certain ubiquitination

events were part of a nonspecific, generalized

stress response (e.g., groups a and b in Fig. 1E).
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Other proteins showed altered ubiquitination

in a stress-specific manner. For example, ubi-

quitination of some proteins was increased

exclusively in response to heat shock (group c

in Fig. 1E) or UV exposure (group d in Fig. 1E).

The emergence of these distinct protein

groups suggested stress-specific patterns

of ubiquitination that represented distinct

adaptive responses to stressors. To test this

hypothesis, we investigated ubiquitination

in response to heat and oxidative stress

more deeply.
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Fig. 1. Different cellular stresses induce different patterns of ubiquitination.

(A) Schematic illustrating HALO-linked TUBE resin and ubiquitinated protein

capture from HEK293T cells. TEV, tobacco etch virus protease cleavage site; Ub,

ubiquitin; UBA, ubiquitin-associated domain. (B) Workflow for sample preparation and

TUBE proteomics. HEK293T cells were treated with the indicated stress or incubated

with fresh media for 1 hour as a control before lysis. For UV treatment, media was

removed and cells were briefly exposed to UV light (40 J/m2) followed by the addition

of fresh media 1 hour before lysis. (C) Immunoblot (IB) for ubiquitin (P4D1 antibody)

showing TUBE capture of ubiquitinated proteins from cells stressed as in (B). Btz,

bortezomib. (D) Summary of statistics from proteomic analysis. (E) Heatmap

illustrating global stress-induced changes to the ubiquitinome. Colors indicate log2 fold

change in spectral counts of stressed samples versus control samples. Example

groups of proteins with a shared pattern are shown in the blow-ups. (F) UpSet plot

indicating proteins that changed more than twofold versus control for each stress.
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Heat stress leads to rapid increases in total

ubiquitination and a time-dependent shift in the

solubility of ubiquitin conjugates

We first examined the kinetics of ubiquitin

conjugate accumulation during heat shock

and recovery. Heat stress–induced ubiquiti-

nation occurred rapidly, with increased ubiq-

uitin conjugates apparent as early as 15 min

and peaking within 30 min after heat shock

(Fig. 2A). The accumulated ubiquitin conju-

gates remained at a constant increased level

during prolonged stress for at least 150 min

(Fig. 2A). Immunoblotting using antibodies

specific for polyubiquitin (FK2) and K48-linked

orK63-linkedpolyubiquitin chains showed sim-

ilar stress-dependent increases in signal as

those observed using the P4D1 antibody,which

recognizes unconjugated ubiquitin as well as

monoubiquitinated and polyubiquitinated pro-

teins (fig. S1A). Thus, the observed stress-

dependent increase in ubiquitin conjugation

consisted largely of polyubiquitination and

was not highly chain type–specific.

Prolongedheat shock results in a progressive

loss of solubility in a fraction of the proteome

(42–45), although the relationship to ubiquiti-

nation is not clear. Here, we observed a time-

dependent dynamic shift in the ubiquitinome

between the soluble and insoluble fractions.

Accumulation of polyubiquitin conjugates in

the soluble fraction peaked at about 30 min

and then declined over the course of the ex-

periment. Polyubiquitin conjugates accumu-

lated more slowly in the insoluble fraction,

plateauing after 60 min (Fig. 2A). The accu-

mulation of polyubiquitin conjugates after heat

stresswas temporary, returning to baselinewith-

in 3 hours after a 30-min heat shock (Fig. 2B).

With this kinetic profile in mind, we next

performed further proteomic analysis of the

heat stress–associated ubiquitinome by TUBE–

LC-MS/MS. We examined this ubiquitinome

in the soluble fraction at an early time point

(15 min) corresponding to the initial increase

in ubiquitination and at a later time point

(60 min) (Fig. 2C). To recover ubiquitinated

proteins accumulated in the pellet fraction at

a later time point (Fig. 2A), we resolubilized

the pellet fractions from samples at the 60-min

time point in a urea buffer before incubation

with TUBEs. Combined data from three repli-

cates for both fractions yielded quantification

of >1000 ubiquitinated proteins in the TUBE-

recovered samples, indicating good depth of

coverage and reproducibility (fig. S1, B and C,

and table S2) and that our TUBE-basedmethod

can detect ubiquitin conjugates at least as effi-

ciently other methods of ubiquitin capture (35).

We also verified a heat stress–induced increase

in polyubiquitination of seven representative

proteins by immunoblotting (fig. S1D). Replicat-

ing the 60-min time point experiment in U2OS

cells gave results very similar to those in

HEK293T cells (fig. S1E and table S3). Similarly,

heat shock led to an accumulation of ubiq-

uitin conjugation in both induced pluripotent

stem cell (iPSC)–derived neurons and mouse

cortical neurons (fig. S1F), and TUBE proteomic

analysis revealed substantial overlap between

the heat shock ubiquitinome ofHEK293T cells

and these neuronal cell types (fig. S1, G to I,

and table S3). Indeed, many of the proteins

with the largest increase in abundance after

heat stress were shared between these three

cell types (fig. S1, G to I). Thus, stress-dependent

changes to the ubiquitinome were not highly

cell type–specific.

The temporal profile of changes in the

ubiquitinome in the soluble fraction revealed

only modest changes at 15 min but more

substantial changes at 60 min after heat stress

(Fig. 2, D to F). Thus, despite an increase in a

polyubiquitin smear by immunoblotting at

15 min (Fig. 2A), the global shift in the ubi-

quitinated protein landscape was better re-

flected later in the stress response.We therefore

directed most of our subsequent analyses to

examining changes to the ubiquitinome after

60 min of heat shock.

We also detected substantial changes to the

ubiquitinome in the pellet fraction. Whereas

there was no loss of ubiquitinated proteins in

the pellet fraction, 172 ubiquitinated proteins

were significantly increased after 60 min of

heat stress (Fig. 2, G and H). Roughly 80% of

these proteins had also been detected in the

soluble fraction, where these proteins were

enriched, depleted, or unchanged in response

to heat stress (Fig. 2, I and J). Although some

ubiquitinated proteins did accumulate in the

pellet fraction after heat shock, an individual

protein’s ubiquitination status was not predic-

tive of its solubility. Because detailed descrip-

tions of heat-dependent changes in solubility

have been published elsewhere (42–45), in sub-

sequent analyses we assessed the significance

of heat stress–induced ubiquitination of all

proteins whether they appeared in the soluble

fraction, pellet fraction, or both. Heat stress

induced a global shift in the ubiquitin land-

scape, resulting in a “heat shock ubiquitinome”

of 381 proteins, defined as all proteins showing

a predicted net total increase in ubiquitination

in response to heat stress (Fig. 2J and table S4).

Heat and arsenite stress induce different

changes to the ubiquitinome

The pattern of ubiquitination after arsenite

stress wasmost similar to that generated by heat

stress (Fig. 1E). To examine this more deeply, we

characterized arsenite stress–induced ubiquitina-

tion at 60min following the same approach that

we used to define heat stress–induced ubiquiti-

nation. After identifying proteins whose ubiquiti-

nationwas significantly altered relative to control

(tables S4 and S5), we compared the responses

to arsenite stress versus heat stress. This anal-

ysis confirmed substantial overlap in the arsenite

stress– and heat stress–induced ubiquitinomes

(fig. S1J). This overlap was evident both for

proteins that showed increased ubiquitination

and for those that showed decreased ubiquiti-

nation (fig. S1K). Nevertheless, this analysis also

confirmed stress-specific patterns in ubiquiti-

nation. Indeed, more than 400 significant

changes in ubiquitination were specific to

either arsenite or heat stress (fig. S1, J and K,

and tables S2 and S5).

Stress-dependent ubiquitination is not reflected

by altered abundance

We next sought to determine the extent to

which changes in the stress-induced ubiquiti-

nomes reflected changes in total protein levels

owing to altered rates of synthesis or ubiquitin-

dependent degradation. To investigate changes

in expression at the protein level, we performed

multiplexed tandem mass tagging (TMT) MS

quantification of the whole proteome from un-

stressed, heat-stressed, or arsenite-stressed cells

in the presence or absence of proteasome in-

hibition (0.5 mM bortezomib) (Fig. 3A). Lysates

were digested and labeled by TMT in 11-plex

mode, followed by nanoscale LC–high-resolution

MS/MS. Of the 12,586 proteins quantified,

very few proteins showed significant stress-

dependent change in total abundance using

1.5-fold and P ≤ 0.05 as a cutoff (Fig. 3B, fig.

S2A, and table S6). Nevertheless, we detected

several expected changes in response to both

stress types, including the accumulation of

stress-response transcription factors ATF4

and XBP1 and depletion of BTG1, a regulator

of ATF4 (46) (fig. S2B and table S6). No

proteins with a stress-dependent increase in

ubiquitination showed a significant increase in

total protein levels. Thus, increased capture in

the TUBE experiments reflected increased

ubiquitination rather than increased levels of

total protein. Additionally, only eight proteins

with heat shock–dependent increases in ubiq-

uitination showed a significant decrease of

≥1.25-fold in total protein levels in response

to stress, of which only three proteins (EPPK1,

GCN1, and CYP51A1) decreased ≥1.5-fold (blue

dots in left panel of Fig. 3B and fig. S2B). The

levels of these three proteins were stabilized

during heat shock by the addition of bortezo-

mib, indicating that they were targets of heat

stress–dependentproteasomaldegradation (right

panel of Fig. 3B and fig. S2B). Nonetheless, for

nearly all cases with heat shock (Fig. 3B) and all

cases with arsenite (fig. S2A), a stress-dependent

increase in ubiquitination did not result in an

overall down-regulation of total protein levels.

Treatment with bortezomib during the 1-hour

heat shock did not significantly alter ubiquiti-

nated protein enrichment based on TUBE

pulldown (fig. S2, C and D), indicating that

proteasomal degradation did not significantly

alter the composition of the heat shock ubi-

quitinome during this time frame. Thus, either

Maxwell et al., Science 372, eabc3593 (2021) 25 June 2021 3 of 15
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Fig. 2. Heat shock induces substantial changes to the global ubiquitinome.

(A and B) Immunoblots showing ubiquitin conjugation levels at time points after

heat shock (A) and during recovery from 30-min heat shock (B) in HEK293T

whole-cell lysates, soluble fractions, and pellet fractions after centrifugation
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the observed ubiquitination was partially non-

degradative or, more likely, only a fraction of

each protein was ubiquitinated in response to

stress, such that ubiquitin-dependent degrada-

tion did not substantially reduce the overall

abundance of most proteins. Similarly, RNA

sequencing (RNA-seq) analysis revealed that,

although we observed many significant heat

shock–dependent changes in transcription, in-

cluding heat shock proteins (HSPs) and other

stress response genes (47), most heat shock

ubiquitinome genes were not regulated at the

level of transcription, with a few exceptions

(Fig. 3C, fig. S2E, and table S7). Furthermore,

up-regulation of heat shock response genes at

the mRNA level (e.g., HSPA6 and DNAJB1;

table S7) was not yet apparent at the protein

level at the 1-hour time point used here (table S6).

This difference in protein level versus transcript

level changes is consistent with the expected lag

time between stress-dependent induction at the

transcriptional and translational levels (48–50).

Thus, although it is likely that the transcriptional

response to heat shock has a substantial contribu-

tion to recovery from stress over longer time

scales, it does not appear to be directly involved

in the short-term reversal of stress-response

activities investigated here.

Paired di-GLY and TMT quantitative proteomics

indicate that heat stress–induced ubiquitination

leads to degradation during the recovery phase

Di-GLY proteomics, which uses enrichment of

the Lys-D-Gly-Gly (di-GLY) remnant generated

on ubiquitinated peptides after trypsin diges-

tion, is an alternative approach to identify and

quantify the ubiquitin-modified proteome (51, 52).

To complement and validate our TUBE pro-

teomics, we paired di-GLY proteomics with

TMT labeling in the presence or absence of

proteasome inhibition to quantify changes in

ubiquitination in response to a 60-min heat

stress and after 2 hours of recovery. Across all

samples, we quantified 16,525 unique ubiquitin-

modified peptides, corresponding to 4892

unique proteins (Fig. 3D and table S8). The

heat stress–induced ubiquitinomes as deter-

mined by di-GLY–TMT proteomics were highly

correlated with our TUBE-based proteomics,

detecting at least one ubiquitin-modified pep-

tide for most proteins identified by TUBE pull-

down (Fig. 3, E and F, and tables S2 and S8). Of

the 381 proteins in the heat shock ubiquiti-

nome identified by TUBE pulldown, 335 had at

least one peptide increased by ≥1.5-fold in

response to heat shock in the di-GLY analysis

(Fig. 3G and tables S4 and S8). Of the 46 that

did not, 35 were not detected in the di-GLY ex-

periment, 8 had overall reduced ubiquitinated

peptide levels in response to heat shock [heat

shock/control (HS/CTL) = 0.53 to 0.95], and 3

had modestly increased levels (HS/CTL = 1.29

to 1.33) (Fig. 3G and tables S4 and S8). The

amplitudes of the observed changes were often

lower in the di-GLYprofiling experiment, likely

owing to ratio suppression commonly observed

in TMT-based quantification (tables S2 and S8)

(53). The heat shock ubiquitinome had much

higher numbers of ubiquitination sites per pro-

tein (8.6) than the global ubiquitinome (3.4)

(Fig. 3, F and H), suggesting concerted ubiq-

uitination of a subset of proteins that define

the heat shock ubiquitinome. We also identi-

fied 3722 proteins thatwere not detected in the

TUBE spectral counting for which ubiquitin-

modified peptide levels were increased by at

least 1.5-fold in response to heat shock (Fig. 3G).

Comparing these resultswith the total proteome

(table S6), >8000 proteins had no detectable

increase in heat shock–dependent ubiquitina-

tion, representingmost of the expressedproteome

in HEK293T cells. Thus, this ubiquitination does

not represent a global increase in ubiquitination

across the entire proteome. Although the ad-

ditional heat shock–dependent ubiquitination

events detected only by di-GLY profiling rep-

resent interesting biology that warrants further

investigation, the TUBE-based experiments

identified a critical subset of the heat shock

ubiquitinome that allowed for comparison

between more sample conditions (e.g., soluble

versus pellet and arsenite versus other stresses)

owing to the reduced time and resources re-

quired. We thus adjusted the definition of the

“heat shock ubiquitinome” as those proteins

detected in the TUBE experiments but exclud-

ing the eight proteins that showed aheat shock–

dependent decrease in the di-GLY experiment

(373 proteins; table S4).

Analysis of the di-GLY data and quantifi-

cation of modification sites on the internal

lysines of ubiquitin revealed a ~1.5- to 2-fold

heat shock–dependent increase in all poly-

ubiquitin linkage types except K6 (Fig. 3I).

This finding was consistent with our immu-

noblotting results (fig. S1A) that suggested

that the heat shock–dependent increase in

polyubiquitination was not highly chain type–

specific. K48 was the most abundant linkage

type in control conditions and exhibited a

further twofold increase after heat shock, sug-

gesting that a substantial portion of the heat

shock ubiquitinome is targeted for proteasomal

degradation. We therefore analyzed the di-GLY

data to determine the effect of proteasome

inhibition on the levels of ubiquitin-modified

peptides (Fig. 3J). In accordance with our TUBE

experiments and whole-proteome analysis,

treatment with bortezomib had a modest ef-

fect on peptide abundance in heat-shocked

samples for most heat shock ubiquitinome

proteins. Although most heat shock–dependent

ubiquitination recovered to baseline levels after

2 hours in the absence of proteasomal in-

hibition, the levels remained increased during

recovery in the presence of bortezomib. This

result suggests that many proteins ubiquiti-

nated during continued heat stress are ulti-

mately targeted for proteasomal degradation

upon recovery.

The heat shock ubiquitinome is not defined by

the most abundant, highly translated, or

thermolabile proteins

We next examined general features of the

heat shock ubiquitinome by analyzing whole-

proteome TMT and RNA-seq datasets along

with several proteome-wide datasets. We note

that the label-free MS approach used in our

TUBE experiments can be biased toward iden-

tifying abundant proteins. However, proteins

detected in the TUBE pulldown experiment

spanned five orders of magnitude in TMT

intensity and included proteins represented

in the bottom fifth percentile of abundance in

the proteome (tables S2 and S6), indicating

that the heat shock ubiquitinome included

low-abundance proteins. The heat shock ubi-

quitinome was not biased by protein or mRNA

abundance, and low-abundance proteins were

well represented (Fig. 3, K and L). This obser-

vation, along with the high degree of correla-

tion with the results of the di-GLY profiling,
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(14,000 × g). Bar graphs indicate mean + SD and individual values for

quantification of Western blots from ≥3 replicates for each experiment. ns,

not significant, *P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001 by

analysis of variance (ANOVA) with Dunnett’s test. A.U., arbitrary units; HS,

heat shock. (C) Workflow for samples from HEK293T cells. (D) Charts

indicating the number of significantly changed proteins in soluble fractions

for heat-shocked samples (15 min or 60 min) compared with control.

(E) Heatmap illustrating heat shock–induced changes to the global

ubiquitinome in soluble fractions. Colors indicate relative abundance as

quantified by spectral counting. (F) Spectral count values for representative

proteins of indicated categories; individual values and mean (±SD) are shown

from three replicates of each sample condition in soluble fractions. (G) Chart

indicating the number of significantly changed proteins in pellet fractions

for heat-shocked samples compared with control. (H) Heatmap illustrating

heat shock–induced changes to the global ubiquitinome in pellet fractions.

(I) Spectral count values for representative proteins of indicated categories;

individual values and mean (±SD) are shown from three replicates of

each sample condition. CTL, control; HS, 60-min heat shock. (J) Chart

indicating the number of proteins with a heat shock–dependent increase in

ubiquitination. Proteins detected in the pellet fraction are shown in purple,

and proteins detected only in the soluble fraction are shown in green. The

dashed line indicates categories included in the heat shock ubiquitinome.
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Fig. 3. Proteomic and transcriptomic analyses reveal additional details of

the heat shock ubiquitinome. (A) Workflow for analysis in HEK293T cells.

(B and C) Volcano plots indicating changes in protein abundance for heat-

shocked versus control samples (left) and versus heat-shocked samples with

proteasome inhibitor bortezomib (Btz) (right) (B) and changes in mRNA levels

in response to heat shock (C). Statistically significant changes are shown

for the whole proteome or transcriptome (black dots) and heat shock

ubiquitinome (blue dots). Red dashed lines indicate P = 0.05. FE, fold enrichment.

(D) Heatmap of changes to the ubiquitinome in HEK293T cells after 1-hour

heat shock (HS) and 1-hour heat shock followed by a 2-hour recovery (REC) in

the presence or absence of bortezomib as determined by di-GLY profiling.

Color indicates scaled TMT intensity. (E) Venn diagram showing overlap of

ubiquitinated proteins detected in di-GLY and TUBE experiments. (F) Histogram

showing the number of ubiquitination sites per protein detected for all

proteins in the di-GLY experiments. (G) Venn diagram showing overlap of heat

shock–dependent increases in ubiquitination as determined by di-GLY and

TUBE experiments. (H) Histogram showing the number of ubiquitination sites

per protein for the heat shock ubiquitinome. (I) Bar graphs indicating TMT
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indicated that the quantification of TUBE pull-

down samples reflected levels of ubiquitinated

protein rather than total protein or transcript

levels. Similarly, based on an analysis of ribo-

some profiling data from unstressed cells, we

found no correlation between the TUBE-based

spectral counting quantification of heat shock

ubiquitinome proteins and density of ribosome

occupancy for the corresponding mRNA (Fig.

3M). Thus, the heat shock ubiquitinome was

not composed of the most actively translated

proteins. Finally, we compared the heat shock

ubiquitinome to a previous proteome-wide in-

vestigation of protein thermostability (54). This

published dataset included 139 proteins from

the heat shock ubiquitinome, which showed a

similar bimodal distribution ofmelting temper-

atures as compared to all 969 proteins analyzed

in the study (Fig. 3N). Thus, it is unlikely that

the heat shock ubiquitinome represents the

proteins most likely to misfold as a result of

temperature increase. Taken together, it seemed

that the heat shock ubiquitinome was not pri-

marily defined by total protein abundance,

translation activity, or thermostability.

The functional landscape of the heat shock

ubiquitinome reflects cellular activities

perturbed by stress

To investigate the functional importance of

the heat shock ubiquitinome, we performed

gene ontology (GO) analysis [DAVID (55)

and PANTHER (56)] along with literature

curation (Fig. 4, A to C). The heat shock ubi-

quitinome was highly enriched in biological

pathways that were down-regulated or shut

down during cellular stress. Furthermore, we

detected enrichment of proteins involved in

stress granule formation, including translation

initiation factors and other components of the

translational machinery (Fig. 4C). The heat

shock ubiquitinome also included nucleo-

cytoplasmic transport proteins (e.g., 11 of the

18 importin a/b superfamily members, nuclear

pore complex components, and RNA transport-

ers). Indeed, stress disrupts nucleocytoplasmic

transport through localization of transport fac-

tors into stress granules (8), further linking

ubiquitination with down-regulated cellular

activities and stress granules (Fig. 4C).

Under nonstress conditions, PQC proteins,

such asHSP chaperones and VCP, are engaged

withmisfoldedproteins andnascent translation

products that are targets for proteasomal degra-

dation, and in some cases HSPs themselves can

be directly ubiquitinated as a result (57–59).

These PQC-related proteins were not over-

represented in the GO analysis but were cap-

tured by TUBEs at high levels in both control

and heat shock conditions in many cases (bot-

tom row of Fig. 2F and table S2). Thus, heat

shock–induced ubiquitination both occurs as a

response to increased PQC demands and plays

a role in regulating activities that comprise the

cellular stress response, including stress gran-

ule assembly. Furthermore, ubiquitination may

contribute to underexplored aspects of the heat-

stress response such as folate and cholesterol

metabolism (Fig. 4C).

Comparisons of the GO analysis of the heat

shock– and arsenite-induced ubiquitinomes

showed overlap ofmany GO terms (e.g., splicing

and nucleocytoplasmic transport) and others

that were specific to heat shock (e.g., translation

and metabolic process) (Fig. 4, A and B), sug-

gesting that ubiquitination may play distinct

roles in the response to each stress type. As

expected, owing to the greater number of

unique proteins identified in the heat shock

ubiquitinome than for the arsenite ubiquiti-

nome, the heat shock ubiquitinome generally

included both a higher number of proteins

and higher levels of enrichment over control

samples within the GO categories shared by

both ubiquitinomes (Fig. 4A and tables S2,

S4, and S5). However, the stress-dependent

increase in total ubiquitin conjugation was

actually higher for arsenite than for heat shock

(Fig. 1C and fig. S3A). Thus, the more promi-

nent GO pattern observed for the heat shock

ubiquitinome was not simply because of a

stronger induction of stress responsive ubiquiti-

nation compared with arsenite stress. Rather,

different stress types could lead to different

patterns of ubiquitination.

mRNPs are ubiquitinated and undergo

compositional remodeling upon heat shock

A large fraction of the heat shock ubiquitinome

was mRNA-binding proteins (Fig. 4), suggest-

ing that some heat shock–dependent ubiquiti-

nationmight occur in the context ofmessenger

ribonucleoprotein (mRNP) complexes. To ex-

amine this possibility, we first captured mRNPs

usingmagnetic beads conjugatedwitholigo(dT)25,

which binds to the poly(A) tail of mRNAs, and

performed immunoblotting to assess the presence

of mRNA bound to polyubiquitinated proteins

(Fig. 5, A and B). Ubiquitin conjugates co-

purifiedwith polyadenylatedmRNA to amuch

greater extent after heat stress. Poly(A) binding

protein (PABP)–mediated 3′ end retrieval is an

orthologous method for capturing polyadenyl-

ated mRNAs (60). When we isolated mRNPs

by immunoprecipitation (IP) of endogenous

PABPC1, we similarly observed heat stress–

induced ubiquitin conjugates that copurified

with mRNPs (Fig. 5, A and B). Arsenite stress

did not produce a similar level of increased

ubiquitin conjugates associated with PABPC1

nor did treatment with the translation inhib-

itors cycloheximide, puromycin, or cephaeline

in the absence of heat stress, indicating that

this phenomenon was specific to heat stress

(fig. S3A).

The observed heat shock–dependent increase

in ubiquitination associated with captured

mRNPs suggests that ubiquitination may

occur on assembled complexes, rather than on

individual RNA-binding proteins. To examine

this possibility, we used proteomics to investi-

gate the link between heat shock–dependent

changes to the composition of mRNPs and the

heat shock ubiquitinome. Direct analysis of the

PABPC1 protein-protein interaction network

from IP of the endogenous protein revealed

substantial remodeling in response to heat

stress. Indeed, 105 proteins showed increased

interaction with PABPC1 after heat shock,

whereas 18 proteins showed decreased inter-

action (P ≤ 0.02, fold enrichment or depletion

≥2, detected in both replicates) (Fig. 5C and

table S9). More than half of the proteins that

exhibited a heat stress–dependent increase in

co-IP with PABPC1 (59 of 103) were also

components of the heat shock ubiquitinome

(Fig. 5C). Moreover, the relative amount of

protein retrieved in PABPC1 IP after heat stress

correlated with abundance in the TUBE pull-

down experiment (Fig. 5, D and E, and tables

S2 and S9). Consistent results were obtained

with four additional bait proteins and with

oligo(dT) capture, substantiating the idea that

heat shock–induced ubiquitination of mRNPs

coincides with a remodeling of their compo-

sition (Fig. 5E and table S9). Some of the in-

teractions in the co-IP experiments were

observed at low levels in control samples but

increased with heat shock (e.g., GCN1 with

EIF4G), whereas others were only detected

after heat shock (e.g., TTLL12 with PABP and

EIF4G) (Fig. 5E and table S9). One inter-

pretation of these experiments is that PABPC1

complexes were stabilized through direct,

polyubiquitin-mediated interactions. However,

when we repeated the PABPC1 IP with the

addition of the nonspecific deubiquitinating

enzyme USP2, which was sufficient to elim-

inate polyubiquitin, we saw no change in the

PABPC1 interactome (fig. S3B). Thus, heat

shock–induced ubiquitination correlated with

Maxwell et al., Science 372, eabc3593 (2021) 25 June 2021 7 of 15

intensity for each polyubiquitin linkage type. Mean and individual values are

shown. (J) Box-and-whisker plots showing relative abundance of ubiquitinated

proteins for heat shock ubiquitinome proteins. Boxes represent first and third

quartiles and whiskers represent minimum and maximum excluding outliers.

(K to M) Correlation between abundance of heat shock ubiquitinome proteins in

TUBE experiments and total protein abundance (K), transcript abundance (L),

and ribosome occupancy (M) as determined by ribosome profiling (Ribo-seq),

with coefficient of determination (R2) values displayed. (N) Histogram showing

melting temperatures as determined in (54) for all proteins measured (black

bars) and measured heat shock ubiquitinome proteins (blue bars).
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a remodeling of the protein components of

mRNPs, with some preexisting interactions

that became stabilized uponheat shock aswell

as some newly formed heat shock-dependent

interactions.

Ubiquitination is required for the disassembly of

heat shock–induced stress granules

Wenext pursued our observation that the heat

shock ubiquitinome was strongly enriched for

protein constituents of stress granules. We

began by assembling a list of 726 protein

constituents of stress granules as reported in

three studies (25, 26, 28) (table S10). Many

more stress granule proteins were represented

in the heat shock ubiquitinome than in the

arsenite ubiquitinome (Fig. 6, A and B). For a

high-confidence stress granule proteome (those

detected in at least two of the three studies

mentioned above) (tables S2, S5, and S10),

ubiquitination of stress granule proteins clearly

increased in response to heat shock (Fig. 6C).

As expected (35), this increase in ubiquitination

was not apparent in response to arsenite stress

(Fig. 6D). Indeed, polyubiquitin robustly colo-

calizedwith stress granulemarkers in nearly all

cells exposed to heat shock but not in those

exposed to arsenite (Fig. 6, E toG). The group of

stress granule proteins with increased ubiquiti-

nation in response specifically to heat stress

included the key stress granule regulator G3BP1,

the central node in the network of interactions

that underlie stress granule assembly (61). In

our companion study, we define the lysine

residues in G3BP1 that are ubiquitinated in

response to heat shock and the mechanism

whereby G3BP1 ubiquitination mediates stress

granule disassembly during recovery fromheat

stress (62).

To further investigate the relationship be-

tween polyubiquitin conjugation and stress

granule dynamics, we used the E1 ubiquitin

activating enzyme (UBA1) inhibitor TAK243

(63). First, we verified that TAK243 treatment

led to dose-dependent and time-dependent
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Fig. 4. The heat shock ubiquitinome consists of proteins from biological

pathways associated with the stress response. (A) Dot plot of GO

enrichment showing significantly overrepresented GO terms for heat shock and

arsenite (Ars) ubiquitinomes in HEK293T cells. Color indicates FDR P value, and

dot size indicates overrepresentation fold enrichment compared to the whole

genome. Dots are not shown for terms with no statistically significant

(P < 0.05) enrichment. (B) Overlap of top 25 GO as terms ranked by statistical

significance (FDR P value) for heat shock and arsenite ubiquitinomes. (C) DAVID

functional clustering of the heat shock ubiquitinome along with literature curation

was used to identify pathways targeted by heat shock–induced ubiquitination.
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Fig. 5. Heat shock induces ubiquitination of mRNP complexes. (A) Immuno-

blots and RNA gels showing polyadenylated mRNA isolated by oligo(dT) resin

(left) or PABPC1 IP (right) pulling down polyubiquitinated proteins from HEK293T

cells after 60-min heat shock. Isolated mRNA was visualized by SYBR Green

RNA stain; the arrows indicate high–molecular weight RNA. (B) Quantification

of immunoblot analysis for ubiquitin conjugation shown in (A). Results represent

mean and individual values of three replicate experiments. Error bars indicate

data range. (C) Scatter plot showing abundance [log2 (spectral counts)] of

PABPC1-interacting proteins in heat shock versus control conditions. Results

represent averages of two replicates. Lines indicate twofold increase (red) or

decrease (blue) with heat shock; blue dots indicate heat shock ubiquitinome

proteins. (D) Correlation between abundance of heat shock ubiquitinome

proteins detected in TUBE pulldown and PABPC1 IP in 60-min heat-shocked

samples. (E) Heatmap illustrating changes in abundance in 60-min heat-shocked

versus control samples for proteins detected in TUBE pulldown, endogenous

protein IP (PABP, SND1, GCN1, EIF4G, IPO4), or oligo(dT) pulldown.
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depletion of cellular ubiquitin conjugates (fig.

S4A). Whereas high concentrations or pro-

longed exposure to TAK243 was toxic to cells

(fig. S4B), incubation with 1 mM TAK243 was

sufficient to blockmost cellular ubiquitination

within 20minwhile causing no detectable loss

of viability for up to 4 hours (fig. S4, A and B).

Furthermore, ubiquitination did not affect the

dynamics of stress granules induced by arsenite

(fig. S4C and movies S1 and S2), as expected

(35). However, given the differences between

the ubiquitin response to heat shock and ar-

senite, we next assessed the role of ubiquitina-

tion in regulating the assembly anddisassembly

of stress granules induced by heat shock. Sur-

prisingly, elimination of ubiquitination with

TAK243 did not prevent stress granule for-

mation in response to heat shock but impaired

stress granule disassembly after the removal of

stress (Fig. 6H and movies S3 and S4). We

confirmed this observation with imaging of

10 additional stress granule markers, which

showed persistence in stress granules for up

to 2 hours after restoration of normal growth

temperature (fig. S4, D to F). We also ob-

served a similar stress granule disassembly

defect in cells genetically depleted for UBA1

(fig. S4, G to I). We next repeated the live-cell

imaging analysis of stress granule dynamics

in iPSC-derived neurons. Here, too, we ob-

served a significant delay in stress granule

disassembly during recovery from heat shock

in response to TAK243 treatment (Fig. 6I). Thus,

across awide variety of cell types, ubiquitination

is essential for normal disassembly of stress

granules during recovery from heat stress.

Given that VCP is involved in stress granule

disassembly (29, 32, 33), we next sought to

compare the effects of inhibition of UBA1 and

VCP on stress granule disassembly kinetics.

Treatment with the VCP inhibitor CB5083 be-

fore heat shock led to delayed stress granule

disassembly with nearly identical kinetics as

those observed for cells treated with TAK243

(fig. S4J). Thus, ubiquitination and VCP likely

act on stress granule disassembly through the

same pathway.

We also examined how mitigating stress

granule assembly affected the heat shock

ubiquitinome. Blocking stress granule assembly

either pharmacologically [using cycloheximide

(64)] or genetically [using G3BP1/2 double-

knockout cells (61)] had no detectable effect

on the heat shock ubiquitinome, consistent

with the idea that ubiquitination of mRNPs

occurs upstream and independent from stress

granule formation (fig. S5, A to D, and table

S3). Thus, whereas stress-dependent ubiquiti-

nation can occur in the absence of heat shock–

induced stress granules and is not required for

their assembly, it is essential for their rapid

disassembly during recovery.

Reversal of mRNP remodeling after heat shock

requires ubiquitination

Given our finding that disassembly of heat

shock–induced stress granules was dependent

on ubiquitination, we next investigated the

importance of ubiquitination in the reversibil-

ity of the heat shock–dependent interactions

we observed in the remodeled mRNPs. We

added 1 mM TAK243 to the media before and

during heat shock and confirmed elimination

of the polyubiquitin signal associated with

either PABPC1 or oligo(dT) retrieval (Fig. 7A

and fig. S6). TAK243 treatment did not block

the heat shock–dependent remodeling of the

mRNP interactome; however, similar to what

we observedwith stress granules, elimination

of ubiquitination prevented the reversal of

this stress-dependent remodeling during recov-

ery (Fig. 7A and fig. S6). Thus, ubiquitination is

required for disassembly of stress granules and

for the reversibility of mRNP remodeling after

restoration of normal growth conditions after

heat shock.

Ubiquitination is required for recovery of

heat shock–induced impairment of

nucleocytoplasmic transport

To investigate the role of ubiquitination in

stress-induced perturbation of nucleocytoplasmic

transport, we used a Shuttle-tdTomato nucleo-

cytoplasmic reporter assay in which tdTomato

was conjugated to both a nuclear localization

signal (NLS) and nuclear export signal (NES)

that mediate its shuttling between the nucleus

and cytoplasm (8). Upon heat shock, we ob-

served a significant redistribution of the re-

porter from the nucleus [ratio of nuclear to

total fluorescence (N/W) ~ 0.75 at steady state]

to the cytoplasm (N/W ~ 0.5 after heat shock)

(Fig. 7, B and C). This result is consistent with a

previous report that stress-dependent relocal-

ization of this reporter was due to a stress-

induced defect in exportin-1–mediated nuclear

export (8). Under normal growth conditions,

inhibition of ubiquitination with TAK243 had

no significant impact on the ratio of nuclear

versus cytoplasmic reporter signal, indicating

that ubiquitination was not a critical determi-

nant of canonical nuclear import or export.

Moreover, after elimination of ubiquitination

with TAK243, cells exposed to heat shock still

showed a defect in nuclear import activity,

indicating that ubiquitination was not required

for this inhibition. However, cells treated with

TAK243 failed to recover from impaired nucleo-

cytoplasmic shuttling even upon restoration of

normal growth conditions for 2 hours. Thus,

similar to disassembly of stress granules and

reversal of mRNP remodeling, ubiquitination

was essential for recovery of nucleocytoplasmic

shuttling after heat stress (Fig. 7, B and C).

Ubiquitination is required for reinitiating

translation after heat shock

Protein synthesis is also strongly perturbed by

heat stress (65) owing to broad shutdown of

most translation, with the exception of HSPs

whose translation is preserved (66). To inves-

tigate the role of ubiquitination in stress-

induced perturbation of translation, we used

a metabolic labeling assay (67). As expected,

upon heat shock, translation activity was

dramatically decreased as measured by puro-

mycin incorporation into nascent translation

products, followed by a time-dependent re-

covery after restoration of normal growth

conditions (Fig. 7, D and E). Whereas TAK243

treatment had no effect on basal translation

levels, heat-shocked cells treated with TAK243

showed a profound failure to recover protein

synthesis after restoration of normal growth

conditions (Fig. 7, D and E). Thus, ubiquitina-

tion was essential for the recovery of translation

during the recovery phase from heat shock.
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Fig. 6. Heat shock–induced stress granules contain ubiquitinated proteins

and require active ubiquitination for disassembly. (A and B) Overlap of heat

shock (A) and arsenite (B) ubiquitinomes of HEK293T cells with the stress

granule proteome. (C and D) Histograms showing changes in ubiquitinated

protein abundance for high-confidence stress granule proteins in response to

60-min heat shock (C) or 60-min arsenite stress (D) as determined by

TUBE (tables S2 and S5). (E) U2OS cells were exposed to 90 min of

sodium arsenite or heat shock, fixed, and stained for stress granule markers

PABPC1 (red), EIF3h (not shown), and polyubiquitin (FK2, green). Graphs

represent a line scan of signal intensity for PABPC1 and FK2 channels across

the indicated stress granule. Scale bar, 50 mm. DAPI, 4′,6-diamidino-2-

phenylindole. (F) Colocalization between immunofluorescent signal for

PABPC1 and EIF3h and polyubiquitin as determined images collected as in

(E). Bar graphs represent mean (±SD) and individual Pearson’s correlation

coefficient values for >10 images (total of >100 cells for each condition).

(G) Histogram of enrichment factor of ubiquitin in stress granules (ratio of

the mean intensity of FK2-ubiquitin signal in granules to the mean intensity of

the total cell area, excluding granules) for >100 cells for each condition.

(H and I) Live-cell imaging of cells stably expressing green fluorescent protein

(GFP)–G3BP1 during heat stress and recovery in the presence or absence of

TAK243 for U2OS cells (H) or iPSC-derived neurons (I). Plots show the

percentage of cells with ≥2 stress granules at the indicated time, with [(H), line

graph] solid lines and error bars representing average values and SD for three

biological replicates with 30 to 50 cells each and [(I), bar graph] mean, data

range [error bars in (I)], and individual values shown for four biological replicates

with 48 to 120 neurons each. DMSO, dimethyl sulfoxide.
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Together, our results demonstrate that heat

stress induces the targeted ubiquitination of

a specific set of proteins and that this ubi-

quitination is required for recovery from mul-

tiple heat stress–induced cellular perturbations,

including reversal of mRNP remodeling, dis-

assembly of stress granules, and resumption of

nucleocytoplasmic transport and protein syn-

thesis (Fig. 7, F and G). Furthermore, the role of

stress-induced ubiquitination is context depen-

dent; indeed, several of these observations did

not hold true for arsenite stress. Our extensive
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Fig. 7. Ubiquitination is required for the recovery of nucleocytoplasmic

transport and translation after heat shock. (A) Immunoblot showing

formation and dissolution of polyubiquitinated protein–mRNA complexes

during heat shock and isolated by oligo(dT) resin. Where indicated, TAK243 was

added to media 30 min before heat shock and maintained for the duration of

the experiment. In drug-treated, unstressed samples, HEK293T cells were

incubated with TAK243 for 180 min before lysis. (B) HEK293T cells expressing

nucleocytoplasmic transport reporter NLS-tdTomato-NES were fixed and

imaged after no stress, 60-min heat shock, or 60-min heat shock and 120-min

recovery. Cells were treated with TAK243 or DMSO for 30 min before heat shock

or for a total of 120 min in non–heat-shocked cells. Nuclear and cytoplasmic

boundaries are indicated with dashed yellow and white lines, respectively.

(C) Quantification of nucleocytoplasmic ratio of tdTomato intensity from cell

images described in (B) from 20 to 30 cells for each condition. Error bars

indicate SEM. *P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001 by

ANOVA with Tukey’s test. (D) Immunoblotting of HEK293T cells treated with

puromycin to label nascent transcripts for 30 min before heat shock and

recovery in the presence or absence of TAK243. Cells were lysed at indicated

times, and translational activity was analyzed by immunoblotting for puromycin.

(E) Quantification of immunoblots shown in (D). Average and individual values

for puromycin signals are shown for two replicate experiments. ns is not

significant, *P < 0.05, and **P < 0.01 by Student’s t test. (F and G) Proposed

model illustrating heat shock–induced ubiquitination associated with mRNP

remodeling (F) and stress granule formation and shutdown of cellular activities

and the requirement for active ubiquitination for reversal of these processes

during recovery (G). NC, nucleocytoplasmic; RBPs, RNA-binding proteins.
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proteomics datasets describing the heat shock

ubiquitinome also suggest that ubiquitination

facilitates other aspects of the stress response

that have yet to be elucidated. Indeed, in pre-

liminary studies exploring the role of ubiquiti-

nation on sterol metabolism, we observed that

TAK243 treatment had considerable effects on

the cholesterol biosynthesis pathway during

both heat shock and recovery in a pattern en-

tirely different than that observed for the

other cellular activities investigated above

(Fig. 7G and fig. S7).

Discussion

The results presented here provide several in-

sights into the mechanisms by which ubiquiti-

nation facilitates recovery from heat stress.

Our proteomic and biochemical results reveal

a heat shock–dependent increase in ubiquiti-

nation of mRNPs and stress granule resident

proteins, and we propose that the presence of

these ubiquitin conjugates within stress gran-

ules facilitates an interaction with VCP to pro-

mote their timely disassembly during recovery

(62). This disassembly paradigm is apparently

not used during recovery from arsenite stress

(35), despite previous evidence suggesting the

involvement of VCP in this process. VCP can

function in a ubiquitin-independent manner

to disassemble some protein complexes (68),

which may explain this apparent contradiction.

Alternatively, VCPmay not actively disassemble

arsenite-induced stress granules but may act to

prevent the localization of ubiquitinated DRiPs

into aberrant stress granules. These DRiPs

would then accumulate when VCP is inhibited,

resulting in a loss of dynamism and resistance

to disassembly or clearance by a ubiquitin-

independent mechanism. This scenario would

account for the observation of a disassembly

defect upon VCP inhibition but not UBA1

inhibition.

Inhibited ubiquitination also prevented the

recovery of nucleocytoplasmic transport and

translation activity. Perhaps critical transport

and translation factors are sequestered in the

persistent stress granules and thus unable to

perform their normal functions upon the re-

moval of stress. This has been proposed as a

mechanism by which cellular stress disrupts

nucleocytoplasmic transport (8), and our results

further suggest a role for ubiquitination in

liberating proteins from stress granules after

the removal of heat stress.

Although the ubiquitin conjugation substrates

identified here provide insight into the stress

response, identification of the E3 ligases respon-

sible for this heat shock–dependent ubiquiti-

nation is an important next step. Our total

proteome analysis did not reveal any statisti-

cally significant stress-dependent increase

in E3 ligases, suggesting that the increased

ubiquitination was not likely influenced by

up-regulation of specific E3s. However, sev-

eral E3 ligases were highly enriched in the

TUBE pulldown experiments, including TRIP12,

TRIM25, and TRIM28, which warrant future

investigation as candidate E3s. Nedd4, an E3

ligase critical for heat shock–dependent ubi-

quitination in HeLa cells and mouse embry-

onic fibroblasts, was highly enriched after heat

shock in our TUBE pulldown from mouse

cortical neurons but not in any of the human

cells used here. Thus, despite a commonality

of ubiquitination substrates between cell lines,

the E3 ligases involved may have some cell

type specificity. Finally, in accordwith a recent

investigation identifying a role for SUMO-

targeted ubiquitination in the stress response

(34), we found that SUMOwas among themost

enriched heat shock ubiquitinome proteins in

both our TUBE and di-GLY analyses, suggest-

ing that SUMO-targeted E3 ligases are likely

to contribute to heat shock–dependent ubiq-

uitin conjugation.

Certain aspects of the adaptive nature of

stress-induced ubiquitination have long been

recognized. Particularly with proteotoxic insults

such as heat shock, stress induces several types

of potentially hazardous proteins (e.g., DRiPs,

thermolabilemisfolded proteins, and other dam-

aged proteins) that must be cleared to prevent

the formation of toxic species (29–31, 42–44).

This need is largely met by ubiquitination and

subsequent proteasomal degradation of the

offending species. A substantial portion of

the proteome becomes transiently insoluble

in response to heat stress (42–45), which sug-

gested a second mode whereby the cell can

temporarily reshape the proteome to survive

a stressful period. Our results add a third

dimension to these concepts, indicating that

changes to the ubiquitinome are tailored to

specific stressors and that, in the case of heat

shock stress, ubiquitination serves to prime the

cell for recovery. Furthermore, our direct com-

parisons of the relationship between ubiquiti-

nation and heat shock– or arsenite-induced

stress granules highlight important differences

in context-dependent mechanisms regulating

what otherwise appear to be very similar as-

semblies. Finally, our combined proteome and

ubiquitinome datasets represent a vast reposi-

tory of potentially interesting findings. Our

di-GLY-TMT analysis is especially rich, repre-

senting a deep and comprehensive ubiquiti-

nome, including many heat shock–dependent

ubiquitination events that were not reflected

in our TUBE results. These datasets therefore

provide a valuable community resource pro-

viding insight into many unexplored aspects

of the roles of ubiquitination in response

to stress.

Methods summary

All experiments were performed in HEK293T

and/or U2OS cells unless otherwise indicated.

Primary cultures of cortical neurons were

prepared from embryo day 15 ICR mice (Charles

River Laboratories) as previously described (69).

iPSC neurons were differentiated with a two-

step protocol (predifferentiation and matura-

tion) as previously described (70). For heat

shock treatment, cell culture media was re-

placed with fresh media prewarmed to 42°C

and placed at 42°C for the indicated time. In

recovery experiments, the cells were returned

to the 37°C incubator for the indicated time.

For matched control-treated cells, media was

replaced with fresh media warmed to 37°C

and maintained at 37°C for the indicated time

before harvest. For other stresses, media was

replaced with fresh media containing 0.5 mM

sodium arsenite, 0.4 M sorbitol, or 1 mM

bortezomib for the indicated time. For UV

stress, media was removed and replaced with

2 ml of phosphate-buffered saline (PBS) and

40 J/m
2
UV radiation was delivered. When

indicated, 1 mM TAK243 was added directly to

cell culture media 30 min before stress treat-

ment and maintained in the media until lysis.

Cell pellets were collected by centrifugation

followed by removal of media by aspiration,

and the cell pellet was washed twice with PBS.

Cell pellets were then lysed in the indicated

buffers supplemented with deubiquitinase and

protease inhibitors. Lysates were centrifuged,

and the supernatant fraction was collected as

the “soluble fraction” for TUBE or IP lysis buf-

fers or “whole-cell lysate” for urea lysis buffer.

To collect pellet fractions, the insoluble pellet

from TUBE lysis buffer was washed and res-

olubilized in urea lysis buffer.

For TUBE pulldowns, soluble or pellet cell

lysate fractions were incubated withHis-Halo-

TUBE beads overnight at 4°C. Beads with cap-

tured proteins were then washed, and captured

proteins were then released from the beads by

denaturation in 1X Laemmli sample buffer with

reducing agent and heating at 75°C for 5 min.

For IP and oligo(dT) pulldown, cells were

lysed in IP lysis buffer and lysates were in-

cubated overnight at 4°C with Protein G

Dynabeads (Invitrogen) conjugated to anti-

bodies against endogenous proteins according

to the manufacturer’s protocol. For oligo(dT)

pulldown, lysate was incubatedwith Oligo d(T)25
magnetic bead resin (New England Biolabs)

overnight at 4°C. After overnight incubation,

beads were washed and proteins were eluted

in 1X lithium dodecyl sulfate (LDS) sample

buffer with reducing agent for analysis by im-

munoblot and MS.

MS analysis was performed according to an

optimized platform as previously reported

(71). Eluates from the TUBE pulldown or IP

experiments were run on an SDS gel and

visualized by Coomassie staining (Thermo

Fisher Scientific). The whole gel lanes were

excised into gel bands. The digested peptides

were extracted from the gel bands, dried, and

reconstituted in loading buffer. Peptides were
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then fractionated by a high-performance LC

(HPLC) system and detected by an in-line

mass spectrometer. MS/MS spectra were

searched against the UniProt human protein

database and filtered by mass accuracy and

matching scores to reduce the protein false

discovery rate (FDR) to about 1%.

Proteomic profiling of the whole proteome

was carried out with a previously reported pro-

tocol (72). Briefly, for each sample, HEK293T

cells from one 10-cm dish were harvested,

washed with ice-cold PBS, and collected by

centrifugation. About 100 mg of protein per

sample of cell lysate was digested, followed by

Cys reduction, alkylation, and quenching. The

samples were further digested with trypsin

and differentially labeled with 11-plex TMT

reagents (Thermo Fisher Scientific) according

to the manufacturer’s protocol.

The TMT-labeled samplesweremixed equally,

desalted, and fractionated on an off-line HPLC

(Agilent 1220) using basic-pH reverse-phase LC.

The fractions were dried, reconstituted and

analyzed by acidic-pH reverse-phase LC-MS/MS

on an Ultimate 3000 UPLC system (Thermo

Fisher Scientific). Peptides were eluted, ionized

by electrospray ionization, and detected by an

in-line Orbitrap Fusionmass spectrometer. MS/

MS spectra were searched against the UniProt

human protein database and filtered by mass

accuracy andmatching scores to reduce protein

FDR to about 1%.

For di-GLY TMT ubiquitinome analysis,

proteomic profiling of the ubiquitinome was

performedwith a previously reported protocol

(52) with modification. Briefly, for each sample,

HEK293T cells from five 15-cm dishes were

harvested, washed with ice-cold PBS, and col-

lected by centrifugation. Cells were lysed, im-

mediately digested with LysC (Wako), quenched

with dithiothreitol (DTT) (30 mM for 30 min),

and subjected to trypsin digestion and desalting.

The desalted peptides were resuspended, centri-

fuged, and incubated with di-GLY antibody

beads (Cell Signaling Technology) for 2 hours

at 4°C. The di-GLY peptides were eluted at

room temperature, dried, and resuspended

for 11-plex TMT labeling. The TMT-labeled

peptides were combined equally among repli-

cates, desalted, and analyzed by multidimen-

sional chromatography coupled with tandem

mass spectrometry (LC/LC-MS/MS) using a

similar protocol descried above.

For proteomics statistics, the summed spec-

tral counts of replicate experiments were com-

pared among different treatments with missing

values replaced by a constant low value to

calculate fold change and P values. Stress-

induced changes were considered statistically

significant with P ≤ 0.02 and fold change ≥2,

excluding proteins detected in only one of

three replicates for experiments performed in

triplicate. In TMT-based quantification experi-

ments (total proteome and di-GLY profiling),

stress-induced changes were considered statisti-

cally significant with P ≤ 0.05 and fold change

≥1.5. The heat shock ubiquitinome was defined

from the TUBE experiment as proteins with a

statistically significant increase in the soluble

fraction and proteins with a statistically sig-

nificant increase in the pellet fraction but not

decreased in the soluble fraction (Fig. 2J),

excluding eight proteins for which peptides

were measured to have decreased abundance

in the di-GLY TMT experiment.
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INTRODUCTION: Stress granules are dynamic

structures composed of RNA and protein that

arise in the cytoplasm in response to a variety

of stressors. These structures form via liquid-

liquid phase separation and are usually promptly

disassembled after the initiating stress is relieved.

Stress granules assemble when the sum of

protein-protein, protein-RNA, and RNA-RNA

interactions breaches a particular threshold

known as the percolation threshold. When this

threshold is crossed, individual protein and

RNA molecules form a system-spanning network

that separates itself from its milieu to form a

distinct granule. When the network of inter-

actions falls below the percolation threshold,

the granule disassembles. For stress granules,

G3BP1 and G3BP2 are the proteins that pro-

vide the largest contribution to establishing the

percolation threshold for granule assembly.

RATIONALE: Whereas great progress has been

made in understanding the molecular basis

of stress granule assembly, little is known

about themechanisms that govern their elim-

ination. This process is of particular interest

given thatmanymutations that cause neuro-

degeneration lead to impaired clearance of

stress granules. The present investigation into

themechanisms of stress granule disassembly

was prompted by findings in an accompany-

ing report that G3BP1 is ubiquitinated when

stress granules assemble in response to heat

shock, but not when cells are exposed to other

types of granule-inducing stress.

RESULTS: We found that stress granule elimi-

nation in cultured human cells is accomplished

via one of two possible pathways: autophagy-

independent disassembly or autophagy-dependent

degradation. The fate of stress granules de-

pended onhow long they remained assembled.

Persistent stress granules, such as those that

arise through chronic stress or disease muta-

tions, were eliminated by autophagy-dependent

degradation. In contrast, short-lived granules

were rapidly disassembled in an autophagy-

independentmanner, which permits recycling

of constituents. Moreover, the mechanism

whereby stress granules are disassembled

depended upon the nature of the initiating

stress. We identified the molecular mecha-

nism of disassembly of stress granules induced

by heat stress and found that this ubiquitin-

dependent mechanism is specific to heat

shock and not other types of stress. In re-

sponse to heat shock, polyubiquitination of

G3BP1 enabled binding by FAF2, an endo-

plasmic reticulum (ER)–associated adaptor

for the ubiquitin-dependent segregase p97/

VCP. Subsequent extraction of G3BP1 from

stress granules by VCP leads to their disas-

sembly. Disease-causing mutations in VCP

impaired this disassembly mechanism.

CONCLUSION:We found that the fate of stress

granules and the mechanism of their elimi-

nation depends on the context in which they

were formed and the duration of their as-

sembly. In the setting of heat shock, ubiq-

uitination and subsequent removal of G3BP1

reduce the driving forces within the stress

granule network below the percolation thresh-

old for phase separation. Furthermore, the

localization of FAF2 in the ER membrane

indicates that stress granules that arise in

response to heat stress are disassembled at

the ER, consistent with other heat shock–

dependent stress responses such as the un-

folded protein response and ER-associated

degradation. Disease-causing mutations in

VCP not only impair autophagy-dependent

stress granule degradation, as previously re-

ported, but also impair autophagy-independent

disassembly. Thus,mutations inVCP represent

amechanistic link betweenneurodegeneration

and aberrant phase transitions. This finding

aligns with other disease-causing mutations

(e.g., mutations in intrinsically disordered re-

gions of RNA-binding proteins, hexanucleotide

repeat expansions in C9ORF72) that similarly

impinge on intracellular phase transitions.▪
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Stress granules are dynamic, reversible condensates composed of RNA and protein that assemble in

eukaryotic cells in response to a variety of stressors and are normally disassembled after stress is

removed. The composition and assembly of stress granules is well understood, but little is known

about the mechanisms that govern disassembly. Impaired disassembly has been implicated in some

diseases including amyotrophic lateral sclerosis, frontotemporal dementia, and multisystem

proteinopathy. Using cultured human cells, we found that stress granule disassembly was context-

dependent: Specifically in the setting of heat shock, disassembly required ubiquitination of G3BP1,

the central protein within the stress granule RNA-protein network. We found that ubiquitinated G3BP1

interacted with the endoplasmic reticulum–associated protein FAF2, which engaged the ubiquitin-

dependent segregase p97/VCP (valosin-containing protein). Thus, targeting of G3BP1 weakened the

stress granule–specific interaction network, resulting in granule disassembly.

B
iomolecular condensation is a vital strat-

egy of cellular organization that regu-

lates a variety of biological functions.

Ribonucleoprotein (RNP) granules are a

highly conserved class of biomolecular

condensates that governmany aspects of RNA

metabolism (1, 2). One prominent type of RNP

granule is the stress granule, a dynamic and

reversible cytoplasmic assembly formed in eu-

karyotic cells in response to a variety of stressors.

Formation of stress granules typically follows

upon inhibited translation initiation and poly-

somedisassembly,which causes a rapid increase

in the cytoplasmic concentration of uncoated

mRNA. This rise in cytoplasmic mRNA triggers

multicomponent liquid-liquid phase separation

(LLPS) with RNA-binding proteins, creating a

condensed liquid compartment that remains in

dynamic equilibriumwith, yet distinct from, the

surrounding cytosol (3–5). Impaired dynamics

of RNP granules such as stress granules are

implicated as an important contributor to

certain pathological conditions, including neu-

rodegenerative diseases (6).

Recent investigations of stress granule as-

sembly have yielded insight into how multi-

component networks self-organize to form a

compartment that is distinct from its sur-

roundings. Stress granules are composed of

RNA and protein that interact via protein-

protein, protein-RNA, and RNA-RNA inter-

actions, many of which may be weak and

transient. However, once the sum of these

interactions breaches a particular threshold,

known as the percolation threshold (6), the

individual molecules form a system-spanning

network that separates itself from its milieu—

in other words, LLPS ensues (3–5). The con-

cept of a percolation threshold is generalizable

to other biomolecular condensates, each of

which encodes a system-specific threshold

for LLPS.

In U2OS cell stress granules, there are ~36

proteins that, together with RNA, provide the

majority of the interactions that set the per-

colation threshold for RNA-dependent LLPS (3).

Whereas each constituent node of this network

contributes toward the sum of interactions re-

quired to reach thepercolation threshold, a small

subset of constituents of high centrality within

the interaction network predominately establish

this threshold (3, 7). Themost important proteins

in the stress granule interaction network are

G3BP1 and G3BP2, which provide the largest

contribution to establishing the percolation

threshold for stress granule assembly (3–5).

Indeed, elimination of G3BP1/2 proteins can

preclude stress granule assembly (3, 8) where-

as their enforced activation by optogenetic

induction of dimerization can initiate stress

granule assembly (3, 9). Higher-order regula-

tion over stress granule assemblymay also be

afforded by posttranslational modifications of

stress granule proteins that affect the interac-

tion network (10).

In healthy cells, stress granules are transient,

dynamic structures whose presence generally

corresponds to the duration of time during

which a stress is applied. However, exactly how

stress granules are removed from cells remains

unknown. Specifically, the role of autophagy in

the elimination of stress granules is unclear:

Whereas some studies have shown that stress

granule removal is autophagy-dependent (11),

autophagy-independent elimination has also

been reported (12). Autophagy independence is

consistent with evidence suggesting that stress

granule constituents are recycled, withmRNPs

reentering the translational pool after removal

of stress (13).

Insight into reconciling these apparent con-

tradictions may come from studies examining

the role of context in defining themechanisms

of stress granule assembly and disassembly. As

shown in our companion paper (14), stress

granules formedbyheat stress are disassembled

via ubiquitin-dependent mechanisms, whereas

those formed in response to arsenite are not.

Thus, the key nodes and cellular processes en-

gaged in disassembly of stress granules are

specific to the context of each stress. This

finding may explain why ubiquitination is

dispensable for arsenite-induced stress gran-

ule dynamics (15), whereas the ubiquitin-

binding adaptor protein ZFAND1 is required

(16). Here, we wanted to ascertain the extent

to which the mechanisms involved in stress

granule elimination depend on the nature of

the initiating stress.

G3BP1 undergoes K63-linked ubiquitination

upon heat shock

In our companion paper, we found that G3BP1

is ubiquitinated when stress granules are as-

sembled in response to heat shock, but notwhen

cells are exposed to other types of granule-

inducing stress (14). Furthermore, we found

that ubiquitination was not required for heat

shock–induced stress granule assembly but

was essential for their rapid disassembly after

removal of stress. However, the mechanism

whereby ubiquitination was required for stress

granule disassembly remained unclear (14).

In addition to its essential role in stress

granule formation, G3BP1 is required to main-

tain the assembly of stress granules, as phar-

macological disruption of G3BP1 dimers leads

to rapid disassembly of stress granules (3).

Thus, we hypothesized that ubiquitination and

targeted degradation of G3BP1 may have a key

role in disassembly.

To confirm that G3BP1 is ubiquitinated in

response to heat shock, we performed tandem-

ubiquitin binding entity (TUBE) pulldown of

ubiquitinated proteins from U2OS cells ex-

posed to heat shock (43°C) followed by im-

munoblotting (Fig. 1A), using G3BP1/2 double

knockout (dKO) cells as controls. We detected

increased levels of polyubiquitin-conjugated

G3BP1 as early as 15 min after exposure to

heat stress; with continuing stress, these levels

peaked at ~60 min and remained detectable

in the soluble fraction for at least 150 min

(Fig. 1B). After stress was removed, levels of

polyubiquitinated G3BP1 decreased, returning

to baseline within 3 hours after a 60-min heat
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stress. (A) Illustration showing TUBE capture of ubiquitinated G3BP1. TEV,

tobacco etch virus protease cleavage site. (B and C) Immunoblots of TUBE-

captured cell extracts showing levels of ubiquitinated G3BP1 in U2OS cells after

different durations of 43°C heat shock, using U2OS G3BP1/2 dKO cells as

controls (B), and during 37°C recovery (C). (D and E) Immunoblots of TUBE-

captured cell extracts showing levels of ubiquitinated G3BP1 in response to

oxidative stress (0.5 mM NaAsO2, 1 hour) (D) or osmotic stress (0.4 M sorbitol,

1 hour) (E). (F and G) Immunoblots of cell extracts captured with antibody to

GFP, showing K63-linked ubiquitination of G3BP1. Transfected HEK293T cells

were exposed to heat shock (43°C, 1 hour) and recovery (37°C, 30 min). K48R

and K63R prevent the formation of K48-linked (K48R) or K63-linked (K63R)

chains; K48 and K63 permit K48-linked or K63-linked chains exclusively. HA,

hemagglutinin; IP, immunoprecipitate. (H) G3BP1 domain labeled with lysines on
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stress (Fig. 1C). Polyubiquitin conjugation of

G3BP1 was specific to heat stress: Despite an

increase in total polyubiquitin conjugates in

response to oxidative or osmotic stress, cells

exposed to these stresses did not accumulate

polyubiquitinated G3BP1 (Fig. 1, D and E).

Polyubiquitin chains can be formed by con-

jugating ubiquitin to one of seven lysine (K)

residues of another ubiquitin molecule, giving

rise to K6-, K11-, K27-, K29-, K33-, K48-, or

K63-linked polyubiquitin chains (17). Among

these, K48- and K63-linked chains are the most

abundant and functionally well-characterized

linkage types (18). To determine which of these

linkage types were present in polyubiquitinated

G3BP1, we used ubiquitin mutants that prevent

the formation of K48-linked (K48R) or K63-

linked (K63R) chains or that permit K48-linked

or K63-linked chains exclusively (K48 or K63

being the only available lysines). Expression of

K63R inhibited accumulation of polyubiquitin-

conjugated G3BP1 upon heat shock, whereas

expression of K48R had no impact (Fig. 1F).

Conversely, cells expressing K63 ubiquitin (in

which the only available lysine is K63) ac-

cumulated polyubiquitin-conjugated G3BP1,

whereas cells expressing K48 ubiquitin did

not (Fig. 1G), which suggests that heat shock

promotes K63-linked polyubiquitination of

G3BP1. The levels of K63-linked polyubiquiti-

nated G3BP1 were lower than the levels of

polyubiquitinated G3BP1 using wild-type ubi-

quitin; therefore, other linkage types may

also contribute to this polyubiquitination.

Heat shock–induced stress granules

accumulate K63-linked polyubiquitin

chains that are required for stress

granule disassembly

Examination of public databases suggests 10

lysine residues in G3BP1 that are potentially

subject to ubiquitination (19). Of these, six

residues are located within the N-terminal

NTF2-like (NTF2L) domain and four in the

C-terminal RNA-recognition motif (RRM)

(Fig. 1H).Whenwemutated these 10 residues

(G3BP1 10KR) and expressed this construct in

G3BP1/2 dKO cells, we found no ubiquitina-

tion of G3BP1 in response to heat shock,

which suggests that G3BP1 10KR functions as

a ubiquitination null mutant (fig. S1A).

Stress granules induced by heat stress (but

not arsenite stress) exhibit a robust accumu-

lation of polyubiquitin signal (14). To exam-

ine the contributions of K48- versus K63-

linked chains to this ubiquitin signal within

stress granules, we used linkage-specific anti-

bodies. Whereas K48- and K63-linked poly-

ubiquitin signals were both uniformly distributed

throughout the cell under basal conditions

(fig. S1B), only K63-linked polyubiquitin sig-

nals accumulated in stress granules upon heat

shock in wild-type U2OS cells (Fig. 1I). Fur-

thermore, K63-linked polyubiquitin signal was

significantly diminished in G3BP1/2 dKO cells

expressing G3BP1 10KR fused to green fluo-

rescent protein (GFP-G3BP1 10KR), whereas

G3BP1/2 dKO cells expressing wild-type GFP-

G3BP1 (GFP-G3BP1 WT) accumulated K63-

linked polyubiquitin signal in stress granules

at levels comparable to those observed in

wild-type U2OS cells (Fig. 1, I and J). Thus, a

substantial portion of heat shock–induced

polyubiquitin signal in stress granules arises

from K63-linked polyubiquitination of G3BP1.

Polyubiquitin conjugation of G3BP1 was

eliminated by treatment with TAK-243, a

small-molecule inhibitor of UBA1, an E1

ubiquitin-activating enzyme (Fig. 1, K and L).

Consistent with our previous observations (14),

blocking ubiquitination by TAK-243 signif-

icantly delayed stress granule disassembly

during recovery from heat stress (Fig. 1, M

and N, and movie S1). Thus, ubiquitination is

required for stress granule disassembly after

heat shock. Similar results were obtained upon

small interfering RNA (siRNA)–mediated

knockdown of UBA1 (14). We next sought to

investigate the relationship between poly-

ubiquitin conjugation of G3BP1 and stress

granule dynamics.

Ubiquitination within G3BP1 NTF2L is

required for disassembly of heat

shock–induced stress granules

To investigate the effect of G3BP1 ubiquitina-

tion on stress granule dynamics, we first sought

to identify the heat shock–dependent ubiquiti-

nation site(s) within G3BP1. To this end, we

generated constructs in which six lysine resi-

dues in the NTF2L domain (6KR) or four lysine

residues in the RRM domain (4KR) were mu-

tated to arginines (fig. S2A). When expressed in

G3BP1/2 dKO cells, G3BP1 6KR showed greatly

reduced ubiquitination in response to heat

shock, whereas G3BP1 4KR showed no appar-

ent change in polyubiquitin conjugation; this

result implies that the NTF2L domain is pref-

erentially ubiquitinated upon heat shock

(Fig. 2A). The crystal structure of the NTF2L

dimer (PDB: 5FW5) indicates that all six

lysine residues are surface-exposed. K36, K50,

K59, and K64 are clustered to form a posi-

tively charged surface on the lateral sides of

homodimeric NTF2L domains (Fig. 2B); K50

and K76 from each monomer lie adjacent to

the dimeric interface; and K123 is located near

the hydrophobic groove between a helices,

where the nsP3 protein of Old World alpha-

viruses binds to inhibit stress granule assembly

(fig. S2B). To gain insight into which lysines in

G3BP1 are ubiquitinated, we generated an ad-

ditional series of Lys → Arg (K-to-R) muta-

tions. Mutation of the four clustered lysine

residues (K36/50/59/64R) nearly abolished

heat shock–dependent ubiquitination of G3BP1

in G3BP1/2 dKO cells, whereas other combina-

tions of mutations to NTF2L lysines had no

strong effect (Fig. 2C). However, ubiquitina-

tion levels further decreased in the 6KR mu-

tant, and we therefore used G3BP1 6KR as a

ubiquitination-deficient mutant. Ubiquitina-

tion of G3BP1 in this region is consistent with

results from an independent approach (14).

Specifically, paired di-Gly and tandemmass

tag (TMT) analysis revealed enrichment of

ubiquitinated G3BP1 peptide containing K50

[K.NSSYVHGGLDSNGK
50
PADAVYGQK.E (20)]

upon heat shock and subsequent decrease in

this ubiquitinated species during recovery

from stress (Fig. 2D). The decrease in ubiq-

uitinated G3BP1 during recovery appears to

reflect proteasome-dependent degradation, be-

cause treatment with the proteasome inhibitor

bortezomib (Btz) led to accumulation of ubiq-

uitinated G3BP1 (Fig. 2D).

We next sought to determine the role of

G3BP1 ubiquitination in stress granule dy-

namics, including assembly, disassembly, and

dynamic exchange between the stress granule

and surrounding cytoplasm. To this end, we

first generated stable cell lines in which G3BP1

6KR, 4KR, or 10KR were reintroduced into

G3BP1/2 dKO cells at levels comparable to

endogenous G3BP1 levels in wild-type cells

(fig. S2, C and D). To rule out the possibility

that the K-to-R mutations impair intrinsic

properties of G3BP1, we performed a series

of control experiments. First, we assessed the
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which ubiquitination has been reported. In the G3BP1 10KR mutant, six lysines in

NTF2L and four lysines in RRM are mutated to arginine. (I) Immunofluorescent

staining of fixed U2OS WT and U2OS G3BP1/2 dKO cells stably expressing

GFP-G3BP WT and 10KR. Scale bar, 10 mm. (J) Fluorescence intensities of

K48- and K63-linked ubiquitin in eIF3h-positive stress granules from three technical

replicates are plotted in (n = 90). Error bars indicate SEM. ****P < 0.0001

(ANOVA with Tukey’s test). (K) Structure of TAK-243. (L) Immunoblot of

TUBE-captured cell extracts showing block of heat shock–induced G3BP1

ubiquitination by TAK-243. U2OS cells were treated with DMSO or TAK-243

for 1 hour prior to heat shock. (M and N) Fluorescent imaging of U2OS

cells stably expressing GFP-G3BP1 were treated with DMSO or TAK-243

(1 hour) prior to imaging. Representative images are shown in (M). In (N),

GFP signals were monitored at 30-s intervals to count cells with two or

more stress granules from three technical replicates (vehicle n = 32, TAK-243

n = 35). Scale bar, 20 mm. Error bars indicate SEM. ****P < 0.0001

(Mantel-Cox test).
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Fig. 2. Ubiquitination of the NTF2L domain of G3BP1 is required for the

disassembly of stress granules. (A) Immunoblot of transfected HEK293T cell

extracts captured with antibody to GFP after exposure to no stress, heat

shock for 1 hour, or 37°C recovery for 30 min. (B) Dimeric structure of G3BP1

NTF2L domain. K36, K50, K59, and K64 are highlighted in enlarged images

(orange). (C) Immunoblot of transfected HEK293T cell extract captured with

antibody to GFP after exposure to heat shock for 1 hour. (D) TMT intensity of

ubiquitinated G3BP1 peptides during heat shock and recovery with or without

bortezomib (Btz). Error bars indicate SD. *P < 0.05, ***P < 0.001, ****P <

0.0001 (ANOVA with Dunnett’s test). (E) Percolation threshold of GFP-G3BP1

WT, 6KR, 4KR, and 10KR exposed to heat shock for 1 hour. U2OS G3BP1/2 dKO

cells without stress granules (red) and with stress granules (blue) are plotted

from three biological replicates according to GFP intensities (WT n = 109, 6KR

n = 86, 4KR n = 78, 10KR n = 85). Yellow boxes indicate the cells with 25%

highest levels of GFP within the stress granule–null group. (F) Stress granule

disassembly in U2OS G3BP1/2 dKO cells expressing G3BP1 WT, 6KR, 4KR, or

10KR. Scale bar, 20 mm. (G) GFP signals were monitored at 30-s intervals at

37°C for 2 min, 43°C for 60 min, and 37°C for 118 min to count cells with two or

more stress granules from three biological replicates (WT n = 38, 6KR n = 36,

4KR n = 39, 10KR n = 39). Error bars indicate SEM. ****P < 0.0001 (Mantel-Cox

test). (H) FRAP of GFP-positive puncta in U2OS G3BP1/2 dKO cells transfected

with GFP-G3BP1 WT, 6KR, 4KR, or 10KR and exposed to heat shock (1 hour)

followed by recovery (10 min) from three biological replicates is plotted as

mean ± SEM (WT n = 48, 6KR n = 48, 4KR n = 45, 10KR n = 49). ****P < 0.0001

(ANOVA with Tukey’s test). (I) Quantification of mobile fraction at 40 s of

recovery from three biological replicates (WT n = 48, 6KR n = 48, 4KR n = 45,

10KR n = 49). Error bars indicate SD. **P < 0.01, ***P < 0.001 (ANOVA with

Dunnett’s test); n.s., not significant.
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impact of K-to-R mutations on G3BP1 dimer-

ization and binding to interaction partners. By

coimmunoprecipitation, we confirmed that

GFP-G3BP1 WT, 6KR, 4KR, and 10KR mutants

formed dimers with endogenous G3BP1 WT

(fig. S2E). Moreover, 6KR mutations in the

NTF2L domain did not alter G3BP1’s ability

to interact with caprin 1 and USP10 through

this domain (fig. S2F), nor did 4KR muta-

tions in the RRM domain alter its ability to

bind RNA (fig. S2G), which suggested that

the intrinsic properties of G3BP1 were not

compromised by K-to-R substitution.

The most sensitive test of perturbation to

G3BP1 function is the concentration thresh-

old needed to trigger stress granule assembly

in cells—the percolation threshold. To test this,

we transiently transfected G3BP1 mutants into

G3BP1/2 dKO cells and measured the G3BP1

concentration threshold at which stress gran-

ule assembly was initiated (3). The concentra-

tion threshold for stress granule assembly for

the 6KR, 4KR, and 10KR mutants was un-

changed from G3BP1 WT (Fig. 2E). Thus, the

K-to-R mutants block G3BP1 ubiquitination

but do not otherwise impair intrinsic phase

separation properties or interactions that

support stress granule assembly.

We next assessed how preventing ubiquiti-

nation of G3BP1 affected stress granule dy-

namics. Upon heat shock, all three mutant

forms of G3BP1 assembled stress granules

with kinetics identical to those of G3BP1 WT

(Fig. 2, F and G, and movie S2), indicating

that the assembly of stress granules is in-

dependent of ubiquitination of G3BP1. This

result is consistent with our findings that

global inhibition of ubiquitination with TAK-

243 did not alter the dynamics of stress gran-

ule assembly in response to heat shock (Fig. 1,

M and N) (14). However, 6KR and 10KR mu-

tations resulted in significantly prolonged

stress granule disassembly (Fig. 2, F and G,

and movie S2). G3BP1 10KR (KR mutations

in NTF2L and RRM domains) had a more

severe impact on stress granule disassembly

than did G3BP1 6KR (KR mutations in NTF2L

only); hence, the four lysine residues in the

RRM domain may also contribute to stress

granule disassembly, although the levels of

polyubiquitination in the RRM domain were

below the detection limit by immunoblotting.

When we assessed G3BP1 dynamics within

stress granules during heat shock by fluo-

rescent recovery after photobleaching (FRAP)

analysis, when stress granules were fully as-

sembled, all three mutant forms of G3BP1

showed fluorescence recovery at a rate iden-

tical to that of G3BP1 WT (fig. S2H). In con-

trast, after heat stress was removed and the

disassembly phase had begun, the G3BP1

6KR and 10KR mutants showed significantly

slower recovery rates and greater immobile

fractions relative to wild-type and 4KR pro-

teins (Fig. 2, H and I). Thus, mutations im-

peding ubiquitination of NTF2L caused a
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Fig. 3. VCP interacts with ubiquitinated G3BP1 in response to heat shock.

(A) Fluorescent imaging of U2OS G3BP1/2 dKO cells stably expressing GFP-

G3BP WT, 6KR, 4KR, or 10KR exposed to heat shock for 1 hour. Scale bar, 20 mm.

(B) Fluorescence intensities of VCP in eIF3h-positive stress granules from

three technical replicates (n = 90). Error bars indicate SEM. ****P < 0.0001

(ANOVA with Tukey’s test). (C) Immunoblot of U2OS cell extracts exposed to

heat shock for the indicated times. Cell extracts were captured with magnetic

beads conjugated with VCP antibody for IP, and resulting beads were analyzed

by immunoblot. (D) Quantification of immunoblots from three biological

replicates. Error bars indicate SEM. **P < 0.01, ***P < 0.001 (ANOVA with

Tukey’s test). (E) Immunoblot showing G3BP1-VCP interaction in U2OS cells

based on duration of recovery after heat shock for 2 hours. Cell extracts were

captured with magnetic beads conjugated with antibody to VCP for IP, and the

resulting beads were analyzed by immunoblot. (F) Immunoblot of U2OS cells

treated with DMSO or TAK-243 (60 min) and exposed to heat shock for 2 hours.

Cell extracts were captured with magnetic beads conjugated with antibody to

VCP for IP. Blots show an attenuated G3BP1-VCP interaction with inhibition of

ubiquitination. (G) Immunoblot of U2OS G3BP1/2 dKO cells stably expressing

G3BP1 WT, 6KR, 4KR, or 10KR and exposed to heat shock for 2 hours. Cell

extracts were captured with magnetic beads conjugated with antibody to GFP for

IP. (H) Quantification of immunoblots from three biological replicates. Error

bars indicate SEM. ***P < 0.001 (ANOVA with Tukey’s test).
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Fig. 4. VCP regulates dis-

assembly of stress gran-

ules. (A to C) Top: U2OS/

GFP-G3BP1 cells were

treated with DMSO or

bafilomycin A1 (BafA1) for

18 hours before live imag-

ing. Scale bars, 20 mm.

Bottom: GFP signals were

monitored at 30-s intervals

at 37°C for 2 min, 43°C for

30 min (A), 60 min (B),

or 90 min (C), and 37°C for

88 min (A), 118 min (B), or

148 min (C) to count cells

with two or more stress

granules from three techni-

cal replicates [DMSO n = 56,

BafA1 n = 58 in (A); DMSO

n = 56, BafA1 n = 58 in (B);

DMSO n = 52, BafA1 n = 59

in (C)]. Error bars indicate

SEM. ****P < 0.0001

(Mantel-Cox test). (D and

E) U2OS/GFP-G3BP1 cells

were treated with DMSO or

CB-5083 (1 hour) (D) or

transfected with nontarget-

ing (NT) or VCP siRNA (E)

before live imaging. GFP

signals were monitored at

30-s intervals at 37°C for

2 min, 43°C for 60 min, and

37°C for 118 min to count

the cells with two or more

stress granules [DMSO

n = 40, CB-5083 n = 47 in

(D); NT siRNA n = 44, VCP

siRNA n = 53 in (E)]. Scale

bars, 50 mm (D), 20 mm (E).

Error bars indicate SEM.

****P < 0.0001 (Mantel-Cox

test). (F) Immunoblot of

U2OS cells transfected with

NT or VCP siRNA from three

biological replicates. Error

bars indicate SEM. **P <

0.01 (Student’s t test).

(G) U2OS/GFP-G3BP1 cells

were transfected with

pmCherry-N1, VCP

WT-mCherry, VCP R155H-

mCherry, or VCP A232E-

mCherry. Scale bar, 10 mm.

(H) GFP signals of mCherry-

positive cells were

monitored at 60-s intervals

at 37°C for 2 min, 43°C

for 60 min, and 37°C for

88 min to count cells with two or more stress granules from three biological replicates (control n = 23, VCP WT n = 29, VCP R155H n = 26, VCP A232E n = 39).

Error bars indicate SEM. **P < 0.01 (Mantel-Cox test). (I) U2OS cells expressing photoactivatable G3BP1 (G3BP1-PAGFP) were transfected with NT or VCP

siRNA. (J) Intensities of GFP signals within activated ROIs were monitored at 200-ms intervals from three technical replicates. ****P < 0.0001 (ANOVA with Sidak’s test).

(K) Immunoblots of U2OS cells expressing G3BP1-PAGFP transfected with NT or VCP siRNA from three biological replicates. ***P < 0.001 (Student’s t test).
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relative reduction in G3BP1 mobility that

was specific to the disassembly phase.

Heat shock induces interaction of VCP with

ubiquitinated G3BP1

Depletion of cellular adenosine triphosphate

(ATP) by the addition of 2-deoxyglucose (2-

DG), an inhibitor of the glycolytic pathway,

impairs stress granule assembly and subse-

quent dynamic behavior, implicating energy-

dependent processes in assembly dynamics

(21). However, the requirement of cellular ATP

for the disassembly of stress granules has not

been explored. Thus, we examined the contri-

bution of ATP to stress granule disassembly.

Under basal conditions, addition of 2-DG led

to a ~40% reduction in cellular ATP levels after

30 min, as assessed by a luminescent signal–

based ATP sensor (fig. S3A). In contrast, ad-

dition of 2-DG after 60 min of heat shock and

immediately before recovery led to a ~70%

reduction in cellular ATP levels within 10 min

(fig. S3A). Concurrently, we observed defects in

disassembly of stress granules induced by heat

shock or arsenite stresses (fig. S3, B to E, and

movie S3), which suggests that ATP is hydro-

lyzed during the recovery phase and that

stress granules are disassembled via energy-

dependent processes irrespective of stress

type (i.e., heat shock or arsenite).

The stress granule proteome contains a

large group of proteins with adenosine tri-

phosphatase (ATPase) activities (21, 22), and

the ATPase VCP is recruited to stress granules

and contributes to their clearance (11, 16). VCP

is a ubiquitin-dependent protein segregase

coupled to both proteasome-dependent and

autophagy-dependent degradation (11, 12, 16).

Because disassembly of heat shock–induced

stress granules depends on the ubiquitination

of G3BP1, we hypothesized that VCP acts on

ubiquitinated G3BP1 to promote disassembly

of stress granules. Thus, we first testedwhether

recruitment of VCP to stress granules is con-

tingent upon ubiquitination of G3BP1. We first

confirmed that VCP was recruited to stress

granules upon heat shock in wild-type U2OS

cells (fig. S4A). Although G3BP1/2 dKO cells do

not form stress granules (3, 8), reintroduction

of exogenous GFP-G3BP1 WT or 4KR in these

cells restored VCP recruitment to stress gra-

nules to levels similar to those observed in

wild-type U2OS cells (Fig. 3, A and B, and fig.

S4A). However, VCP recruitment to stress gra-

nules was significantly reduced in G3BP1/2

dKO cells stably expressing GFP-G3BP1 6KR

or 10KR (Fig. 3, A and B). Thus, ubiquitina-

tion of G3BP1 contributes to the recruit-

ment of VCP to stress granules. Although

G3BP1 is not the only stress granule protein

that is ubiquitinated (14), these data are

consistent with the pronounced abundance

of G3BP1 among the protein constituents of

stress granules (21).

Consistent with these findings, endogenous

G3BP1 coimmunoprecipitated with VCP upon

heat shock (Fig. 3, C and D). This interaction

gradually increased during a 2-hour heat

shock period and decreased to baseline levels

within 1 hour of recovery (Fig. 3, C to E). TAK-

243 treatment abolished the VCP-G3BP1 inter-

action upon heat shock (Fig. 3F), confirming

that the interaction is ubiquitin-dependent. To

further assess the role of G3BP1 ubiquitination

in this interaction, we expressed WT, 6KR,

4KR, and 10KR mutants in G3BP1/2 dKO cells

and assessed their binding to VCP. 6KR and

10KR mutants showed significantly reduced

binding to VCP compared to G3BP1 WT upon

heat shock, whereas VCP interaction was not

significantly affected in the 4KR mutant (Fig.

3, G andH). This observation is consistentwith

ubiquitination of the G3BP1 NTF2L domain,

but not that of the RRM domain, being pri-

marily responsible for interaction with VCP.

Both 6KR and 10KR mutants still showed

modest interaction with VCP upon heat shock,

although the levels were substantially lower

than for G3BP1 WT. Because we did not ob-

serve VCP-G3BP1 interaction in cells treated

with TAK-243, this findingmay be attributable

to indirect interaction of VCP with other ubiq-

uitinated proteins bound to G3BP1. Finally, the

levels of ubiquitinated G3BP1 were increased

by the addition of a VCP inhibitor (CB-5083)

and stabilized by the addition of the protea-

some inhibitor bortezomib; these findings

suggest that ubiquitinated G3BP1 is targeted

by VCP for proteasomal degradation during

stress granule disassembly (fig. S4, B and C).

The mechanism of stress granule

clearance shifts from disassembly to

autophagy-dependent degradation during

prolonged stress

VCP is essential for autophagy-dependent clear-

ance of persistent stress granules, such as those

arising from prolonged stress or disease muta-

tions (11, 23–25). A recent report corroborated

the importance of VCP in stress granule clear-

ance but found the process to be autophagy-

independent (12). This latter report is consistent

with evidence indicating that stress granule

constituents are often recycled, with mRNPs

reentering the translational pool after removal

of stress; however, it was unclear how to rec-

oncile these results with the earlier reports

(13). We reasoned that themechanism of stress

granule clearance might be influenced by the

chronicity of the initiating stress. To test this

hypothesis, we compared the kinetics of stress

granule assembly and disassembly in the pres-

ence and absence of bafilomycin A1 (BafA1), a

vacuolar H
+
-ATPase inhibitor that blocks au-

tophagy (26). With a short (30-min) exposure

to heat shock, stress granules rapidly assembled

and then completely disassembled, with all

stress granules resolved by 30min after removal

from heat shock (Fig. 4A and movie S4). With

an intermediate (60-min) exposure to heat

shock, stress granules also rapidly assembled

and completely disassembled, although the

disassembly phase was protracted to 60 min

in proportion to the longer duration of stress

(Fig. 4B and movie S5). BafA1 treatment did

not have a significant impact on the kinetics

of disassembly after a 30- or 60-min heat

shock, indicating that disassembly was taking

place independent of any autophagic degra-

dation. With more prolonged heat shock

(90min), the kinetics of stress granule assem-

bly were again unchanged, but disassembly

became even more protracted and highly sen-

sitive to BafA1 treatment, indicating a tran-

sition to autophagy-dependent clearance of

stress granules (Fig. 4C andmovie S6). These

results are consistent with prior observations

of autophagy-dependent clearance of persistent

stress granules such as those initiated by disease

mutations (11). In such instances, somestressgran-

ule disassembly is observed, but autophagy is re-

quired for complete removal of stress granules.

VCP is required for disassembly of

stress granules

Heat shock–dependent ubiquitination of G3BP1

and subsequent interactionwith VCP prompted

us to examine whether VCP activity is also re-

quired for disassembly of more typical heat

shock–induced stress granules. Chemical in-

hibition of VCP using two different inhibitors

(Fig. 4D, fig. S4D, and movie S7) and siRNA

knockdown of VCP (Fig. 4, E and F, and

movie S8) each led to significant delay in the

disassembly of heat shock–induced stress

granules. Expression of disease-causing mu-

tant forms of VCP (A232E and R155H) causes

the accumulation of poorly dynamic stress

granules (11). In this prior study it was un-

clear whether VCP mutations generally im-

paired autophagy-dependent clearance, including

stress granules, or whether VCP played a more

direct role in controlling some aspect of stress

granule dynamics that was also impaired by

disease mutations. The appreciation that VCP

is important for stress granule disassembly af-

forded the opportunity to determine whether

this activity of VCP is also impaired by disease

mutations. Thus, we tested the impact of mu-

tant VCP on stress granule dynamics. Whereas

exogenous expression of wild-type VCP did not

alter rates of stress granule assembly or dis-

assembly, expression of VCP A232E or R155H

significantly delayed disassembly of stress

granules upon removal of heat stress (Fig. 4,

G and H, and movie S9). Thus, mutant VCP

proteins have a dominant negative effect on

stress granule disassembly similar to that

observed in the presence of VCP inhibitors or

VCP knockdown.

To further assess the impact of VCP onG3BP1

dynamics in stress granules, we generated a
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Fig. 5. FAF2 links ubiquitinated G3BP1 to VCP. (A) Venn diagram showing

overlapping proteins among the stress granule proteome and known VCP

adaptors. (B) Immunoblot of U2OS cells extracts captured with antibody to

GFP exposed to no stress, heat shock (1.5 hours), oxidative stress (sodium

arsenite, 1.5 hours), or osmotic stress (sorbitol, 1.5 hours). (C) Immunoblot of

U2OS cell extracts captured with antibody to VCP after transfection with

NT or FAF2 siRNA and exposure to heat shock for 1.5 hours. (D) Domain

structure of human FAF2 protein and deletion constructs used to investigate the

function of individual domains of FAF2. UBA, ubiquitin-associated domain; TM,

transmembrane domain; UAS, upstream activation sequence domain; UBX,

ubiquitin regulatory X domain. (E) Immunoblot of U2OS cells captured with

antibody to FLAG exposed to heat shock for 1.5 hours after transfection of

FLAG-FAF2 full length (FL) or deletion mutants. (F) Immunoblot of U2OS cells

exposed to no stress or heat shock for 1.5 hours. Cell extracts were incubated

with or without purified USP2 and captured with magnetic beads conjugated

with antibody to G3BP1 for IP, and the resulting beads were analyzed by

immunoblot. (G) Immunoblots of U2OS G3BP1/2 dKO cells stably expressing

G3BP1 WT, 6KR, 4KR, or 10KR mutants and exposed to heat shock for 2 hours.

Cell extracts were captured with magnetic beads conjugated with antibody to

GFP for IP. (H) U2OS/GFP-G3BP1 cells were transfected with NT or FAF2 siRNA.

Scale bar, 50 mm. (I) GFP signals were monitored at 30-s intervals at 37°C

for 2 min, 43°C for 60 min, and 37°C for 118 min to count cells with two or more

stress granules from three technical replicates (NT siRNA n = 47, FAF siRNA

n = 59). Error bars indicate SEM. ****P < 0.0001 (Mantel-Cox test).

(J) Fluorescent imaging of U2OS/GFP-G3BP1 cells exposed to heat shock

for 1 hour. Scale bar, 10 mm. (K) Fluorescence intensities of VCP in stress

granules from three biological replicates are plotted as mean ± SEM

(NT siRNA n = 272, FAF2 siRNA n = 349). ****P < 0.0001 (Student’s t test).
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stable U2OS cell line expressing G3BP1

conjugated to photoactivatable GFP (G3BP1-

PAGFP) (27) that allowed us to explore in-

tracellular G3BP1 dynamics by tracking pho-

toactivated molecules. Regions of interest

(ROIs) within cells expressing G3BP1-PAGFP

were excited briefly with a ~400-nm laser to

activate selected pools of G3BP1, followed by

time-lapse 488-nm imaging. Stress granule–

localized G3BP1 proteins were successfully

visualized after PAGFP photoconversion, which

enabled monitoring of their mobility (Fig. 4I).

In control cells transfected with nontargeting

siRNA, the fluorescence intensity of stress

granules diminished over time within ROIs

and redistributed to nearby stress granules

(Fig. 4, I to K). Photoactivated G3BP1-PAGFP

in cells depleted of VCP displayed significantly

longer residence time in stress granules and

limited redistribution of signal to neighboring

stress granules; this suggests that VCP is needed

to facilitate G3BP1 exit from stress granules

(Fig. 4, I to K, and movies S10 and S11).

FAF2, an endoplasmic reticulum–associated

VCP adaptor, recruits G3BP1 to promote

disassembly of stress granules

VCP associates with a large number of in-

teracting partners and cofactors that regulate

its activities in a variety of cellular pathways

(28–31). VCP binds to ubiquitinated substrates

largely through complexes that include co-

factor proteins with ubiquitin-binding domains

that function as ubiquitin adaptors for VCP

(32). Approximately 35 VCP cofactor proteins

have been identified in mammalian cells

(16, 31, 33, 34), although in most cases the

pathways in which these cofactors function,

and the substrates that they recognize, remain

poorly defined. Thus, we sought to identify the

cofactor(s) that link VCP to stress granules by

binding ubiquitinated G3BP1 and thereby

influencing the disassembly of heat shock–

induced stress granules.

To establish a candidate list of relevant VCP

interactors, we integrated a list of 35 VCP

cofactors with 1552 proteins previously identi-

fied in stress granules initiated by multiple

stressors (table S1) (3, 21, 35, 36). The stress

granule proteome and VCP cofactors had sev-

en proteins in common (Fig. 5A), including

ZFAND1, a protein that promotes the clear-

ance of arsenite-induced stress granules by

recruiting VCP and the 26S proteasome (16).

We confirmed the interaction of five of these

adaptors with endogenous VCP (fig. S5A). Of

the seven proteins in common between the

stress granule proteome and known VCP co-

factors, only the endoplasmic reticulum (ER)–

associated protein FAF2 (FAS-associated factor

2; also known as UBXD8) demonstrated inter-

action with G3BP1 upon heat shock (Fig. 5B).

FAF2 interacts with VCP via its C-terminal

UBX domain (37, 38). Thus, we hypothesized

that FAF2 binding to VCP might mediate the

interaction between VCP and G3BP1. Indeed,

siRNA-mediated knockdown of FAF2 elimi-

nated the VCP-G3BP1 interaction (Fig. 5C and

fig. S5B). We next performed systematic dele-

tion analysis of FAF2 to identify the domain

needed for interaction with G3BP1. FAF2-

G3BP1 interaction did not require the UBA

domain, but rather the UAS domain (Fig. 5, D

and E). The same strategy of domain inter-

actions of FAF2 (i.e., UBX domain–mediated

interaction with VCP and UAS domain–

mediated interaction with substrate) is also

found in an entirely different context, en-

abling VCP-dependent degradation of adipose

triglyceride lipase (ATGL) in lipid metabolism

(37). Nonetheless, we found that formation of

a complex between FAF2 and G3BP1 was

ubiquitin-dependent, because it was prevented

by treatment of G3BP1 with the deubiquitinase

USP2 (Fig. 5F) and ubiquitination-deficient

G3BP1 6KR and 10KR mutants failed to in-

teract with FAF2 (Fig. 5G). Because FAF2-

G3BP1 interaction is ubiquitin-dependent but

does not require the UBA domain of FAF2,

these results may suggest the existence of an

additional ubiquitin-binding entity within the

G3BP1-FAF2-VCP complex.

Disassembly of heat shock–induced stress

granules is FAF2-dependent

We next examined the importance of FAF2 in

stress granule disassembly. Depletion of FAF2

by siRNA delayed the disassembly of heat

shock–induced stress granules upon removal

of heat stress, phenocopying our earlier ob-

servations using chemical inhibitors of VCP

(Fig. 5, H and I, and movie S12). In contrast,

depletion of six other adaptors, including

ZFAND1, did not significantly alter the dis-

assembly of heat shock–induced stress gran-

ules upon removal of heat stress (fig. S5C),

which suggests that VCP specifically engages

FAF2 to regulate the dynamics of stress

granules induced by heat shock. Depletion of

ZFAND1 delayed disassembly of arsenite-

induced stress granules upon removal of

arsenite as expected (16), whereas depletion

of FAF2 failed to delay disassembly of arsenite-

induced stress granules, demonstrating a context-

dependent control of stress granule dynamics

by ZFAND1 and FAF2 (fig. S5, D to G).

The FAF2-G3BP1-VCP pathway of stress

granule disassembly occurs at the

ER membrane

FAF2 is an ER membrane–associated protein

that contains a stretch of 28 hydrophobic

amino acid residues that are inserted into the

cytosolic surface of the ER membrane (39).

FAF2 is perhaps best known for its role in

ubiquitin-dependent degradation of misfolded

ER proteins in the context of ER-associated

protein degradation (ERAD) (40, 41). FAF2 is

also essential for VCP-dependent degradation

of ATGL in ER-associated lipid droplet me-

tabolism (37). The VCP-FAF2 complex dis-

assembles mRNPs by promoting the extraction

anddegradation of ubiquitinatedHuR, anRNA-

binding protein, frommRNA (42). Thus, there is

precedent for FAF2 involvement in ubiquitin-

dependent degradation of diverse substrates,

including RNP granule constituents, at the ER

membrane.

To assess whether the FAF2-G3BP1-VCP

pathway of stress granule disassembly occurs

at the ERmembrane, we began by examining

the spatiotemporal relationship among the

ER, FAF2, G3BP1, and VCP upon heat shock.

At baseline, FAF2 was diffusely distributed

with the ER, as indicated by colocalization

with the ERmarker calnexin (fig. S6A). Upon

heat shock, calnexin and FAF2 signals ap-

peared as bulges within ER tubules that

colocalized with stress granules marked by

GFP-G3BP1 (Fig. 5J). VCP showed a similar

colocalization with G3BP1, FAF2, and calnexin

upon heat shock (Fig. 5J). In contrast, arsenite

stress did not induce appreciable FAF2 local-

ization with stress granules (fig. S6B). VCP

accumulation in heat stress–induced stress

granules was significantly decreased in cells

depleted of FAF2, whereas the more modest

VCP accumulation in arsenite-induced stress

granules was not influenced by depletion of

FAF2 (Fig. 5K and fig. S6, C and D). These

findings support our hypothesis that FAF2

functions as a VCP adaptor that connects the

ER to heat shock–induced stress granules by

interacting with ubiquitinated G3BP1.

Discussion

Whereas stress granule assembly is evidently

a universal process across cell types and in

response to a wide variety of stresses, it has

recently become apparent that the composition

of stress granules is context-dependent with

respect to cell type and the initiating stress

(35). Our study builds on this perspective by

demonstrating context-dependent mechanisms

of stress granule elimination that depend

on both the type and duration of stress. This

context is particularly important when con-

sidering how we investigate the relationship

of stress granules to disease: We must be at-

tentive to disease-relevant contexts, including

the use of specific cell types or the administra-

tion of different types of stress.

Indeed, deconvolving the complexity of the

existing literature on mechanisms of stress

granule elimination requires careful consid-

eration of the type and duration of the ini-

tiating stress. As demonstrated here, persistent

stress granules, such as those that arise through

chronic stress or disease mutations, are elimi-

nated by autophagy-dependent degradation.

In contrast, short-lived granules are rap-

idly disassembled, which permits recycling
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of constituents. Thus, we propose that pro-

longed stress or disease mutations result in

persistence of stress granules that become

gradually less dynamic and are eventually

cleared through an autophagy-dependent

degradative process, consistent with previous

reports that clearance of such granules re-

quires VCP and autophagymachinery such as

ATG7 (6, 11, 43).

Autophagy-dependent clearance of stress

granules results in degradation and perma-

nent loss of constituent proteins and RNAs. In

contrast, if cellular stress is removed relatively

quickly while stress granules remain dynamic,

they are disassembled by decondensation—a

reversal of LLPS—that occurs when sum of

protein-protein, protein-RNA, and RNA-RNA

interactions falls below the percolation thresh-

old. This decrease in the sum total of inter-

actions within the stress granule network

could occur through several mechanisms, in-

cluding a decrease in the concentration of indi-

vidual constituents or altered posttranslational

modifications of constituent proteins that weaken

the interaction network. In contrast to stress

granule clearance, disassembly is a nondegra-

dative process wherein the individual constit-

uents disassociate from one another and are

recycled, including liberation of the mRNAs

to rejoin the translating pool (13).

The importance of context also helps to

resolve earlier apparent inconsistencies re-

garding the role of ubiquitination in stress

granule dynamics, because ubiquitination had

previously been reported to be dispensable for

the formation and disassembly of arsenite-

induced stress granules (15). A striking exam-

ple of the importance of context can also be

seen in the use of VCP adaptors in the process

of stress granule clearance. Elimination of

arsenite-induced stress granules requires

the adaptor ZFAND1 but not FAF2, whereas

elimination of heat shock–induced stress gran-

ules requires FAF2 but not ZFAND1.

The cytosolic surface of the ER is a nexus

for coordinating responses to heat stress, in-

cluding the integrated stress response (44), the

UPR (45), ERAD (46) and, now, disassembly of

stress granules. The basis for disassembly of

heat shock–induced stress granules at the ER

surface appears to involve the ER-associated

protein FAF2, which is essential for VCP to en-

gage ubiquitinated G3BP1. Interestingly, FAF2

is not only an important factor in stress gran-

ule disassembly, but also in ERAD (33) and

ER-associated metabolism of lipid droplets

(37, 47). The role of ER localization in dis-

mantling stress granules in response to other

stresses remains unclear. A recent report de-

scribes “fission” of arsenite-induced stress

granules occurring at contact sites with ER,

interpreted as ER membrane–mediated me-

chanical cleavage of stress granules, whichmay

be somehow related to disassembly (48).

Much remains to be learned about the dis-

tinct mechanisms of stress granule disassembly,

and inparticular how thesemechanismsmaybe

affected by disease-causing mutations. Indeed,

although disease mutations in VCP impair

autophagy-dependent stress granule clearance

(11), here we found that these mutations also

impair autophagy-independent disassembly.

Similar TAR DNA-binding protein 43 (TDP-43)

laden, spontaneously arising, poorly dynamic

stress granules are found in cells expressing

disease mutant forms of RNA-binding pro-

teins, such as FUS, hnRNPA1, hnRNPA2, and

TIA-1 (43). Thus, mutations in VCP may im-

pair its ability to disassemble stress granules,

representing a mechanistic intersection for

multiple, distinct disease-causing mutations.

Stress granule disassembly is mediated by

extraction of ubiquitinated G3BP, a finding

that underscores the central role for G3BP in

maintaining the stress granule interaction

network. Moreover, because cells produce dis-

tinct patterns of ubiquitination in response to

different stressors (14), our study illustrates

how even a single protein within a stress-specific

ubiquitinome can be pursued experimentally

to demonstrate meaningful consequences for

cellular function.

Materials and methods

Plasmid, siRNA, and transfection

Synthetic G3BP1 fragments with K36/50/59/

64/76/123R (NTF2L 6KR), K353/357/376/393R

(RRM 4KR), and K36/50/59/64/76/123/353/

357/376/393R (NTF2L/RRM 10KR) mutations

were inserted into HindIII and BamHI sites of

pEGFP-C3 (Clontech) by Bio Basic Inc. pEGFP-

C3 G3BP1 K50R, K36/50R, K50/59R, K36/50/

59R, K50/59/64R, K36/50/59/64R, K50/76R,

K50/123R, and K50/76/123Rmutants were gen-

erated by site-directed mutagenesis using a Q5

Site-Directed Mutagenesis kit (New England

Biolabs E0054S). pRK5-HA-ubiquitin-WT, pRK5-

HA-ubiquitin-K48R, pRK5-HA-ubiquitin-K63R,

pRK5-HA-ubiquitin-K48, and pRK5-HA-

ubiquitin-K63 (Addgene 17608, 17604, 17606,

17605, and 17606, respectively) were kindly

provided by T. Dawson. VCPWT, VCP R155H,

and VCP A232E were inserted into BamHI

and HindIII sites of pmCherry-N1 (Clontech)

(49). pCLi40w-MND-G3BP1-GFP and pCLiw40-

MND-G3BP1-PAGFP plasmids, used to generate

G3BP-GFP stable U2Os cells via lentiviral

transduction, were constructed by releasing

dsRedEX2-EIF1a-GFP from pCLEG-MND-

dsRedEX2 (Vector Development and Produc-

tion, SJCRH) and inserting G3BP1-GFP or

G3BP1-PAGFP into the EcoRI and BsrGI

positions. G3BP1-GFP and G3BP1-PAGFP in-

serts were released frompeGFP-N1-G3BP and

pePAGFP-N1-G3BP by EcoRI and dBsrGI

digestion. G3BP1 was inserted in peGFP-N1 or

pePAGFP-N1 (Clontech) with primers con-

taining EcoRI and BamHI sites in the 5′ and

3′ sites of G3BP. Similarly, the pCLi40w-MND-

TIAL1-PAGFP construct was generated using

EcoRI and KpnI. pRK5-FLAG-FAF2 (Addgene

53777) was kindly provided by Y. Ye. pRK5-

FLAG-FAF2 1-356, pRK5-FLAG-FAF2 1-264,

pRK5-FLAG-FAF2 1-138, pRK5-FLAG-FAF2

49-445, and pRK5-FLAG-FAF2 90-264 were

inserted into SalI and NotI sites of pRK5-

FLAG-FAF2. For knockdown experiments, the

following siRNA constructs were purchased

from Horizon Discovery: pooled nontargeting

siRNA (D-001810-10), VCP (L-008728-00), FAF2

(L-010649-02), UFD1L (L-017918-00), NPL4

(L-020796-01), DERL1 (L-010733-02), PLAP (L-

016215-00),UBXN4 (L-014184-01), andZFAND1

(L-009638-02). Transporter 5 (Polysciences

26008) and FuGENE 6 (Promega E2691) were

used for transient transfections of cDNA into

HEK293T and U2OS cells, respectively, ac-

cording to the manufacturer’s instructions.

Lipofectamine RNAiMax (Thermo Fisher Sci-

entific 13778150) was used for transfection

of siRNA according to the manufacturer’s

instructions.

Cell culture

HEK293T (CRL-3216) and U2OS (HTB-96)

cells were purchased from ATCC, cultured in

Dulbecco’s modified Eagle’s medium (HyClone)

supplemented with 10% fetal bovine serum

(HyClone SH30396.03), 1× GlutaMAX (Thermo

Fisher Scientific 35050061), and penicillin

(50 U/ml)–streptomycin (50 mg/ml) (Gibco

15140–122), and maintained at 37°C in a

humidified incubator with 5% CO2. U2OS

G3BP1/2 KO cells were previously described

in (50). U2OS cells stably expressing GFP-

G3BP1 were previously described in (51).

Generation of G3BP1 add-back cell lines

U2OS G3BP1/2 dKO cells were transfected

with pEGFP-C3 G3BP1 WT, NTF2L 6KR, RRM

4KR, or NTF2L/RRM 10KR constructs using

FUGENE 6 (Promega); 48 hours after transfec-

tion, G418 sulfate (500 mg/ml; Thermo Fisher

Scientific 10131035) was added to culture media

without penicillin and streptomycin for selec-

tion. After pharmacological selection, GFP-

positive cells were purified using cell sorting

to produce stable cell lines.

Heat shock and drug treatments

For heat shock, cells were transferred to a 43°C

humidified incubator with 5% CO2. Chemicals

dissolved in DMSO were prepared and added

to cells as follows: sodium arsenite (0.5 mM,

Millipore Sigma 1062771000), TAK-243 (1 mM,

ChemieTek CT-M7243), CB-5083 (1 mM, Cayman

Chemical 19311), bafilomycinA1 (10nM,Cayman

Chemical 11038), cycloheximide (100 mg/ml,

Sigma-Aldrich C7698), and bortezomib (1 mM,

Millipore Sigma 5043140001). D-Sorbitol

(0.4M,Millipore Sigma S1876) was dissolved in

culturemedia andprewarmedbefore treatment.
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Eeyarestatin I was used at a final concentra-

tion of 56 mM (30 min pretreatment).

Immunoblotting

Cells were washed twice with PBS and lysed

with RIPA buffer (25 mM Tris-HCl, pH 7.6,

150 mM NaCl, 1% NP-40, 1% sodium deoxy-

cholate, 0.1% SDS; Thermo Scientific 89901)

supplemented with 1 mM EDTA (Invitrogen

15575020) and proteinase inhibitor cocktail

(Roche 1183617001). Lysates were centrifuged

for 15 min at 4°C at 20,000g. 4× NuPAGE

LDS sample buffer (Thermo Fisher Scientific

NP0007) was added to the supernatant and

samples were boiled at 90°C for 5 min. Sam-

ples were separated in 4 to 12% NuPAGE Bis-

Tris gels (Thermo Fisher Scientific NP0336BOX

or NP0321BOX) and transferred to PVDFmem-

branes (Thermo Fisher Scientific IB24001)

using an iBlot 2 transfer device (ThermoFisher

Scientific). Membranes were blocked with

Odyssey blocking buffer (LI-COR Biosciences

927-50000) and then incubated with primary

antibodies at 4°C overnight: G3BP1 (Protein-

tech 13057-2-AP), ubiquitin (Santa Cruz Bio-

technology sc-8017), HA tag (Invitrogen 715500),

GFP (Invitrogen A11122), FLAG (Proteintech

20543-1-AP), VCP (Santa Cruz Biotechnology

sc-20799 or Thermo Fisher ScientificMA3-004),

FAF2 (Proteintech 16251-1-AP), UFD1L (Protein-

tech 10615-1-AP),NPL4 (Proteintech 11638-1-AP),

DERL1 (Thermo Scientific PA553444), PLAP

(Santa Cruz Biotechnology sc-390454), UBXN4

(Thermo Fisher Scientific PA5577611), ZFAND1

(Sigma-Aldrich HPA023383), b-actin (Santa

Cruz Biotechnology sc-47778 or Sigma-Aldrich

A5316), and GAPDH (Santa Cruz Biotech-

nology sc-32233 or Sigma-Aldrich G9545).

Membranes were washed three times with

TBS-T (0.05% Tween) and further incubated

with IRDye 680RD/800CW-labeled secondary

antibodies (LI-COR Biosciences 926-68073

or 926-32212) at a dilution of 1:10,000. Mem-

branes were visualized with an Odyssey Fc

imaging system (LI-COR Biosciences) and

quantified using ImageJ software (NIH).

Immunoprecipitation

Cells were washed twice with PBS and lysed

with IP lysis buffer (25 mM Tris-HCl, pH 7.4,

150 mM NaCl, 1% NP-40, 1 mM EDTA, 5%

glycerol; Thermo Scientific 87787) supplemented

with 20 mM N-ethylmaleimide (NEM) (Sigma-

Aldrich E3876), 50 mM PR-619 (Sigma-Aldrich,

662141) and proteinase inhibitor cocktail (Roche

1183617001). Lysates were centrifuged at 4°C

for 15 min at 20,000g. The supernatants were

incubated with normal mouse IgG (Santa Cruz

Biotechnology sc-2025), GFP antibody (Santa

Cruz Biotechnology sc-9996), VCP antibody

(Santa Cruz Biotechnology sc-57492), FLAG

antibody (Santa Cruz Biotechnology sc-166355),

or G3BP1 antibody (BD 611127) conjugated with

protein A/G magnetic beads (Thermo Fisher

Scientific 88803) at 4°C overnight. Beads were

washed three times with wash buffer (50 mM

Tris-HCl, pH 7.5, 500 mM NaCl, 0.05% Tween-

20, 20 mM NEM and 50 mM PR-619) and

treated with 0.1 M glycine pH 2.7 (Teknova

G4527) at room temperature for 10 min to elute

proteins. The resulting samples were analyzed

by immunoblotting.

TUBE pulldown

Lysates were prepared using the same proce-

dures as when performing immunoprecipita-

tion. Lysates were incubated with Halo-beads

or Halo-4xUBA
UBQLN1

-beads at 4°C overnight.

Beads were washed three times with wash buf-

fer, mixedwith 4×NuPAGE LDS sample buffer,

and boiled at 90°C for 5 min. The resulting

samples were analyzed by immunoblotting.

Deubiquitination assay

Lysates were prepared using the same pro-

cedures as when performing immunopre-

cipitation, except that NEM and PR-619 were

excluded from the tubes where the deubiq-

uitination reaction was performed. Lysates

were incubated with or without 2.72 mg of

USP2 (LifeSensors DB501) overnight and fur-

ther incubated with normal mouse IgG or

G3BP1 antibody conjugated with protein

A/G magnetic beads for 2 hours at 4°C.

Beads were washed three times with wash

buffer and treated with 0.1 M glycine pH 2.7

at room temperature for 10 min to elute pro-

teins. The resulting samples were analyzed

by immunoblotting.

Di-GLY TMT ubiquitinome analysis

Proteomic profiling of the ubiquitinome was

performed with a previously reported protocol

(52) with modification. Briefly, for each sam-

ple, HEK293T cells from five 15-cm dishes

were harvested, washedwith ice-cold PBS, and

collected by centrifugation. Cells were lysed in

a buffer (50mMHEPES, pH 8.5, 8M urea, and

0.5% sodium deoxycholate) with deubiquiti-

nating enzyme (DUB) inhibitors (50 mM PR-

619 and 10 mM iodoacetamide) using probe

sonication (15 s × 3 cycles). Iodoacetamide-

induced pseudo–di-GLY peptides were not

detected at room temperature (53) and were

not recognized by di-GLY antibodies during

the enrichment (54). To further minimize the

impact of DUB activities, the cell lysis pro-

tocol was modified by immediately digesting

the lysates with LysC (Wako) at an enzyme/

substrate ratio of 1:100 (w/w) for 2 hours at

room temperature, to achieve rapid DUB

deactivation through proteolysis. Following

this, the samples were quenched with DTT

(30 mM for 30 min) and subjected to trypsin

digestion and desalting. The desalted pep-

tides (~4 mg) were resuspended in 400 ml of

ice-cold IAP buffer (50 mM MOPS, pH 7.2,

10 mM sodium phosphate, and 50 mMNaCl)

and centrifuged at 21,000g for 10 min at 4°C

to remove any insoluble material. The pep-

tides were then incubated with di-GLY anti-

body beads (Cell Signaling Technology) at an

antibody-to-peptide ratio of 1:20 (w/w, opti-

mized through a pilot experiment) for 2 hours

at 4°C with gentle end-over-end rotation. The

antibody beads were then collected by a brief

centrifugation and washed three times with

1 ml of ice-cold IAP buffer and twice with 1 ml

of ice-cold PBS, while the supernatants were

carefully removed and saved. The di-GLY

peptides were eluted at room temperature

twice with 50 ml of 0.15% TFA, dried, and

resuspended in 50 mM HEPES (pH 8.5) for

11-plex TMT labeling. The TMT-labeled

peptides were combined equally among

replicates, desalted, and analyzed by LC/

LC-MS/MS using a similar protocol as de-

scribed above except with the following

differences: (i) a 60-min gradient used in

the acidic pH LC-MS/MS with Orbitrap QE

HF mass spectrometer (Thermo Fisher Scien-

tific), (ii) database search using the COMET

algorithm [v2018.013 (55)] with 0.02-Da mass

tolerance for MS/MS ions, full trypticity with

maximal five missed cleavages, maximal five

dynamic modifications per peptide, and di-

GLY modification on Lys (+114.04293 Da) as a

dynamic modification.

Immunofluorescence

Cells were grown in 8-well chamber slides

(Millipore PEZGS0816). Cells were fixed with

4% paraformaldehyde (Alfa Aesar J61899) in

PBS for 10 min, permeabilized with 0.2%

Triton X-100 in PBS for 5 min, and blocked

with 3% BSA for 1 hour. Samples were further

incubated with primary antibodies as the

following targets in blocking buffer at 4°C

overnight: Lys
48
linkage–specific ubiquitin

(Millipore Sigma 05-1307), Lys
63

linkage–

specific ubiquitin (Millipore Sigma 05-1308),

G3BP1 (BD 611127), G3BP1 (Proteintech 13057-

2-AP), eIF3h (Santa Cruz Biotechnology sc-

16377), VCP (BD Biosciences 612183), FAF2

(Proteintech 16251-1-AP), and calnexin (Thermo

Fisher Scientific PA5-19169). Samples were

washed three times with PBS and incubated

with host-specific Alexa Fluor 488/555/647

secondary antibodies (Thermo Fisher Scien-

tific) for 1 hour at room temperature. For mi-

croscopic imaging, slides were mounted with

ProLong Gold Antifade reagent with DAPI

(Thermo Fisher Scientific P36931). Images

were captured using a Leica TCS SP8 STED

3× confocal microscope with a 63× oil ob-

jective. To stain ER-resident calnexin, cells

were grown in fibronectin-coated coverslips

(neuVitro GG18FIBRONECTIN) and permea-

bilized with 0.2% Triton X-100 in PBS for

1 min. Slides were mounted with ProLong

Glass Antifade reagent (Thermo Fisher Sci-

entific P36984).
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Disassembly of stress granules, intracellular

phase diagram, and FRAP using time-lapse

live-cell microscopy

A Yokogawa CSU W1 spinning disk attached

to a Nikon Ti2 eclipse with a Photometrics

Prime 95B camera using Nikon Elements

software was used in time-lapse live-cell

imaging and FRAP. The light path was split

between the port for the spinning disk/

acquisition laser and the FRAP lasers, enabling

FRAP to occur simultaneously while imaging.

Imagingwas taken using a 60× PlanApo 1.4NA

oil objective and Perfect Focus 2.0 (Nikon) en-

gaged for the duration of the capture. During

imaging, cells were maintained at 37°C and

supplied with 5% CO2 using a Bold Line Cage

Incubator (Okolabs) and an objective heater

(Bioptechs).

To monitor the disassembly of heat shock–

induced stress granules, multipoint images

over 5 xy fields for each condition per one

replicate were taken with the 555-nm laser.

At 2 min into imaging, the objective temper-

atures were raised to 43°C for 60 min. After

heat shock, the temperature was lowered back

to 37°C to alleviate the stress, and cells were

imaged after 2 hours had passed. Images were

taken at each xy position every 30 s. Cells

containing two or more stress granules larger

than 0.54 mm were counted as stress granule–

positive cells.

For intracellular phase diagrams, multipoint

images over 25 xy fields for each condition per

one replicatewere takenwith the 555-nm laser.

At 2 min into imaging, the objective temper-

atures were raised to 43°C for 60 min. Images

were taken at each xy position every 1 min.

Phase diagramswere constructed bymeasuring

GFP fluorescence intensity in each cell and

assessing the presence of stress granules using

Fiji software.

For fluorescence recovery after photobleach-

ing, time lapseswere acquired every 100msover

the course of 45 s for stress granules with

photobleaching with the 488-nm FRAP laser

occurring 2 s into capture. Data were taken

from at least n =10 different cells or lysate

granules for each condition. InNikonElements,

ROIs were generated in the photobleached

region, a nonphotobleached cell, and the back-

ground for each time lapse, and the mean

intensity of each was extracted. For photo-

bleached regions, a 2.5-mm-diameter circle

was used. Data were repeated in triplicate for

each condition, with each replicate having at

least n = 10 cells. The values retrieved from

the ROIs were exported into Igor Pro 7.0

(WaveMetrics) and fit curves were generated

after photobleach and background values

were corrected.

Photoactivation of G3BP1

For live imaging of photoactivatable GFP,

U2OS cells expressing G3BP-GFP or G3BP1-

PAGFP were plated on 40-mm #1.5 thick

coverslips (Bioptechs) or chambered cover-

glass (Millipore). Cells were observed with

a Marianas confocal microscope (Leica) with

a 63× objective. For heat shock live imaging

experiments 48 hours after transfection, the

coverslip was transferred to a FCS2 chamber

assembled according to the manufacturer’s

instructions (Bioptechs). Media was perfused

through the chamber, and then the chamber

was placed into a Marianas spinning disk

confocal system with a stage-top incubator

and 63× objective with an objective heater

(Bioptechs), both preheated to 37°C. The

Microaqueduct Slide heater (FCS2 system)

and the heated objective with 37°C immersion

oil (Zeiss) were used to control the temper-

ature. Movies were collected on a Marianas

confocal microscope with 63× objective, with

40-s intervals for the live imaging experiments,

200-ms intervals for the FLAP experiments of

the time period. Average and standard errors

were calculated from three independent ex-

periments measuring at least 35 cells.

ATP measurement

Cellular contents of ATP were measured using

CellTiter-Glo 2.0 assay kit (Promega G9242)

according to the manufacturer’s instructions;

200mM2-deoxy-D-gluose (Millipore SigmaD6134)

was used to inhibit the glycolysis pathway.

Statistical analysis

Statistical analysis was performed in Graph-

Pad Prism. Comparisons between two means

were performed by two-tailed t test. Compar-

isons among multiple means over 2 were

performed by one-way analysis of variance

(ANOVA) with Tukey’s test. Mantel-Cox tests

were used to compare the dissociation curves

showing cells with stress granules in live-cell

imaging.
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MeCP2 is a microsatellite binding protein that
protects CA repeats from nucleosome invasion
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Isabelle Stoll, Christian Bronner, Stefan Dimitrov*, Bruno P. Klaholz*, Ali Hamiche*

INTRODUCTION:Rett syndrome is a severe neu-

rodevelopmental disorder that ismainly caused

bymutations in the methyl-CpG-binding pro-

tein 2 gene (MeCP2). Initially, MeCP2 was

identified as an essential brain protein that

binds tomethylated CpG (mCG) via itsmethyl-

binding domain (MBD) and acts as tran-

scriptional repressor. However, during early

brain development, the postnatal accumula-

tion of MeCP2 parallels the genome-wide high-

level accumulation of hydroxymethylcytosine

(hmC) and methylated CpA (mCA), suggest-

ing that MeCP2 may also recognize and bind

to DNA sequences that contain these modi-

fied nucleotides.

The ability ofMeCP2 to recognize bothmCA

and hmC as well as mCG has led to conflicting

conclusions regarding its function in tran-

scriptional regulation, because these cytosine

modifications are associated with either re-

pression (mCA andmCG) or activation (hmC)

of transcription. The unambiguous identifi-

cation of the MeCP2 target sequence(s) would

help to clarify this issue.

RATIONALE: CA repeats (CAn) represent ~1% of

the mouse genome and belong to the micro-

satellite family. They are widely distributed

throughout the genome and have been shown

to affect transcription of nearby genes. Our

recent data reveal that CAn are methylated

(mCAn) or hydroxymethylated (hmCAn) in

various cell types. In a search for proteins that

could specifically recognize and bind these CA

repeats, we identifiedMeCP2 as a specific reader

of CA repeats. We hypothesized that the methyl-

ation status of CAn is essential for the recog-

nition and binding of MeCP2, possibly through

recognition of the modified nucleotides in CA

repeats with distinct affinities, relevant for its

neuronal function in transcriptional regulation.

RESULTS:Here we show that within the MBD

family, MeCP2 is the only protein that spe-

cifically recognizes and binds to CA repeats,

with much stronger affinity than mCG and

mCA.MeCP2 selectively recognizes CA repeat

DNA in a strand-specific manner and requires

at least five consecutive CA dinucleotides to

optimally bind DNA.While MeCP2 can bind in

vitro tomodified andnonmodifiedCArepeats, it

exhibits impressive selectivity toward hydroxy-

methylated CA repeats, which aremodified by

DNA (cytosine-5)-methyltransferase 3A. The

modified cytosine, only when located within a

CA repeat, serves as a nucleation point for both

MeCP2 accumulation and spreading around

the repeat, which, in turn, correlates with nu-

cleosome exclusion. In addition, loss ofMeCP2

results in widespread increase in nucleosome

densitywithin lamina-associateddomains (LADs)

and transcriptional dysregulation of CA repeat–

enriched genes located outside LADs.

We have also dissected the molecular basis

of the MeCP2 hydroxymethylated CA repeat

recognition by solving the crystal structure of

MeCP2 in complex with hmCAn. The CA re-

peat creates a well-defined DNA shape, with a

considerably modified geometry, including a

widened major groove and negative roll pa-

rameters, located precisely at the modification

site.We show that themolecular recognition of

the hydroxymethylated CA repeat specifically

occurs through Arg
133
, a key MeCP2 residue

whose mutation causes Rett syndrome.

CONCLUSION: Our work identifies MeCP2 as

a hydroxymethylated CA repeat DNA bind-

ing protein that targets the 5hmC-CA-rich se-

quence, which are specifically located on one

strand.Ourdata provide insights into the origin

of Rett syndrome at the molecular level and

suggest that this neurodevelopmental disorder

could be viewed as a chromatin disease, origi-

nating from the inability of mutant MeCP2 to

bind and protect the CA repeats from nucleo-

some invasion. Our results open a previously

unexplored area of research focused on under-

standing the role of specific protein binding to

microsatellites and other repeats in neurolog-

ical diseases of unknown etiology. ▪
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protein MeCP2 is a

microsatellite CA repeat

binding protein

regulating chromatin

architecture. MeCP2 is a

microsatellite binding

protein that specifically

recognizes hydroxymeth-

ylated CA repeats. Deple-

tion of MeCP2 alters the

chromatin organization of

CA repeats and LADs and

results in nucleosome

accumulation on CA

repeats and genome-wide

transcriptional dysregula-
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MeCP2 is a microsatellite binding protein that
protects CA repeats from nucleosome invasion
Abdulkhaleg Ibrahim1,2,3,4,5,6†, Christophe Papin1,2,3,4,5†, Kareem Mohideen-Abdul1,3,4,5,7†,

Stéphanie Le Gras1,3,4,5, Isabelle Stoll1,2,3,4,5, Christian Bronner1,2,3,4,5, Stefan Dimitrov8,9*,

Bruno P. Klaholz1,3,4,5,7*, Ali Hamiche1,2,3,4,5,7,10*

The Rett syndrome protein MeCP2 was described as a methyl-CpG-binding protein, but its exact

function remains unknown. Here we show that mouse MeCP2 is a microsatellite binding protein that

specifically recognizes hydroxymethylated CA repeats. Depletion of MeCP2 alters chromatin organization

of CA repeats and lamina-associated domains and results in nucleosome accumulation on CA

repeats and genome-wide transcriptional dysregulation. The structure of MeCP2 in complex with a

hydroxymethylated CA repeat reveals a characteristic DNA shape, with considerably modified geometry

at the 5-hydroxymethylcytosine, which is recognized specifically by Arg133, a key residue whose

mutation causes Rett syndrome. Our work identifies MeCP2 as a microsatellite DNA binding protein

that targets the 5hmC-modified CA-rich strand and maintains genome regions nucleosome-free,

suggesting a role for MeCP2 dysfunction in Rett syndrome.

R
ett syndrome (RTT) is a severe neuro-

logical disorder that occurs almost ex-

clusively in girls (1, 2). RTT is caused

mainly by single amino acid mutations

(∼45%) or C-terminal truncations (∼40%)

inmethyl-CpG-binding protein 2 (MeCP2) (3Ð5).

MeCP2 is essential for normal brain function

(6Ð8). MeCP2 consists of several domains,

including the methyl-CpG-binding domain

(MBD), the transcriptional repression domain

(TRD), theNCoR-SMRT interactiondomain (NID),

and the AT-hook motifs (AT) (9). MBD and

NID are both important for MeCP2 function

(10Ð12). Initially, MeCP2 was identified as a

factor that would interact specifically via MBD

with DNA bearing methylated CpG dinucleo-

tides (mCG) (11Ð14). However, recent data show

that MeCP2 interacts with methylated CpA

(mCA) and hydroxymethylated CpA (hmCA)

dinucleotides (15Ð17), while its ability to bind

hydroxymethylated CpG (hmCG) is contro-

versial (18Ð20), raising the question of which

DNA represents the specific target involved in

regulation and whether the chemical modifi-

cation is specific for a particular function of

MeCP2 in neurons [reviewed in (21)].

The sites that harbor mCA modification are

frequently found in long genes that are pref-

erentially expressed in neurons (15). mCA sites

are concentrated within gene bodies, which in-

dicates that MeCP2 may obstruct transcription

within transcribed regions (22). A recent study

suggests that mCA sites are methylated during

early postnatal life by DNA (cytosine-5)-

methyltransferase 3A (DNMT3A) (23).

We have recently found cytosine modifica-

tion enrichment at CA repeats [also known as

(CA)n microsatellite repeats] and have shown

that these repetitive elements are preferentially

methylated in mouse embryonic stem cells

(mESCs) but hydroxymethylated in mouse

embryonic fibroblasts (MEFs) (24). CA repeats,

which vary in size from 10 to 2000 base pairs

(bp), represent ~1% of the mouse genome and

belong to the microsatellite family.

In a search for proteins that could specif-

ically recognize and bind the CA repeats, we

identified MeCP2 as a specific reader of CA

repeats. We dissected the molecular basis of

hydroxymethylated CA repeat recognition by

solving the structure of MeCP2 in complex with

a hydroxymethylated CA repeat. Genomics and

transcriptomics data reveal that MeCP2 regu-

lates CA repeatÐenriched genes by maintaining

their microsatellites nucleosome-free. We show

that MeCP2 is essential for the organization of

lamina-associated domain (LAD) chromatin

and consequently for both LAD function and

transcription at a genome-wide level. Our study

sheds light on the molecular mechanism un-

derlying RTT and the essential features of

MeCP2 by identifying it as CA repeatÐbinding

protein thatmodulates chromatin architecture

at a distance from the transcription start

site (TSS).

MeCP2 binds to hydroxymethylated CA

repeats in fibroblasts

To search for proteins that recognize and bind

to CA repeats, we used pulldown assays with

biotinylated primers having at least one helical

turn of DNA and containing seven consecutive

CpAdinucleotides [(CA)7], or non-CA sequences

as a control. Affinity purification using biotinyl-

ated DNA and SDSÐpolyacrylamide gel electro-

phoresis (SDS-PAGE) analysis of DNA-bound

complexes purified from HeLa nuclear extracts

reveals a distinct protein bandÑabsent in the

controlÑmigrating below 70 kD (fig. S1A). Mass

spectrometry analysis identifies this band

as MeCP2, a complex multidomain protein

proposed to bind methylcytosine DNA (11Ð17)

(Fig. 1A).

This unexpected finding prompted us to

analyze the genomic distribution of MeCP2

and its relationship with themethylation and

oxidation pattern of DNA. We created knock-

out (KO) MeCP2 cells upon transfection of

Mecp2
fl/fl

MEFs [derived from homozygous

floxed mice (6)], with vectors expressing Cre

recombinase (fig. S1, B and C);Mecp2
−/−

MEFs

served as a negative control. The MeCP2

chromatin immunoprecipitation sequencing

(ChIP-seq) identified 4113 wild type (WT)Ð

specific peaks. Notably, two-thirds of these

peaks localize to CA repeats (Fig. 1B), which

have an average CA density of 22% (fig. S1D).

The remaining 30% of the WT-specific peaks,

although they were not annotated in the

RepeatMasker as CA repeats (see Materials

and methods), show a significant enrichment

in CpA dinucleotide repeats of variable length

(Fig. 1C and fig. S1D). A statistically dominant

motif of these repeats is presented in fig. S1E,

which is a CA repeat. Unexpectedly, CpG di-

nucleotides are under-represented in these

regions (Fig. 1C and fig. S1D). These data sug-

gest that it is the local CA density, rather than

CG density, that is responsible for recruiting

MeCP2 at these regions in MEFs.

To correlate the distribution ofMeCP2 to the

methylation status of CA repeats, we developed

a novel strand-oriented (hydroxy)methylated

DNA immunoprecipitation sequencing (MeDIP-

seq) protocol in WT and KO MeCP2 MEFs (see

Materials andmethods),which enabledmapping

the strand-specific genome-wide patterns of

5-methylcytosine and 5-hydroxymethylcytosine

(5mC and 5hmC, respectively). As expected,

because CpG dinucleotides are symmetrical,

5mCmodifications were found to accumulate

in an equivalent manner between the two com-

plementary DNA strands (Fig. 1D and fig. S1F).
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However, CA- or TG-rich regions exhibited a

very clear asymmetrical 5hmC distribution

targeting exclusively the CA-rich strand (Fig. 1E

and fig. S1F). Accordingly, CA repeats con-

centrated more than half of the 5hmC peaks

(Fig. 1B).

Integrative analyses of the MeCP2 ChIP-seq

and DIP-seq data reveal that all the MeCP2-

bound CA repeats are hydroxymethylated in

MEFs (Fig. 1, C and F, and fig. S1G). The steady-

state level of 5hmC at CA repeats was not

affected by the absence of MeCP2, suggesting

that MeCP2 is a reader of 5hmC (Fig. 1, C and

F, and fig. S1G). A positive correlation between

CA, 5hmC, and MeCP2 densities was also ob-

served at CA repeats, an observation that fur-

ther underlines the genome-wide targeting of

MeCP2 toward 5hm-modified CA repeats (Fig.

1G and fig. S1, H and I).

MeCP2 is the only protein from the MBD

family that selectively binds to CA repeats

CA repeats are methylated in mESCs and oxi-

dized during differentiation (24). To test whether

other members of the methyl-CpG binding pro-

tein family, namely MBD1, MBD2, MBD3, and

MBD4, are able to specifically interact with

methylated CA repeats, we analyzed their genome-

wide distributions using available ChIP-seq

data (25) and compared them with both the

5mC and 5hmC genome-wide pattern distri-

butions in mESCs (26). Normalized densities

of the different MBD proteins and their cor-

responding mutants at 5mC and 5hmC peaks

show that, with the exception of MBD3, all

MBD proteins are enriched at both 5mC and

5hmC peaks. However, only MeCP2 was found

enriched at methylated CA repeats (mESCs do

not show hydroxymethylation on CA repeats)

(fig. S2A). Notably, MeCP2 was depleted from

CA repeats in mESCs deficient for the three

active DNAmethyltransferases Dnmt1, Dnmt3a,
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Fig. 1. MeCP2 binds to

hydroxymethylated CA

repeats in mouse embryonic

fibroblasts. (A) Functional

domains of MeCP2. (B) Pie

charts of the genomic location

distribution of MeCP2, 5mC,

and 5hmC peaks in MEFs.

More than two-thirds of the

MeCP2 peaks (n = 4113)

and more than half of the

5hmC peaks (n = 2371) were

found at CA repeats.

5′UTR, 5′ untranslated

region; CGI, CpG island;

3′UTR, 3′ untranslated

region; TTS, transcription ter-

mination site. (C) Heatmaps

of MeCP2, 5mC, 5hmC, CA,

and CG densities at MeCP2

peaks (±1 kb) in WT and KO

cells. MeCP2-bound CA

repeats are specifically

hydroxymethylated in fibro-

blasts. mAb, monoclonal anti-

body; pAb, polyclonal

antibody. (D and E) Heatmaps

of CA, TG, and CG densities

(left panels) and modified

cytosine densities (right

panels) around 5mC (D) and

5hmC peaks (E) in WT cells.

Peaks were annotated

using Homer bioinformatic

tools and sorted according to

their genomic location.

Strand-specific analysis of

DIP-seq reads reveals that

5mC is found at both strands

of CG-rich sites, whereas

5hmC specifically targets

the CA-rich strands of CA

repeats. (F) Genome browser

view at representative

locus highlighting the strong

correlation between 5hmC, MeCP2, and CA repeats patterns in MEFs (highlighted in yellow). (G) Average 5mC, 5hmC, and MeCP2 levels at CA repeats as a function

of their CpA dinucleotide density in WT and KO cells. CA repeats were sorted by their number of CpA dinucleotides and binned into 30 equal-sized bins (∼10,000 CA

repeats per bin), and the density values for each bin were averaged and plotted. A positive correlation between CpA, 5hmC, and MeCP2 densities was observed.
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and Dnmt3b (Dnmt-TKO) (Fig. 2, A to D, and

fig. S2, A and B), revealing that methylation

is required for its recruitment and/or stable

association with CA repeats. In line with these

results, Arg
106
→Trp (R106W), the DNA bind-

ing dead mutant of MeCP2, was not found

enriched at methylated CA repeats (Fig. 2, A to

D, and fig. S2, A and B). However, the R133C

mutant was found enriched at methylated CA

repeats (Fig. 2, A to D, and fig. S2, A and B). In

addition, the deletion mutant lacking the en-

tire TRD domain (DTRD), which is known to

contribute to nonspecific binding of MeCP2 to

DNA (27), exhibits clear enrichment on CA re-

peats (Fig. 2, A to D, and fig. S2, A and B), a

result that further confirms the specific CA re-

peat reader activity of the MeCP2-MBD identi-

fied in this work, consistent with the super-shifts

observed using electrophoretic mobility shift

assay (EMSA) (Fig. 2E).

MeCP2 regulates transcription of

CA repeat–enriched genes

CA repeats are widely distributed throughout

the genome where they could affect gene ex-

pression of nearby genes (24, 28, 29). To gain

more insights into their function, we asked

whether the binding of MeCP2 to hydroxyme-

thylated CA repeats could be involved in gene

regulation. Differential gene expression and

gene ontology analyses in the WT versus KO

MEFs reveal a large panel of dysregulated

genes, including synaptic genes, in the absence

of MeCP2 (Fig. 3, A and B). These genes were

found enriched in CA repeats, regardless of

whether they were up- or down-regulated

(Fig. 3C). The impact of MeCP2 on their mis-

regulation levels was found to be directly pro-

portional to their CA repeat content (Fig. 3D).

MeCP2 mediates its neuronal function through

modified CA repeats

The data gathered fromMEF cells suggest that

MeCP2 could regulate expression of neuronal

genes, which are highly expressed in the brain,

through binding to their CA repeats. To ad-

dress this possibility, we analyzed the distribu-

tion of MeCP2 in the brain using available

ChIP-seq data obtained from both mouse

brain tissues (whole brain, forebrain, and

cerebellum) and cultured cortical neurons

(15, 30, 31). In agreement with the MEF cell

data, MeCP2 was found specifically enriched

at, and associated with, CA repeats in brain
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Fig. 2. Highly specific and methylation-dependent localization of MeCP2 at

CA repeats in embryonic stem cells. (A) DIP-seq datasets [from (26)] and

ChIP-seq datasets [from (25)] obtained in ESCs were reanalyzed and cross-

compared. Normalized densities of MBD proteins and their corresponding

isoforms or disease-related mutants at 5mC peaks, 5hmC peaks, and CA repeats.

TKO, triple knockout. Single-letter abbreviations for the amino acid residues

are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys;

L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp;

and Y, Tyr. (B) Average MeCP2 densities of the WT or mutant proteins at CA

repeats, clustered according to their 5mC enrichment (high, mild, or low).

(C and D) Heatmaps (C) and quantification (D) of MeCP2 and its corresponding

mutants and 5mC levels at CA repeats ranked in descending order on the

basis of their number of CpA dinucleotides. (D) CA repeats were sorted by their

number of CpA dinucleotides and binned into 30 equal-sized bins, and the

density values for each bin were averaged and plotted. A positive correlation

between CA, 5mC, and MeCP2 densities was observed. (E) EMSA analyses of the

MBD domain of MBD1, MBD2, MBD3, MBD4, and MeCP2 (400 nM) bound to
32P-end-labeled 5mCA repeat DNA probe incubated with an increasing excess of

competitive DNA (from 5- to 2500-fold excess). Of note, a minimal concentration of

carrier DNA is required for the MBD domain to bind efficiently to radiolabeled DNA.
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(Fig. 4A and fig. S3A), suggesting that MeCP2

could function by binding to CA repeats in

neurons. Both the analysis of independent

gene expression datasets (fig. S3B) and the

integrative analysis of 38 different transcrip-

tomic studies (Fig. 4B) performed on a wide

range of neural tissues or cells fromRTTmouse

models further confirmed an enrichment in CA

repeats of MeCP2-regulated genes in the brain,

which contain, on average, five times more

CA repeats than the rest of the genes.

We next examined the modification status

of CA repeats in the brain by reanalyzing the

previously published whole-genome bisulfite

sequencing (WGBS) dataset derived frommouse

adult frontal cortex (32).We focused our analysis

on 6-week-old mice in which the 5mCA modifi-

cation is known to have reached its maximum

level (32). Among the 381 million CpA dinucleo-

tides found in themouse genome, only 8million

fall within CA repeats. We found that CA di-

nucleotides located within CA repeats are

globallymore enriched in cytosinemodifications

than are CA dinucleotides located elsewhere in

the genome (11.9% versus 3.6%) (Fig. 4C). Al-

though some CA repeats are found to be highly

modified (Fig. 4D), the averagemodification level

of modified CA dinucleotides (modCA) is ~10%

at CA repeats (fig. S3C), suggesting that high

sequencing coverage is required to efficiently

detect modCA. While this dataset gives an

average coverage of ∼20× (10× per strand), it

decreases to 5× per CA-strand for CA repeats

(fig. S3D). Only 3% of CA dinucleotides lo-

cated within CA repeats (CAn) are covered by

more than 10 reads (compared with ∼40% for

CA dinucleotides located elsewhere in the

genome) (fig. S3E). CA repeats are poorly

covered by WGBS, yet a large fraction of

the covered CA repeats are foundmodified,

suggesting that the number of modCA iden-

tified in the adult brain is largely under-

estimated. We next compared the relative

enrichment of MeCP2 around nonmodified

and modified CG dinucleotides, CA dinucleo-

tides, and CA repeats using WGBS (32) and

ChIP-seq (15) datasets from matching brain

regions (6-week-old mouse frontal cortex). In

agreementwith previous studies (15, 17), MeCP2

was detected at similar levels at modified CG

and CA dinucleotides as well as at unmodified

CA located inside or outside CA repeats. Im-

portantly, MeCP2 preferentially accumulates at

modified cytosines inside CA repeats, where the

modification serves as a nucleation point for

further MeCP2 molecule binding within a 2-kb

region around the CA repeat (Fig. 4E).

We then asked whether CA repeats are

methylated and/or hydroxymethylated in neu-

rons. Because WGBS does not distinguish be-

tween 5mC and 5hmC, we reanalyzed bisulfite

sequencing (BS-seq; which detects both 5mC

and 5hmC) and oxidative bisulfite sequencing

(oxBS-seq; which only detects 5mC) datasets

derived from isolated granule cells (16) and

performed a comparative analysis to estimate

the 5mC/5hmC ratio at CA repeats. The BS-seq

dataset reveals that CA dinucleotides found in

CA repeats are strongly modified in compari-

son with CA dinucleotides located elsewhere

(31% versus 1%) (Fig. 4F), as shown in frontal

cortex. In oxBS-seq datasets, the percentage of

modCA in CA repeats decreases to 25%, sug-

gesting that, in granule cells, modified CA

repeats are ∼80% methylated and ∼20% hy-

droxymethylated. Of note, the average mod-

ification level of modCA within CA repeats

increases to ∼80% in granule cells (versus 10%

in frontal cortex) (fig. S3C). This difference

could be explained by the fact that (i) isolated

granule cells are essentially neurons, whereas

frontal cortex contains both neuronal and glial

cells, and (ii) neurons contain five times more

5mCA than do glia in adult brain (32).

We also reanalyzed the WGBS dataset

derived from DNMT3A
−/WT

mice cortex and

found that the heterozygous disruption of

DNMT3A leads to a global disruption of CA

methylation both outside and inside CA re-

peats in mouse cortex, supporting the implica-

tion ofDNMT3A inCA repeatmethylation (33).

The high level of CA repeat modifications in

neurons is in line with the function ofMeCP2

exercised through its recognition and binding

to hydroxymethylated CA.

MeCP2 is a long-range chromatin

organizer that protects CA repeats from

nucleosome invasion

MeCP2 has long been viewed as a global re-

pressor of transcription. Recent evidence sug-

gests that MeCP2 could regulate transcription

through a more complex mechanism that in-

volves global chromatin organization [reviewed

in (34, 35)]. To shed light on how genome-wide

nucleosome positioning, a key feature of chro-

matin architecture, is related to the presence of

MeCP2,weperformedgenome-wide paired-end

micrococcal nuclease sequencing (MNase-seq)

analysis comparing chromatin samples derived

from WT and KO MeCP2 MEFs. We found

similar nucleosomal DNA length distributions

betweenWT and KO cells (fig. S4A) as well as

very high nucleosome occupancy at micro-

satellites in knockout cells (fig. S4B). A detailed

analysis of nucleosome occupancy patterns

aroundmicrosatellites reveals that these repet-

itive elements are nucleosome-free in WT cells

and that their boundaries define nucleosome

positioning upstream and downstream of the

repeats (Fig. 5, A to C). Loss ofMeCP2 results in

accumulation of specific nucleosomes within

CA repeats but not on other microsatellite

repeats (Fig. 5, A to C), suggesting that MeCP2

protects CA repeats from nucleosome bind-

ing. Moreover, knockout of MeCP2 leads to a

widespread increase of nucleosome density

and occupancy inside LADs, while outside

LADs, the nucleosome density is decreased

(Fig. 5D).

We next studied the effect of MeCP2 on

nucleosome organization around the CA
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Fig. 3. MeCP2 controls the expression of CA repeat–rich genes in

fibroblasts. (A) Scatterplot comparing global gene expression levels between

WT and KO cells. In the absence of MeCP2, 775 genes are overexpressed and

829 genes are down-regulated (|log2 fold change| > 1 and P < 0.01).

(B) Functional annotation clustering of genes differentially expressed in the

absence of MeCP2 in MEFs. (C) Misregulated genes are enriched in CA repeats.

Distribution of the percentage of CA repeats per gene (CA repeat length

divided by gene body length multiplied by 100) for genes grouped according

to their mRNA expression change in the absence of MeCP2 (*P < 10−4,

Mann-Whitney-Wilcoxon test). (D) Mouse coding genes were sorted according to

their percentage of CA repeats and binned into 30 equal-sized bins. The absolute

value of the mean fold change was averaged and plotted for each bin.
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Fig. 4. MeCP2 mediates its neuronal function through CA repeats.

(A) MeCP2 distribution in brain tissues. Reanalysis of seven published MeCP2

ChIP-seq datasets performed in five different brain tissues (15, 30, 31).

Average densities of MeCP2 at microsatellite regions (CA repeats or other

simple repeats) reveal that MeCP2 binds specifically to CA repeats in brain

tissues. (B) Misregulated genes in MeCP2-deficient brain are enriched in CA

repeats. Distribution of the percentage of CA repeats per gene body for mouse

protein-coding genes (total) and MeCP2-regulated genes. Genes regulated

by MeCP2 were identified after an integrative analysis of 38 different

transcriptomic studies performed in a wide range of neural tissue and cells

from RTT mouse models (62) (*P < 10−4, Mann-Whitney-Wilcoxon test).

(C) CA dinucleotides found in CA repeat context are strongly modified in mouse

cortex. Global modCA/CA level (%) inside or outside CA repeat in mouse

6-week-old frontal cortex based on the WGBS dataset derived from (32).

(D) Browser representation showing the modification level at selected highly

modified CA repeats in 6-week-old mouse frontal cortex [from (32)]. chr,

chromosome. (E) MeCP2 preferentially accumulates around modified CA

found in CA repeat context in mouse cortex. MeCP2 distribution around

(±2 kb) modified or unmodified CG or CA using ChIP-seq (15) and WGBS (32)

datasets from matching brain regions (6-week-old mouse frontal cortex).

Only cytosines that were covered by at least 10 reads were included. (F) CA

repeats are found both methylated and hydroxymethylated in neurons.

Global modCA/CA level (%) inside or outside of CA repeats based on BS-seq

and oxBS-seq performed in mouse granule cells (16). (G) Heterozygous

disruption of DNMT3A leads to global disruption of CA methylation both

outside and inside CA repeats in mouse cortex. Global modCA/CA level (%)

inside or outside of CA repeats based on BS-seq performed in 8-week-old

cortex of DNMT3AKO/+ and WT mice (33).
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repeats both outside and inside LADs.We found

that the presence of MeCP2 excludes nucleo-

somes from CA repeats residing outside LADs,

while its absence resulted in a global increase

in nucleosome density around CA repeats lo-

catedwithin LADs (Fig. 5, E andF). Accordingly,

the positive correlation betweenCA repeats con-

tent and transcriptional dysregulation is only

observed for genes located outside LADs (Fig.

5G). The trend that the majority of the dys-

regulated genes are down-regulated inside LADs

is consistent with the global accumulation of

nucleosomes observed in these regions (Fig.

5D and fig. S4C). We also found altered nu-

cleosome occupancies around TSSs and CTCF

binding sites in KO cells (fig. S4D), revealing

an essential role of MeCP2 in maintaining

chromatin architecture.

Specificity of DNA sequence and chemical

modification status for MeCP2 binding

Our in vivo ChIP-seq data show that MeCP2 is

bound to hydroxymethylated cytosines within

CA repeats. To biochemically analyze how

MeCP2 specifically recognizes and interacts

with these repeats, we carried out a series of

in vitro experiments using EMSA.We assessed

the binding of the MeCP2-MBD domain (Fig. 6)
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Fig. 5. MeCP2 functions as a chromatin architecture modulator through CA

repeats. (A to C) MeCP2 protects CA repeats from nucleosome invasion.

(A) Nucleosomes are incorporated at CA repeats in the absence of MeCP2.

5hmC and MeCP2 profiles (reads per million), nucleosome occupancies

(normalized dyad frequency), and CA repeat positions are shown at a

representative locus in WT and KO cells. (B) Heatmaps of IgG, 5hmC, and

MeCP2 densities (left panels) and nucleosome densities (right panels)

around microsatellites in both WT and KO cells. (C) Nucleosome occupancy

profiles around CA repeats (right panel) or around other microsatellites

(left panel) in both WT and KO cells. Nucleosome dyad densities were

collected in 50-bp windows 1.5 kb upstream (divided into 75 bins) and 1.5 kb

downstream (divided into 75 bins) of the length-normalized microsatellites

(divided into five bins). (D to F) The absence of MeCP2 leads to widespread

increase in nucleosome accessibility inside LADs. (D) Wiggle tracks

representing the difference in nucleosome density between WT and

KO cells and the log2 ratio of Lamin B1 enrichment in MEFs [from (41)] along

half of chromosome 17. Genomic regions contacting the nuclear lamina,

defined as lamina-associated domains (LADs), are also shown in red.

(E) Heatmaps of IgG, 5hmC, and MeCP2 densities (left panels) and

nucleosome densities (right panels) around CA repeats in both WT and KO

cells. CA repeats were sorted according to their genomic location inside

(repressed chromatin) or outside (active chromatin) LADs. (F) Nucleosome

occupancy profiles around CA repeats located outside (left panel) or

inside (right panel) LADs. (G) MeCP2 regulates transcription of CA repeat-rich

genes located outside LADs. Mouse coding-genes located inside or outside

LADs were sorted according to their CA repeat content (%) and binned in

20 equal-sized bins. The absolute value of the mean log2 fold change was

averaged and plotted for each bin.
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or full-length protein (fig. S5) to various forms
ofmethylated or hydroxymethylatedDNA con-
taining either seven interspersed or grouped
CpG dinucleotides or seven CpA dinucleotides
(Fig. 6A).We found that both theMBDdomain
of MeCP2 and the full-length protein have a
very weak affinity for DNA containing CpG or
CpA dinucleotides, irrespective of their dis-
tribution or methylation status (Fig. 6B and
fig. S5). In contrast, MeCP2 has a very strong
affinity for grouped CpA dinucleotides (Fig. 6B
and fig. S5). Methylation enhances the affinity
for seven CpA dinucleotide stretches, and hy-
droxymethylation further enhances that affinity
(Fig. 6B and fig. S5). The binding measurement
determinedbymicroscale thermophoresis (MST)
indicates that the MeCP2-MBD has stronger
interactionswith 5hmCAn substrate (dissociation
constant, Kd, of ∼0.41 mM), which is about seven-
fold higher than the interaction with 5mCG
(Kd ∼ 2.85 mM).

We next sought to determine the minimal
CA dinucleotide repeats required for MeCP2
binding using EMSA (Fig. 6E). We found that
the affinity of MeCP2 for DNA increased lin-
early with the number of CA repeats, ap-
proaching a plateau at about five CA repeats
(Fig. 6, F to H). These data reveal that MeCP2
requires at least five consecutive CA dinu-
cleotides to efficiently bind DNA and that
hydroxymethylated CA repeats represent the
specific DNA target for MeCP2.

Structural basis of CA repeat DNA and

hydroxymethyl recognition by MeCP2

To address the molecular basis of DNA recog-
nition by MeCP2 and of the underlying spe-
cific interactions with hydroxymethylated CA
repeats, we determined the crystal structure of
MeCP2 bound to a CA repeat–containing DNA
with one hmCA in the middle. Crystals of the
complex formed by the MeCP2-MBD domain

and the hmCA-modified DNA (Fig. 7A) dif-
fracted to 2.1-Å resolution. The structure of the
complex was determined by molecular replace-
ment using the structure of the MeCP2-CpG
complex as a startingmodel [ProteinData Bank
(PDB) ID 3C2I] (36), and the atomic model was
refined iteratively to obtain good geometry
parameters (seeMaterials andmethods; table
S1). MeCP2 adopts a tertiary structure in which
its b-sheet region binds asymmetrically to the
major groove region of the DNA where the
5hmC is located (Fig. 7A). The overall struc-
ture of the MeCP2-MBD protein part in the
complex is very similar to that of the protein
alone, as determined by nuclear magnetic res-
onance spectroscopy in solution (37), and its
overall shape is similar to that ofMeCP2 bound
to a methylated CpG (fig. S6A) (36). However,
the recognition and binding modes of MeCP2-
MBD toward the hydroxymethylated CA repeat
and the neighbor bases (G/C versus A/T) and
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Fig. 6. High affinity of MeCP2 to CA repeat–containing substrates in

electrophoretic mobility shift assays. (A) Schematic presentation of the

different substrates used in this study. Note that each substrate is strictly composed

of seven CpA or CpG dinucleotides in a dispersed or repeated context. (B) EMSA

analysis of the MeCP2-MBD (from 0 to 2.4 mM) bound to 2 nM of 32P-end-labeled

substrates [presented in (A)] in the presence of 2000-fold excess of unlabeled

competitor. (C and D) Microscale thermophoresis assay of MeCP2-MBD with

5hmCAn (C) and 5mCG (D) DNA substrates. Differences in the direction of the

curves are due to change in the hydration shell. FNorm, normalized fluorescence;

Conc, concentration. (E to H) Binding of MeCP2-MBD (F) or MeCP2 full-length

(G) to different DNA substrates containing one to seven CA consecutive

dinucleotides [presented in (E)]. The minimal number of CpA repetitions (H)

required for an optimal binding of MeCP2 was estimated to be about five CAs

(corresponding to 50% of the maximum bound fraction, indicated in brackets).
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Fig. 7. Crystal structure of MeCP2-MBD complexed with five CA repeat

DNA containing a central hydroxymethylated cytosine base. (A) Overall
structure of the DNA–MeCP2-MBD complex; the leading strand is indicated in
cyan with the CA repeat, bearing the central hydroxymethylated cytosine, in
orange (arrow). (B and C) Details of the DNA–MeCP2-MBD molecular recognition
(top and side views, respectively). Arg111 serves as a primary DNA recognition
site of the G base, while Arg133 provides specificity toward the hydroxymethyl
group of the modified C base and also recognizes the neighbor T (on the
complementary strand) of the CA repeat [color coded as in (A); hydrogen
bond interactions are shown as dashed lines]. R133C is a natural mutant of
MeCP2 in Rett syndrome (RTT residues are highlighted by blue boxes).
(D and E) Structural environment of sites where other Rett syndrome mutants
exist, including Arg106, Phe155, and Thr158, which are involved either in
hydrogen bonding or hydrophobic contacts to stabilize the MeCP2-MBD
fold and nonspecific interactions with the DNA. Overall structure of
DNA–MeCP2-MBD shown as insets with regions of molecular interactions

highlighted (black circles). (F) DNA base pair parameters (DNA alone shown
as cartoon representation). At the hydroxymethylated site, the CA repeat
shows a widening of the major groove (black arrow). A slight kink of the
central DNA axis is visible on the CA repeat (central black line). At the
modified site, major and minor grooves exhibit widening (~22 •) and
narrowing (~10 •), respectively, and the roll base pair step parameters show
a strong negative roll (~−8¡). (G) List of mutations involved in the MeCP2-
MBD and their structural role. (H) Genome browser view at selected CA
repeats showing the distribution of MeCP2 in MEFs Mecp2fl/fl (WT),
Mecp2−/− (KO), Mecp2−/− + e-Mecp2 WT (e-WT), Mecp2−/− + e-Mecp2 R133C

(e-R133C), and Mecp2−/− + e-Mecp2 R106W (e-R106W). (I) Average MeCP2
density at CA repeats as a function of their CpA dinucleotides density in
e-WT, e-R133C, and e-R106W cells. (J) EMSA analyses of the full-length
MeCP2 WT, MeCP2 R133C, or MeCP2 R106W mutant proteins (600 nM) to
32P-end-labeled 5hmCA repeat-containing DNA probe incubated with an
increasing excess of competitive DNA (from 100- to 800-fold excess).
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the DNA geometry are different. The MBD
domain of MeCP2 recognizes and interacts
with the hydroxymethylated CA repeat through
two key amino acids, Arg111 and Arg133 (Fig. 7, B
and C). Arg111 is on the b-sheet 1 element and
forms a hydrogen bond with the N7 and O6
positions of the guanine base that is located on
the opposite strand of the DNA and base pairs
with the hydroxymethyl-cytosine; in this
network, Asp121 helps position the Arg111 side
chain via two hydrogen bonds (Fig. 7C). Arg111

thus serves as a primary DNA recognition site
(Fig. 7C). In turn, Arg133 recognizes the mod-
ified C and the T on the complementary
strand of the CA repeat. Arg133 is oriented in a
perpendicular manner to the DNA major
groove of the CA repeat and forms a hydrogen
bond with the hydroxyl group of the 5hmC
moiety and the oxygen atoms of the neigh-
boring T base (Fig. 7, B and C). This reveals
that Arg133 provides the specificity for the
recognition of the hydroxymethyl group via a
direct interaction through a single hydrogen
bond (Fig. 7C).
The structural data also inform on possible

changes in MeCP2-DNA interaction in RTT. A
cysteine residue at position 133 (as R133C mu-
tation in RTT) would disrupt both the 5hmC
and the neighboring T recognition, whereas a
glycine residue (R111G) would induce loss of G
recognition. In contrast, Arg106, one of the
most frequently mutated residues in RTT,
is not directly involved in DNA interaction
but instead stabilizes the MBD domain by
forming hydrogen bonds with the carbonyl
backbone of Met94, Asp156, Thr158, and Val159

(Fig. 7D). A tryptophan residue in this posi-
tion (R106W inRTT)would disrupt the entire
hydrogen bonding network. Mutation of Thr158

to a methionine (T158M in RTT) would disrupt
the observed hydrogen bond with the backbone
of the 160–162 loop in which Arg162 interacts
with theDNAphosphate backbone in a sequence-
independent manner (Fig. 7D). Reversely, muta-
tion of Phe155 to a serine (F155S inRTT) located in
the direct vicinity would introduce a hydrophilic
residue in the middle of a patch of hydrophobic
residues around Phe155, which would have a
destabilizing effect (Fig. 7E). The impact of
the different RTT mutations on the MeCP2-
MBD structure is summarized in Fig. 7G.
Notably, the hydroxymethylation of the cen-

trally located cytosine within the five CA re-
peats leads to a narrowing of theminor groove
to 10.0 Å (i.e., reduced by 1.8 Å compared with
classical B-form DNA) and to a widening of
the major groove to 22.3 Å (i.e., increased by
~5.2 Å) (Fig. 7F). This change in DNA geometry
in the CA repeat helps the MBD domain insert
into its target DNA via its two arginine residues,
Arg111 and Arg133. In addition, there is a stark
contrast in the roll base pair step parameter of
the CA repeat DNA (Fig. 7F), which changes
from a strong positive roll (6.7°) to a strong

negative roll (−8.2°) at the hydroxymethylcy-
tosine step (Fig. 7F). This suggests that the
specific shape of the CA repeat is important
for the recognition of the CA repeat by MeCP2,
whereas Arg133 determines the specificity
toward hydroxymethylated cytosines (Fig. 7,
B and C).
On the basis of the structure, we hypothe-

sized that a mutation of Arg133 should affect
both DNA binding and the function ofMeCP2.
We found that the RTT MeCP2 R133C mutant
ectopically expressed in Mecp2

−/− MEF cells
had an altered distribution compared with
WT (fig. S6, B and C). Moreover, the RTT
MeCP2 R106W mutant also exhibited a dif-
ferent staining pattern (fig. S6, B and C).
This suggests that the R106W mutation of
MeCP2 interferes with DNA binding (13),
possibly owing to alterations in the hydro-
gen bonding network of MeCP2 (see Fig. 7).
Next, we carried out a comprehensive study
on the genome-wide distribution pattern of
theWT and twoMeCP2mutants using ChIP-
seq. The data demonstrate that, in contrast
to WT MeCP2, the binding to all CA repeat
sites is severely impaired in the R133C mutant
and in the case of theR106Wmutant is entirely
lost (Fig. 7H and quantification in Fig. 7I). This
result was confirmed in vitro, by testing the
affinity of the full-length R133C and R106W
mutant proteins for hydroxymethylated CA
repeat DNA by EMSA (Fig. 7J).

Discussion

The function of the essential brain protein
MeCP2 has remained elusive for a long time.
The present comprehensive study using genome-
wide approaches and structural analysis reveals
its molecular function both in vitro and in vivo.
We show that MeCP2 selectively recognizes CA
repeat DNA in a strand-specificmanner and that
it requires at least five consecutive CA dinucleo-
tides to optimally bind DNA. The affinity of
MeCP2 tomodified CA repeats is one order of
magnitude higher compared to previously
identified substrates such as 5mCG and 5mCA
dinucleotides (11, 17, 21). Accordingly, chimeric
MeCP2 protein containing the MBD2 DNA
binding domain that only recognizes mCG
failed to rescue the RTT phenotype in mice,
thus highlighting the importance of modified
CA recognition by MeCP2 (38). Within the
MBD family, MeCP2 is the only one that rec-
ognizes and specifically binds to CA repeats.
Furthermore, while MeCP2 can bind in vitro
modified and nonmodified CA repeats, with
hydroxymethyl being the strongest, in vivo it
shows impressive selectivity toward modified
CA repeats, as shown by genome-wide ChIP-
seq and DIP-seq analysis in MEF cells and
pluripotent cells, andWGBS in neuronal cells
and in the mouse brain, thus identifying the
natural DNA target sequence. We also show
that CA repeats are modified by DNMT3A.

The modified cytosine, only when located
within a CA repeat, serves as a nucleation
point for further MeCP2 accumulation and
spreading around the repeat where it could
compete for nucleosome binding. However,
despite the impressive selectivity of MeCP2
for modified CA repeats, we cannot rule out a
partial contribution of DNA methylation at
CpG and CpA dinucleotides. The association
of MeCP2 withmodified CA repeats wasmissed
by previous research studies using WGBS
(16, 17, 39), which tend to strongly under-
estimate modified sites owing to the repetitive
nature and asymmetric modification (specifi-
cally on one DNA strand) of CA repeats, re-
quiring an unusually high sequencing coverage
to be efficiently detected.
Our structural data provide the molecular

details of theMeCP2-hydroxymethylated DNA
interactions. The CA repeat creates a well-
defined DNA shape, with a substantially modi-
fied geometry, including a widened major
groove and negative roll parameters, located
precisely at the modification site. This partic-
ular DNA geometry is important, but not
sufficient, to ensure the specificity of MeCP2
binding. The CA repeat has to be hydroxyme-
thylated to enable specific interactions with
MeCP2. The hydroxyl moiety of the hydroxy-
methyl group forms a hydrogen bond with
Arg133 of MeCP2, that is, Arg133 serves to probe
the presence of the hydroxymethyl modifica-
tion. This recognition is direct and does not
involve a water molecule, which explains the
high specificity of MeCP2 toward hydroxyme-
thylated but not to methylated CA repeats and
the deleterious effect of the R133C mutation in
RTT patients. The interaction of Arg133 with
the hmCA is critical because it provides the
specificity toward the chemically modified site.
This key interaction does not exclude that
other mutants contribute toward Rett patho-
genesis in a somehowmodulatedmanner, con-
sistentwith the existence of various phenotypes.
Of note, the fact that the R133C mutation in
MeCP2 results in a mild RTT phenotype sug-
gests that this mutant may in part still bind to
the methylated CA repeats in the brain (as ob-
served in stem cells) (Fig. 2) but probably to a
lesser extent and with specificity loss as com-
pared to hydroxymethylated CA repeats. Our
structure also offers the molecular basis for
understanding the altered interactions of other
MeCP2-MBD mutants with DNA in RTT. The
R111Gmutation affects the direct interaction of
Arg111 with DNA, while R106W, F155S, and
T158M would act indirectly through changes
of the hydrogen bonding network inside the
MBD protein fold.
The identification of MeCP2 as a CA micro-

satellite binding protein establishes a previ-
ously unknown function for MeCP2. MeCP2
appears to serve as a long-range chromatin
architecture organizer across the genome to
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protect CA repeats from nucleosome inva-

sion, consistent with the idea that MeCP2-

mediated CA repeat protection involves global

chromatin reorganization [reviewed in (34, 35)].

Loss of MeCP2 results in a widespread increase

in nucleosome density inside LADs, which play

a crucial role in three-dimensional genome ar-

chitecture organization and transcription regu-

lation (40). The MeCP2 depletion-mediated LAD

chromatin structural perturbations affect LAD

function and result in alterations in transcrip-

tion at a genome-wide level, in agreement with

our and other available data (40–42). Further-

more, numerous other studies have shown that

CA repeats are involved in transcription and

splicing regulation (43–46), and the presence of

several thousands of simple repeats (including

CA repeats) has been shown to affect the gene

expression of nearby genes (28, 29). How CA

repeat distribution and orientation affect gene

expression remains to be determined.

Taken together, our data provide insights

into the origin of RTT at the molecular level

and suggest that RTT could be viewed as a

chromatin disease, originating from the in-

ability of mutant MeCP2 to bind and protect

CA repeat–containing genes from nucleosome

invasion. Our results may open a new area of

research that considers the roles of specific

proteins binding to microsatellites and other

repeats in neurological diseases of unknown

etiology.

Materials and methods

Pull-down assay

One milliliter of MEF nuclear extracts, corre-

sponding to ~800 million cells, were incubated

with 5 mg of biotinylated double-stranded DNA

with or without a (CA)7 repeat motif in TGEN

buffer (20 mM Tris pH 7.65, 3 mM MgCl2,

0.1 mM EDTA, 10% glycerol, 0.01% NP40)

containing 1.5 M NaCl and dialyzed over-

night at 4°C in TGENbuffer containing 300mM

NaCl. Fifty microliters of streptavidin-coupled

magnetic beads (DynabeadsM-280 Streptavidin,

Invitrogen) pre-blocked with bovine serum

albumin (BSA; 1 mg/ml) and yeast tRNA (1 mg/ml)

were added to the dialyzed mixture for 2 hours

at 4°C. DNA-protein complexes were washed

five timeswith TGENbuffer containing 300mM

NaCl and then elutedwith 100 ml of SDS loading

buffer. Tenmicroliters of each eluate fractionwas

loaded on 10% Tris-Glycine gel and analyzed by

silver staining and mass spectrometry.

Cell lines

Primary MEFs were isolated from Mecp2
tm1Bird

mice (JAXstock #007177) (6). Thesemice possess

two functional loxP sites flanking exons 3 and 4

of Mecp2 (Mecp2
fl/fl
). MEFs were derived from

embryonic day 13.5 (E13.5) homozygous female

embryo, as previously described (47). Mecp2
fl/f

MEFs were transfected with pCMV-CRE vec-

tor using FuGENE 6 Transfection Reagent

(Promega) according to the manufacturer’s

instructions to generate KO cells (Mecp2
−/−

).

After selection, targeted clones were identified

by real-time quantitative PCR (RT-qPCR) and

further confirmed by Western blot analysis.

For rescue experiments, MeCP2WT,MeCP2

R133C, or MeCP2 R106W mutant proteins

fused to N-terminal Flag- and hemaggluti-

nin (HA)–epitope tags were stably expressed

in Mecp2
−/−

MEFs by retroviral transduc-

tion (48).

ChIP-seq

MeCP2 ChIP

MeCP2 ChIP experiments were performed as

previously described (48) in MEFs WT or KO

for Mecp2. Briefly, 50 mg of sonicated chro-

matin isolated from subconfluent MEFs WT

or KO for Mecp2 were immunoprecipitated

using 2 mg of anti-MeCP2 antibody (Protein-

tech, 10861-1-AP). Six independent chromatin

immunoprecipitations were pooled before se-

quencing analysis.

Flag-HA ChIP

Subconfluent MEFs expressing FLAG-HA–

tagged MeCP2 were cross-linked with 0.4%

formaldehyde for 10 min and quenched with

150 mM glycine for 10 min at room temper-

ature. Cells were lysed in hypotonic buffer

(10mMTris-HCl pH 7.65, 1.5mMMgCl2, 10mM

KCl) and disrupted with a Dounce homoge-

nizer. The cytosolic fraction was separated

from the nuclei fraction by centrifugation at

4°C. Nuclei were resuspended in sucrose buf-

fer (20 mM Tris-HCl at pH 7.65, 15 mM KCl,

60 mM NaCl, 0.15 mM spermine, 0.5 mM

spermidine) adjusted with high-salt buffer

(20mMTris-HCl pH 7.65, 25% glycerol, 1.5mM

MgCl2, 0.2 mM EDTA, 900 mMNaCl) to reach

a final NaCl concentration of 300 mM. The

nuclear-soluble fraction was recovered by

centrifugation at 4°C. The pellet containing

chromatin fraction was incubated in sucrose

buffer containing 1 mM CaCl2 and MNase

(2.5 U/g of cells) for 10 min at 37°C. Digestion

was stopped with 4 mM EDTA and soluble

chromatin was recovered by centrifugation at

4°C. TaggedMeCP2 was immunoprecipitated

with anti-Flag M2 antibody conjugated to

agarose beads (Sigma), eluted with Flag pep-

tide (0.5 mg/ml), further affinity-purified

with anti-HA antibody conjugated to agarose

beads, and eluted with HA peptide (1 mg/ml).

The HA and Flag peptides were first buffered

with 50 mM Tris-Cl (pH 8.5) then diluted to

4 mg/ml in TGEN 150 buffer (20 mM Tris at

pH 7.65, 150mMNaCl, 3 mMMgCl2, 0.1 mM

EDTA, 10% glycerol, 0.01% NP40) and stored

at −20°C until use. Between each step, beads

were washed in TGEN 150 buffer. MeCP2-

bound chromatin was submitted to RNase

and proteinase K digestion, and DNA was

purified by phenol-chloroform.

Libraries construction and sequencing

Libraries were prepared using the Diagenode

MicroPlex Library Preparation kit v2 and se-

quenced on Illumina HiSeq 4000 sequencer

as single-end 50-bp reads following Illumina’s

instructions. Image analysis and base calling

were performed using RTA 2.7.3 and bcl2fastq

2.17.1.14. Adapter dimer reads were removed

using DimerRemover v0.9.2. Reads were mapped

to the mouse genome (mm9) using Bowtie (49)

v1.0.0 with the following arguments: -m 1 –strata

–best -y -S –l 40 -p 2.

MeDIP-seq and hMeDIP-seq

DNA immunoprecipitation

Twenty micrograms of DNA was used as in-

put, then 2 ml 5mC monoclonal antibody

(Active Motif, 39649), 2 ml monoclonal immu-

noglobulin G (IgG) control antibody (Abcam,

ab81032), 4 ml 5hmC polyclonal antibody (Ac-

tiveMotif, 39791) or 4 ml IgGpolyclonal antibody

(Abcam) were used to immunoprecipitate DNA.

DNA and antibodies were incubated at 4°C

overnight in a final volume of 1 ml DIP buffer

(10 mM sodium phosphate pH 7.0, 140 mM

NaCl, 0.05% Triton X-100). The bound material

was recovered after incubation with 60 ml

blocked protein G Dynabeads (beads washed

three times with 1 ml DIP buffer and incu-

bated for 4 hours minimumwith BSA 1 mg/ml

and yeast tRNA 0.5 mg/ml). The beads were

washed three times with 1 ml DIP buffer, then

treated overnight with RNase A at 65°C in the

presence of 300mMNaCl and then treated for

4 hours with proteinase K at 55°C. Immuno-

precipitated DNA was purified by phenol-

chloroform extraction followed by ethanol

precipitation. Two independent DNA immu-

noprecipitationswere pooled for each condition

before sequencing analysis. For each condi-

tion, 5mC, 5hmC, and IgG control DIP assays

were performed using the same batches of

genomic DNA.

Libraries construction and sequencing

Libraries were prepared using the SMART

cDNA Library Construction Kit and sequenced

on Illumina HiSeq 4000 sequencer as single-end

50-bp reads following Illumina’s instructions.

Image analysis and base calling were performed

using RTA 2.7.3 and bcl2fastq 2.17.1.14. Adapter

dimer readswere removedusingDimerRemover.

Data were preprocessed with Cutadapt (50) v1.13

to remove the first nine nucleotides and to re-

move sequences with a trailing polyT of at least

10 Ts. Cutadapt was used with the following pa-

rameters: “-u 9 -aT [10] –discard-trimmed”. Reads

weremapped to themouse genome (mm9) using

Bowtie v1.0.0 with default parameters except for

“-p 3 –m 1 – strata –best –chunkmbs 128.”

RNA-seq

Total RNAs were purified from subconfluent

MEFs using standard methods. Libraries of
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template molecules suitable for strand-specific

high-throughput DNA sequencing were created

using a TruSeq Stranded Total RNA with Ribo-

Zero Gold Prep Kit (RS-122-2301; Illumina), as

previously described (47). The libraries were

sequenced on Illumina HiSeq 4000 sequencer

as single-end 50-bp reads following Illumina’s

instructions. Image analysis and base calling

were performed using RTA 2.7.3 and bcl2fastq

2.17.1.14. Adapter dimer reads were removed

using DimerRemover v0.9.2. Reads were

mapped to the mouse genome (mm9) using

Tophat v2.0.14 and Bowtie v2-2.1.0. Quanti-

fication of gene expression was performed

using HTSeq v0.6.1 and gene annotations

from Ensembl release 67. Read counts have

been normalized across WT and KO libraries

with the method proposed in (51). Compar-

isons of interest were performed using the

test for differential expression proposed in

(52) and implemented in the Bioconductor

package DESeq2 (v1.16.1). Resulting P values

were adjusted for multiple testing using the

Benjamini and Hochberg method (53).

MNase-seq

Mononucleosomes isolation

Subconfluent MEFs were lysed in hypotonic

buffer (10 mM Tris-HCl at pH 7.65, 1.5 mM

MgCl2, 10 mM KCl) and disrupted by Dounce

homogenizer. The cytosolic fraction was sep-

arated from the nuclei by centrifugation at

4°C. Nuclei were resuspended in sucrose buf-

fer (20 mM Tris-HCl at pH 7.65, 15 mM KCl,

60 mM NaCl, 0.15 mM spermine, 0.5 mM

spermidine) adjusted with high-salt buffer

(20 mM Tris-HCl at pH 7.65, 25% glycerol,

1.5 mM MgCl2, 0.2 mM EDTA, 900 mM NaCl)

to get a final NaCl concentration of 300 mM.

The nuclear-soluble fraction was recovered by

centrifugation at 4°C. The pellet containing

chromatin fraction was incubated in sucrose

buffer containing 1 mM CaCl2 and MNase

(2.5 U/g of cells) for 10 min at 37°C. Diges-

tion was stopped with 4 mM EDTA and mono-

nucleosomes were recovered by centrifugation

at 4°C. Mononucleosomes were submitted to

RNase and proteinase K digestion, and DNA

was purified by phenol-chloroform extraction.

Library construction and sequencing

Libraries were prepared using the Diagenode

MicroPlex Library Preparation kit v2 and se-

quenced on Illumina HiSeq 4000 sequencer

as paired-end 100-bp reads following Illumina’s

instructions. Image analysis and base calling

were performed using RTA 2.7.3 and bcl2fastq

2.17.1.14. Adapter dimer reads were removed

using DimerRemover v0.9.2 (https://source-

forge.net/projects/dimerremover/). Reads were

mapped to the mouse genome (mm9) using

Bowtie (49) v1.0.0 with the following argu-

ments: -m 1 –strata –best -y -S –l 40 -p 2. To

generate the nucleosome position data track

using MNase-seq data, we extracted read pairs

which fragment sizes ranged between 100 and

200 bases. Then, we extracted the genomic co-

ordinates of the midpoint (nucleosome dyads)

between the highest and lowest coordinates of

the two read pairs.

Whole-genome bisulfite sequencing datasets

The following previously published indepen-

dent datasets were used. Raw reads from adult

mouse frontal cortex (6-week-old) were down-

loaded from the Gene Expression Omnibus

(GEO) under the accession number GSM1173783

(BS-seq) (32). Reads from granule cells were

downloaded under the accession numbers

GSM2517045 (BS-seq) and GSM2517048 (oxBS-

seq) (16). Reads from 8-week-old cortex were

downloaded under the accession numbers

GSM448427 (DNMT3A
KO/+

mouse) and

GSM4448426 (WT mouse) (33).

Data was processed using the Bismark

v0.22.3 (54) pipeline. Reads were aligned to

the mouse reference genome (mm9) using

bismarkwithdefault parameters for Lister et al.’s

data (32) and with the default parameters and

nondirectional configuration forMellén et al.’s

data (16). Duplicated readswere removed using

the tool deduplicate_bismark with default pa-

rameters andmethylated siteswere called using

the tool bismark_methylation_extractor.

Heatmaps of read depth coverage were gen-

erated using Deeptools v3.5 (55) using the

tools bamCoverage to generate bigwigs files

with a step of 10 nucleotides, computeMatrix

to generate a count matrix at the positions of

CA repeats and finally plotHeatmap and

plotProfile to generate heatmaps and mean

profile plots. The x axis represents the center

of CA repeats ±2 kb. Pie charts and boxplots

are drawn using R scripts done with R v4.0.2

and ggplot2 v3.3.2 (56). To calculate the per-

centage of the modification level of 5(h)mCA,

we restricted analysis to CA sites of high

coverage (≥10 reads).

MeCP2 ChIP-seq datasets

The published datasets shown in Table 1 were

downloaded from GEO in SRA format and

converted to FASTQ format using the fastq-

dump program in the sratoolkit (version 2.1.9).

Reads were mapped to the mouse genome

(mm9) using Bowtie v1.0.0 with the following

setting: -p 3 -m 1 –strata –best –chunkmbs

128 -S.

Analysis of MeCP2-regulated genes in

brain tissues of RTT mouse models

Genes lists whose expression was shown to be

up-regulated in hypothalamus (57), cerebel-

lum (58), amygdala (59), hippocampus (60),

stratium (61), and visual cortex (15) of MeCP2

KOmouse were downloaded fromGabel et al.

(15). The 404 genes shown to be significantly

misregulated across 38 different transcrip-

tomic studies performed in a wide range of

neural tissue and cells of RTT mouse models

was identified by (62).

Computational analyses

Heatmaps and quantifications of the ChIP-seq,

DIP-seq, and MNase-seq data were performed

running seqMINER (63), using datasets nor-

malized to 10 million uniquely mapped reads

(for ChIP-seq and DIP-seq) or 50 million nu-

cleosome dyads coordinates (for MNase-seq).

For DIP-seq and ChIP-seq, peak detection was

performed running MACS (64) using datasets

normalized to 10 million uniquely mapped

reads under settings in which the correspond-

ing IgG (MeDIP-seq) or the KO cells (MeCP2

ChIP-seq) datasets were used as negative con-

trol. Detected peak summits were annotated

using HOMER v4.7.2. (65). Homer provides

repeats annotation obtained from the rmsk

table of UCSC. UCSC repeats data are gen-

erated using the xRepeatMasker program

(www.repeatmasker.org) with the -s and -m

flags. RepeatMasker uses the comprehensive

database of repetitive element consensus se-

quences Repbase (66), which allows imper-

fections for short tandem repeats detection.

As reference coordinates, we used the Repeat-

Masker database (for DNA repeats) or the

Ensembl 67 database (for coding genes) of the

mouse genome (mm9). CpA/CpG heatmaps

were generated using custom perl scripts

wrapping BEDtools v2.26.0 utilities (67) and

developed with custom functions. The scripts

generated matrices of dinucleotide counts
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Table 1. MeCP2 ChIP-seq datasets.

Mark Cell or tissue Type GEO accession Reference

MeCP2 Forebrain ChIP-seq GSE60071 (15)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MeCP2 Cerebellum ChIP-seq GSE60071 (15)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MeCP2 Whole brain ChIP-seq GSE38324 (31)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MeCP2 6-week-old cortex ChIP-seq GSE67293 (15)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MeCP2 Cerebellum ChIP-seq GSE38324 (31)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MeCP2 Cortical neurons ChIP-seq GSE31951 (30)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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per bin in regions of interest. TreeView v3.0

(68) was then used to plot heatmaps from

generated matrices.

MBD proteins purification for electromobility

shift assay

MeCP2 WT, MeCP2 R133C, or MeCP2 R106W

mutants fused to N-terminal His-tag were

cloned into pFastBac vector (Invitrogen). The

cloned vectorswere transformed into bacterial

DH10Bac competent cells for making recom-

binant bacmid. The recombinant bacmids was

then extracted and transfected into Sf9 cells by

Cellfectin II Reagent (Invitrogen). After viral

amplification, SF9 cells were infected (10
6
cells/

ml) with baculoviruses expressing His-MeCP2

for 2 days at 27°C. Cells were harvested and

resuspended in 25 ml lysis buffer containing

20 mM Tris-HCl pH 7.65, 400 mM NaCl, 10%

glycerol, 0.01%NP40, 30mMImidazole, 0.2mM

PMSF and protease inhibitor cocktail tablets

(Roche). The lysate was dounced 30 times,

sonicated, and centrifuged for 10 min at 12,000

rpm. The clarified supernatant was applied to

cOmplete His-Tag Purification Resin (Roche),

washed with 50mM imidazole, and eluted with

300 mM imidazole using buffer containing

20 mM Tris-HCl pH 7.65, 400 mM NaCl, 10%

glycerol, 0.01% NP40. The eluate was diluted

twice with sodium phosphate buffer [50 mM

sodium phosphate pH 7, 1 mM dithiothreitol

(DTT), 1 mM EDTA], incubated with SP sephar-

ose fast flow bead (GE Healthcare), extensively

washed with sodium phosphate buffer con-

taining 100 mM NaCl, and eluted with so-

dium phosphate buffer containing 500 mM

NaCl. The eluate was desalted with PD-10

Sephadex G-25 columns (GE Healthcare) pre-

viously equilibrated with TGEN 150 buffer

(20mMTris-HCl pH 7.65, 10% glycerol, 150mM

NaCl, 3mMMgCl2, 0.1 mMEDTA, 0.01%NP40).

Preparation of MBD domains

The MBD domains of MBD1 (1–75), MBD2

(146–214), MBD3 (1–69), MBD4 (69–136), and

MeCP2 (77–165) were cloned in a pET15b vector

and expressed in Escherichia coli BL21-

CodonPlus-RIL-pLysS (Stratagene). A 1-liter

culture was grown in LB medium at 37°C

until OD600 of 0.5was reachedbefore induction

with 1 mM IPTG for 3 hours at 37°C. Cells were

lysed in 15-ml buffer containing 20 mM Tris-

HCl pH 7.65, 400 mM NaCl, 10% glycerol,

0.01% NP40, 30 mM imidazole, 0.2 mM PMSF

and protease inhibitor cocktail tablets (Roche)

in the presence of lysozyme (1 mg/ml) and

sonicated on ice. The clarified supernatant

was applied to cOmplete His-Tag Purification

Resin (Roche), washed with 50 mM imidazole,

and eluted with 300 mM imidazole using

buffer containing 20 mM Tris-HCl pH 7.65,

400mMNaCl, 10% glycerol, 0.01%NP40. The

eluate was desalted with PD-10 Sephadex

G-25 columns (GE Healthcare) previously

equilibrated with TGEN 150 buffer (20 mM

Tris-HCl pH 7.65, 10% glycerol, 150 mM

NaCl, 3 mM MgCl2, 0.1 mM EDTA, 0.01%

NP40).

Electromobility shift assay

The DNA substrates were prepared by anneal-

ing equimolar amounts of the corresponding

synthetic oligonucleotides in a buffer contain-

ing 10 mM Tris-HCl pH 7.5, 1 mM EDTA, and

100 mM NaCl. DNA substrates were 5′-end

labeled with [g-
32
P]ATP and T4 polynucleotide

kinase. Reaction mixtures (10 ml) containing

20 mM Tris-HCl pH 7.6, 125 mM NaCl, 5%

glycerol, 0.1 mg/ml BSA, and 2 nM of end-

labeled substrates were incubated for 8 min

at 4°Cwith the indicated concentration of tested

protein, then an excess (as indicated) of un-

labeled competitor DNA (sheared salmon sperm

DNA) was added to reactionmixtures for 8 min.

The binding reactions were loaded on a 6%

nondenaturing polyacrylamide gel (pre-run

for 20min at 60 V in 0.5X TBE, run at 60V for

2 hours at 4°C).

Microscale thermophoresis

Binding of MeCP2-MBD with 5hmCAn or

5mCG DNA substrates (presented in Fig. 6A)

were determined by microscale thermopho-

resis (MST). The purified MeCP2-MBD were

coupled to a fluorophore (RED-NHS 2nd gen-

eration) in the HEPES buffer (10 mMHEPES,

pH7.6, 150mMNaCl)with the proteinLabeling

Kit (Nanotemper, Munich, Germany) accord-

ing to the manufacturer’s instructions. Serial

dilutions of DNA were made by 16 succes-

sive 1:1 dilutions of the highest concentration

(80 mM) sample into the HEPES buffer. Each

of these solutions was mixed 1:1 with the la-

beledMBD protein to a final concentration of

2 mM in all samples. The samples were incu-

bated in the dark at room temperature for a

minimumof 1 hour. All 16 sampleswere loaded

into premium capillary tubes before the fi-

nal measurements were taken in a Monolith

NT.115 instrument (Nanotemper, Munich,

Germany). The instrument’s light-emitting

diode (LED) power and the MST laser power

were set to 40%. Measurements were per-

formed at room temperature by turning on

the LED followed by fluorescence monitor-

ing as a function of time using a 5 s waiting

period before the MST laser was switched

on. The MST laser remained on for 30 s fol-

lowed by 5-s monitoring of the recovery pe-

riod. The resulting fluorescence time traces

were examined as previously described (69).

Differences in the direction of the curves is

due to change in the hydration shell (70).

All the measurements were repeated three

times with triplicate samples. All the statis-

tics calculations, curve fitting, and Kd calcu-

lation were performed with Prism Software

(GraphPad).

Preparation of MeCP2-MBD/DNA complex

for crystallization

The MBD domain (77–177 amino acids) of

MeCP2 was cloned in pET28 vector with

C-terminal 6XHis-tag. The protein was ex-

pressed in E. coli BL21 DE3 pLYSs (Promega,

US) and induced at 0.6 ODwith IPTG (0.4mM)

for 3 hours at 37°C. The bacterial cells were

harvested by centrifugation and dissolved in

lysis buffer (20 mM Tris-HCl pH 7.5, 300 mM

NaCl, 2 mM b-mercaptoethanol, 0.01% NP40,

and protease inhibitor cocktail). The cells were

flash frozen in liquid nitrogen and stored at

−80°C for further processing. The recombinant

proteinwas purified by passing the crude lysate

on a Ni sepharose column (GE) via affinity

chromatography. The protein was washed

thoroughly with buffer A (20 mM Tris-HCl

pH7.5, 400mMNaCl, 1mM b-mercaptoethanol,

1 mM EDTA, and 5 mM imidazole) and was

eluted with increasing concentration of buffer B

(20 mM Tris-HCl pH 7.5, 400 mM NaCl, 1 mM

b-mercaptoethanol, 1 mM EDTA, and 250 mM

imidazole). Further, the protein was purified

via size-exclusion chromatography using a

Superdex S 200 (GE) column in buffer C

(20 mM Tris-HCl pH 7.5, 400 mM NaCl,

1 mM b-mercaptoethanol, 1 mM EDTA) fol-

lowed by another round of purification using

ion-exchange chromatography with HP S

Sepharose (GE) column by increasing the

salt concentration using buffer D (20 mMTris-

HCl pH 7.5, 1 M NaCl, 1 mM b-mercaptoethanol,

1 mM EDTA). Finally, the protein was buffer-

exchanged with buffer E (10 mMHEPES pH 7.6,

300 mM NaCl, 1 mM DTT, and 0.1 mM EDTA)

and immediately concentrated using Amicon

column (Millipore) to 30 mg/ml.

DNAoligonucleotideswere synthesized (Keck

Biotech Lab, Yale University) and purified by

HPLC chromatography. The single-stranded

DNA was dissolved in a DNA annealing buffer

(HEPES pH 7.9, 50mMKCl, and 1 mMEDTA).

Both the DNA strands were mixed to obtain

the final 1mMconcentration.DNAwas annealed

in a thermal block (BIORAD) by heating to 96°C

for 5 min and gradually cooling down to 4°C by

decreasing by 4°C for every 2min. The annealing

of the DNAwas verified on 10%DNAPAGE, and

the concentrationwascheckedusingaNanodrop

device (Thomas Scientific).

DNA and the MBD protein were mixed in a

ratio of 1:1.5 and the final concentration of the

complex (2 mg/ml) was adjusted with buffer F

(10 mM HEPES pH 7.6, 100 mM NaCl, 1 mM

DTT, and 0.1 mM EDTA). The complex was

incubated overnight at 4°C before starting the

crystallization screening. The complex forma-

tion was also verified on 7% DNA PAGE.

Crystallization and structure determination

MeCP2-MBD/DNA complex crystals were ob-

tained bymixing the complex with the reservoir

solution (50 mMHEPES 7.5, 300 mMNH4Cl,
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30% PEG 2000, 1% dioxane, and 1 mM CaCl2)
in a ratio of 1:0.5 at 20°C. The reservoir solu-
tion was overlayed with Paratone (Hampton
Research) to delay the nucleation and get
better diffracting crystals, which were obtained
after 3 months. Crystals were cryo-cooled with
the solution containing 50 mM HEPES 7.5,
150 mM NH4Cl, 35% PEG 2000, 1% dioxane,
and 1 mM CaCl2 overnight before cryo-cooling
into liquid nitrogen.
Data were collected at SLS, Villigen,

Switzerland, on the PXII beamline equipped
with a Pilatus detector. Data were processed
with the autoPROC suite (71) and Staraniso soft-
ware (72). The space group of the crystal was
C2 (a = 64.38 Å, b = 48.99 Å, c = 66.19 Å, b =
90.53°), with one molecule in the asymmetric
unit and a solvent content of 49.5%. The struc-
ture was determined by molecular replace-
ment using PDB ID 3C2I (36) as initial model
using the Phaser program (73) inside the
Phenix software (74). A primary search was
carried out by using the protein part alone,
followed by a search for the DNA coordinates
by fixing the initial solution. The structure
was refined iteratively through model build-
ing with COOT (75), and the refinement was
carried out using Phenix and Buster programs
(76). DNA parameters were analyzed with
3DNA (77) and CURVES (78). All the structural
figures were prepared using the software
PyMol (79).
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INTRODUCTION: An inflammatory innate im-

mune response is a first line of host defense

against invading pathogens. Inflammation

recruits immune cells to the infection site

and activates protective adaptive immune

responses. Invasive bacteria have evolvedmul-

tiple ways to interfere with host innate im-

mune signaling to facilitate infection. The

Yersinia effector protein YopJ suppresses

proinflammatory cytokine production by inhib-

iting transforming growth factor–b–activated

kinase 1 (TAK1) and nuclear factor kB (NF-kB)

activation. To counteract this virulence factor,

host cells initiate receptor-interacting serine-

threonine protein kinase 1 (RIPK1)–dependent

caspase-8–directedgasderminD(GSDMD)cleav-

age and inflammatory cell death (pyroptosis)

when TAK1 is inhibited. However, how the

RIPK1–caspase-8–GSDMD axis is instructed

during Yersinia infection is unclear.

RATIONALE: The best-studied mechanism by

which pathogens stimulate inflammatory cell

death involves triggering cytosolic sensors, called

inflammasomes, which activate inflammatory

caspases (1/4/5/11) to process proinflammatory

cytokines and cause pyroptosis. Inflammato-

ry caspase cleavage ofGSDMDcauses cellmem-

brane pores that mediate both pyroptosis and

proinflammatorycytokine secretion.Analternate

pyroptotic pathway, mediated by activation of

RIPK1 and caspase-8, is triggeredwhen theYopJ

virulence factor secreted during pathogenic

Yersinia infection blocks TAK1 activation. To

determine themolecularmechanismsunderlying

YersiniaactivationofRIPK1–caspase-8–dependent

pyroptosis,weperformedagenome-wideCRISPR

screenusingCas9-expressing immortalizedmouse

bonemarrow–derivedmacrophages infectedwith

a genome-wide library of single-guide RNA–

encoding lentiviruses. The genomes of cells

resistant to caspase-8– or caspase-11–dependent

pyroptosiswere sequenced to identify the knocked-

out genes required for pyroptosis.

RESULTS:The screen identifiedmultiple genes in

the lysosomal membrane–anchored Folliculin

(Flcn)–Folliculin-interacting protein 2 (Fnip2)–

Rag-Ragulator complexasnecessary for caspase-8–

butnotcaspase-11–mediatedpyroptosis.Deficiency

of Rag-Ragulator complex genes rendered cells

highly resistant to TAK1 inhibition–triggered

pyroptosis, indicating a critical andunexpected

role of the lysosomalmembrane–tetheredRag-

Ragulator supercomplex in RIPK1-dependent

caspase-8–directed pyroptosis. In response

to pathogenic Yersinia or its mimic [lipo-

polysaccharide (LPS) plus TAK1 inhibitor], a

Fas-associated death domain (FADD)–RIPK1–

caspase-8–containing complex was recruited to

lysosomalmembrane–tetheredRag-Ragulator.

Activation of RIPK1 phosphorylation, caspase-8

activation, and pyroptosis depended on Rag

guanosine triphosphatase (GTPase) activity

and Rag-Ragulator lysosomal binding but

was independent of the mechanistic target of

rapamycin complex 1 (mTORC1), a well-known

Rag-Ragulator–regulated complex. By contrast,

Rag-Ragulatordidnot regulate canonical ornon-

canonical inflammasome-triggered pyroptosis.

CONCLUSION:Our study revealed an instructive

role of metabolic signaling in directing TAK1

inhibition–induced pyroptosis during a patho-

genic bacterial infection. Rag-Ragulator is awell-

known critical regulator of cellular responses to

changes innutrient availability andmetabolism.

Here, Rag-Ragulator served as a platform for

activating a FADD–RIPK1–caspase-8 complex

formed in response to Toll-like receptor (TLR) or

tumor necrosis factor receptor (TNFR) ligation.

Rag GTPase activity was critical for trigger-

ing the pathway. The role found here for Rag-

Ragulator in pyroptosis expands its known roles

in metabolic regulation to include regulation

of the response to pathogenic infection. Rag-

Ragulator monitors both metabolism and in-

fection to serve as a central hub for helping to

decidewhether available nutrients are adequate

for cell proliferation and if an infected cell should

die and send out inflammatory danger signals.

Future studies can further explore the conditions

that stimulate caspase-8–mediatedpyroptosis and

provide more mechanistic details of how it is

regulated, as well as investigate whethermanipulat-

ing this pathway couldhave therapeutic benefit.▪
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Rag-Ragulator serves as a platform for activating a FADD–RIPK1–caspase-8 complex to trigger

pyroptosis in response to TLR and TNFR ligation. When TAK1 is inhibited by the Yersinia effector YopJ or

its mimic 5z-7-oxozeaenol (5z7), a FADD–RIPK1–caspase-8–containing complex is recruited to lysosome-

tethered Rag-Ragulator, which activates caspase-8– and GSDMD-dependent pyroptosis. TNFRSF,

TNFR superfamily; L1-5, Lamtor1-5.
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Host cells initiate cell death programs to limit pathogen infection. Inhibition of transforming growth

factor–b–activated kinase 1 (TAK1) by pathogenic Yersinia in macrophages triggers receptor-interacting

serine-threonine protein kinase 1 (RIPK1)–dependent caspase-8 cleavage of gasdermin D (GSDMD) and

inflammatory cell death (pyroptosis). A genome-wide CRISPR screen to uncover mediators of caspase-8–

dependent pyroptosis identified an unexpected role of the lysosomal folliculin (FLCN)–folliculin-

interacting protein 2 (FNIP2)–Rag-Ragulator supercomplex, which regulates metabolic signaling and

the mechanistic target of rapamycin complex 1 (mTORC1). In response to Yersinia infection, Fas-

associated death domain (FADD), RIPK1, and caspase-8 were recruited to Rag-Ragulator, causing

RIPK1 phosphorylation and caspase-8 activation. Pyroptosis activation depended on Rag guanosine

triphosphatase activity and lysosomal tethering of Rag-Ragulator but not mTORC1. Thus, the lysosomal

metabolic regulator Rag-Ragulator instructs the inflammatory response to Yersinia.

W
hen mucosal and immune sentinel

cells sense invasive infection or other

danger signals, they activate the as-

sembly of large multiprotein complexes

called inflammasomes that recruit

inflammatory caspases (caspase-1, caspase-4,

caspase-5, and caspase-11), which become auto-

activated by proximity (1–3). The activated pro-

inflammatory caspases then cleave gasdermin D

(GSDMD) in the cytosol to liberate anN-terminal

fragment that assembles into cell membrane

pores to cause an inflammatory cell death called

pyroptosis, inwhich the cellmembrane is rapidly

permeabilized to release inflammatory medi-

ators (4–9). Caspase-1 also processes the pro-

inflammatory interleukin-1 (IL-1) family cytokines,

which lack a conventional secretion signal, and

the processed inflammatory cytokines are then

released through GSDMD pores (10, 11). Py-

roptosis and IL-1 family cytokines recruit and

activate immune cells to the site of infection

to orchestrate host defense against invading

pathogens. During pathogenic Yersinia infec-

tion, the Yersinia effector protein YopJ inhibits

transforming growth factor–b–activated kinase 1

(TAK1) or IkB kinase (IKK) to trigger an al-

ternate pyroptotic pathway mediated by Toll-

like receptors (TLRs) or death receptors that

instigate the formation of a complex involv-

ing the adapter Fas-associated death domain

(FADD)andreceptor-interactingserine-threonine

protein kinase 1 (RIPK1) and recruitment and

activation of caspase-8, which cleaves GSDMD

(12, 13). Blockade of TAK1 kinase activity with

the specific inhibitor 5z-7-oxozeaenol (5z7)

mimics the effect of YopJ and pathogenic

Yersinia infection to cause RIPK1–caspase-

8–dependent GSDMD-mediated pyroptosis in

the presence of TLR ligands or tumor necrosis

factor–a (TNF-a). However, notmuch is known

about how this alternative caspase-8–dependent

pyroptotic pathway is activated or regulated.

To determine the molecular mechanisms

underlying activation of RIPK1–caspase-8–

dependent pyroptosis during Yersinia infec-

tion, we performed an unbiased genome-wide

CRISPR screen. We infected Cas9-expressing

immortalized mouse bone marrow–derived

macrophages (iBMDMs) with lentiviruses en-

coding a library of single-guide RNAs (sgRNAs)

and treated them with extracellular lipopoly-

saccharide (LPS)/5z7 to trigger caspase-8–

dependent pyroptosis or electroporated them

withLPS to trigger caspase-11–mediatedGSDMD

cleavage for comparison (Fig. 1A). Surviving cells

were isolated and retreated twice more to enrich

for pyroptosis-resistant cells. The genomes of

resistant cells were sequenced to identify en-

riched sgRNAs that knocked out genes re-

quired for pyroptosis. The screen identified

multiple genes in the lysosomal membrane–

anchored folliculin (Flcn)–folliculin-interacting

protein 2 (Fnip2)–Rag-Ragulator complex as

necessary for caspase-8–mediated pyroptosis

but not caspase-11–mediated pyroptosis.

Genome-wide CRISPR screen identifies the

Rag-Ragulator complex as critical for

pyroptosis induced by LPS/5z7 treatment

We identified several sgRNAs enriched in cells

that survived three sequential exposures to

stimuli that triggered caspase-8– or caspase-11–

dependent pyroptosis compared with medium-

treated control cells (Fig. 1, A to C, and fig. S1).

Only a few sgRNA target geneswere enriched in

cells that survived both caspase-8– and caspase-

11–mediated pyroptosis. Cells that survived LPS

transfection were significantly enriched for

sgRNAs designed to knock out Gsdmd, Casp-11,

and Irf2, all known genes implicated in the non-

canonical inflammasome pathway, including the

gene encoding Irf2, which transcriptionally acti-

vates Gsdmd expression (14). Caspase-8–induced

pyroptosis-resistant cells were highly enriched

for sgRNAs targeting genes involved in tumor

necrosis factor receptor (TNFR) signaling,

mitochondrial electron transport chain (ETC)

complex I, and the lysosome-associated Rag-

Ragulatorcomplex.The27mostenrichedsgRNAs,

which were increased 164- to 2500-fold compared

with mock-treated cells, included four sgRNAs

targeting thegeneencodingTNFR1; eight sgRNAs

targeting four genes encoding subunits of

ETC complex I (Ndufa6, Ndufa13, Ndufaf4, and

Ndufa9), and 15 sgRNAs targeting genes en-

coding five components of the Rag-Ragulator

supercomplex (Lamtor1, Lamtor4, RagC, Flcn,

and Fnip2), which serves as a platform for re-

cruiting Raptor-mTOR (the mechanistic target

of rapamycin) to the lysosomal surface and

regulating its activation (15). The recovery of

TNFR1 sgRNAs in LPS/5z7-treated, but not

LPS-transfected, surviving cells confirmed the

selectivity of the screen. The identification of

ETC complex I gene sgRNAs was not surpris-

ing becausemitochondrial reactive oxygen spe-

cies, of which ETC complex I is a major source,

have been implicated in augmenting GSDM

pore formation (16, 17). By comparison, neither

Casp-8– nor Gsdmd-targeting guides were en-

riched, likely because deficiency of caspase-8

or Gsdmd could lead to Ripk3-dependent or

Gsdme-directed cell death (18–20). The Rag-

Ragulator supercomplex is composed of nine

subunits: Ragulator, a pentameric scaffold

(Lamtor1-5) that tethers the complex to the

lysosomal membrane by lipidation of Lamtor1

(21, 22); two Rag GTPases (GTP-loaded RagA or
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RagB and GDP-loaded RagC or RagD); and

FLCN complexed with its binding partners,

Fnip1 or Fnip2 (FLCN-interacting protein 1/2),

which facilitates the activation of the Rag het-

erodimer by catalyzing GTP hydrolysis of RagC

or RagD (Fig. 1D). Because the identification of

the lysosomal Rag-Ragulator complex was un-

expected and dominated the list of most en-

riched sgRNAs, subsequent experiments focused

on examining the putative role of Rag-Ragulator

in caspase-8–mediated pyroptosis.

Ragulator complex is required for

caspase-8–mediated, but not

inflammasome-activated, pyroptosis

To verify the contribution of the Rag-Ragulator

top gene hits to LPS/5z7-induced pyroptosis,

we used CRISPR-Cas9–mediated gene editing

to knock out Lamtor1, Lamtor4, Rragc, Flcn,

and Fnip2 in iBMDMs. For each gene, two

clones transduced with distinct gRNAs that

target different regions of each gene were

obtained. Gene editing was verified by DNA

sequencing and immunoblot (Fig. 2A and fig.

S2). Concurrent treatment of wild-type (WT)

iBMDMs with LPS and 5z7 resulted in rapid

pyroptotic cell death, as assessed by lactate

dehydrogenase (LDH) release, but iBMDMs

deficient in each of the Rag-Ragulator genes

tested were highly resistant to LPS/5z7-induced

pyroptosis (Fig. 2A and fig. S3A). Consistent

with the dependency of caspase-8–mediated

pyroptosis on these genes, caspase-8 matura-

tion and GSDMD cleavage to the p30 and p20
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Fig. 1. A genome-wide CRISPR screen identifies multiple components of

the FLCN–FNIP2–Rag-Ragulator complex as needed for caspase-8–mediated

pyroptosis. (A) Schematic workflow of the genome-wide CRISPR screening

procedure in iBMDMs. (B) –lgRRA (robust rank aggregation) values calculated by

the MAGeCK algorithm indicate the relative enrichment of genes after treatment

with LPS electroporation (x axis) or LPS/5z7 (y axis) relative to controls in positive

selection. The dotted lines represent P = 0.01. (C) List of sgRNA hits from the

screening in iBMDMs treated with LPS/5z7. Corresponding genes targeted

with multiple sgRNAs and fold enrichments are shown. Green indicates genes

encoding for the TNFR, red is the FLCN–FNIP2–Rag-Ragulator complex, and blue is

the mitochondrial electron transport complex I. (D) Diagram of the FLCN–FNIP2–

Rag-Ragulator complex.
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fragments, which were detected by immuno-

blot in LPS- and 5z7-treated WT iBMDMs,

were not detected in the knockout cells (Fig.

2A and fig. S3B). iBMDMs knocked out for

the same set of Rag-Ragulator genes also sur-

vived treatment with an alternate stimulus of

caspase-8–dependent pyroptosis (TNF-a plus

5z7) (12) and showed no sign of GSDMD

cleavage (Fig. 2, B and C). Caspase-3/7 cleavage,

occurring downstream of caspase-8 activation

(13, 23), was blunted by Rag-Ragulator defi-

ciency upon LPS/5z7 treatment (fig. S3B). By

contrast, Rag-Ragulator deficiency had no effect

on caspase-3/7 cleavage or activation in etoposide-

inducedapoptosis (fig. S3C), indicating the specific

role of Rag-Ragulator in LPS/5z7-induced pyro-

ptosis. To determine whether the Rag-Ragulator

complex was also involved in inflammasome and

inflammatory caspase–mediatedpyroptosis,WT

and knockout clones of iBMDMs were treated

with two stimuli of canonical inflammasomes

and caspase-1–mediated pyroptosis [LPS plus

nigericin to activate the NLRP3 inflammasome

or anthrax-protective antigen (PA) plus lethal

factor-flagellin fusion protein (LFN-Fla) to acti-

vate theNLRC4 inflammasome] orwere electro-

porated with LPS to induce the noncanonical

caspase-11 inflammasome andpyroptosis (Fig. 2,

D to G, and fig. S4). WT iBMDMs and iBMDMs

knocked out for the five Rag-Ragulator genes

were all similarly killed by activating the ca-

nonical or noncanonical inflammasomes. As

positive controls and as expected, iBMDMs

genetically deficient in Gsdmd were resistant

to electroporated LPS, iBMDMs deficient in

Nlrp3 were resistant to LPS plus nigericin,

and iBMDMs deficient in NIrc4were resistant

to PA plus LFN-Fla. In these experiments cell

death was assessed either by an ATP assay

measuring surviving cells or an LDH assay

measuring pyroptosis. GSDMD cleavage, as-

sessed by immunoblot, correlated with cell

death, as expected. Thus, Lamtor1, Lamtor4,

Rragc, Flcn, and Fnip2 are selectively required

for RIPK1–caspase-8–dependent pyroptosis but

not for inflammasome-mediated pyroptosis.

The Rag-Ragulator complex recruits RIPK1 and

caspase-8 to the lysosomal membrane

Because the Rag-Ragulator complex is localized

to the lysosomal membrane and is required for

caspase-8–mediated pyroptosis, we postulated

that RIPK1 and caspase-8 might be recruited to

and activated on the lysosomalmembrane after

LPS/5z7 treatment. In the absence of cFLIPL,

TLR4 signaling typically causes the assembly

of a complex containing a death domain–

containing protein FADD and RIPK1 that

recruits and activates caspase-8 (24). The

complex also assembles in response to LPS/

5z7 (24). Consistently, within 100min of adding

LPS/5z7, but not LPS on its own, FADD im-

munoprecipitated with RIPK1, procaspase-8,

and the p43 subunit of activated caspase-8,

indicating the formation of a FADD–RIPK1–

caspase-8–containing complex that activated

caspase-8 (Fig. 3A). Although cleaved caspase-8

levels increased by 150 min, the RIPK1 band

was strongly diminished and the interaction of

FADD with both RIPK1 and caspase-8 became

undetectable, suggesting that the complex was

transient and disintegrated, potentially because

of RIPK1 degradation. To determine whether

the complex depended on Rag-Ragulator, the

experiment was repeated in iBMDMs knocked

out for Rragc. In RagC-deficient cells treated

with LPS/5z7, FADD did not pull down RIPK1

or caspase-8, RIPK1was not degraded, and the

p43-activated caspase-8bandwasbarelydetected

(Fig. 3A). These data suggest that assembly of

the FADD–RIPK1–caspase-8 complex depends

on Rag-Ragulator and might be recruited to

lysosomes for subsequent function. Indeed,

treatment with LPS/5z7 significantly and spe-

cifically induced colocalization of caspase-8

and RIPK1 with lysosomes, but not endoplasmic

reticulum,mitochondria, or early endosomes,

and was dependent on Lamtor1 (Fig. 3, B to D,

and fig. S5). To confirm thatRIPK1 and caspase-8

colocalizewithRag-RagulatorafterLPS/5z7 stim-

ulation, hemagglutinin (HA)–tagged RIPK1

(Fig. 3E) and caspase-8 (Fig. 3F) were coex-

pressed with Flag-tagged Lamtor1, RagC, Flcn,

or Fnip2 in human embryonic kidney (HEK)

293T cells, and coimmunoprecipitation was

assessed by anti-HA immunoprecipitation fol-

lowed by anti-Flag immunoblot. Coimmuno-

precipitation of both RIPK1 and caspase-8

with RagC and Flcn was detected but not with

Lamtor1 or Fnip2 (Fig. 3, E and F). Moreover,

interaction of endogenous RIPK1 and caspase-8

with RagC could both be detected in iBMDMs

treated with LPS/5z7 (Fig. 3G). Compared with

GTP-loaded inactive RagC (Q119L), GDP-loaded

active RagC (S74N) showed stronger binding to

RIPK1/caspase-8 (Fig. 3, H and I). Mapping of

interactive domains by truncation revealed

that the kinase domain (KD) of RIPK1 and

the caspase domain (CD) of caspase-8 were

required and sufficient forRagCbinding (fig. S6).

These domains are distinct from the domains

implicated in RIPK1 binding to caspase-8 and

FADD through a death domain (DD)–death

effector domain (DED) interaction and DD-

DD interaction, respectively (25–27), and in

caspase-8 binding to FADD through a DED-

DED interaction (28, 29). Because caspase-8–

mediated pyroptosis depended on Lamtor1 and

Fnip2, we suspect that RIPK1 and caspase-8

associate with the large supercomplex, but their

interaction with these other components could

be indirect. This result suggested that RIPK1

and caspase-8 directly interactedwithRagC and

Flcn, which are in contact with each other in

the cryo–electronmicroscopy structure of the

humanRag-Ragulator supercomplex (30). Thus,

Rag-Ragulator acts as a lysosomal platform for

recruiting RIPK1 and procaspase-8 and activat-

ing caspase-8.

Neither mTOR activity nor Tfeb/Tfe3

is involved in caspase-8– or

inflammasome-induced pyroptosis

Because the Rag-Ragulator complex regulates

mTORC1 activation, we next investigated

whether caspase-8–mediated pyroptosis is

regulated by mTORC1. To inhibit mTORC1,

iBMDMs were treated with rapamycin, a

potent allosteric mTORC1 inhibitor, or with

Torin 1, a selective ATP-competitive mTORC1/2

inhibitor (31). Both inhibited mTORC1 kinase

activity in iBMDMs at the doses used and caused

dephosphorylation of the mTORC1 target p70

S6 kinase (fig. S7A). However, incubation of

iBMDMs with rapamycin or Torin 1 before

treatment with LPS/5z7 had no effect on

GSDMD cleavage or on the extent or kinetics

of pyroptotic cell death, as assessed by pro-

pidium iodide (PI) uptake (Fig. 4, A and B).

Furthermore, treatment with 5-aminoimidizole-

4-carboxamide riboside (AICAR), which blocks

mTOR signaling by activating AMP-activated

protein kinase (AMPK), did not affect LPS/5z7-

triggered GSDMD cleavage or pyroptosis (Fig.

4C and fig. S7B). Thus, mTOR kinase activity

does not affect caspase-8–induced pyroptosis,

although the Rag-Ragulator complex is re-

quired. These mTORC1 inhibitors also did not

affect electroporated LPS–induced noncanonical

inflammasome or LPS plus nigericin–induced

canonical inflammasome activation of GSDMD

cleavage or pyroptosis (Fig. 4, D and E). Thus,

mTOR activity is not involved in pyroptosis

triggered by TAK1 inhibition or inflammasome

signaling. In addition, simultaneous knockdown
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Fig. 2. FLCN–FNIP2–Rag-Ragulator gene deficient cells are resistant to

LPS/5z7 treatment but sensitive to inflammasome-induced pyroptosis.

(A) The indicated iBMDMs were challenged with LPS or LPS/5z7. Cell death

was measured by LDH release after 2.5 hours. Specific gene ablation was

confirmed and Gsdmd cleavage was examined by immunoblot, as shown in the

bottom panel. (B, C, F, and G) The indicated iBMDMs were treated with TNF-a

(abbreviated to TNF in the figure), TNF-a/5z7 [(B) and (C)], or LPS/nigericin [(F)

and (G)]. Cell death was measured by LDH release after 2.5 hours [(B) and (C)]

or 1.5 hours [(F) and (G)]. (D and E) The indicated iBMDMs were electroporated

with LPS. Cell death was assessed and calculated by measuring the ATP level

after 2.5 hours. Gsdmd cleavage and caspase-1 processing (during canonical

inflammasome activation) were examined by immunoblot. Graphs show mean ±

SEM of triplicate wells. Data are representative of at least three independent

experiments. Data were analyzed using a two-tailed Student’s t test. **P < 0.01.
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Fig. 3. Recruitment and activation of an LPS/5z7-induced FADD–RIPK1–

caspase-8 complex to lysosomes depends on binding to RagC and Flcn

in the Rag-Ragulator complex. (A) WT and Rragc−/− iBMDMs were treated

with LPS/5z7 for the indicated times. Endogenous FADD complex was

immunoprecipitated with anti-FADD antibody and analyzed by immunoblot

with the indicated antibodies. (B) Representative confocal fluorescence

images of LPS or LPS plus 5z7–treated iBMDMs co-stained for cleaved

caspase-8 or RIPK1 with the indicated organelle markers (LAMP1,

lysosomes; KDEL, endoplasmic reticulum; MitoTracker, mitochondria;

EEA1, early endosomes) and DAPI. Scale bars, 2 mm. (C and D) Quantification

of colocalization of cleaved caspase-8 (C) and RIPK1 (D) with organelles in

multiple confocal images [as in (B)] by calculating Manders’ overlap

coefficient (each point represents a single cell). N.D., not detected.

(E, F, H, and I) Lysates of HEK293T cells transfected with the indicated

plasmids were assayed for immunoprecipitation with anti-HA antibody

and analyzed by immunoblot probed with the indicated antibodies.

(G) Lysates of iBMDMs treated with LPS or LPS/5z7 were assayed for

immunoprecipitation with anti-RagC antibody and analyzed by immunoblot

probed with the indicated antibodies. Data are representative of at least

three independent experiments.
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of the MiT/TFE family transcription factors

Tfeb and Tfe3, master regulators of lysosomal

biogenesis andautophagy in response to various

stresses, showedno effect onLPS/5z7-triggered

pyroptosis ofRagulator/Rag/Flcn-deficient cells

(fig. S8, A to D). Forced nuclear localization and

activation of Tfeb (S141, 210A) also did not affect

LPS/5z7-induced pyroptosis (fig. S8, E and F),

ruling out the possibility that the defects of

Flcn-Rag-Ragulator-knockout cells in LPS/5z7-

triggered pyroptosis resulted from constitutive

nuclear localization of Tfeb/Tfe3 and subse-

quent induction of downstream autophagy-

lysosomal gene expression (32, 33).

Lysosomal tethering of Ragulator is required

for TAK1 inhibition–induced pyroptosis

We next investigated whether lysosomal local-

ization of Rag-Ragulator is required for TAK1

inhibition–induced pyroptosis. Rag-Ragulator

is tethered to the cytosolic side of the lyso-

somal membrane by lipidation of Lamtor1 at

its N-terminal G2 and C3C4 residues (21, 22).

To address this question, we ectopically ex-

pressed WT or a Lamtor1 mutant of its three

N-terminal lipidation sites to alanine (Lamtor1

3A) in Lamtor1
−/−

iBMDMs. Lamtor1 3A was

no longer tethered to the lysosome and re-

distributed to the cytosol (Fig. 5A). Rescue of

Lamtor1
−/−

by ectopic expression of WT

Lamtor1 in iBMDMs restored LPS/5z7-induced

pyroptosis, as assessed by measuring LDH

release, PI uptake, and pyroptotic morpho-

logical changes (ballooning cell membrane)

(Fig. 5, B to D). By contrast, Lamtor1 3A did

not rescue LPS/5z7-induced pyroptosis, indi-

cating that Ragulator needs to be tethered

to the lysosome to promote LPS/5z7-induced

pyroptosis. Overexpression of Lamtor1 3A dis-

rupted the cleavage and lysosomal localization

of caspase-8 after LPS/5z7 treatment (fig. S9).

Next, we used immunoblotting to determine

whichstep inRIPK1–caspase-8–GSDM–mediated

pyroptosis was regulated by Ragulator (Fig. 5E).

In WT iBMDMs, phosphorylation of RIPK1 at

Ser166 was detected within 100 min of adding

LPS/5z7, which was followed by detection of

RIPK1 cleavage and cleavage of caspase-8 and

GSDMD to their active fragments at 150 min.

GSDMEwasalsocleavedconcurrently toproduce

a p30 active N-terminal fragment. The detection

of activated caspase-8, GSDMD, and GSDME

fragments coincided with the kinetics of mem-

brane disruption recorded by PI uptake in WT

iBMDMs (Fig. 5C). By contrast, Lamtor1-deficient

iBMDMs showed severely blunted RIPK1 phos-

phorylationandcleavageandcaspase-8,GSDMD,

and GSDME activation (Fig. 5E). Reexpression

of Lamtor1 restored the defects in RIPK1 and

caspase-8 activation as well as GSDM cleavage

in Lamtor1-deficient cells. Thus, the activation

of RIPK1 and the downstream caspase-8–

GSDM pyroptotic pathway only occurs when

the RIPK1–caspase-8–containing complex

is anchored to the lysosomal membrane by

Ragulator.

Next, we examined the role of lysosomal

Ragulator in pyroptosis induced by Y. pseudo-

tuberculosis. Like LPS/5z7 treatment, Yersinia

infection in WT iBMDMs triggered massive

pyroptosis, as assessed by LDH release, which,

as expected, was associated with caspase-8 and

GSDMD cleavage to their active forms (Fig.

5F). For the first 60 min after infection, before

pyroptosis occurred, bacterial replication as

Zheng et al., Science 372, eabg0269 (2021) 25 June 2021 6 of 11

A

L
D

H
 r

e
le

a
s
e
, 
%

5z7
LPS + + + +

+ + +-
+ +
+ +

DMSO LPS

DMSO LPS+5z7

200 nM Rapamycin LPS+5z7

100 nM Rapamycin LPS+5z7

250 nM Torin 1 LPS+5z7

500 nM Torin 1 LPS+5z7

0

50

100

150

P
I 
u
p
ta

k
e
, 
%

-10
0 1 2 3 4 5

Time (hr)

D E

C
e
ll 

v
ia

b
ili

ty
, 
%

LPS ele + + +- + + +

Rapamycin
Torin 1

-- - -
- - --

Rapamycin
Torin 1

-- - -
- - --

-
-

Z-VAD-fmk +- - -- - -

C

L
D

H
 r

e
le

a
s
e
, 
%

Nigericin
LPS + + + +

+ + +-
+ +
+ +

Rapamycin
Torin 1

-- - -
- - --

β-actinβ-actin

β-actin

Gsdmd FL

Gsdmd p30

Gsdmd FL

Gsdmd p30

Gsdmd FL

Gsdmd p30

Gsdmd p20

0

20

40

60

80

100
B

0

30

60

90

120

0

20

40

60

80

100

0

20

40

60

80

100

5z7
LPS + + + +

+ + +-
AICAR --

L
D

H
 r

e
le

a
s
e
, 
%

β-actin

Gsdmd FL

Gsdmd p30

Gsdmd p20

**

Fig. 4. mTORC1 activity is not required for LPS/5z7- or inflammasome-

triggered pyroptosis. (A and B) iBMDMs preincubated with rapamycin

or Torin 1 for 2 hours were treated with LPS or LPS/5z7, and cell death was

measured by LDH release after 2.5 hours (A) or by entry of PI into cells (B).

(C) iBMDMs preincubated with AICAR for 2 hours were treated with LPS or

LPS/5z7, and cell death was measured by LDH release 2.5 hours later.

(D) iBMDMs preincubated with rapamycin or Torin 1 for 2 hours were

electroporated (ele) with LPS, and cell viability was assessed by measuring

the ATP level 2.5 hours later. (E) iBMDMs preincubated with rapamycin or

Torin 1 for 2 hours were treated with LPS or LPS/nigericin, and cell death was

measured by LDH release 1.5 hours later. Gsdmd cleavage was examined

by immunoblot. Graphs show mean ± SEM of triplicate wells. Data are

representative of at least three independent experiments. Data were analyzed

using a two-tailed Student’s t test. **P < 0.01.
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measured by colony counts was comparable in

WT and Lamtor1
−/−

iBMDMs (Fig. 5G). Lamtor1

deficiency also did not affect the secretion and

activity of YopJ (fig. S10). However, cell death

and caspase-8 and GSDMD processing were

strongly reduced in Lamtor1
−/−

iBMDMs (Fig.

5F). Pyroptosiswas rescuedby ectopic expression

of Flag-taggedWT Lamtor1 but not Lamtor1 3A.

Thus, lysosomal targeting of Lamtor1 is also a

prerequisite for Yersinia-triggered pyroptosis.

Lysosomal Rag GTPase drives RIPK1–caspase-

8–induced pyroptosis

Our genetic screen and its validation (Figs. 1

and 2) suggested that RagC and Flcn-Fnip,

which activates RagC’s GTPase activity by

converting RagC into the GDP-loaded form

(22, 34, 35), were required for RIPK1–caspase-

8–mediated pyroptosis. To determine which

form of RagC promotes TAK1 inhibition–

triggered pyroptosis, we reintroduced RagC

WT, theGTP-bound form of RagC (RagCQ119L),

or the GDP-bound form of RagC (RagC S74N)

into RagC-deficient iBMDMs. Ectopic expression

of either RagC WT or the GDP-bound form of

RagC restored LPS/5z7-mediated pyroptosis to

Rragc-knockout iBMDMs, as assessed by LDH

release, PI uptake, and ballooning morphology,

whereas the GTP-bound form of RagC failed to

do so (Fig. 6, A to C). RagC deficiency inhibited

activation of RIPK1, caspase-8, GSDMD, and
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Fig. 5. Pyroptosis activated by LPS/5z7 or pathogenic Yersinia depends on

lipidated Lamtor1. (A) The subcellular localization of Lamtor1 and Lamtor1 3A

mutant was imaged by confocal microscopy. (B, C, D, and F) The indicated

iBMDMs were treated with LPS, LPS/5z7 [(B) to (D)], or Yersinia (F). Cell death

was measured by LDH release after 2.5 hours (B) or after 5 hours (F), by the

entry of PI into cells in real time (C), or as observed by phase-contrast

fluorescence microscopy (D). (E) Full-length and cleaved products of caspase-8,

RIPK1, Gsdmd, and Gsdme from whole-cell lysates of the indicated iBMDMs

treated with LPS or LPS/5z7 for the indicated times. (G) The amount of

Yersinia taken up by WT or Lamtor1
−/− iBMDMs was quantified by counting
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of triplicate wells. Data are representative of at least three independent
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**P < 0.01. E.V., empty vector.

RESEARCH | RESEARCH ARTICLE



Zheng et al., Science 372, eabg0269 (2021) 25 June 2021 8 of 11

A B

C D

E

LPS LPS+5z7

L
D

H
 r

e
le

a
s
e

, 
%

0

20

40

60

80

100

WT + E.V.

Rragc-/- + E.V.

Rragc-/- + Flag-RagC

Rragc-/- + Flag-RagC Q119L

Rragc-/- + Flag-RagC S74N

**

0 1 2 3 4 5

0

20

40

60

80

100

-10

Time (hr)

P
I 
u

p
ta

k
e

, 
%

WT + E.V. LPS
WT + E.V. LPS+5z7

Rragc-/- + RagC LPS+5z7

Rragc-/- + E.V. LPS+5z7

Flag-RagC

0

20

40

60

80

L
D

H
 r

e
le

a
s
e

, 
%

WT + E.V.

Rragc-/- + E.V.

Rragc-/- + Flag-RagC

Rragc-/- + Flag-RagC Q119L

Rragc-/- + Flag-RagC S74N

RagC

L
P

S
L

P
S

 +
 5

z
7

WT

+ E.V.

Rragc-/-

+ E.V.

Rragc-/-

+ RagC

Rragc-/-

+ RagC Q119L

Rragc-/-

+ RagC S74N

Uninfected Y. pseudotuberculosis

E
.V

.

E
.V

.

F
la

g
-R

a
g

C

F
la

g
-R

a
g

C
 Q

1
1

9
L

F
la

g
-R

a
g

C
 S

7
4

N

WT Rragc-/-

LPS

WT

+ E.V.

Rragc-/-

+ E.V.

Rragc-/-

+ RagC

Casp-8 p43

Gsdmd FL

Gsdmd p30

Gsdmd p20

Time (Min)

RIPK1

Cleaved RIPK1

p-RIPK1

Gsdme FL

Gsdme p30

5z7
+
-

1
5

0

+
+

5
0

+
+

1
0

0

+
+

1
5

0

+
-

1
5

0

+
+

5
0

+
+

1
0

0

+
+

1
5

0

+
-

1
5

0

+
+

5
0

+
+

1
0

0

+
+

1
5

0

Casp-8 p18

LPS LPS+5z7

L
D

H
 r

e
le

a
s
e

, 
%

WT + E.V.

Flcn-/- + E.V.

Flcn-/- + Flag-RagC Q119L

Flcn-/- + Flag-RagC S74N

Gsdmd FL

Gsdmd p30

Gsdmd p20

L
D

H
 r

e
le

a
s
e

, 
%

WT + E.V.

Fnip2-/- + E.V.

Fnip2-/- + Flag-RagC Q119L

Fnip2-/- + Flag-RagC S74N

LPS LPS+5z7

F

G H

**

**

I J WT + E.V.

Lamtor1-/- + E.V.

Lamtor1-/- + Flag-RagC

Lamtor1-/- + Lyso-Flag-RagC

LPS LPS+5z7

L
D

H
 r

e
le

a
s
e

, 
%

Flag-RagC

Flcn

Flag-RagC

Fnip2

Flag-RagC

Lamtor1

**

WT

Rragc-/-

MOI 5 25 50 100
0

1

2

3

4

C
F

U
/m

l 
(1

0
6
 )

0

20

40

60

80

0

20

40

60

80

0

20

40

60

80

100

Casp-8 p43

Casp-8 p18

**

**

**

GTP

GDP

RagA/B

RagC/D
L1

L3

L5 L2

Lysosome

L4

LPS/5z7

Casp-8

RIPK1

F
A

D
D

Casp-8

RIPK1

F
A

D
D

Active

Casp-8

GSDMD

GSDMD-NT

pyroptosis

Flcn

GTP

GDP

RagA/B

RagC/D
L1

L3

L5 L2

L4

Ragulator

ActivationFnip2

Flcn

Fnip2
GTP

GDP

RagA/B

RagC/D
L1

L3

L5 L2

L4

Active

Casp-8

RIPK1

F
A

D
D

Cleaved

RIPK1

P

K

PI

R
a
g
C

L
y
s
o

-R
a

g
C

LAMP1

RagC Lyso-RagCM
a

n
d

e
rs

’ 
c
o

e
ff

ic
ie

n
t

RagC-LAMP1

colocalization

0.0

0.4

0.8

1.2

RESEARCH | RESEARCH ARTICLE



GSDME, which could be rescued by reexpression

of RagC (Fig. 6D). Similarly, ectopic expres-

sion of WT or GDP-bound RagC in RagC-

deficient iBMDMs made them susceptible to

pyroptosis caused by infection of pathogenic

Yersinia, whereas the GTP-bound form of

RagC did not (Fig. 6E). The presence of RagC

did not affect bacterial replication at early

time points or the secretion and activity of

YopJ (Fig. 6F and fig. S10). By comparison,

Salmonella infection–induced, caspase-1–

dependent GSDMD cleavage and pyroptosis

in iBMDMs were not affected by Rragc knock-

out or knockout of any of the other Rag-

Ragulator complex genes tested (Lamtor1,

Lamtor4, Flcn, and Fnip2) (fig. S11). Thus, the

GDP-bound form of RagC selectively mediates

caspase-8–induced pyroptosis. We hypothe-

sized that Ragulator and Flcn-Fnip function

upstream of the Rag GTPase to tether it to the

lysosome and maintain it in its GDP-bound

state. To test this hypothesis, we performed

rescue experiments in Flcn- or Fnip-deficient

iBMDMs by reintroducing RagC (Fig. 6, G

and H). Ectopic expression of GDP-bound RagC

restored susceptibility of Flcn- orFnip2-deficient

iBMDMs to LPS/5z7-triggered pyroptosis, where-

as the GTP-bound form of RagC did not. To

determine whether Ragulator’s role was primar-

ily todirectRagC to the lysosomalmembrane,we

generated a RagC construct in which the lyso-

somal targeting sequence of Lamtor1 was added

to the N terminus of RagC (called Lyso-RagC).

Although lysosomal localization ofWTRagCwas

lost in Lamtor1-deficient cells, the lysosomal tar-

geting sequence relocalized Lyso-RagC to the

lysosome when Lamtor1 was lacking (Fig. 6I).

Ectopic expression of Lyso-RagCmade Lamtor1-

deficient cells sensitive to LPS/5z7-triggered

pyroptosis (Fig. 6J). In addition, LPS/5z7 treat-

ment did not affect the subcellular localization

of Flcn (fig. S12). Thus, lysosomal targeting

of GDP-bound RagC is sufficient to trigger

caspase-8–mediated pyroptosis.

Discussion

Recent studies revealed an alternative

inflammasome- and inflammatory caspase–

independent, but caspase-8– and gasdermin-

dependent, pyroptotic pathway activated by

TLR/TNF-a signaling during pathogenic Yersinia

infection (12, 13). Here, in an unbiased CRISPR

screen, we discovered a critical and unexpected

role of the lysosomal membrane–tethered Rag-

Ragulator supercomplex. Rag-Ragulator served

as a platform for activating a FADD–RIPK1–

caspase-8 complex formed in response to TLR/

TNFR ligation, and Rag GTPase activity was

critical for triggering the pathway (Fig. 6K).

There is still much to learn. Future kinetics,

biochemistry, and live-cell imaging experiments

can determine whether the FADD-RIPK1–

containing complex recruits caspase-8 before

or after Rag-Ragulator binding and whether

it contains other components or if its forma-

tion is regulated by posttranslational modifica-

tions of its component proteins. Our data suggest

that the death-receptor–triggered complex binds

to RagC and Flcn, but does the Rag-Ragulator

complex remain intact after binding or do some

components dissociate? Are other proteins

recruited? Although we found that mTORC1

activity did not affect caspase-8 activation or

pyroptosis, does the FADD–RIPK1–caspase-8

complex compete for binding to Rag-Ragulator

with mTORC1? Does cellular metabolism (amino

acid and ATP availability and cellular stress,

which regulate mTORC1), affect the execu-

tion of this cell death pathway? One study

suggests that lysosomes are disrupted during

inflammasome-mediated pyroptosis (36). Do

the gasdermins form pores in lysosomal mem-

branes to disrupt lysosomes and cause their

proteases to be released into the cytosol and

wreak additional damage? RIPK1 phosphoryl-

ation is Rag dependent and occurs once the

complex is bound to Rag-Ragulator. Activated

caspase-8 cleaved and activated both GSDMD

and GSDME, as has been shown previously

(12, 13), but the mechanism for GSDME cleav-

age is uncertain. Does caspase-8 directly

cleave GSDME or is cleavage indirect through

caspase-8 cleavage of caspase-3, a known ac-

tivator of GSDME? The role of Rag-Ragulator

in pyroptosis described here confirms the key

role of Rag-Ragulator as a central hub for

monitoring environmental cues. This role is

now extended to include infection as well as

nutrient and energy availability and helping

to decide not only whether a cell proliferates

but also whether it survives. Future studies

can leverage these insights to explore more

mechanistic details of pyroptosis, as well as to

manipulate this process for therapeutic benefits.

Materials and methods

Plasmids, antibodies, and reagents

psPAX2 (#12260), pMD2.G (#12259), lentiCas9-

Blast (#52962), lentiCRISPR v2 (#52961),

pFastBacDual with LFn + Fla (#84866), and

pFastBacDual with PA+His tag (#84870) con-

structs were obtained from Addgene. Mouse

Ripk1, Casp-8, Lamtor1, Rragc, Flcn, Fnip2,

and Tfebwere amplified by polymerase chain

reaction (PCR) from the mouse cDNA library

and cloned into mammalian expression vec-

tors (pHAGE-BSD-Flag, pHAGE-Ble, pcDNA3-

NHA, or pcDNA3-CHA). All point mutations

and truncations were generated using the

overlap PCR method. For short hairpin RNA

(shRNA) cloning, annealed shRNA oligos were

ligated into pLKO.1 (Addgene #8453). The oligo

sequences for targeting the genes of interest

were as follows: negative control (5′-CCT AAG

GTT AAG TCG CCC TCG-3′), Tfeb (5′-GCA GGC

TGT CAT GCA TTA TAT-3′), and Tfe3 (5′-GCC

TAA CAT CAA ACG CGA GAT-3′). All plasmids

were verified by sequencing.

Monoclonal anti-Flag antibody (F3165) and

anti–b-actin antibody (A1978)were fromSigma-

Aldrich. Antibodies against HA (#3724, #2367),

Flag (#14793), TFEB (#32361), TFE3 (#14779),

EEA1 (#48453), p70 S6Kinase (#2708), Phospho-

p70 S6 Kinase (#9234), p38 (#9212), Phospho-

p38 (#4511), Erk (#4695), Phospho-Erk (#4370),

cleaved caspase-8 (#8592), caspase-8 (#4927),

caspase-3 (#9665), caspase-7 (#12827), RIPK1

(#3493), Phospho-RIPK1 (#31122), RagC (#3360,

#9480), Lamtor1 (#8975), Lamtor4 (#12284), and

FLCN (#3697) were from Cell Signaling Tech-

nology. Monoclonal anti-FADD antibody (sc-

166516) and monoclonal anti-KDEL antibody

(sc-58774) were from Santa Cruz Biotechnology.

Monoclonal anti-LAMP1 antibody was from

Developmental Studies Hybridoma Bank

(1D4B). Monoclonal anti-GSDMD antibody

(ab209845), monoclonal anti-GSDME anti-

body (ab215191), polyclonal anti-FNIP2 anti-

body (ab106611),monoclonal anti–pro caspase-8

antibody (ab108333), monoclonal anti-LAMP1

antibody (ab208943), and monoclonal anti-

FADD antibody (ab124812) were from Abcam.

Anti-YopJ antibody was kindly shared by Pro-

fessor Zongmin Du (Beijing Institute of Micro-

biology and Epidemiology, China).

LPS (#L4524), etoposide (#E1383), polybrene

(#H9268), rapamycin (#V900930), 5z7 (O9890),
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Fig. 6. GTPase activity of lysosomal membrane-anchored RagC is

required for caspase-8 activation and pyroptosis triggered by LPS/5z7

or pathogenic Yersinia. (A, B, C, and E) The indicated iBMDMs were

treated with LPS, LPS/5z7, or Yersinia. Cell death was measured by LDH

release after 2.5 hours (A) or 5 hours (E), by the entry of PI into cells in real

time (B), or as observed by phase-contrast fluorescence microscopy (C).

(D) Full-length and cleaved products of caspase-8, RIPK1, Gsdmd, and

Gsdme from whole-cell lysates of the indicated iBMDMs treated with LPS or

LPS/5z7 for the indicated times. (F) The amount of Yersinia taken up by

WT or Rragc−/− iBMDMs was quantified by counting CFUs. (G, H, and J) WT,

Flcn−/−, Fnip2−/−, or Lamtor1−/− iBMDMs reintroduced with the indicated

plasmids were treated with LPS/5z7 and assayed for LDH release 2.5 hours

later. (I) Lysosomal localization of ectopically expressed RagC and Lyso-RagC

in Lamtor1−/− iBMDMs was assessed by confocal microscopy (representative

images, upper panel). Colocalization of RagC with LAMP1 was analyzed by

calculating Manders’ overlap coefficient (lower panel). (K) Model of RIPK1–

caspase-8 activation mediated by Rag-Ragulator complex. Graphs in (A), (B),

(E) to (H), and (J) show mean ± SEM of triplicate wells. Data are representative

of at least three independent experiments. Data were analyzed using a

two-tailed Student’s t test. **P < 0.01.
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and AICAR (#A9978) were from Sigma-Aldrich.

Recombinant murine TNF-a (#315-01A) was

fromPeprotech. Z-VAD-fmk (#550377)was from

BD Pharmingen. Ultrapure LPS (tlrl-3pelps),

nigericin (tlrl-nig), and blasticidin (anti-bl)

were from Invivogen. Torin 1 (#MB3467) was

fromMeilunbio. Puromycin (#A1113802), zeocin

(#R25005), and MitoTracker (#M7510) were

from Invitrogen.

Cell culture and stimulation

HEK293T, mouse embryonic fibroblasts, and

C57BL/6 mouse iBMDM cells, described pre-

viously (7), were cultured in Dulbecco’s modi-

fied Eagle’s medium supplemented with 10%

fetal bovine serum, 1× GlutaMAX (Thermo-

Fisher, #35050061), 1× penicillin-streptomycin

(ThermoFisher Scientific, #15140148), and

50 mM 2-Mercaptoethanol (b-ME), and veri-

fied to be free of mycoplasma contamination.

To induce pyroptosis, cells were stimulated

with 10 ng/ml LPS plus 250 nM 5z7, 50 ng/ml

TNF-a plus 250 nM 5z7, 1 mg/ml LPS plus

20 mM nigericin, or 2 mg/ml PA plus 1 mg/ml

LFn-Fla. For noncanonical inflammasome

activation, 2 million iBMDMs were mixed

with 2 mg of ultrapure LPS in 10 ml of buffer

R and electroporated using the Neon Trans-

fection System (ThermoFisher Scientific) with

parameters (1400 V, 10 ms, and 3 pulses). To

induce apoptosis, iBMDMs were treated with

50 mM etoposide. Transient transfection of

HEK293T cells was performed with Lipofect-

amine 3000 (Invitrogen) according to the

manufacturer’s instructions. For stable trans-

fection, lentiCas9-Blast, pHAGE-BSD-Flag, or

pHAGE-Ble containing the gene of interest,

together with packaging plasmids psPAX2

and pMD2.G in a ratio of 5:3:2, were tran-

siently transfected into HEK293T cells. At

72 hours after transfection, the cell culture

supernatant containing lentivirus was col-

lected and filtered through a 0.45-mm mem-

brane (Millipore, #SLHV033RB) to remove

cell debris. iBMDMs were then infected with

the lentivirus for 3 days before adding 10 mg/ml

blasticidin or 400 mg/ml zeocin for stable

transfection selection.

Genome-wide CRISPR-Cas9 screen

The mouse CRISPR-knockout pooled library

for genome-wide CRISPR/Cas9 screen was

obtained from Addgene (#1000000053) and

amplified according to the protocol provided

by the manufacturer. For lentivirus produc-

tion, mouse GeCKO A and B library plasmids

were mixed equally and transfected into

HEK293T cells together with the packaging

plasmids psPAX2 and pMD2.G. Seventy-two

hours later, lentivirus was collected and the

viral titer was measured with the QuickTiter

Lentivirus Titer kit (Cell Biolabs, #VPK-107).

For the genome-wide screen, Cas9 stably ex-

pressing iBMDMswere seeded in 10-cm dishes

(2 × 10
6
cells/dish), and 7 × 10

7
cells were in-

fected with the lentivirus-containing sgRNA

library at a multiplicity of infection (MOI) of

0.3. Sixty hours later, cells were treated with

puromycin to remove uninfected cells. Six days

after that, the transduced cells were seeded in

40 × 10 cm dishes (8 × 10
6
cells/dish) and

treated with 10 ng/ml LPS plus 125 nM 5z7 for

6 hours. Three days later, the surviving cells

were reseeded and treated with 10 ng/ml LPS

plus 250 nM 5z7 overnight. Two days later,

surviving cells were again treatedwith 20 ng/ml

LPS plus 250 nM 5z7 overnight before surviving

cells were harvested. For the noncanonical

inflammasome screen, 3 × 10
8
transduced cells

were electroporated with ultra LPS for three

rounds. Surviving cells and untreated trans-

duced cells (as the control sample) were har-

vested and lysed in the SNET buffer [20 mM

Tris-HCl pH 8.0, 5 mM EDTA, 400 mM NaCl,

1% SDS and 400 mg/ml Proteinase K (NEB,

P8107S)]. Genomic DNAs were prepared by

using phenol-chloroform extraction and iso-

propanol precipitation and amplified by two-

step PCR using the 2× Hieff Canace Gold PCR

MasterMix (Yeasen, #10149ES01). The samples

were quantified and sequenced on a HiSeq

2500 (Illumina) by GENEWIZ. Sequencing

data were further processed and analyzed

using the MAGeCK algorithm (37). MAGeCK

built a linearmodel to estimate the variance of

guide RNA (gRNA) read counts, evaluated the

gRNA abundance changes between control

and treatment conditions, and assigned P

values for positive and negative selection.

Generation of knockout iBMDMs by

CRISPR-Cas9

HEK293T cells were transfected with sgRNA-

expressing lentiCRISPR v2 together with

psPAX2 and pMD2.G at a ratio of 5:3:2. Then,

72 hours later, the supernatant containing

lentivirus was collected and filtered through

a 0.45-mm membrane (Millipore) for subse-

quent iBMDM infection. Three days after in-

fection, cellswere treatedwith 5 mg/mlpuromycin

before diluting to single clones cultured in

96-well plates. The candidate knockout clones

were verified by sequencing of genomic DNA

and immunoblot. sgRNA sequences for target-

ing the genes of interest were as follows:

Lamtor1 (5′-TGG ACC GGG CAA GGC AGT

AC-3′/5′-GCT CTT CTT TCG CAT CCA CG-3′),

Lamtor4 (5′-AGC CAG TGC CAT CTC GGA

GT-3′/5′-TAG ACT TCC GCA CTG ACC CA-3′),

Rragc (5′-TTT CTG TAC CAC CTT ACT GA-3′/

5′-TCA TAA GAC TGC ATA TCC AC-3′), Flcn

(5′-GGC TGC CGG TCA CTT GCC GT-3′/5′-

GCC TGC TAC CGC ATG CCT TC-3′), Fnip2

(5′-ACCGTATGTAGTGTA TCT TC-3′/5′-ACT

TTA CTA ATC ATC AGT TG-3′), Gsdmd (5′-

AGC ATC CTG GCA TTC CGA G-3′),Nlrp3 (5′-

GAA GAT TAC CCG CCC GAG AA-3′), and

Nlrc4 (5′-TGT TTC GAA TAG TCC CCC CC-3′).

Recombinant protein purification

PA and LFn-flagellin recombinant proteins

were purified from Sf9 cells. Seventy-two hours

after P3 baculovirus infection, cells were resus-

pended in lysis buffer (50mMTris-HCl, pH 8.0,

300 mM NaCl, 10 mM b-ME, 5 mM imidazole,

and 1% Triton X-100) and then clarified by

centrifugation at 42,000 rpm for 2 hours at 4°C.

Proteins were purified using Ni-NTA agarose

(QIAGEN), eluted with elution buffer (50 mM

Tris-HCl pH 8.0, 300 mM NaCl, 10 mM b-ME,

500 mM imidazole), and further purified by

Superdex 200 (10/300) gel-filtration chroma-

tography and mono-Q ion exchange.

Bacterial strains and culture conditions

TheY.pseudotuberculosisYPIII strain, a gift from

Dr. Shiyun Chen (Wuhan Institute of Virology,

Chinese Academy of Sciences), was grown over-

night in 2× YT broth at 26°C. On the day of

infection, bacteriawere diluted 1:50 into 2× YT

plus 20mMMgCl2 and 20mMsodium oxalate

and grown for 2 hours at 26°C, followed by a

shift to 37°C for 2 hours. Bacteria were then

washed in phosphate-buffered saline (PBS;

Invitrogen) and added to cells at a MOI of 40.

Next, 100 mg/ml gentamicin was added to the

cultures 2 hours after infection. To quantify

the number of bacteria that had been taken

up by cells, iBMDMs were infected with the

Y. pseudotuberculosis YPIII strain at the MOI

indicated in the corresponding figures. Thirty

minutes later, cellswerewashedwith PBS three

times and gentamicin was added to kill extra-

cellular bacteria. Then, intracellular bacteria

were released by treating cellswith 0.05%Triton

X-100 before lysates were serially diluted and

plated on 2× YT agar. Bacterial colonies were

counted after 1 day of culture at 37°C. For the

Salmonella typhimurium infection assay, bacte-

riawere grown overnight in Luria-Bertani (LB)

broth at 37°C. On the day of infection, bacteria

were diluted 1:50 into LB broth and grown for

4 hours at 37°C. Bacteria were then washed

with PBS and added to cells at a MOI of 20.

Next, 100 mg/ml gentamicin was added to the

cultures 0.5 hours after infection to kill extra-

cellular bacteria.

Cell death assays

Cell death and viability of stimulated macro-

phages were determined by measuring LDH

release using the CytoTox 96 assay kit (Promega,

#G1780) and ATP level using the CellTiter-Glo

Luminescent Cell Viability Assay (Promega,

#G7570), respectively. Luminescence and ab-

sorbance were measured on a BioTek Syn-

ergy H1 plate reader. For kinetic cytotoxicity

assay by monitoring cell permeability, the

cell culture mediumwas changed into buffer

B [25 mMHEPES, pH 7.4, 120 mMNaCl, 4 mM

KCl, 1.5 mM CaCl2, 1 mM MgCl2, 5mM glucose,

0.1% bovine serum albumin (BSA)] contain-

ing 2 mg/ml PI (Invitrogen, #P3566), and the
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fluorescence (excitation: 535 nm, emission:

617 nm)was continuously recorded after treat-

ment for 5 hours at 30-min intervals using a

BioTek Synergy plate reader.

Immunoprecipitation and immunoblotting

For the immunoprecipitation assay, cells were

harvested and resuspended in lysis buffer

(50 mM Tris-HCl, pH 7.4, 150 mM NaCl, 1%

Triton X-100) supplemented with a complete

protease inhibitor cocktail (Sigma-Aldrich).

Cell extracts were then incubated with the

indicated antibodies for 4 hours at 4°C before

adding protein A-G agarose beads for 2 hours.

The beads were extensively washed at least

three times with wash buffer (50 mM Tris-

HCl, pH 7.4, 300 mMNaCl, 0.5% Triton X-100)

and bound proteins were eluted by boiling

with SDS-loading buffer. For immunoblot

analysis, immunoprecipitation samples or

whole-cell lysate samples were subjected to

electrophoresis through SDS–polyacrylamide

gel electrophoresis gels. The separated pro-

teins were then transferred to a polyvinylidene

fluoride membrane (Millipore). Immunoblot

was probed with the indicated antibodies.

The protein bands were visualized using a

SuperSignal West Pico chemiluminescence

ECL kit (Pierce).

Immunostaining and confocal microscopy

iBMDMs grown on coverslips were stimulated

with 10 ng/ml LPS plus 250 nM 5z7. Cells were

fixed 100min later with 4% paraformaldehyde

for 20 min before permeabilization using 0.1%

Triton X-100 (10 min) and blocking with 5%

BSA (1 hour). Then, cells were immunostained

with the indicated primary antibodies, fol-

lowed by incubation with the corresponding

fluorescent-conjugated secondary antibodies

(Jackson ImmunoResearch). Nuclei were coun-

terstained with 4,6-diamidino-2-phenylindole

(DAPI; Cell Signaling Technology). Slides were

mounted using Aqua-Poly/Mount (Dako).

Images were captured using a Zeiss 880 laser

scanning confocal microscope at 63× magni-

fication and analyzed using Zeiss Zen soft-

ware.Manders’ overlap coefficientwas calculated

using ImageJ (where each point represents a

single cell, with 100 cells per sample). All images

are representative of at least three independent

experiments.

Statistics

Student’s t test (two-tailed) was used for the

statistical analysis of all experiments. P < 0.05

was considered significant.
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CORONAVIRUS

mRNA vaccination boosts cross-variant neutralizing
antibodies elicited by SARS-CoV-2 infection
Leonidas Stamatatos1,2*, Julie Czartoski1, Yu-Hsin Wan1, Leah J. Homad1, Vanessa Rubin1,

Hayley Glantz1, Moni Neradilek1, Emilie Seydoux1, Madeleine F. Jennewein1, Anna J. MacCamy1,

Junli Feng1, Gregory Mize1, Stephen C. De Rosa1,3, Andrés Finzi4,5,6, Maria P. Lemos1,

Kristen W. Cohen1, Zoe Moodie1, M. Juliana McElrath1,2,7*, Andrew T. McGuire1,2,3*

Emerging severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) variants have raised

concerns about resistance to neutralizing antibodies elicited by previous infection or vaccination.

We examined whether sera from recovered and naïve donors, collected before and after immunizations

with existing messenger RNA (mRNA) vaccines, could neutralize the Wuhan-Hu-1 and B.1.351 variants.

Prevaccination sera from recovered donors neutralized Wuhan-Hu-1 and sporadically neutralized

B.1.351, but a single immunization boosted neutralizing titers against all variants and SARS-CoV-1 by up

to 1000-fold. Neutralization was a result of antibodies targeting the receptor binding domain and was

not boosted by a second immunization. Immunization of naïve donors also elicited cross-neutralizing

responses but at lower titers. Our study highlights the importance of vaccinating both uninfected

and previously infected persons to elicit cross-variant neutralizing antibodies.

T
he severe acute respiratory syndrome

coronavirus 2 (SARS-CoV-2) betacorona-

virus first emerged in the Hubei Prov-

ince of China in late 2019 and has since

infected more than 115 million people

and caused more than 2.5 million deaths in

192 countries (1–3). Infection is mediated by

the viral spike protein (S), which is composed

of an S1 domain that contains an N-terminal

domain (NTD), a C-terminal domain (CTD),

and a receptor binding domain (RBD) that

mediates attachment to the entry receptor

angiotensin-converting enzyme 2 (ACE2) as

well as an S2 domain that contains the fusion

machinery (4–8).

Preexisting immunity to SARS-CoV-2 is asso-

ciated with protection against reinfection in

humans (9–11) and in nonhuman primates

(12, 13). Although the correlates of protection

in humans against repeat infection or after

vaccination have not been firmly established,

neutralizing antibodies (nAbs) are thought to

be an important component of a protective

immune response against SARS-CoV-2 (14, 15).

In support of this, passive transfer of nAbs

limits respiratory tract infection and protects

against infection in animal models (16–20),

and nAbsmay contribute to protection against

infection in humans (9). SARS-CoV-2 infec-

tion rapidly elicits nAbs (16, 21–24) that decline,

but remain detectable, over several months

(25–29).

Most serum nAb responses elicited during

natural infection are directed at the RBD

(21, 23, 30, 31). Numerous neutralizing anti-

RBD monoclonal antibodies (mAbs) have been

characterized, the most potent of which block

the RBD-ACE2 interaction (16, 17, 22–24, 32–37).

NeutralizingmAbs that bind regions of the viral

spike have also been identified (24, 33, 38–42).

TwomRNA-based vaccines (Pfizer-BioNTech

BNT162b2 and Moderna mRNA-1273) have re-

ceived emergency use authorization in several

countries. Both vaccines encode a stabilized

ectodomain version of the S protein derived

from the Wuhan-Hu-1 variant isolated in

December 2019 (43), show >94% efficacy at

preventing COVID-19 illness (44–47), and

elicit nAbs (48, 49).

Because of the high global burden of SARS-

CoV-2 transmission, viral evolution is occur-

ring. Recently, viral variants of concern have

emerged in theUK (B.1.1.7), SouthAfrica (B.1.351),

and Brazil (P.1) that harbor specific mutations

in their S proteins that may be associated with

increased transmissibility (50–55).

Of particular concern are mutations found

in the B.1.351 lineage, which is defined by the

D80A (amino acid substitution from aspartic

acid to alanine at position 80) and D215G

mutations in the NTD; the K417N, E484K, and

N501Y mutations in the RBD; and the D614G

mutation in S1 (52, 56). An A701V mutation in

S2 is also observed at high frequencies, where-

as deletions in residues 242 to 244 as well as

R246I and L18F mutations in the NTD are

present at lower frequencies (52). (Single-letter

abbreviations for the amino acid residues are

as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe;

G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met;

N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V,

Val; W, Trp; and Y, Tyr.)

The B.1.1.7, B.1.351, and P.1 lineages all harbor

a N501Y mutation in the RBD, which increases

the affinity for the ACE2 receptor (57, 58), and

a D614G mutation, which increases virion spike

density, infectivity, and transmissibility (59, 60).

The B.1.351 and P.1 lineages also share the

E484Kmutation in the RBD, and both variants

are mutated at position 417 (K417T in P.1).

Mutations found in emergent S variants de-

crease sensitivity to neutralization by mAbs,

convalescent plasma, and sera from vaccinated

individuals (27, 37, 58, 61–70). As a result, there

is concern that these and other emerging var-

iants can evade nAb responses generated during

infection with variants that were circulating

earlier in the pandemic and also nAb re-

sponses elicited by vaccines based on the S

protein of the Wuhan-Hu-1 variant. There is

concern that these mutations are responsible

for the reduced efficacy observed in ongoing

trials of SARS-CoV-2 vaccines in South Africa

(71, 72).

Here, we evaluated the neutralization sus-

ceptibility of spike variants harboring lineage-

defining and prevalent B.1.351 mutations to

sera from two groups. Sera were collected

from 15 donors with previously confirmed

SARS-CoV-2 infection [referred to as previ-

ously infected donors (PIDs)] before and

after one or two immunizations with either

mRNA vaccine and from 13 uninfected do-

nors who received two doses of the above vac-

cines [referred to as naïve donors (NDs); tables

S1 and S2].

Antibody neutralization experiments were

performedwithpseudoviruses expressing either

the full-length Wuhan-Hu-1 S or either of two

versions of the B.1.351 lineage S—one herein

referred to as B.1.351, containing the lineage-

defining S mutations D80A, D215G, K417N,

E484K, N501Y, and D614G and the A701Vmu-

tation that is highly prevalent in this lineage,

and a second variant that also includes a D242-

243 deletion (B.1.351–D242-243). The viral stocks

were appropriately diluted to achieve compa-

rable entry levels during the neutralization ex-

periments (fig. S1).

We first evaluated the neutralizing potency

of several mAbs isolated from nonvaccinated

patients infected early in the pandemic. These

mAbs target different epitopes: three against the

RBD (CV30, CV3-1, and CV2-75) and one against

the NTD (CV1) (fig. S2). CV30 is a member of

the VH3-53 class of antibodies that bind to the

receptor binding motif (RBM) (22, 32, 73–78).

It makes direct contact with the K417 and
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N501 residues in the RBM that are mutated

in the B.1.351 and P.1 lineages; however, unlike

other known VH3-53 mAbs, it does not con-

tact E484 (78). The neutralization potency of

this mAb was ~10-fold weaker toward both

B.1.351 variants (Fig. 1A). Similarly, the non–

VH3-53 mAb CV3-1 was three- to fourfold less

potent against the B.1.351 variants (Fig. 1B),

whereas CV2-75 was modestly less effective

(Fig. 1C). By contrast, the anti-NTD CV1 mAb

was unable to neutralize either B.1.351 variant

(Fig. 1D). As expected, the control anti–Epstein-

Barr virus mAb AMMO1 was nonneutralizing

(79) (Fig. 1E). Collectively, these data indicate

that the B.1.351 variants tested here are more

resistant to neutralization by mAbs isolated

from subjects infected by viral variants from

early in the pandemic. We therefore examined

whether the B.1.351 variants are resistant to nAb

responses elicited by the Pfizer-BioNTech or

ModernamRNA vaccines in both PIDs andNDs.

The RBD-specific immunoglobulin G (IgG),

IgM, and IgA binding responses to the RBD

from the Wuhan-Hu-1 variant were measured

before (on average, 202 days after symptom

onset; table S1) and either 5 to 29 days (table

S1) after the first and second immunizations

in the PIDs or 6 to 28 days after the second

immunization in the NDs. Three PIDs expe-

rienced asymptomatic SARS-CoV-2 infection

(donors D, L, andM; table S1), two of whom, L

and M, did not have detectable anti-RBD IgG

antibodies before immunization, whereas the

third, D, had low but detectable serum anti-

RBD IgG antibody titers (Fig. 2A). In the 13 PIDs

with RBD-specific IgG antibodies before vac-

cination, a single dose of either vaccine boosted

these titers ~500-fold (Fig. 2A). Across all PIDs,

there was a 200-fold increase in median RBD-

specific IgA titers after vaccination (Fig. 2B).

Overall, in PIDs, a single vaccine dose elicited

4.5-fold higher IgG and 7.7-fold higher IgA

titers compared with two vaccinations in NDs.

RBD-specific IgM titers were generally lower

andwere not significantly boosted in response

to vaccination in PIDs (Fig. 2C). In PIDs, a

concomitant increase in RBD- (Fig. 2D) and

S-specific IgG
+
(Fig. 2E) memory B cell fre-

quencies took place after vaccination. The

two PIDs that lacked RBD-specific IgG titers

before immunization (donors L and M) also

lacked RBD-specific IgG
+
memory B cells (Fig.

2D) and had lower frequencies of S-specific

IgG
+
memory B cells after vaccination. Con-

sistent with the serology data, an increase in

the frequency of IgA
+
(Fig. 2F) but not IgM

+

spike-specific memory B cells was observed

(fig. S3). Vaccination also induced S-specific

CD4
+
T cell responses (Fig. 2G).

Sera from 12 of 15 PIDs sampled before vacci-

nation neutralized theWuhan-Hu-1 SARS-CoV-2

variant (Fig. 3A and fig. S4). The nonneutraliz-

ing sera were from the three asymptomatic

PIDs who had low or undetectable anti-RBD

IgG titers (Fig. 3A, dashed lines, and fig. S4).

Prevaccine sera from the NDs were also non-

neutralizing (fig. S5). Consistent with the ob-

served increase in binding antibodies after a

single immunization in PIDs with preexisting

RBD-specific IgG titers, themedianhalf-maximal

neutralizing titers [half-maximal inhibitory di-

lution (ID50)] were boosted ~1000-fold after

the first dose, whereas the second dose had no

effect (Fig. 3A). In the two PIDs lacking RBD-

specific IgG titers before vaccination, the first

vaccine dose elicited lower neutralizing titers

(ID50 = ~30 in donor L and ~200 in donor M;

Fig. 3A). In the NDs, two doses of the vaccine

elicited ID50 titers that were ~10- and 5-fold

lower than those elicited by one or two doses

in the PIDs, respectively (Fig. 3A and fig. S6).

Collectively, these data indicate that in PIDs

who generate adequate immunological mem-

ory to the RBD, a single vaccine dose elicits an

anamnestic response resulting in RBD-binding

and nAb responses that are superior to a two-

dose regimen in uninfected donors. A similar

boost in binding and/or vaccine-matched neu-

tralizing titers has been observed in PIDs who

received a single mRNA vaccine dose in two

recent studies (80, 81).

We next evaluated the ability of sera collected

before andafter immunization inNDs andPIDs

to neutralize the more resistant B.1.351 and

B.1.351–D242-243 pseudoviruses. These var-

iants are0.5 and0.7%divergent fromtheWuhan-

Hu-1 variant. We also included SARS-CoV-1

pseudoviruses in this analysis as a represen-

tative variant that is even more dissimilar to

the vaccine. SARS-CoV-1 and SARS-CoV-2 are

24, 26, and 50% divergent in the overall S pro-

tein, RBD, and RBM, respectively (82). Conse-

quently, several mAbs that potently neutralize

SARS-CoV-2 fail to bind SARS-CoV-1 (16, 22–24).

Before vaccination, 5 of 15 sera from PIDs

neutralized B.1.351, and only three had ID50

titers above 100 (Fig. 3, B and E, and fig. S4);

7 of 15 neutralized B.1.351–D242-243, and only

one had titers above 100 (Fig. 3, C and E, and

fig. S4). Only two prevaccine PID sera achieved

80% neutralization of B.1.351, and only one

achieved 80% neutralization of B.1.351–D242-243
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Fig. 1. B.1.351 variants

show decreased sus-

ceptibility to neutraliz-

ing mAbs. (A to E) The

ability of the indicated

mAbs to neutralize

Wuhan-Hu-1, B.1.351, and

B.1.351–D242-243 pseu-

dovirus infectivity in

293T-hACE2 cells was

measured as indicated.

The epitope specificity of

each mAb is shown in

parentheses. EBV,

Epstein-Barr virus. Data

points represent the

mean of two technical

replicates. Data are rep-

resentative of two

independent experiments.
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(fig. S7A). The median ID50 of the prevaccine

sera against the Wuhan-Hu-1 variant was

significantly higher than that against B.1.351

or B.1.351–D242-243 (Fig. 3E). Consistent with

the high level of sequence disparity, sera from

only one PID showed very weak neutralizing

activity toward SARS-CoV-1 before vaccina-

tion (Fig. 3, D and E, and fig. S7).

A single immunization boosted the nAb

titers against all three SARS-CoV-2 variants

and SARS-CoV-1 in 13 of 15 PIDs (Fig. 3, A toD);

however, the median ID50 titers were ~3-fold

lower against B.1.351, ~10-fold lower against

B.1.351–D242-243, and 100-fold lower against

SARS-CoV-1 than againstWuhan-Hu-1 (Fig. 3E).

A single immunization did not elicit nAbs

against the B.1.351 variants or SARS-CoV-1 in

the two asymptomatic donors who lacked

RBD-specific IgG memory (donor L and M;

Fig. 3, A to D, and Fig. 3E, open circles). The

median ID80 values were also lower for the

B.1.351 and B.1.351–D242-243 variants com-

pared with the Wuhan-Hu-1 variant (fig. S7A).

The neutralizing titers elicited by a single

immunization in PIDs were significantly higher

than those elicited by two immunizations in

NDs against all pseudoviruses tested—10-fold

higher against Wuhan-Hu-1 (Fig. 3A), 20-fold

higher against B.1.351 (Fig. 3B), 30-fold higher

against B.1.351–D242-243 (Fig. 3C), and 7-fold

higher against SARS-CoV-1 (Fig. 3D). Only 8 of

13 vaccinated NDs were able to achieve 80%

neutralization of B.1.351–D242-243, and none

could achieve 80% neutralization of SARS-

CoV-1 (fig. S7B).

The B.1.351 and B.1.351–D242-243 variants

contain three RBD mutations that affect the

neutralizationpotencyof anti-RBDmAbs (Fig. 1).

Moreover, preexisting anti-RBD IgG memory

appears to be important for a robust recall re-

sponse to vaccination. To determine the relative

contribution of anti-RBD antibodies to serum

neutralization, we depleted RBD-specific anti-

bodies from the sera of 10 PIDs after one vacci-

nation and fromnineNDs after two vaccinations.

This approach efficiently removedRBD-specific

(Fig. 4, A and C) but not anti-S2P–specific anti-

bodies from sera, asmeasured by enzyme-linked
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Fig. 2. A single dose of a spike-derived mRNA vaccine elicits a strong recall response. (A to C) IgG (A), IgA (B), and

IgM (C) end-point antibody titers specific to the RBD of the Wuhan-Hu-1 variant were measured in serum collected from

PIDs before and after one or two immunizations with the Pfizer-BioNTech or Moderna mRNA vaccines by ELISA,

as indicated. End-point titers measured in sera from NDs after two vaccine doses are shown for comparison (gray dots).

(D) Frequency of Wuhan-Hu-1 RBD-specific IgG+ memory B cells (live, IgD−, CD19+, CD20+, CD3−, CD14, CD56−, singlet,

and lymphocytes) in peripheral blood mononuclear cells (PBMCs) from PIDs was measured before and after one or

two immunizations. (E and F) The frequency of S6P-specific IgG+ (E) and IgA+ (F) memory B cells in PBMCs from PIDs was

measured before and after one or two immunizations. The frequencies of memory B cells from NDs after two vaccine

doses are shown for comparison in (D) to (F) (gray dots). (G) The frequency of S-specific CD4+ T cells expressing interferon-g

(IFN-g) and/or interleukin-2 (IL-2) and/or CD40L in PBMCs from PIDs was measured before and after one or two

immunizations. The frequencies of S-specific CD4+ T cells in PBMCs from uninfected donors after two vaccine doses are shown

for comparison (gray dots). Experiments were performed once. Significant differences in infected donors before or after

vaccination [(A) to (G)] were determined using a Wilcoxon signed rank test (n.s., not significant; *P < 0.05; **P < 0.01;

and ***P < 0.001). Significant differences between previously infected and uninfected donors [(A) to (G)] were determined

using a Wilcoxon rank sum test (*P < 0.05; **P < 0.01; and ***P < 0.001).
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immunosorbent assay (ELISA) (Fig. 4, B and

D). This depletion abrogated serum neutral-

ization of Wuhan-Hu-1 virus (Fig. 4, C and

F), which suggests that most nAbs elicited or

boosted by vaccination target this subdomain.

The above results indicate that in NDs, two

doses of either thePfizer-BioNTech orModerna

vaccines elicited nAb titers against the vaccine-

matched Wuhan-Hu-1, lower titers against

B.1.351, and even lower titers against B.1.351–

D242-243. Reduced sensitivity to vaccine-

elicited nAbs has been reported for other

B.1.351 variants (66, 83, 84).

Similarly, sera from PIDs who experienced

symptomatic SARS-CoV-2 infection and who

had detectable anti-RBD IgG titers before vac-

cination displayed generally weak nAb titers

against Wuhan-Hu-1 at 1 to 9 months after in-

fection and lower or nonexistent titers against

the B.1.351 variants, in agreement with another

study (69). However, as long as RBD-specific

IgG
+
memory B cell and antibody responses

were generated during infection, a single im-

munization with either mRNA vaccine elicited

a robust recall response that boosted the autol-

ogous neutralizing titers by ~1000-fold, and

these antibody responses cross-neutralized

the B.1.351 variants, but at lower titers. Inmost

of the previously infected vaccinees, the anti–

B.1.351–D242-243 neutralizing titers were com-

parable to those against the vaccine-matched

Wuhan-Hu-1 in uninfected vaccinees. This is

notable, as these titers were associated with

95%protection fromCOVID-19 in phase 3 trials

(44, 46, 48, 49). Moreover, vaccine-elicited anti-

body responses also neutralized SARS-CoV-1

but with much lower potencies. Collectively,

our data suggest that the two mRNA vaccines

that are based on theWuhan-Hu-1 variant can

elicit and/or boost nAb responses but that their

potency is reduced against divergent variants.

Here, we show that the cross-nAb responses

generated after immunization in previously

infected subjects are a result of anti-RBD anti-

bodies. Combined with the observation that

the vaccines elicited nAb responses that are

less potent against the B.1.351 variant with the

D242-243 deletion in the NTD, this suggests

that NTD mutations can modulate the sensi-

tivity of emerging variants to anti-RBD nAbs.

By contrast, the NTD region itself, which ap-

pears to tolerate antigenic variation in SARS-

CoV-2 and other coronaviruses (50, 52, 55, 85),

does not appear to be the target of cross-nAbs

elicited by infection or vaccination. We note

that there are other less-frequent mutations

associated with this lineage, such as L18F, D244,

L244H, and R246I, that were not examined

here, which may further increase resistance

to vaccine-elicited antibodies. In this study,

a pseudovirus assay was used tomeasure nAbs.

Several studies have now shown that authentic

virus and pseudovirus neutralization correlate

quite well (16, 86, 87). Although the absolute
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Fig. 3. Preexisting SARS-CoV-2 nAb responses are boosted by a single dose of a spike-derived mRNA

vaccine. (A to D) The serum dilution resulting in 50% neutralization (ID50) of Wuhan-Hu-1 (A), B.1.351 (B),

B.1.351–D242-243 (C), and SARS-CoV-1 (D) pseudoviruses was measured in PIDs before and after one or two

immunizations with the Pfizer-BioNTech or Moderna vaccines and in NDs after two vaccine doses, as indicated.

Data points between PIDs who were symptomatic and asymptomatic are connected by solid and dashed lines,

respectively, in (A) to (D). (E) Serum dilution resulting in 50% neutralization (ID50) from PIDs before (squares) and

after (circles) a single immunization with the Pfizer-BioNTech or Moderna vaccines against Wuhan-Hu-1, B.1.351,

B.1.351–D242-243, and SARS-CoV-1 pseudoviruses, as indicated. PIDs who were asymptomatic and negative

for anti-IgG RBD antibodies and RBD-specific IgG+ memory B cells before vaccination are shown as open

circles. (F) Neutralizing potency (ID50) of serum from NDs after two immunizations with the Pfizer-BioNTech

or Moderna vaccines against the indicated pseudoviruses. Each data point represents a different donor,

and the horizonal bars represent the medians in (E) and (F). The dashed lines demarcate the lowest serum

dilutions tested. Experiments were performed once. Significant differences in infected donors before or

after vaccination, or from the same time point against different variants, were determined using a Wilcoxon

signed rank test (*P < 0.05; **P < 0.01; and ***P < 0.001). Significant differences between previously

infected and uninfected donors were determined using a Wilcoxon rank sum test (*P < 0.05; **P < 0.01;

and ***P < 0.001).
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sensitivity of the authentic and pseudovirus

assays may differ, we anticipate that the rela-

tive differences we report here will not vary

between the two.

Although the correlates of protection for

SARS-CoV-2 vaccineshavenot been established,

studies in nonhuman primates indicate that

even low titers of nAbs are sufficient to pre-

vent experimental SARS-CoV-2 infection, par-

ticularly if CD8
+
T cell responses are mounted

(18). Our study suggests that most previously

infected subjects will benefit from a single im-

munization with either the Pfizer-BioNTech

or Moderna vaccines, as it will lead to signif-

icant increases in serum nAb responses against

vaccine-matched and emerging variants. The

observation that a second dose administered

3 to 4 weeks after the first did not further

boost neutralizing titers in PIDs who have

clear evidence of RBD-directed immunologi-

cal memory before vaccination suggests that

the second dose of an mRNA vaccine could be

delayed in some persons who have previously

been infected with SARS-CoV-2. Longitudinal

monitoring of the nAb titers before and after

the first dose should be used to determine the

necessity or optimal timing of the second dose

in the context of previous infection.
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Prior SARS-CoV-2 infection rescues B and T cell
responses to variants after first vaccine dose
Catherine J. Reynolds1†, Corinna Pade2†, Joseph M. Gibbons2†, David K. Butler1, Ashley D. Otter3,
Katia Menacho4, Marianna Fontana5,6, Angelique Smit5, Jane E. Sackville-West7, Teresa Cutino-Moguel4,
Mala K. Maini8, Benjamin Chain8, Mahdad Noursadeghi8, UK COVIDsortium Immune Correlates Network‡,
Tim Brooks3, Amanda Semper3, Charlotte Manisty4,9, Thomas A. Treibel4,9, James C. Moon4,9,
UK COVIDsortium Investigators‡, Ana M. Valdes10,11, Áine McKnight2§,
Daniel M. Altmann12§, Rosemary Boyton1,13§*

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) vaccine rollout has coincided with the

spread of variants of concern. We investigated whether single-dose vaccination, with or without prior

infection, confers cross-protective immunity to variants. We analyzed T and B cell responses after

first-dose vaccination with the Pfizer/BioNTech messenger RNA vaccine BNT162b2 in health care

workers (HCW) followed longitudinally, with or without prior Wuhan-Hu-1 SARS-CoV-2 infection. After one

dose, individuals with prior infection showed enhanced T cell immunity, antibody-secreting memory

B cell response to the spike protein, and neutralizing antibodies effective against variants B.1.1.7 and

B.1.351. By comparison, HCW receiving one vaccine dose without prior infection showed reduced

immunity against variants. B.1.1.7 and B.1.351 spike mutations resulted in increased, abrogated, or

unchanged T cell responses, depending on human leukocyte antigen (HLA) polymorphisms. Single-dose

vaccination with BNT162b2 in the context of prior infection with a heterologous variant substantially

enhances neutralizing antibody responses against variants.

D
uring worldwide rollout of severe acute

respiratory syndrome coronavirus 2

(SARS-CoV-2) vaccines, it is vital to un-

derstand how vaccination influences im-

mune responses and protection among

those who have had prior natural SARS-CoV-2

infection. This is a knowledge gap because a

history of previous infection was an exclusion

criterion in phase 3 vaccine trials (1). Countries

have adopteddiverse approaches—among them,

the UK policy to maximize deployment of first

doses to the largest possible number of people

by extending the time interval to second dose.

At the end of 2020, it became apparent that

several virus variants had emerged (2, 3) and

that these might affect vaccine rollout. The

B.1.1.7 variant, possessing the spike Asn
501
→Tyr

(N501Y) mutation, first emerged in the UK in

December 2020 and spread rapidly (4). Addi-

tional variants of concern (VOC) include the

B.1.351 variant, which emerged at about the

same time in South Africa, and the P.1 variant,

which emerged in January 2021 in Brazil. In

addition to the N501Y mutation, both of these

variants have the E484K mutation, which is

implicated in escape from neutralizing anti-

bodies (nAbs) (5, 6).

ThePfizer/BioNTechmRNAvaccineBNT162b2

encodes a prefusion-stabilized, membrane-

anchored SARS-CoV-2 full-length spike pro-

tein modified by two proline substitutions

(1, 7, 8). A two-dose regimen of 30 mg BNT162b2,

21 days apart, confers 95% protection against

Wuhan-Hu-1 SARS-CoV-2 (1), eliciting high nAb

titers as well as CD4 and CD8 cell responses (8).

When given as a single 60-mg dose, BNT162b1

induced virus Ab neutralization, but T cell re-

sponses were reduced compared with the stan-

dard prime-boost regime (8). A single 30-mg

dose of BNT162b1 was not reported beyond

day 21. However, the cumulative incidence of

COVID-19 cases among 21,676 placebo and

21,699 vaccine recipients diverged 12 days after

the first dose, indicating possible early-onset

first-dose protection (1). For those who were

previously infected, single-dose vaccinationmay

act as a boost after natural infection. Therefore,

we aimed to test the impact of prior SARS-

CoV-2 infection on T and B cell responses to

first-dose vaccination.

To do this, we analyzed T and B cell immu-

nity after the first 30-mg dose of the Pfizer/

BioNTech mRNA vaccine BNT162b2 in a co-

hort of UK hospital health care workers (HCW)
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Fig. 1. Impact of prior natural infection

with SARS-CoV-2 during the first wave on

T and B cell responses to a single dose of

the mRNA SARS-CoV-2 vaccine BNT162b2.

(A) Nucleocapsid Abs measured by electro-

chemiluminescence immunoassay analyzer

(ECLIA) in serum samples from HCW

with (n = 25 individuals) and without (n = 26

individuals) laboratory-confirmed SARS-CoV-2

infection (Wuhan-Hu-1, during the first wave)

3 weeks after a single dose of the mRNA

SARS-CoV-2 vaccine BNT162b2. (B) Magnitude

of T cell response to spike protein and spike

mapped epitope peptides (MEPs) in HCW with

and without laboratory-confirmed SARS-CoV-2

infection (n = 23 per group). Data are shown

prevaccination (16 to 18 weeks after infection)

and 3 weeks after the first-dose vaccination

(week 42) with line at geometric mean.

(C) Proportion of HCW with (n = 23) and

without (n = 23) laboratory-confirmed SARS-

CoV-2 infection (during the first wave) with

a T cell response to spike protein within the

range of 0, 1 to 19, 20 to 79, and >80 DSFC/

106 PBMC before and 3 weeks after first-dose

vaccination. (D) Magnitude of T cell response

to spike protein in HCW without a history of

SARS-CoV-2 infection, plotted pairwise at 16 to

18 weeks and 42 weeks (3 weeks after first-

dose vaccination). (E) Percentage of S1-specific

IgG+ antibody-secreting cells (ASCs) in vac-

cinated HCW with (n = 23) and without

(n = 22) prior SARS-CoV-2 infection and in

unvaccinated HCW with (n = 12) and without

(n = 5) prior infection. Line at geometric

mean. (F) RBD Ab titers measured by ECLIA

in serum samples from HCW with (n = 25) and

without (n = 26) laboratory-confirmed SARS-

CoV-2 infection following first-dose vaccination.

(G) Neutralizing antibody titer (IC50) against

Wuhan-Hu-1 authentic virus in HCW with (n = 24)

and without (n = 20) laboratory-confirmed

SARS-CoV-2 infection. Line at arithmetic mean.

(H) Correlation between percentage of S1-specific

ASC and magnitude of T cell response to spike

protein in vaccinated HCW with (n = 21, red) and

without (n = 19, blue) a history of SARS-CoV-2

infection during the first wave. (I) Correlation

between percentage of S1-specific ASC and RBD

Ab titer in HCW with (n = 23, red) and without

(n = 23, blue) a history of SARS-CoV-2 infection.

[(A), (B), (E), and (F)] Numbers of HCW in

each group with detectable responses are

shown. [(F) and (G)] Data are shown

prevaccination (16 to 18 weeks after infection)

and 3 weeks after the first-dose vaccination

(week 42). [(A), (D), and (F)] Wilcoxon

matched-pairs signed rank test. [(B), (C), (E),

and (G)] Kruskal Wallis multiple comparison

analysis of variance (ANOVA) with Dunn’s

correction. [(H) and (I)] Spearman’s rank

correlation. Ab, antibody; HCW, health care

workers; RBD, receptor binding domain;

S1, spike subunit 1; SFC, spot forming cells.
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(9–12). The COVIDsortium HCW cohort has

been studied longitudinally since the end of

March 2020, providing accurate infection and

immune history in the context of genotyping,

including human leukocyte antigen (HLA)

imputation (10–12). Our aim was to compare

T and B cell immunity after a first dose of vac-

cine in December 2020 in postinfection (after

natural infection), vaccinated postinfection (vac-

cination in the context of prior SARS-CoV-2

infection), and vaccinated naïve (single-dose

vaccination) individuals. We sought to explore

whether there is evidence for altered T cell

recognition of the B.1.1.7 and B.1.351 variants

and, in particular, of the N501Y mutation

shared by several VOC.

The UK has deployed a heterodox vaccina-

tion regimen to maximize immune protection

and slow spread of the B.1.1.7 lineage, giving

an initial 30-mg dose of BNT162b2 followed

by boosting up to 12 weeks later (13). A cross-

sectional substudy (n = 51 individuals) of the

existing longitudinal HCW cohort (9–12) was

recruited 22 (±2) days after the first dose.

After the start of the study, the majority of

acute infections had already occurred among

this cohort (11). At the time of receiving their

first vaccine dose in December 2020, prior to

the emergence of VOC, 25 individuals were

~39 weeks removed from SARS-CoV-2 infec-

tion with the Wuhan-Hu-1 strain, and 26 were

confirmed uninfected, having tested negative

in longitudinal serology for spike and nucleo-

capsid (N) proteins (table S1 and fig. S1).

We first measured SARS-CoV-2 N antibody

longitudinally up to 16 to 18 weeks, then at

28 to 30 weeks, and finally at 42 weeks after

recruitment, to confirm that there was no

laboratory evidence of new infection at the

time of drawing blood for the vaccine study at

42 weeks; none of the previously uninfected

HCWhad become seropositive (Fig. 1A). T cell

responses to spike protein and mapped epi-

tope peptides (MEPs) in either postinfection,

vaccinated postinfection, and vaccinated naïve

individuals were compared (Fig. 1B). Ninety-

six percent (22/23) of vaccinated postinfection

individuals mounted a T cell response to spike

protein compared with 70% (16/23) of vacci-

nated naïve individuals, with a fourfold in-

crease in the magnitude of the T cell response.

Furthermore, while the T cell response to spike

protein in vaccinated naïve individuals in-

creased (P = 0.0440), it was lower than that

of vaccinated postinfection individuals (P =

0.0557) (Fig. 1C). As expected, there was no

significant change in T cell response to N (amea-

sure of immunity to natural infection) (fig. S2A).

Paired analysis of T cell immunity to spike

protein in previously uninfected individuals,

analyzed at the 16- to 18-week time point and

3 weeks after vaccination, showed a signifi-

cantly increased response (P = 0.0089) (Fig.

1D). Three individuals who previously showed

a response, despite lack of laboratory evidence

for infection (therefore presumably a cross-

reactive response to an endemic human coro-

navirus), showed an unchanged or decreased

response to spike after vaccination.

The size of the SARS-CoV-2 spike subunit

1 (S1)–specific memory B cell (MBC) pool was

investigated by B cell enzyme-linked immuno-

sorbent spot (ELISpot) assay (Fig. 1E and fig.

S2B). As for T cell responses, the number of S1-

specific immunoglobulin G (IgG
+
) antibody-

secreting cells (ASCs) was far greater in

vaccinated postinfection individuals than in

vaccinated naïve individuals (P < 0.0001). Prior

infection generated a 63-fold increase in S1-

specific ASCs. There were no preexisting S1-

specific ASCs in uninfected HCW before

vaccination. Twenty of 22 vaccinated naïve

individuals had detectable S1-specific ASCs

composing 0.02 to 1.54% of theMBC pool. By

comparison, all vaccinated postinfection indi-

viduals had detectable S1-specific ASCs (1.90

to 50% of the MBC pool). We previously re-

ported (14) spike receptor binding domain

(RBD) enhanced Ab responses in the vacci-

nated postinfection group. In this work, the

vaccinated naïve group attained antibody

titers similar to those of the postinfection

group at 16 to 18 weeks and 28 to 30 weeks

(Fig. 1F). Vaccinated naïve individuals demon-

strated a lower nAb response to wild-type

virus than was seen after natural infection at

16 to 18 weeks, although this did not achieve

statistical significance. In line with the find-

ings for MBC and RBD binding, there was a

significantly enhanced nAb response in vac-

cinated postinfection individuals compared

with the vaccinated naïve group (Fig. 1G), with

a mean value of 25,273 compared with 420,

that is, a 60-fold increase. To put this in con-

text, these values are 43-fold higher than the

values recorded after two vaccine doses in

the phase 1 trial (7). There was no correlation

between the magnitude of the spike protein

T cell response and the percentage of S1-

specific ASCs (Fig. 1H). As expected, there

was a positive correlation between the per-

centage of S1-specific ASCs and the serum titer

of RBD antibody in the vaccinated postinfec-

tion individuals [correlation coefficient (r) =

0.6502; P = 0.0008] (Fig. 1I). After vaccination,

two previously infected individuals showed

lower percentages of S1-specific memory B cells
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Fig. 2. Impact of vaccination and prior natural infection with SARS-CoV-2

during the first wave on T and B cell responses to the UK B.1.1.7 and South

African B.1.351 variants. (A) Neutralizing antibody (nAb) titer (IC50) against

B.1.1.7 and B.1.351 authentic virus in HCW with (n = 24) and without (n = 20)

laboratory-confirmed SARS-CoV-2 infection (Wuhan-Hu-1). Lines at arithmetic mean.

Data are shown prevaccination (16 to 18 weeks after infection) and 3 weeks

after the first-dose vaccination (week 42). (B) nAb (IC50) titers against

Wuhan-Hu-1 and B.1.1.7 authentic viruses plotted pairwise by individual.

(C) Percentage of Wuhan-Hu-1 S1 and S1 containing variant mutations

(E484K, K417N, and N501Y) specific IgG+ antibody-secreting cells (ASCs) in

vaccinated HCW with (n = 4) and without (n = 4) prior SARS-CoV-2 infection.

Single-letter abbreviations for the amino acid residues are as follows: A, Ala;

C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn;

P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr. (D) Correlations

between nAb (IC50) titers of Wuhan-Hu-1, B.1.1.7, or B.1.351 authentic virus and

RBD Ab titer, percentage of S1-specific ASC, and magnitude of T cell response

to S1 protein in vaccinated HCW with (n = 22 to 24, red) and without (n = 18

to 20, blue) a history of SARS-CoV-2 infection. (E) Magnitude of T cell response

to Wuhan-Hu-1, B.1.1.7, or B.1.351 peptide pools in vaccinated HCW with

(n = 23 or 18) and without (n = 23 or 18) SARS-CoV-2 infection (Wuhan-Hu-1),

plotted as grouped data (median plus interquartile range) and pairwise for each

individual. (F) Magnitude of T cell response to Wuhan-Hu-1 S1 protein and N501Y

variant spike RBD protein in unvaccinated HCW with laboratory-confirmed

SARS-CoV-2 infection (n = 14) or to Wuhan-Hu-1 and N501Y mutated peptide in

vaccinated HCW with (n = 18) and without (n = 18) a history of SARS-CoV-2

infection, plotted pairwise by individual. (G) Magnitude of T cell response to

Wuhan-Hu-1 or B.1.1.7 D1118H peptide in vaccinated HCW with a history of

SARS-CoV-2 infection (n = 23), plotted by DRB1*0301 or DRB1*0401 status.

Lines at median plus interquartile range. (H) Magnitude of T cell response to

Wuhan-Hu-1 or B.1.1.7 D1118H peptide in vaccinated HCW with (n = 23) and

without (n = 23) a history of SARS-CoV-2 infection, plotted pairwise by individual

and with individuals carrying DRB1*0301 or DRB1*0401 alleles marked in purple.

(I) Magnitude of T cell response to Wuhan-Hu-1 or B.1.351 E484K mutated

peptide in vaccinated HCW with (n = 18) and without (n = 18) a history of

SARS-CoV-2 infection, plotted pairwise by individual. (J) Magnitude of T cell

response to Wuhan-Hu-1 (Wuh), B.1.1.7, or B.1.351 peptide pools and individual

peptides in Wuhan-Hu-1 peptide immunized HLA-DRB1*04:01 transgenic

mice (left-hand panel, n = 4; right-hand panel, n = 8; lines at arithmetic mean +

SEM). (A) Kruskal Wallis multiple comparison ANOVA with Dunn’s correction.

[(B), (C), (E) (right-hand panels), (F), (H), and (I)] Wilcoxon matched-pairs

signed rank test. (D) Spearman’s rank correlation. [(E) (left-hand panels),

(G), and (J)] Mann-Whitney U test. ASC, antibody-secreting cells; HCW, health

care workers; RBD, receptor binding domain; S1, spike subunit 1; SFC, spot

forming cells.
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and reduced serum RBD-specific antibody

levels than the rest of the group; prior infec-

tion involving case-definition symptoms tended

to be associated with a higher specific B cell

frequency than milder disease (Fig. 1F and fig.

S2C). These individuals who, despite infection,

had also not shown a detectable T cell re-

sponse (one never seroconverted, and the other

rapidly became seronegative during longitudi-

nal follow-up) had a poor or absent response

to infection that was onlyminimally overcome

by vaccination.

The data in Fig. 1 indicate that there is a

strong prime-boosting effect of prior infection

on single-dose vaccination. Augmentation is

seen more strongly in MBC frequency, anti-

RBD, and nAb responses than for T cell re-

sponse frequency. Furthermore, there was no

correlation between S1 ASC frequency and

T cell response frequency (Fig. 1H). There is,

however, a correlation between S1 ASC and

RBD antibody titers, indicating that individu-

als with higher numbers of MBCs mount

stronger antibody responses, and individ-

uals who had experienced infection clustered

at the higher end of this response (Fig. 1I).

Shortly before the vaccination program was

initiated, several VOC emerged, including B.1.1.7.

This variant has nine mutations in the spike

protein. Several studies have reported weaker

nAb responses toB.1.1.7 relative to the previously

circulating Wuhan-Hu-1 strain (2–6, 15–18).

The majority of SARS-CoV-2 immune naïve in-

dividuals made no nAb response to the B.1.1.7

(18/20) and B.1.351 (17/20) variants after single-

dose vaccination. In contrast, almost all vac-

cinatedpostinfection individualsmade a strong

nAb response to the B.1.1.7 (24/24) and B.1.351

(23/24) variants after a single-dose vaccination,

with a 46-fold (B.1.1.7) and 63-fold (B.1.351) in-

crease in mean nAb half-maximal inhibitory

concentration (IC50) in vaccinated postinfec-

tion individuals compared with vaccinated

naïve individuals. In a paired analysis, we ob-

served in vitro significantly reduced nAb po-

tency to authenticB.1.1.7 variant (mean: 35)with

a 96% fall compared to that of Wuhan-Hu-1

(mean: 866; P < 0.0001) in sera from individ-

uals with a past medical history of natural in-

fection (Fig. 2B). Worryingly, after single-dose

vaccination, 90% (18/20) of vaccinated naïve

individuals showed no detectable nAbs (IC50 <

50) against B.1.1.7 (mean IC50: 37; range: 0 to

184; P = 0.2090), but they did show demon-

strable nAb responses to Wuhan-Hu-1 SARS-

CoV-2 virus (mean IC50: 420; range: 80 to 2004;

P = 0.0046). In contrast, all vaccinated post-

infection individuals responded to single-dose

vaccination with substantially enhanced nAb

responses, neutralizing not just Wuhan-Hu-1

SARS-CoV-2 (mean IC50: 25,273; range: 581 to

76,369) but also the B.1.1.7 (mean IC50: 1717;

range: 52 to 4919) and B.1.351 (mean IC50: 5451;

range: 41 to 20,411) variants (Fig. 2, A and B,

and fig. S3). We show a 93% reduction in neu-

tralization (IC50) responses to the SARS-CoV-2

B.1.1.7 variant (mean: 1717) compared with the

Wuhan-Hu-1 (mean: 25,273) virus in vaccinated

postinfection individuals. However, despite this

fall, themajority (22/24) remain within a “pro-

tective threshold.” This was not the case for

vaccinated naïve individuals. There was a 91%

reduction in neutralization (IC50) responses

against the SARS-CoV-2 B.1.1.7 variant (mean:

37) compared with the Wuhan-Hu-1 virus

(mean: 420), resulting in the majority of in-

dividuals (19/20) falling below the “protective

threshold.” This result was mirrored in the

SARS-CoV-2 S1-specific MBC pool, where

reduced numbers of S1-specific IgG
+
ASC are

seen (in vaccinated naïve individuals compared

with vaccinated postinfection individuals) re-

sponding to S1 antigen containing the N501Y,

K417N, and E484Kmutations. Prior infection

substantially enhances the specific MBC pool

after single-dose vaccination (Fig. 2C). We

looked at correlations between RBD binding

antibodies, B cell responses, T cell responses,

and IC50, comparing neutralization of Wuhan-

Hu-1, B.1.1.7, and B.1.351 live virus (Fig. 2D).

Despite the lower neutralization of B.1.1.7

and B.1.351 variants, the pattern was retained

of strong correlation between RBD antibody

titer and S1-specific B cell frequency and neu-

tralization and somewhat weaker correlation

between T cell response and neutralization.

A lack of Ab-mediated protection in single-

dose vaccinees could be mitigated by a broader

repertoire of T cell responses (18). To inves-

tigate differences in T cell recognition, we

designed peptide pools covering the affected

regions of Wuhan-Hu-1, B.1.1.7, and B.1.351

variant sequence (table S2). We compared

T cell responses to these peptide pools in

peripheral blood mononuclear cells (PBMCs)

from vaccinated postinfection and vaccinated

naïve individuals (Fig. 2E). Responses in post-

infection vaccinees were in general higher

than in the vaccinated naïve individuals (note

an enhanced response to the B.1.1.7 peptide

pool). T cell responses were heterogeneous;

responses to variant pools could be either

higher or lower than to Wuhan-Hu-1 pools.

Alterations in affinity for the T cell receptor

can lead to altered peptide ligand effects and

differential polarization of cytokine effector

programs, as we have previously observed in

Zika virus infection (19). We wondered wheth-

er this was also occurring for SARS-CoV-2;

however, we found no evidence for immune

deviation to interleukin (IL)–4, IL-5, IL-10,

IL-13, IL-17A, or IL-23 (fig. S3).

For B.1.1.7 and B.1.351, attention has cen-

tered on the N501Y mutation, as this is impli-

cated in altered angiotensin-converting enzyme

2 (ACE2) binding and enhanced infectivity

and transmission but is also a target for B and

T cell recognition. We initially looked at T cell

responses after natural infection and found

that at 16 to 18 weeks postinfection, the N501Y

mutation appeared to have no substantial dif-

ferential impact on the T cell response (Fig. 2F),

unlike nAb recognition (5).

The specific impact of any T cell epitope

changes on the immune response against VOC

depends on changes in peptide binding to the

peptide-presenting HLA molecules. Because

the HLA complex is the most polymorphic

part of the human genome, any alteration to

core HLA binding motifs will differentially

affect people with certain HLA alleles over

others. We performed in silico analysis (using

NetMHCIIpan) to predict which of the B.1.1.7

and B.1.351 mutations were found inHLA core

binding motifs and how this might affect bind-

ing to common HLAII alleles (DRB1*0101,

DRB1*0301, DRB1*0401, DRB1*0701, DRB1*1101,

DRB1*1301, and DRB1*1501) (tables S3 and S4).

Some of the mutations did not fall in a region

predicted to bind the HLAII alleles tested

(D3L, T716I, T1001I, A1708D, and 3675-7 SGF

del). Although several mutations were not

predicted to significantly change affinity for

the HLAII alleles, others did show predicted

differential affinities depending on host HLAII

type (tables S3 and S4). Analyzing altered re-

sponses to the D1118H mutation, we noted

that individuals who carried DRB1*0301 and

DRB1*0401 showed enhanced T cell responses

to the Wuhan-Hu-1 peptide compared with

those who did not (P = 0.0072) (Fig. 2G). T cell

responses to the variant peptide appeared to

be reduced in individuals carrying DRB1*0301

and DRB1*0401 (Fig. 2H). There is a basis for

this in terms of differential HLAII binding as

the D-to-H mutation is predicted to lose the

T cell epitope for people carrying DRB1*0301

and DRB1*0401 but not, for example, in those

who carry DRB1*0701 or DRB1*1501, who

would be predicted to show an enhanced re-

sponse (table S3). People carrying DRB1*1301

are predicted to gain a response as a conse-

quence of this mutation. Analyzing responses

to the E484K mutation seen in B.1.351 and P.1

variants, we noted that it did not fall in a

region predicted to bind the HLAII alleles

tested (table S4). The mutation appeared to

have no substantial or differential impact on

T cell responses (Fig. 2I).

When we primed transgenic mice expressing

human HLA-DRB1*0401 with the Wuhan-Hu-1

peptide pool, T cell responses to the B.1.1.7

variant peptide pool were significantly reduced

(P = 0.0286) (Fig. 2J). Furthermore, the T cell

response to the spikeN501Ymutation common

to all three of the current VOC was ablated.

In this HCW cohort, vaccinated naïve indi-

viduals made an anti-S1 RBD Ab response with

a mean titer of ~100 U/ml at 22 (±2) days after

vaccination, roughly equivalent to the mean

peak Ab response after natural infection (14).

However, the spike T cell response after one
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dose was lower than after natural infection,

and for 30% of vaccinees, no response could

be measured. However, T cell responses are

enhanced fourfold in those vaccinated post-

infection. This T cell enhancement is small

relative to the 63-fold change in ASCs and

the corresponding 140-fold change in Roche

anti-S (RBD) Ab levels we observed after one

vaccine dose in HCW vaccinated postinfection

(14). While much has been written about the

impact of rapidlywaning serumantibodies, our

findings confirm that MBCs are nevertheless

primed and able to contribute a rapid, large

response to repeat exposure. The rather large

effect on B cell priming and restimulation, rel-

ative to T cells, in previously infected single

dose–vaccinated individuals may reflect the

fact that, among the nuanced differences be-

tween the licensed SARS-CoV-2 vaccines, as-

pects of the mRNA adjuvant effect appear to

skew immunity to high nAb titers, which may

underpin its high efficacy. Our evidence for en-

hanced vaccine responses after infection sup-

ports the case that only one vaccine dose is

necessary to maximize immune protection for

SARS-CoV-2–experienced individuals (14, 20).

It is notable that the high IC50 titers in

those vaccinated after infection provide such

a large protective margin that responses to

authentic B.1.1.7 and B.1.351 variants are also

high. In contrast, nAb responses in individuals

several months on from mild infection show

much lower IC50 titers against B.1.1.7 and

B.1.351, often less than 100. Similarly, the

majority of responses in naïve individuals

after one dose show weak recognition of

B.1.1.7 and B.1.351. This finding indicates

potentially poor protection against B.1.1.7 and

B.1.351 in individuals who have experienced

natural infection or who have only had one

vaccine dose.

It is important to map the effect of VOC

mutations on any evasion of T cell immunity.

The case has been made that reductions in

antibody neutralization of mutant spike may

be mitigated by protective T cells (8). A case

has been made for the role of T cells as cor-

relates of protection (21). Our evidence from

this analysis 22 (±2) days after one dose is that

T cell immunity is mostly variably low but also

relatively unperturbed by theN501Ymutation.

The other mutations we considered that over-

lay CD4 epitopes were, as might be predicted,

distributed across the range of HLAII poly-

morphisms. Those alleles associated with loss

of CD4 response to the variant pool tended to

be those with a lysine in pocket 4 of the groove

(HLA-DR residue 71b), whereas those with an

increased response to the variant pool tended

to be those with a smaller amino acid, alanine.

In HLA-DRB1*0401 transgenics, we confirmed

that in the context of a given HLAII hetero-

dimer, the N501Y mutation can result in ab-

lation of this part of the T cell response,

demonstrating that HLA polymorphisms are

likely to be significant determinants of re-

sponder and nonresponder statuswith respect

to vaccine escape.

SARS-CoV-2 immunity now encompasses

postinfection plus either zero, one, or two vac-

cine doses and first and second dose naïve vac-

cinated. Single-dose vaccination after infection

achieves similar levels of S1 RBD binding anti-

bodies to two doses in naïve vaccinated indi-

viduals and second-dose vaccination in one-dose

vaccinated postinfection individuals offers no

additional enhancement (22). Moving forward,

it will be important to resolve the quantitative

and qualitative differences between these groups

in terms of neutralizing antibody repertoire as

well as phenotype and durability of memory B

and T cell responses. Durability of immunity

to natural infection and after vaccination as

well as sustained vaccine efficacy and vaccine

escape need to be monitored over time.
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PALEOANTHROPOLOGY

A Middle Pleistocene Homo from Nesher Ramla, Israel

Israel Hershkovitz1,2*†, Hila May1,2*†, Rachel Sarig2,3*†, Ariel Pokhojaev1,2,3, Dominique Grimaud-Hervé4,

Emiliano Bruner5, Cinzia Fornai6,7, Rolf Quam8,9,10, Juan Luis Arsuaga9,11, Viktoria A. Krenn6,7,

Maria Martinón-Torres5,12, José María Bermúdez de Castro5,12, Laura Martín-Francés5,12,

Viviane Slon1,2,13, Lou Albessard-Ball4,14, Amélie Vialet4, Tim Schüler15, Giorgio Manzi16,

Antonio Profico14,16, Fabio Di Vincenzo16‡, Gerhard W. Weber7,17†, Yossi Zaidner18,19†

It has long been believed that Neanderthals originated and flourished on the European continent.

However, recent morphological and genetic studies have suggested that they may have received a

genetic contribution from a yet unknown non-European group. Here we report on the recent discovery of

archaic Homo fossils from the site of Nesher Ramla, Israel, which we dated to 140,000 to 120,000 years

ago. Comprehensive qualitative and quantitative analyses of the parietal bones, mandible, and lower

second molar revealed that this Homo group presents a distinctive combination of Neanderthal

and archaic features. We suggest that these specimens represent the late survivors of a Levantine

Middle Pleistocene paleodeme that was most likely involved in the evolution of the Middle Pleistocene

Homo in Europe and East Asia.

R
ecent dental (1), mandibular (2), genetic

(3, 4), and demographic (5) studies have

predicted the existence of an as yet un-

identified African orWest AsianMiddle

Pleistocene (MP) population that con-

tributed to the evolution of the Neanderthal

clade. This contrasts with the traditional view

that considered the European continent as the

sole place of origin of the Neanderthals and

their direct ancestors.

Here we report on the discovery of several

fossils from the recently excavatedMP open-air

site of Nesher Ramla (NR), central Israel (Fig. 1),

in association with stone artifacts, and faunal

remains (6).

A nearly complete right parietal bone and

four fragments from the left parietal bone rep-

resent the NR-1 fossil (Fig. 2A and fig. S1). The

NR-2 fossil is an almost complete mandible,

missing only the left ramus, the right condylar

process, and the mandibular angle of the right

ramus (Fig. 3). The lower left second molar

(NR-2M2) andmost of the dental roots are still

in place (fig. S2). Both NR-1 and NR-2 were

found in situ within the lowest archaeological

layer (Fig. 1D, Unit VI), together with animal

bones and flint tools, andmost likely represent

the same individual (supplementary text A).

Unit VI is assigned an age of 140 to 120 thou-

sand years (ka) ago, based on the electron

spin resonance–uranium series (ESR-US) dates

of animal teeth recovered in this unit (with a

weighted mean of 125.8 ± 5.9 ka). This age

was corroborated by a series of thermolumi-

nescence (TL) dates of burnt flints from the

archaeological layer immediately above the

fossil (Unit V). This layer yielded a weighted

mean of 127.6 ± 4.0 ka (confirmed by isochron

analysis), which is in agreement with the ESR-

US dates obtained for this unit, ranging be-

tween ~128 and ~120 ka (a weighted mean of

122.3 ± 3.3 ka). This chronological information

is consistent with the previously published

optically stimulated luminescence (OSL) dates

for the entire archaeological sequence [rang-

ing ~170 and ~78 ka; (6)].

The preserved anatomical elements were

thoroughly described and analyzed in compa-

rison to a large number of fossils of different

periods (table S1), using a combination of tradi-

tional approaches based on linear and angular

measurements, as well as three-dimensional

(3D) landmark-based geometric morphomet-

ric (GM)methods (supplementary text C to E).

The overall morphology of the NR-1 parietal

bones (supplementary text C and tables S2

and S3) is indicative of an archaic, low cranial

vault, which is typical of MP Homo specimens

and is substantially different from early and

recent H. sapiens, which instead manifest a

curved parietal bone with a pronounced emi-

nence (7, 8).

Further support for the rather archaic mor-

phology of theNRHomo comes from the angle

formed by the coronal and sagittal sutures (c/s

angle), 91.1° in the NR-1 specimen. This angle

increased during the evolution of Pleistocene

Homo (fig. S3):H. erectus andAfricanMPHomo

exhibit a mean angle of 92.1° ± 2.1°; the angle

opens to 94.9° ± 3.4° in European MP Homo/

Neanderthals and reaches 99.4° ± 4.2° in early

and recent H. sapiens. The c/s angle is signif-

icantly different between these three groups

(H = 22.5, p < 0.001). The c/s angle for NR-1 is

similar to that of archaic Homo, particularly

African MP Homo (91.1° ± 1.1°), and falls out-

side the range of variation of H. sapiens.

The NR-1 parietal bone is considerably thick,

mainly in the parietal eminence area (figs. S4

andS5).Regarding this aspect, theNR-1parietal

is similar to that of European MP Homo spec-

imens (e.g., Petralona, Atapuerca SH) (fig. S4).

It is generally thicker than the parietal of

Neanderthals (e.g., Amud 1, Guattari, and La

Chapelle-aux-Saints) and most earlyH. sapiens

(except for Laetoli H18 and Omo 2), and it is

much thicker than that of recent H. sapiens.

The 3D GM analysis, used to assess NR-1

shape variation with respect to a comparative

sample of Pleistocene and recent Homo (sup-

plementary text, Fig. 2C, fig. S1, and table S1),

confirms the archaic morphology of NR-1. The

first three principal components (PCs) explain

74.5% of the total shape variance. The first

PC (34.9%) differentiates early and recent

H. sapiens from all other groups, including

Asian H. erectus, European and African MP

Homo,andNeanderthals, owing to theirmarked

curvature along both the sagittal and the cor-

onal planes (Fig. 2C). The second PC (21.3%)

is not taxonomically informative (fig. S1). The

third PC (18.3%) separates Asian H. erectus

and AfricanMPHomo fromNeanderthals and

European MP Homo (Fig. 2C), based on the

relative development of the parietal eminence

and its relative antero-posterior position. The

European MP group is characterized by an

antero-posteriorly and supero-inferiorly flatter

parietal bone (Fig. 2C). NR-1 is distinct from

H. sapiens; it is at an intermediate position be-

tween the Neanderthal andMPHomo clusters

(Fig. 2C). An unrooted phylogenetic analysis,

based on themean shape of eachHomo group,

placed NR-1 close to the origin of the branch
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leading to African MPHomo, close to the split

from theH. erectus branch and to EuropeanMP

Homo and Neanderthals (including Atapuerca

SH), and far from early and recent H. sapiens

(Fig. 2B).

With regard to the configuration of the

endoparietal surface (fig. S5), NR-1 is polygo-

nal, i.e., the surface is clearly oriented accord-

ing to three distinct planes (fig. S5). Instead,

Neanderthals and H. sapiens manifest an

arched endoparietal surface. The flatness of

the superior parietal lobule, seen in the NR-1

virtual endocast (fig. S6), is one of the most

characteristic features ofMPHomo (9, 10). Other

important characteristics of the NR-1 endocast

and that are also typical of MP Homo are the

very low position of the maximum endocra-

nial width at the superior part of the first tem-

poral convolution (fig. S6), the very short parietal

lobe (fig. S7), and the differing lengths of the

maximal endocranial width and intraparietal

width as well as their posterior position on the

parietal bone (table S3). These features can

sometimes also be seen in Neanderthals (table

S3) (9, 10). Conversely, recentH. sapiens speci-

mens exhibit subequalmaximal endocranial and

intraparietal widths, which are located much

higher and more anteriorly than in NR-1 (9).

The vascular pattern of the middle menin-

geal vessels in NR-1 is simple. Only a few, short

ramifications are visible and anastomoses are

absent, as is the case in other MP Homo and

Neanderthals (figs. S9 and S10) (11). The pos-

terior branch of the middle meningeal vessel in

NR-1 is asdevelopedas theanterior one, apattern

persistent among MP Homo. Both Neanderthals

(e.g., La QuinaH5 and La Chapelle-aux-Saints)

and recentH. sapiens show a dominance of the

anterior branch; the latter also possesses com-

plex vascular endocranial imprints (fig. S10).

The NR-2 specimen is a robust mandible

(Fig. 3); the corpus is medio-laterally wide, and

the cortical bone is thick (Fig. 3, fig. S11). Its

most pronounced feature is the short ramus

relative to the body height, with a sturdy, low,

and wide coronoid process (Fig. 3). This spe-

cimen displays several archaic features (e.g., no

trigonummentale or incurvatiomandibulae, a

wide incisura submentalis, a developed pla-

num alveolare, a strongly developed planum

triangulare, and a mandibular corpus that

presents fairly parallel alveolar and basal mar-

gins) commonly seen in MP Homo (12, 13)

(supplementary text D and table S4A).

We combined taxonomically relevant man-

dibular features into a hierarchical cluster-

ing analysis (fig. S12). Modern and Pleistocene

humans form the two main clusters: NR-2 is

placed on a side branch of the latter, together

with MPHomo from Atapuerca SH, Tighenif 3,

Arago XIII, and one Neanderthal (fig. S12).

The discrete traits underscore the mosaic na-

ture of the NR mandible, showing archaic mor-

phology together with some Neanderthal traits.

The metric dimensions of the NR-2 mandi-

bular body are presented in fig. S13. The sym-

physeal area is considerably thick (16.6 mm),

close to the values of EuropeanMPHomoman-

dibles (16.9 ± 2.1 mm), and moderately tall

(33.7 mm), close to the Neanderthal mean

(34.0 ± 4.6 mm). The body (measured between

the first and the secondmolar) is thick (17.7mm),

within the range of EuropeanMPHomo (18.1 ±

3.1 mm), yet taller (32.7 mm) than that of

European MP Homo (30.2 ± 1.6 mm) and

Neanderthals (29.9 ± 3.3 mm), close to the val-

ues of early H. sapiens (33.0 ± 4.0 mm).

The results of the 3D GM analysis (fig. S14

and tables S5A and S5B) for the NR-2 man-

dible are illustrated in Fig. 3C. The first two

principal components explain 47.5% of the

total variance. Variation along PC1 (37.9%) is

driven by changes in the length of the man-

dibular body, the shape of the ramus (shorter

and broader among archaic Homo), and the

expression of the mental area. Variation along

PC2 (9.6%) reflects changes in the body height

(mainly in the mental region), and the transi-

tion from a body’s parallel alveolar and basal

margins to ones that converge posteriorly. In

the PC1-PC2 plot, early and recent H. sapiens

separate from the other Homo specimens,

whereas European MP Homo and Atapuerca

SH are distinguished from Neanderthals (in-

cluding the Levantine Amud 1) and Asian

H. erectus. NR-2 falls between Neanderthals

and the European MP Homo specimens (in-

cluding Atapuerca SH), far outside the range

of the variation of H. sapiens. The phyloge-

netic analysis, based on the mandibular mean

shape of each hominin group, placed NR-2

on a separate branch (together with Tabun

C1), close to the split between MP European

fossils and Neanderthals, and far from

H. erectus, AfricanMPHomo, andH. sapiens

(Fig. 3B). This result, based on metrics alone,

largely echoes the results of the cluster analysis

based on discrete traits and confirms that NR-2

belongs to an archaic group with Neanderthal

affinities.
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Fig. 1. The Nesher Ramla site and its stratigraphy. (A) Map of the eastern Mediterranean region showing

the location of the site. (B) View of the excavation from the east. (C) Section through the general

archaeological sequence placed within the local geology (the vertical scale on the left shows meters above

sea level). (D) Magnification of Units IV to VII. A red star denotes the location of the NR-1 (parietal bone) 8 m

below the surface in Unit VI. NR-2 (mandible) was found in the same unit, 2 m to the north.
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The lower second molar (NR-2 M2) is com-

plete and shows some occlusal wear causing a

slight exposure of the dentine horns (Fig. 4A

and supplementary text E). The occlusal sur-

face of the NR-2 M2 reveals four well-developed

cusps and a hypoconulid. The presence of

five main cusps is typical for most (70%) of

the Atapuerca SH Homo (14) and Neander-

thals (15). The NR-2 M2 has a clear continuous

mid-trigonid crest and a discontinuous distal

trigonid crest on the dentine surface, corre-

sponding to grade 3 of Bailey et al. (16) (fig.

S15). A mid-trigonid crest is present in more

than 90% of Neanderthals and MP Homo from

Atapuerca SH (14, 15). A grade 3 expression of

the mid-trigonid crest, as in the NR-2 M2, is

present in nearly 60% of the Neanderthal spe-

cimens, but it is absent in H. sapiens (16). The

Qesem Cave M2 specimen (QC-J15) (17) shows

a similar pattern of a continuousmid-trigonid

crest and a discontinuous distal trigonid crest

(fig. S15). The Ehringsdorf G specimen presents

only a mid-trigonid crest (but no distal crest)

(fig. S15), whereas the Mauer specimen does

not manifest a mid-trigonid crest at all.

The NR-2 M2 has a single, pyramidal root bi-

furcating at the apical fourth of the root (Fig.

4, C and D). The large pulp cavity extends to

the middle of the root and branches out into

short root canals that extend into the apices, a

configuration of the roots known as tauro-

dontism (Fig. 4). This pyramidal root, with a

taurodontic pulp cavity, is frequent in Nean-

derthals (18). In modern humans, the second

lower molars possess separate mesial and

distal roots with some variation in the canals.

The root of the NR-2 M2 (Fig. 4 and fig. S15) is

relatively long (16.4 mm), falling toward the

higher end of the range of the variation of both

Upper PaleolithicH. sapiens (11.3 to 16.8 mm)

and Neanderthals (14.3 to 16.5 mm).

The 3D GM analysis for the dentinal crown

shape (landmark configuration combining the

information from the enamel-dentin junction

or EDJ, and that from the cemento-enamel

junction or CEJ: fig. S16 for the measurement

template, table S6 for the landmark defini-

tions, and fig. S17 for the PC1-PC2 plot and the

PC1-PC3 plot) showed that theNR-2M2 falls at

the upper distant margin of the Neanderthal

range, close to the Krapina specimens and

Ehringsdorf G.

Shape variation along PC1 (30.6% of the

total variance) is driven by the relative height

of the crown and by the bucco-lingual expan-

sion of the EDJ relative to the dentine outline.

Like the M2 of Neanderthals and H. sapiens,

NR-2M2 exhibits a relatively high crown and

a bucco-lingually expanded EDJ. Along PC2

(14.7%), the NR-2 M2 plots toward the most

extreme range of the distribution, opposite

to the H. sapiens, Atapuerca SH, and African

MP specimens. The associated shape is char-

acterized by the expansion of the distal as-

pect of the dentine crown, a feature that NR-2

M2 shares with some Neanderthal specimens

(Krapina and El Sidrón) and the EuropeanMP

Homo Ehringsdorf G (supplementary text E).

Differently from the parietal and mandible,

the unrooted phylogenetic trees’ construction,

based on the combined CEJ-EDJ data (Fig.

4B), resulted in a clear affiliation with Nean-

derthals, whereas Qesem QC-J15 associated

with Atapuerca SH. Concerning crown size,

NR2 M2 is outside the modern human range

(fig. S18).

The cumulative evidence from the three

analyzed anatomical elements (parietal bone,

mandible, and M2) reveal a unique combi-

nation of archaic and Neanderthal features,

supporting the existence of a local, Levantine

population at the final MP. The results of the
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Fig. 2. The NR-1 parietal bones and their analyses. (A) Virtual reconstruction of the middle portion of

the calvarium including both parietals. The almost complete right parietal was mirrored-imaged and the left

parietal fragments (represented in various colors) were superimposed, showing a very good overlap with

the contralateral part. (B) An unrooted phylogenetic tree constructed on the mean shape of each group

using the neighbor-joining method. NR-1 is positioned on the line leading to African MP Homo, close to the

splitting point from H. erectus and not far from the European MP Homo and Neanderthals. (C) PCA

plot in shape space for the parietal bone. PC1 separates early and recent H. sapiens from the rest of the

Homo sample. European MP Homo and Neanderthals (including the Levantine Amud 1) overlap and are

distinguished from Asian H. erectus and African MP Homo along PC3; NR-1 is intermediate between these

clusters and is close to Petralona and some late Asian H. erectus. Extreme shapes along the PCs are

shown from the anterior and medial views.
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quadratic discriminant analyses (QDAs) (table

S7) reinforce this observation, showing that an

affiliation of the NR fossils with early and

recent H. sapiens is highly unlikely, but that it

is impossible to establish whether NR fossils

are more likely to be classified as MP Homo,

Neanderthal, or H. erectus (the latter for the

parietal only). Consequently, the discriminant

function plot (fig. S1) shows that the NR-1

parietal falls between the H. erectus/African

MPHomo group and the EuropeanMPHomo/

Neanderthals, with a similar likelihood of be-

longing to either cluster (H. erectus = 0.41, MP

Homo = 0.34, Neanderthal = 0.25, based on the

first three PCs).

The earliest that Neanderthal features in

Levantine fossils have been discernible in the

MP was around 400 ka ago at Qesem Cave

(19), the earliest modern humanswere present

in the Levant around 180 ka ago (20), and

unequivocal Neanderthals did not appear in

theMiddle East before ~70 ka ago. NR bridges

a gap in this record, by displaying a highly

heterogeneous, yet archaic morphology. The

parietal documents a rather archaic shape of

the braincase; the mandible is similar to that

of MP Homo; the molar is quite Neanderthal-

like, similar to Ehringsdorf G.

Arsuaga et al. (21) advocated an earlier evo-

lutionary development of the masticatory

apparatus, compared with the braincase in

Neanderthals. Similarly, the Jebel Irhoud fos-

sils from North Africa possess a more primi-

tive neurocranium but a more H. sapiens–like

face and dentition (22). Archaic populations

carrying Neanderthal-like features were also

present across much of the Eurasian continent

during the MP, revealed by the Chinese find-

ings of Maba, Xujiayao, and Xuchang (23–27).

The existence of MP Asian populations de-

viating markedly from the H. erectus paradigm

has been repeatedly proposed, for instance,

for the Tongzi teeth (28) or the Sambungmacan

3 cranium (29); the latter (together with

Ngandong 6 and 7) shows strong morpholog-

ical affinities with the NR-1 parietals.

The NR fossils could represent late-surviving

examples (140 to 120 ka) of a distinctive South-

west AsianMPHomo group, predating Levan-

tine Neanderthals from Amud, Kebara, and

Ein Qashish (70 to 50 ka). On the basis of their

mosaic morphology showing a different de-

gree of Neanderthal features, otherMP Levan-

tine fossils, whose taxonomic affinities have

long been debated, from the sites of Qesem

Cave (19), Zuttiyeh Cave (30), and probably

Tabun Cave (31), might also be attributed to

this group (supplementary text F). Adopting

the cautious approach advocated by Mayr

(32), we suggest addressing this Levantine

MP paleodeme as the “Nesher Ramla Homo.”

Its presence from ~420 to 120 ka ago in a

geographically restricted area may have al-

lowed for repeated interbreeding with modern
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Fig. 3. The NR-2 mandible and its analysis. (A) Different views of the reconstructed mandible. (B) Unrooted

phylogenetic tree constructed using the mean shape of each Homo group using the neighbor-joining method.

NR-2 and Tabun C1 have a common ancestor that is close to the split between Neanderthals and European

MP Homo and far from early and recent H. sapiens, as well as from H. erectus and African MP Homo.

(C) PCA plot for the mandible in shape space. The combination of PC1 and PC2 separates early and recent

H. sapiens from the other Homo specimens and distinguishes European MP Homo and Atapuerca from

Neanderthals (including the Levantine Amud 1) and Asian H. erectus. NR-2 plots between Neanderthals and

European MP Homo. Extreme shapes along PC1 and PC2 are shown from a lateral view.
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human populations such as the people from

Misliya Cave (20), a notion also supported by

their shared technological tradition [(6); sup-

plementary text F]. This scenario is compatible

with evidence of an early (200 to 400 ka ago)

gene flow between modern humans and

Neanderthals (3, 4) and helps explain the vari-

able expression of the dental and skeletal

features of later Levantine fossils from the

Skhul and Qafzeh populations, a phenomenon

notedby anthropologists since the 1930s (31, 33).

Moreover, a recent study of the Atapuerca SH

and Arago dental remains (1) suggested the

existence of more than one Homo lineage in

MP Europe [see also (34)] and hypothesized

the contribution of Levantine Homo groups

carrying Neanderthal-like traits to European

Homo lineages. The NR Homo, carrying Nean-

derthal-like traits, could thus represent the

“source” population postulated in the demog-

raphic “sources and sinks” model (5), accord-

ing to which Western Europe was repopulated

through a series of successive migrations.
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Fig. 4. The lower left second molar (NR2 M2) and its analysis. (A) From the left, the NR2 M2 in an

occlusal view, with and without an enamel cap, and in mesial, buccal, distal, and lingual views. The mesial and

distal interproximal wear facets are visible in the buccal and lingual views. (B) An unrooted phylogenetic

tree construction, based on the mean shape of each hominin group using the neighbor-joining method. NR2

M2 is close to Neanderthals and far from H. sapiens. (C) Root canals (pulp cavities) in the mesial, buccal,

distal, and lingual views. The pyramidal roots and the taurodontic pulp cavity extend into the apex before

branching out into short root canals. (D) The dental roots (in brown) and their canals (in red) are presented

in “glass” images of the mandible from a lateral view, revealing the presence of taurodontism.
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PALEOANTHROPOLOGY

Middle Pleistocene Homo behavior and culture
at 140,000 to 120,000 years ago and interactions
with Homo sapiens
Yossi Zaidner1*, Laura Centi1†, Marion Prévost1†, Norbert Mercier2, Christophe Falguères3,

Gilles Guérin4, Hélène Valladas4, Maïlys Richard2,3,5,6, Asmodée Galy2,7, Christophe Pécheyran7,

Olivier Tombret3,8, Edwige Pons-Branchu4, Naomi Porat9, Ruth Shahack-Gross10, David E. Friesem10,

Reuven Yeshurun11, Zohar Turgeman-Yaffe11, Amos Frumkin12, Gadi Herzlinger1,13, Ravid Ekshtain1,

Maayan Shemer14,15, Oz Varoner16, Rachel Sarig17,18‡, Hila May18,19‡, Israel Hershkovitz18,19‡

Fossils of a Middle Pleistocene (MP) Homo within a well-defined archaeological context at the

open-air site of Nesher Ramla, Israel, shed light on MP Homo culture and behavior. Radiometric ages,

along with cultural and stratigraphic considerations, suggest that the fossils are 140,000 to 120,000

years old, chronologically overlapping with H. sapiens in western Asia. Lithic analysis reveals that

MP Homo mastered stone-tool production technologies, previously known only among H. sapiens and

Neanderthals. The Levallois knapping methods they used are indistinguishable from that of concurrent

H. sapiens in western Asia. The most parsimonious explanation for such a close similarity is the

cultural interactions between these two populations. These findings constitute evidence of contacts and

interactions between H. sapiens and MP Homo.

T
he emergence and expansion of Homo

sapiens during the late Middle Pleisto-

cene (MP) in Africa is associatedwith com-

plex behaviors and technologies that typify

the Middle Stone Age (MSA) (1–5). One

of the major technological innovations of the

MSA is the Levallois technology that emerged

and spread across most of the African conti-

nent ~300,000 years (300 ka) ago (1, 6). During

the late MP, the centripetal Levallois method

was used as the main mode for the production

of flakes and blades in many sites in Africa and

western Asia (Fig. 1 and table S1). The cen-

tripetal Levallois method is a well-structured

technical process executed using a set of dis-

tinct and repetitive actions (7). The earliest

evidence of the centripetal Levallois technol-

ogy was reported in the early MSA sites at the

Kapthurin and Gademotta Formations (dated

to 250 to 200 ka and~276 ka, respectively) (2, 8).

The MSA in general, and centripetal Levallois

technology in particular, were found to be as-

sociated with theH. sapiens remains at Omo

Kibish, Herto, and Aduma (9–11) (tables S1

and S2).

The earliest occurrences of H. sapiens in

southwest Asia (~180 ka) are associated with

Middle Paleolithic industries and Levallois

technology (12). During Marine Isotope Stage

(MIS) 5 (130 to 71 ka), allH. sapiens fossils in

westernAsiawere found tobe associatedwith the

centripetal Levallois method (13–17). Given the

prominent presence of the centripetal Levallois

method in association with H. sapiens, it was

often used as a marker of H. sapiens disper-

sal into western Asia during MIS 5 (17–20). In

western Europe, the centripetal Levallois tech-

nology occurs sporadically from MIS 8. A sys-

tematic use of the centripetal Levallois method

in Europe is recorded at the end of MIS 5 and

during MIS 4 (text S6).

Two recently discovered human fossils at

Nesher Ramla (21) provide evidence of the

presence of archaic MPHomo in the Levant in

a Middle Paleolithic context, during a period

when the area was presumably inhabited by

only H. sapiens. This suggests a long overlap-

ping period between these two Homo groups

(21). Our study of the lithic assemblage from

stratigraphic Unit VI of the site, associated

with the Nesher Ramla fossils (Fig. 2, B to D),

indicates that late MP Homo fully mastered

the Levallois technology. Here, we report on the

cultural context, chronometric ages, and stone-

tool assemblages associated with this newly

discovered Homo.

TheNesher Ramla karst sinkhole (Fig. 2A) is

located in central Israel within a chalk bed-

rock of Senonian age. Middle Paleolithic cul-

tural remains were uncovered in an 8-m-thick

sequence, 107.5 to 99.5m above sea level, ~12m

below the rim of the depression (22). The cul-

tural sequence consists of six archaeological

units (Units I to VI; Fig. 2, B andD, and text S1).

The lowermost Unit VI, the focus of this study,

is ~1 m thick and is subdivided into five layers

(VI I1 to I5). A right parietal human bone and

an almost complete human mandible (21)

were found in layer VI I3, which is located in

themiddle of a sedimentological sequence of

Unit VI (Fig. 2, B and D, and fig. S1, A and B).

A combination of electron spin resonance/

uranium series (ESR/U-series), thermolumines-

cence (TL), and optically stimulated luminescence

(OSL) dating methods was applied to date the

site and the human fossils (tables S3 to S5 and

text S2). Three herbivorous teeth unearthed

fromUnit VI (I2 and I3) were analyzed using a

combinedESR/U-series approach to overcome

the changes in the uranium content of the
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Fig. 1. Lithic assemblages with

a marked component of

Centripetal Levallois dated to

MIS 5 and 6 in the Near East

and eastern and northeastern

Africa. Sites with human remains

are denoted by a skull. The Nesher

Ramla site is denoted by a star.

The lithic assemblages marked on

the map belong to different tech-

nocomplexes (see table S1 for

a description of the sites and their

technocomplexes). Digital eleva-

tion data are courtesy of GTOPO

30, USGS.
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dental tissues that may have occurred since

the burial time. The obtained ages range from

114 ± 12 ka to 140 ± 9 ka, leading to a weighted

mean age of 126 ± 6 ka. The same approach

yielded ages between 120 ± 9 ka and 128 ± 8 ka

for animal teeth recovered in the overlying layer

(Unit V) with a weighted mean of 122 ± 3 ka.

Figure 3A and table S4 show equivalent doses,

dose rates, and uranium uptake parameters for

the enamel and dentine tissues (p- or n-values

for the U-series and the Accelerating Uptake

model, respectively; see text S2), and all the ESR/

U-series ages. In addition, the TL datingmethod

was applied to nine burnt flint samples collected

from Unit V, ~50 cm above the fossils. The TL

ages (Fig. 3A, table S3, and fig. S2) range from

191 ± 13 ka to 104 ± 11 ka; however, because

these samples belong to a well-defined 20- to

40-cm-thick archaeological layer, they are

likely to be coeval. Thus, the 191 ± 13 ka age

appears to be an anomaly, confirmed by

simple statistical tests (Chauvenet’s criterion

or the c
2
test). When this result is ruled out as

an outlier, the individual ages of the eight re-

maining flints are compatible within a 2s error

interval, and their weightedmean is 128 ± 4 ka.

Moreover, because these samples have been

subjected to similar external dose rates (table

S3B shows small intersample external dose

variations), an isochron analysiswas performed

(fig. S2A), resulting in an isochron age of 135 ±

13 ka, in agreement with the weighted mean

TL age. This indicates that the external dose

rates used for calculating the TL individual

ages are most likely correct. The TL dates are

indistinguishable from the ESR/U-series ages

obtained for the same unit (Unit V), and they

are in agreement with the weighted mean

ESR/U-series date of 126 ± 6 ka for Unit VI

(table S4). According to these chronometric re-

sults, Unit VI can then be confidently assigned

an age of at least 120 ka, in agreement with the

previously published OSL ages obtained for the

whole sequence (22), indicating that the human

occupation of the site occurred at the transition

between MIS 6 and MIS 5.

The studies of the site-formation processes

and the lithic assemblages support the results

obtained by radiometric dating. Both Units V

and VI exhibit similar sedimentological and

micromorphological characteristics (fig. S3

and text S1). No hiatus or unconformities be-

tween the two units were observed. Micro-

morphological and sedimentological analyses

suggest a continuous deposition by similar de-

positional mechanisms (23). Thus, we conclude

that no gap in deposition or changes in the

depositional environment occurred between

the accumulation of Units VI and V. Fast and

continuous deposition is also supported by the

stone tools, which show similar characteristics

in both units and therefore may have been
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Fig. 2. The Nesher Ramla site. (A) General view of the site from east to west. (B) Photo of the stratigraphic

section showing Units II lower to VI. The red star denotes the location of the MP Homo parietal bone. (C) The plan

of the site. Excavated squares are denoted in gray. The studied lithic assemblage derives from the squares

denoted in light brown. Red stars denote the location of the MP Homo fossils. The solid line denotes the location of

the section shown in (B) and (D). The dashed line denotes the location of the section shown in fig. S1A.

(D) Stratigraphic section of Nesher Ramla with its various units. The red star denotes the location of the parietal

bone. (E) Fluctuations in the frequencies of the main lithic categories (lateral tranchet blow spalls from the

total assemblage; tools with a lateral tranchet blow from the total retouched tool assemblage; Levallois points and

centripetal Levallois flakes from the total Levallois assemblage). NBK, naturally backed knives.
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manufactured by hominins with a shared cul-

tural tradition (Fig. 2 and texts S3 and S4).

Finally, Nesher Ramla’s industry shows a clear

similarity with the MIS 5 industries of the re-

gion (24) (text S6); it clearly differs from the

regional Early Middle Paleolithic (EMP) indus-

tries (25), dating from 270 to 140 ka (26) (Fig. 3,

B and C, and text S6). Taking into account

the radiometric ages obtained and the depo-

sitional and cultural considerations, the most

likely age for the Nesher Ramla Homo is ~140

to 120 ka.

The presence of some butchered faunal re-

mains in anatomical articulation (fig. S1, D

and E), the lithic refitting, and the in situ fea-

tures (such as hearths and ash piles) indicate

in situ human activities during the accumula-

tion of the Nesher Ramla archaeological se-

quence (23) (text S5). The faunal assemblage of

Unit VI is dominated by tortoises and ungu-

lates. The faunal assemblage was modified by

human hunting and processing, as manifested

by numerous cutmarks and hammer stone per-

cussionmarks. All skeletal parts are represented

even for the largest ungulates, which testify to

the hunting activities that took place at or very

near the sinkhole. The presence of anatomical

articulations, unbiased skeletal part profiles,

and the virtual absence of abrasion indicate in

situ accumulation within the sinkhole. The

assemblage is generally composed of open-

landscape taxa such as gazelle, equids, and

ostrich, as well as animals inhabiting a wider

variety of habitats, such as aurochs and boar,

and relatively small proportions of woodland-

adapted fallow deer. This suggests a generally

open landscape near Nesher Ramla during the

accumulation of Unit VI. The ungulate com-

position and the dominance of tortoises are

similar to other Lower Sequence units (text S5).

About 6000 artifacts (>2 cm) were exca-

vated fromUnit VI of Nesher Ramla. The lithic

assemblage from Unit VI I2 to I5, directly as-

sociated with the Nesher Ramla fossils, con-

sists of 2184 artifacts larger than 2 cm (Fig. 2C,

tables S6 and S7, and text S3). All studied

sublayers inwhich the fossils have been found,

including sublayer I3, exhibit similar techno-

logical characteristics (table S6). The knapped

lithic assemblage is made of flint. The hom-

inins used local high-quality flint from the
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Fig. 3. Chronology and position of the Nesher Ramla site in the Levantine

Middle Paleolithic chrono-cultural framework. (A) Dating results for Units VI

and V of the Nesher Ramla site. Large symbols represent weighted mean

ages for ESR/U-series (circles), TL (diamonds), and OSL (triangles). Error

bars represent possible ranges of the obtained ages. The orange square

represents the minimum age obtained by the U-series method. NR-1 and NR-2

denote the MP Homo remains. (B) Chronology of the Middle Paleolithic sites with

H. sapiens remains in the Levant. On the basis of mean ages (table S1), Q6 is

the direct age of the Qafzeh 6 human fossil and Misliya 1 is the direct age

of the Misliya H. sapiens maxilla. (C) Major lithic characteristics of Early Middle

Paleolithic (EMP) and the middle Middle Paleolithic (mid-MP) in the Levant

(15, 24, 25) (text S6).
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Mishash Formation (fig. S4 and text S3). As

indicated by the presence of cores, primary

elements, flakes, and core maintenance prod-

ucts, Mishash flint was knapped at the site.

The cores are completely exhausted, which

suggests that hominins knapped the cores to

their maximum potential. The flint, brought

from distances that extend 10 km from the site,

appears in minor frequencies in all techno-

logical categories; however, it is more frequent

among retouched pieces, which implies that

hominins carried the retouched tools as a part

of their mobile toolkit (table S8).

The Nesher Ramla Homo mainly used the

centripetal Levalloismethod (figs. S5 to S7 and

tables S6, S7, and S9). The lithic assemblage of

Unit VI is dominated by round or rectangular

wide Levallois flakes with centripetal and or-

thogonal scar patterns and well-prepared strik-

ing platforms (Fig. 4, fig. S5, tables S9 and S10,

and text S3). The convexity of the debitage sur-

faces of the Levallois cores was achieved and

maintained through centripetal preparation.

The assemblage exhibits a high frequency of

Levallois débordant flakes with centripetal and

orthogonal scar patterns as well as pseudo-

Levallois points and flakes (Fig. 4, fig. S7,

and table S9). These classic predetermining

by-products of the centripetal Levallois reduc-

tion system were used to maintain the con-

vexities of the dorsal surfaces of the Levallois

cores. After the preparation of convexities, the

predetermined flakes were produced by the
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Fig. 4. Lithic assemblage of Unit VI I2 to I5. (A to C) Centripetal Levallois flakes; (D and E) Levallois points; (F and G) naturally backed knives; (H) pseudo-Levallois

point; (I to K) débordant flakes; (L) tool with a lateral tranchet blow; (M and N) sidescrapers; (O) retouched Levallois point.
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preferentialmethod and the recurrent centrip-

etal Levallois method (fig. S5). The centripetal

Levallois method exhibits similar technological

characteristics throughout the archaeological

sequence of Nesher Ramla (tables S11 and S12

and text S4).

The production of Levallois points is an

auxiliary reduction system recorded inUnit VI

(tables S6 and S7). Levallois points occur in

various frequencies throughout the site’s stra-

tigraphic sequence but are most frequent in

Unit VI (table S11). Levallois points were

produced by a preferential unidirectional con-

vergent Levallois method and are mostly clas-

sical Y-shaped, with a rare use of bidirectional

removals aimed at correcting the distal con-

vexity (Fig. 4, figs. S5 and S8, and text S3). The

points are symmetrical, flat, and broad-based,

derived from a preferential mode of production.

Some additional distinct features of the

Nesher Ramla assemblage are the systematic

production of naturally backed knives and

the extensive use of the lateral tranchet blow

technique for producing tools with partly

retouched and partly sharped edges (Fig. 4,

figs. S7, S9, and S10, and table S13). These

distinctive characteristics of theNesher Ramla

industry occur in varying frequencies through-

out the entire archaeological sequence of the

site, along with the centripetal Levallois tech-

nology and Levallois point production (Fig.

2E and text S4). The use of the same tech-

nologies and the production of the same set

of artifacts suggest a cultural continuity in

the area during the accumulation of the 8-m-

thick archaeological sequence (Fig. 2, D and

E, and tables S11 and S12).

MP Homo fossils often lack a cultural con-

text, and their behavior and technology remain

poorly known. Nonetheless, it is commonly

suggested that MP Homo produced Lower

Paleolithic industries [Acheulian, or core-on-

flakes (27–32)]. The evidence fromNesherRamla

demonstrates that late MP Homo fully mas-

tered advanced Levallois technology that until

only recently was linked to either H. sapiens

or Neanderthals. The use of the centripetal

Levallois method by the Nesher Ramla Homo

suggests caution in using lithic technology

as a marker for the presence and dispersals

of H. sapiens out of Africa in MIS 5. This is

consistent with recent views that MP Homo

could be one of the makers of MSA industries

in Africa (33). The origin of the centripetal

Levallois technology in the Levant is debat-

able (13–15, 17–20). The EMP (270 to 140 ka)

industries in the Levant exhibit an entirely

different technological set featuring the domi-

nance of blades produced by non-Levallois

laminarmethods and theproductionof Levallois

blanks using convergent unidirectional and

bidirectional Levallois methods. The EMP

industries show no evidence of the system-

atic use of centripetal Levallois methods (text

S6). Therefore, we suggest that the centripetal

technology of the Levantine MIS 5 sites is not

of local origin and that its most probable source

is East and North Africa, where it represents a

central component in the MIS 6 and MIS 5 as-

semblages (Fig. 1 and tables S1 and S2).

The centripetal Levallois technology used

by the Nesher Ramla Homo clearly resembles

the technology used in the H. sapiens sites of

Qafzeh and Skhul, the MIS 5 sites in Arabia,

and the MSA sites in North and East Africa, in-

cluding sites where the remains of H. sapiens

were found (Fig. 1, tables S1 andS2, and text S6).

The resemblance lies in the fine details such as

a similar mode of preparing the convexities

and a similar way of processing the cores so

as to produce predetermined Levallois flakes

with a round or rectangular shape (tables S11

and S12 and text S6). This resulted in similar

types of products, such as centripetal Levallois

cores, centripetal Levallois flakes, débordant

flakes with a centripetal scar pattern, and

pseudo-Levallois flakes and points. Further-

more, Nesher Ramla hominins shared the pref-

erential convergent unidirectional method for

producing Levallois points with other Levan-

tine MIS 5 sites (text S6) (15). In both Qafzeh

Cave andNesherRamla, the preferentialmethod

is the most common one used in the produc-

tion of flat and short Levallois points, as op-

posed to the elongated Levallois points with

abrupt edges known in the Levantine EMP

(25). The production of Levallois points by a

unidirectional convergent Levallois method is

rare in Africa during MIS 5, which suggests

that it is mostly a Levantine feature shared by

bothMPHomo at Nesher Ramla andH. sapiens

at the Qafzeh and Skhul caves.

Our results clearly show thatH. sapiens and

MP Homo shared core reduction technology

during MIS 5 in a small region such as the

Levant. We contend that cultural diffusion and

interaction across Homo populations is the

most likely reason for such a close cultural

similarity between MP Homo and H. sapiens.

These results are consistent with a growing

body of genetic studies suggesting that a gene

flow existed between divergent archaic Homo

populations and H. sapiens during the late

Middle and early Late Pleistocene (34, 35). Our

findings provide archaeological support for

close cultural interactions between different

human lineages during the Middle Paleolithic

period and suggest that contacts between MP

Homo and H. sapiens had already occurred

prior to 120 ka.

REFERENCES AND NOTES

1. D. Richter et al., Nature 546, 293–296 (2017).

2. K. Douze, A. Delagnes, J. Hum. Evol. 91, 93–121 (2016).

3. A. S. Brooks et al., Science 360, 90–94 (2018).

4. C. R. Johnson, S. McBrearty, J. Hum. Evol. 58, 193–200

(2010).

5. N. Porat et al., J. Archaeol. Sci. 37, 269–283 (2010).

6. S. P. McPherron, Z. Rezek, A. Ben-Ncer, J.-J. Hublin, Bull.

Archeol. Marocaine 24, 1–22 (2019).

7. E. Boëda, Bull. Soc. Prehist. Fr. 90, 392–404 (1993).

8. C. A. Tryon, S. McBrearty, P.-J. Texier, Afr. Archaeol. Rev. 22,

199–229 (2005).

9. J. D. Clark et al., Nature 423, 747–752 (2003).

10. J. Yellen et al., Paleoanthropology 10, 25–100 (2005).

11. J. J. Shea, J. Hum. Evol. 55, 448–485 (2008).

12. I. Hershkovitz et al., Science 359, 456–459 (2018).

13. M. D. Petraglia, M. Haslam, D. Q. Fuller, N. Boivin, C. Clarkson,

Ann. Hum. Biol. 37, 288–311 (2010).

14. H. S. Groucutt et al., Nat. Ecol. Evol. 2, 800–809

(2018).

15. E. Hovers, The Lithic Assemblages of Qafzeh Cave (Oxford Univ.

Press, 2009).

16. D. A. Garrod, D. M. A. Bate, The Stone Age of Mount Carmel.

Volume 1: Excavations at the Wadi El-Mughara (Clarendon,

1937).

17. O. Bar-Yosef, in Neandertals and Modern Humans in Western

Asia, T. Akazawa, K. Aoki, O. Bar-Yosef, Eds. (Plenum, 1998),

pp. 39–56.

18. H. S. Groucutt et al., Evol. Anthropol. 24, 149–164

(2015).

19. J. J. Shea, Quat. Int. 350, 169–179 (2014).

20. C. J. Bae, K. Douka, M. D. Petraglia, Science 358, eaai9067

(2017).

21. I. Hershkovitz et al., Science 372, 1424–1428 (2021).

22. Y. Zaidner et al., J. Hum. Evol. 66, 1–17 (2014).

23. Y. Zaidner, A. Frumkin, D. Friesem, A. Tsatskin,

R. Shahack-Gross, Quat. Sci. Rev. 138, 76–86 (2016).

24. M. Prévost, Y. Zaidner, PLOS ONE 15, e0231109

(2020).

25. Y. Zaidner, M. Weinstein-Evron, J. Hum. Evol. 144, 102785

(2020).

26. I. Hershkovitz et al., Science 362, eaat8964 (2018).

27. E. Carbonell et al., J. Hum. Evol. 37, 653–693 (1999).

28. A. Ollé et al., Quat. Int. 411, 316–328 (2016).

29. D. Barsky, C. R. Palevol 12, 305–325 (2013).

30. D. Barsky, A. M. Moigne, V. Pois, J. Hum. Evol. 135, 102650

(2019).

31. P. G. Rightmire, J. Hum. Evol. 31, 21–39 (1996).

32. A. de Lombera-Hermida et al., J. Hum. Evol. 145, 102812

(2020).

33. R. Grün et al., Nature 580, 372–375 (2020).

34. C. Posth et al., Nat. Commun. 8, 16046 (2017).

35. M. Hajdinjak et al., Nature 555, 652–656 (2018).

ACKNOWLEDGMENTS

The excavations at Nesher Ramla site were conducted by Y.Z. on

behalf of the Zinman Institute of Archaeology, University of Haifa.

We thank E. Hovers and A. W. Kandel for their comments and

suggestions. T. Rogovski made photographs of the lithic artifacts.

The human remains were scanned at the Shmunis Family

Anthropology Institute at Tel Aviv University. Funding: This work

was funded by a grant from the Israel Science Foundation (1773/15).

The anthropological study was funded by the Dan David

Foundation. The zooarchaeological study was supported by the

Israel Science Foundation (1258/17). Author contributions:

The study was conceived by Y.Z., L.C., M.P., R.S., H.M., and I.H.

The lithic artifacts were studied by Y.Z., M.P., M.S., and O.V. The

TL dating analysis was performed by N.M., G.G., and H.V. The

ESR/U-series dating analysis was performed by C.F., M.R., O.T.,

and E.P.-B. The U-series dating analysis was performed by A.G.

and C.P. The OSL dating analysis was performed by N.P. The

drawings of the lithic artifacts were conducted by L.C. Lithic raw

materials were studied by R.E. Faunal remains were studied by

R.Y. and Z.T.-Y. Geoarchaeology and the use of fire were studied

by D.E.F. and R.S.-G. Geology and sinkhole formation processes

were studied by A.F.; L.C., M.P., R.E., and G.H. prepared the

figures. All authors drafted the manuscript text and helped in

interpreting the data. Competing interests: The authors declare

no competing interests. Data and materials availability: The

lithic material is hosted at the Institute of Archaeology of

The Hebrew University of Jerusalem.

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/372/6549/1429/suppl/DC1

Supplementary Text

Figs. S1 to S10

Tables S1 to S13

References (36–190)

1 March 2021; accepted 28 April 2021

10.1126/science.abh3020

SCIENCE sciencemag.org 25 JUNE 2021 • VOL 372 ISSUE 6549 1433

RESEARCH | REPORTS

http://science.sciencemag.org/content/372/6549/1429/suppl/DC1
http://sciencemag.org


EPIGENETICS

MBD5 and MBD6 couple DNA methylation to gene
silencing through the J-domain protein SILENZIO
Lucia Ichino1,2, Brandon A. Boone1,2, Luke Strauskulage3,4, C. Jake Harris2†, Gundeep Kaur5,

Matthew A. Gladstone2, Maverick Tan2, Suhua Feng2,6, Yasaman Jami-Alahmadi7, Sascha H. Duttke8,

James A. Wohlschlegel7, Xiaodong Cheng5, Sy Redding3, Steven E. Jacobsen1,2,6,9*

DNA methylation is associated with transcriptional repression of eukaryotic genes and transposons, but

the downstream mechanism of gene silencing is largely unknown. Here, we describe two Arabidopsis

thaliana methyl-CpGÐbinding domain proteins, MBD5 and MBD6, that are recruited to chromatin by

recognition of CG methylation, and redundantly repress a subset of genes and transposons without

affecting DNA methylation levels. These methyl readers recruit a J-domain protein, SILENZIO, that acts

as a transcriptional repressor in loss-of-function and gain-of-function experiments. J-domain proteins

often serve as co-chaperones with HSP70s. Indeed, we found that SILENZIOÕs conserved J-domain motif

was required for its interaction with HSP70s and for its silencing function. These results uncover an

unprecedented role of a molecular chaperone J-domain protein in gene silencing downstream of DNA

methylation.

C
ytosine DNA methylation (mC) in eu-

karyotes is typically associated with

transcriptional silencing of genes and

transposable elements (TEs); however,

relatively little is known of the mecha-

nism (1, 2). Mammalian genomes encode for

several methyl-CpG–binding domain (MBD)

proteins that are recruited to chromatin in part

by recognition ofmethylated CGdinucleotides,

but they also play methylation-independent

roles in gene regulation (3–7). One prevailing

model is thatMBDs recruit histone deacetylase

complexes to methylated DNA, causing chro-

matin compaction and gene silencing (5–7). In

plants, loss of DNA methylation causes de-

repression of many transposons and genes (8),

but no evidence has been found for a role of

methyl readers in this process, leavingunresolved

the question of what acts downstream of the

methyl mark.

We recently identified two proteins named

MBD5 and MBD6 from a mass spectrometry

screen for methyl readers in Arabidopsis

thaliana (9). MBD5 and MBD6 belong to a

family of 13 members that have been iden-

tified by sequence similarity with humanMBD

domains (10–12). Outside of this domain, there

is no sequence conservation between plants

and animals. MBD5 and MBD6 are close rela-

tives (10–12), they can interact with each other

in vivo (13, 14), and were shown to bind meth-

ylated probes in electrophoretic mobility shift

assays (10, 15, 16). Although a function has not

been assigned to MBD5, MBD6 was shown to

be required for ribosomalRNAgene regulation

in allotetraploid genetic hybrids (17).

In plants, 5-methylcytosines are common

in CG, CHG, and CHH sequence contexts (18).

The MBD typically recognizes symmetrically

methylated CG dinucleotides (19) but excep-

tions have been reported, for example,MeCP2,

which can also bind mCA sites (20). We tested

the ability of MBD5 and MBD6 to bind CG,

CHG, or CHHmethylation by performing fluo-

rescence polarization (FP) assays with oligo-

nucleotides methylated in different contexts.

Both MBD5 and MBD6 showed a strong pref-

erence forCG-methylatedoligonucleotides com-

pared with unmethylated controls, but little

preference was observed for CHG or CHH

methylation (Fig. 1A and fig. S1).We also used

DNA curtains, a single-molecule fluorescence

microscopy assay, to visualize the interaction

between MBD6 and flow-stretched bacterio-

phage l DNA, which was methylated in vitro

with the CG-specific bacterial M.SssI methyl-

transferase. MBD6 bound methylated, but not

unmethylated, DNA curtains, and its enrich-

ment profile correlated strongly with the local

density of methylated CG sites (Fig. 1, B to D).

To test the ability of MBD5 andMBD6 to bind

methylation in natural Arabidopsis genomic

sequences, we performed DNA affinity purifi-

cation sequencing (DAP-seq) (21) by incubat-

ing Halo-tagged recombinant proteins with

DNA extracted from wild-type plants or from

met1-3 mutant plants. The met1-3 mutant is

almost completely lacking in CG methylation

because of a mutation in the maintenance

DNA METHYLTRANSFERASE 1 (MET1) gene

but retains substantial levels of CHG and

CHHmethylation (22). We observed a strong

genome-wide correlation between MBD5/

6 DAP-seq enrichment and CGmethylation

density with DNA from awild-type background

and an almost complete loss of binding to DNA

in the met1-3 background (Fig. 1E). Only a few

small peaks were retained in regions that did

not completely lose CG methylation (fig. S2).

Overall, these results strongly support the spe-

cificity of MBD5 and MBD6 for CG methyla-

tion in vitro.

We generated homologymodels ofArabidopsis

MBD domains based on known mammalian

MBD structures.High-confidencemodels could

be determined except for the most divergent

protein, MBD9, which is known not to bind

methylated DNA in vivo (23) (fig. S3). The

MBD5 and MBD6 structural models high-

lighted two arginine residues (R1 and R2) that

are predicted to directly interact with meth-

ylated CGs by forming the previously described

“methyl-Arg-G triad” (19) (Fig. 1F and fig. S3).

We tested the importance of these residues

by mutating them to alanine (MBD5
R1R2

,

MBD6
R1R2

) and indeed we observed a loss of

specificity for binding to CGmethylation in FP

assays (fig. S1B).

We next investigated the genomic localiza-

tion of MBD5 andMBD6 in vivo by chromatin

immunoprecipitation sequencing (ChIP-seq)

using FLAG-tagged transgenic lines. MBD5 and

MBD6 bound methylated chromatin with a

clear preference for mCG density as opposed

to mCHG andmCHHdensity (Fig. 1, G andH).

No correlation was found with the density of

unmethylated CG sites (fig. S4). TheMBD5
R1R2

and MBD6
R1R2

mutants showed a strong re-

duction of ChIP-seq enrichment (Fig. 1G and

fig. S5), demonstrating that recognition of mCGs

is required for recruitment of MBD5 and MBD6

to chromatin.

Methylated DNA is associated with three

different chromatin states in Arabidopsis:

euchromatic patches of RNA-directed DNA

methylation (RdDM), which contain CG and

non-CGmethylation; pericentromeric hetero-

chromatin, which is enriched in H3K9me2 as

well as CG and non-CG methylation; and ex-

pressed genes containing gene body methyl-

ation (GbM), which are exclusively marked

by CG methylation (18). We observed MBD5

and MBD6 ChIP-seq enrichment at a large

fraction of sites in all three chromatin states,

but the extent of enrichment was higher at

RdDM sites compared with heterochromatin

or GbM sites (fig. S6). However, the pref-

erence for RdDM sites was not observed by

DAP-seq, which tests the ability of proteins to

bind naked genomic DNA (fig. S6, C and D).
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These observations suggest that recruitment

of MBD5 andMBD6 to chromatin in vivo may

be influenced by histones or other chromatin

components.

To determine whether MBD5 and MBD6

regulate transcription at their targets, we

performed RNA sequencing (RNA-seq) ofmbd5

and mbd6 T-DNA mutants and of a double

mutant generated by crossing them (mbd5

mbd6). A number of transposons and protein-

coding genes were derepressed only in the

double mutant, indicating genetic redundancy

of MBD5 and MBD6 (Fig. 2A and fig. S7). We

confirmed this with an independent mbd5

mbd6 double mutant generated by CRISPR/

Cas9 (figs. S7 and S8). Global run-on sequenc-

ing (GRO-seq) showed a similar pattern of

changes, indicating that the derepression in

mbd5mbd6 occurs at the transcriptional level

(Fig. 2B). Most up-regulated genes and trans-

posons were not expressed in wild-type plants

and showed high levels of promoter CG meth-

ylation, suggesting that they are direct targets

(Fig. 2C). DNA methylation levels were not

altered in mbd5 mbd6 (Fig. 2C and fig. S9),

indicating that the methyl readers act strictly

downstream of DNA methylation. One of the

derepressed geneswas FWA, awell-characterized

imprinted gene that is silenced by promoter

methylation (24) (Fig. 2, D and E). Reintro-

duction into mbd5 mbd6 mutant plants of

FLAG-tagged versions of wild-type MBD5 or

MBD6, but not their R1R2 mutant counter-

parts, was sufficient to largely rescue the de-

repression of FWA and of other genes and

transposons (fig. S10). Overall, these results

suggest that MBD5 and MBD6 are recruited

to DNA by methylation and translate the

methyl mark into gene repression at a subset

of methylated sites.

We compared mbd5 mbd6 gene expression

data with those of mutants affecting different

methylation pathways: drm1 drm2 and cmt2

cmt3 lose non-CG methylation at euchromatic

RdDM sites and heterochromatic regions, re-

spectively, whereas met1-3 loses CG methyl-

ation genome-wide (22, 25). Most of the loci

up-regulated in mbd5 mbd6 were also dere-

pressed inmet1-3, indicating that they are silenced

by CGmethylation (fig. S11A). TEs derepressed in

mbd5 mbd6 were also longer than average and

more enriched in H3K9me2, indicating that they

are mostly heterochromatic TEs (fig. S11, B

and C). A subset of these loci were also de-

repressed in cmt2 cmt3, but there were none

derepressed in drm1 drm2 (fig. S11A). Thus,

whereas MBD5 and MBD6 are enriched at a

wide range of CG-methylated sites, their re-

pressive role is strongest at a subset of MET1-

dependent heterochromatic loci. Furthermore,
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Fig. 1. MBD5 and MBD6 are CG-specific methyl readers in vitro and in vivo.

(A) Binding curves of MBD6 with DNA oligos methylated (m) or unmethylated (u)

in the indicated contexts, measured by fluorescence polarization (N = 3, SEM).

(B) Diagram of DNA curtain assay and representative image of YOYO-1–stained

methylated (mCG) and unmethylated (uCG) DNA (green) bound by Cy3-

labeled MBD6 (magenta). Horizontal lines on the lower panels indicate the

chrome diffusion barriers. Scale bars, 5 mm. (C) Distribution of MBD6-binding

events along mCG DNA overlaid with the distribution of mCG density (green

line). Error bars indicate the 95% confidence intervals (CI) by bootstrap.

(D) Correlation scatterplot of MBD6 binding to methylated curtains and mCG

density (1-kb bins). r is the Pearson correlation coefficient. (E) Genome-wide

correlation between DAP-seq and mCG density (400-bp bins). Trend lines

were calculated by locally weighted polynomial regression (loess curves).

(F) Homology models of MBD5 and MBD6. The two arginine residues of the

5mC–Arg–G triads (R1 and R2) are shown in the sequence alignment.

(G) Example ChIP-seq peaks at regions of dense CG methylation. (H) Loess

curves of ChIP-seq enrichment and methylation density (400-bp bins overlapping

Pol V ChIP-seq peaks). For (E) and (H), shaded area indicates 95% CI.
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the number of derepressed transposons and

the amplitude of derepression in mbd5 mbd6

was much smaller than inmet1-3 (Fig. 2F and

fig. S11), suggesting that MBD5 and MBD6 are

not the only factors mediating repression

downstream of DNA methylation.

To investigate the mechanism of action of

MBD5 and MBD6, we performed immuno-

precipitation–mass spectrometry (IP-MS) using

the FLAG-tagged transgenic lines. Both proteins

pulled down each other and three small heat

shock proteins (ACD15.5, ACD21.4, and IDM3/

LIL) that were previously found to interact with

MBD5 andMBD7 (13). In addition, we detected

an uncharacterized class C J-domain protein

(AT5G37380) (26, 27) that we have named

SILENZIO (SLN) (Fig. 3A and table S1). MBD5

and MBD6 also pulled down a smaller number

of peptides of SUVH1, SUVH3, DNAJ1, and

DNAJ2, which are components of a methyl-

reader complex known to bind at RdDM sites

and up-regulate nearby protein-coding genes

(9, 28).

We focused our further investigation on

SILENZIO because of the recently described

role of the J-domain proteins DNAJ1 and

DNAJ2 in gene activation downstream of

DNAmethylation (9, 28). SILENZIO homologs

were found to be present widely throughout

the plant kingdom, but only the J-domain was

conserved in animals (fig. S12). To determine

whether SILENZIO was involved in gene si-

lencing, we performed RNA-seq on an sln

T-DNAmutant line. We found a strong corre-

lation between the sln and the mbd5 mbd6

RNA-seq data, with a similar extent of de-

repression of TEs and genes, including FWA

(Fig. 3, B and C). We performed ChIP-seq

with a complementing FLAG-tagged SLN line

(fig. S13) and observed localization to the same

sites as MBD5 andMBD6, but this localization

was abolished inmbd5mbd6mutants, suggest-

ing that SLN is recruited to chromatin by the

methyl readers (Fig. 3, D and E, and fig. S14).

Conversely, the MBD5 and MBD6 ChIP-seq

signals were unaffected in sln, indicating that

their recruitment to chromatin does not require

SLN (Fig. 3, D and E, and fig. S14). Overall,

these results suggest that SLN acts as a gene

repressor downstream of MBD5 and MBD6.

To further test the role of SLN as a repressor,

we created a fusion of SLN with ZF108, an ar-

tificial zinc finger that allows ectopic targeting

of proteins to the FWA promoter (Fig. 3F)

(29, 30). We transformed this fusion construct

drivenby theconstitutiveUBIQUITIN10promoter

(pUBQ10::ZF108-SLN) into fwa epi-allele mutant

plants (24) in which the FWA gene has heritably

lost DNA methylation, leading to FWA over-

expression and a late-flowering phenotype.

Transgenic (T1) plants that expressed high

levels of the fusion protein displayed down-

regulation of FWA, thus supporting a role of
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SLN as transcriptional repressor (Fig. 3G and

fig. S15A). FWA repression was not accom-

panied by promoter methylation (Fig. 3G and

fig. S15B), demonstrating that SLN’s ability to

repress transcription can be uncoupled from

DNAmethylation. Indeed, in the T2 segregant

population, the null segregants recovered FWA

overexpression and the corresponding late

flowering time (Fig. 3H and fig. S15C). ZF108

was designed to bind FWA, but it also binds

to thousands of off-target sites in the genome

(30), allowing us to examine gene expression

changes at these sites by performing RNA-seq

in the pUBQ10::ZF108-SLN lines. We observed

that genes with a ZF108 peak near their
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Fig. 3. SLN represses transcription downstream of MBD5 and MBD6.

(A) Spectral counts of proteins detected by IP-MS of FLAG-tagged MBD5 and

MBD6. All proteins displayed were not detected in the no-FLAG negative

control (see table S1). (B) RNA-seq data at FWA. (C) Scatterplot of the union

of mbd5 mbd6 CRISPR and sln differential transcripts. R is the Spearman’s

rank correlation coefficient and p is the P value of the test that R = 0. Blue

line indicates the linear model fit. Shaded area indicates 95% CI. (D) Heatmap

of ChIP-seq data (log2-fold change over the no-FLAG control). (E) Example

methylated site bound by MBD5, MBD6, and SLN in the indicated backgrounds.

(F) Diagram showing SLN’s ectopic recruitment to unmethylated FWA through

fusion to ZF108. (G) RT-qPCR analysis of FWA expression and McrBC-qPCR

analysis of FWA promoter methylation in T1 lines expressing low or high levels

of ZF108-SLN (Western blot in fig. S15A). Dots indicate individual plants.

p is the P value of the Student’s t test for each pair of groups. RT-qPCR data

(normalized to IPP2) are relative to fwa epi-allele plants. (H) Flowering time

(number of leaves produced before flowering) of segregating T2 populations from

three transgenic lines expressing high levels of ZF108-SLN, comparing transgene-

positive with null segregant (negative) plants.
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promoter showed a tendency to be down-

regulated (fig. S16), demonstrating that ecto-

pic recruitment of SLN can repress many

genes in addition to FWA.

IP-MS analysis of SLN-FLAG identified pep-

tides corresponding to MBD5 and MBD6, as

expected, but also showed a strong enrich-

ment of five HEAT SHOCK PROTEIN 70

(HSP70) chaperones known to be constitu-

tively expressed and localized in the nucleus

(31) (Fig. 4B and table S1). Enrichment for

HSP70s was also detected in the MBD5 and

MBD6 IP-MS datasets and was lost in sln

mutant plants (fig. S17 and table S1). This

suggests that SLNmediates the interaction

between the methyl readers and the HSP70s.

The canonical function of J-domain proteins

is to bind clients, recruit HSP70 chaperones

using a conserved HPD tripeptide, and stimu-

late the ATPase activity of HSP70s to increase

their affinity for substrates. The HSP70-substrate

interaction can induce folding, disaggregation,

assembly, or disassembly of complexes involv-

ing client proteins (32). Mutating the histidine

of the HPD tripeptide to glutamine can abro-

gate the J-domain–HSP70 interaction (32). To

test whether SLN’s binding to HSP70s was

associated with its gene-silencing function, we

generated an HPD mutant version of SLN by

mutating the histidine to glutamine (SLN
H94Q

)

and transformed this into sln mutant plants.

The SLN
H94Q

mutant failed to rescue the de-

repression of FWA and of the other genes

and transposons, suggesting that the gene-

silencing function of SLN requires the J-domain

and HSP70 interaction (Fig. 4A and fig. S18,

A to F). Indeed, IP-MS of SLN
H94Q

showed

greatly reduced enrichment ofHSP70s, whereas

the interaction with MBD5 and MBD6 was

retained (Fig. 4B and table S1). Furthermore,

ChIP-seq enrichment of SLN on chromatin was

not affected by theH94Qmutation (Fig. 4C and

fig. S18, G and H). These results suggest that

recruitment of SLN by the methyl readers may

serve as a tether to bring the chaperone activity

of SLN-HSP70s to CG-dense methylated chro-

matin to enforce gene silencing. The interaction

between chaperones and their clients is often

transient and difficult to detect by IP-MS (32),

meaning that SLN might exert its repressive

activity through recruitment, stabilization, or

assembly of currently unknown repressive com-

plexes or by targeted inhibition or disassembly

of activators.

In conclusion, this work identifies a path-

way that links DNA methylation to silencing

of sites marked by CG methylation. The char-

acterization of the methyl-binding proteins

MBD5 and MBD6 shows that they likely act

through a mechanism distinct from that of

known MBD proteins in animals. The identi-

fication of the J-domain protein SILENZIO as

a silencing effector further suggests that gene

repression downstream of methylation is linked

to chaperone activity, and this new pathway is

likely to be conserved among divergent plant

lineages.
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Face masks effectively limit the probability of
SARS-CoV-2 transmission
Yafang Cheng1*†, Nan Ma2†, Christian Witt3, Steffen Rapp4, Philipp S. Wild4, Meinrat O. Andreae1,5,6,

Ulrich Pöschl1, Hang Su7,1*

Airborne transmission by droplets and aerosols is important for the spread of viruses. Face masks are a

well-established preventive measure, but their effectiveness for mitigating severe acute respiratory

syndrome coronavirus 2 (SARS-CoV-2) transmission is still under debate. We show that variations in

mask efficacy can be explained by different regimes of virus abundance and are related to population-

average infection probability and reproduction number. For SARS-CoV-2, the viral load of infectious

individuals can vary by orders of magnitude. We find that most environments and contacts are under

conditions of low virus abundance (virus-limited), where surgical masks are effective at preventing virus

spread. More-advanced masks and other protective equipment are required in potentially virus-rich

indoor environments, including medical centers and hospitals. Masks are particularly effective in

combination with other preventive measures like ventilation and distancing.

A
irborne transmission is one of the main

pathways for the transmission of respi-

ratory viruses, including the severe acute

respiratory syndrome coronavirus 2 (SARS-

CoV-2) (1). Wearing face masks has been

widely advocated to mitigate transmission.

Masks are thought to protect people in two

ways: (i) source control, reducing the emission

and spread of respiratory viruses through air-

borne droplets and aerosols, and (ii) wearer

protection, reducing the inhalation of airborne

respiratory viruses.

The effectiveness of masks, however, is still

under debate. Compared with N95 or FFP2

respirators, which have very low particle

penetration rates (~5%), surgical and similar

masks exhibit higher and more variable pen-

etration rates (~30 to 70%) (2, 3). Given the

large number of particles emitted upon respi-

ration and especially upon sneezing or cough-

ing (4), the number of respiratory particles that

may penetrate masks is substantial, which is

one of the main reasons for doubts about their

efficacy in preventing infections. Moreover, ran-

domized clinical trials have shown inconsistent

or inconclusive results, with some studies re-

porting only a marginal benefit or no effect of

mask use (5, 6). Thus, surgical and similar

masks are often considered to be ineffective.

On the other hand, observational data show

that regions or facilities with a higher percent-

age of the population wearing masks have bet-

ter control of COVID-19 (7–9). So how arewe to

explain these contrasting results and apparent

inconsistencies?

In thiswork,wedevelop a quantitativemodel

of airborne virus exposure that can explain

these contrasting results and provide a basis

for quantifying the efficacy of face masks. We

show that mask efficacy strongly depends on

airborne virus abundance. On the basis of direct

measurements of SARS-CoV-2 in air samples

and population-level infection probabilities, we

find that the virus abundance in most environ-

ments is sufficiently low for masks to be effec-

tive in reducing airborne transmission.

When evaluating the effectiveness of masks,

we want to understand and quantify their

effect on the infection probability, Pinf. Assum-

ing that every inhaled single virus (virion) has

the same chance to infect a person, Pinf can be

calculated by a single-hit model of infection

Pinf ¼ 1� 1� Psingleð ÞNv ð1Þ

where Psingle represents the infection proba-

bility for a single virus and Nv represents the

total number of viruses to which the person

is exposed (10). For airborne transmission,

the infection probability Pinf for a given time

period can be plotted as a function of inhaled

virus number, Nv.

Figure 1 illustrates the dependence of Pinf
onNv based on the single-hitmodel (Eq. 1) and

scaled by the median infectious dose IDv,50 at

which the probability of infection is 50% (10).

It shows a highly nonlinear sensitivity of Pinf
to changes in Nv. Accordingly, the same per-

centage of change of Nv may lead to different

changes in Pinf depending on the absolute

level ofNv. In a virus-rich regime, whereNv is

much higher than IDv,50 (Fig. 1, A and B), Pinf
is close to unity and is not sensitive to changes

in Nv. In this case, wearing a mask may not

suffice to prevent infection. In a virus-limited

regime, where Nv is close to or lower than

IDv,50, however, Pinf strongly varies with Nv,

and reducing Nv by wearing a mask will lead

to a substantial reduction in the infection

probability (Fig. 1, C and D). Thus, we need to

determine the regime of airborne virus abun-

dance to understand mask efficacy.

Respiratory particles, including aerosol par-

ticles and larger droplets, can carry viruses and

are often used to visualize the transmission of

airborne viruses (4). Taking a representative

average of respiratory activity (11), we find that

a person typically emits a total number of ~3 ×

10
6
particles during a 30-min period (supple-

mentary text, section S1.1). This very large

number implies that indoor environments are

usually in a respiratory particle–rich regime.

Surgical masks with particle collection effi-

ciencies of ~50% cannot prevent the release

of millions of particles per person and their

inhalation by others (see green dots in Fig. 1,

B and D). In other words, the human-emitted

respiratory particle number is so high that we

cannot avoid inhaling particles generated by

another person, even when wearing a surgi-

cal mask. If every respiratory particle were to

contain one or more viruses, indoor environ-

ments would often be in a virus-rich regime
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because the median infectious dose IDv,50 for

respiratory diseases is typically on the order

of a few tens to thousands of viruses (12–14).

But, does a respiratory particle–rich regime

actually imply a respiratory virus–rich regime?

To answer this question, we investigated char-

acteristic virus distributions in both exhaled

air samples and indoor air samples including

coronaviruses (HCoV-NL63, -OC43, -229E, and

-HKU1), influenza viruses (A and B), rhinovi-

ruses, and SARS-CoV-2 (supplementary text,

section S1). We find that usually just a minor

fraction of exhaled respiratory particles con-

tains viruses. In contrast to the high number of

emitted respiratory particles, the number of

viruses in 30-min samples of exhaled air (Nv,30,ex)

are typically low, with mean values of ~53 for

coronaviruses (HCoV-NL63, -OC43, -229E, and

-HKU1), ~38 for influenza viruses (A and B),

and ~96 for rhinoviruses (11) (supplementary

text, section S1.2, and Fig. 2). Figure 2, A and B,

shows the infection probabilities obtained by

inserting the number of exhaled viruses (Nv,30,ex)

for the number of potentially inhaled viruses

(Nv,30), assuming a characteristic infectious dose

of IDv,50 = 100 or 1000 viruses, respectively

(12–14). For SARS-CoV-2 in various medical

centers, we obtained mean values of Nv,30 in

the range of ~1 to ~600 (15–18) (supplemen-

tary text, section S1.3), which correspond to

Pinf values in the range of ~0.1% to 10% for

IDv,50 = 1000 and ~1% to 100% for IDv,50 = 100.

The wide range of Nv,30/ IDv,50 and Pinf values

demonstrate that both virus-limited and virus-

rich conditions canoccur in indoor environments.

The high variabilities ofNv,30 and Pinf shown

in Fig. 2, A and B, are consistent with the wide

distribution of viral load observed in respira-

tory tract fluids (19) and need to be considered

for estimating population-average infection

probabilities, Pinf,pop (supplementary text, sec-

tion S4). For this purpose, we modeled Nv for

SARS-CoV-2 as lognormally distributed with

standard deviations (s) in the range of ~1 to 2

on the basis of recently reported distributions

of the viral load of SARS-CoV-2 in respiratory

fluids (19) (supplementary text, section S4). As

shown in Fig. 2C, the population-average in-

fection probabilitieswith s > 0 are higher than

in the case of uniform exposure (s = 0) in the

virus-limited regime at Pinf,pop < ~50%. In other

words, when the population-average infection

probability is in the virus-limited regime with

Pinf,pop,0 < 0.5 (Fig. 2C), a broader distribution

(larger s) implies an increase in the fraction of

transmission events under virus-rich conditions

(e.g., superspreader events), which leads to a

reduction of overall mask efficacy.

The basic reproduction number for COVID-19

(R0 ≈ 2 to 4) (20) can be related to a basic

population-average infection probability,

Pinf,pop,0, through R0 = Pinf,pop,0 × c × d (21).

With the average duration of infectiousness
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Fig. 1. Schematic illustration of different regimes of abundance of respira-

tory particles and viruses. (A to D) The solid curves represent the infection

probability (Pinf) as a function of inhaled virus number (Nv) scaled by median

infectious dose IDv,50 at which Pinf = 50%. In the virus-rich regime [(A) and (B)], the

concentration of airborne viruses is so high that both the numbers of viruses inhaled

with and without masks (Nv,mask, Nv) are much higher than IDv,50, and Pinf remains

close to ~1 even if masks are used. In the virus-limited regime [(C) and (D)], Nv and

Nv,mask are close to or lower than IDv,50, and Pinf decreases substantially when masks

are used, even if the masks cannot prevent the inhalation of all respiratory particles. In

(B) and (D), the red dots represent respiratory particles containing viruses, and the

open green circles represent respiratory particles without viruses. Man icon used in (B)

and (D) was made by Tinu CA from www.freeicons.io, distributed under CC-BY 3.0.
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(d ≈ 10 days) and average daily numbers of

human contacts (c ≈ 10 to 25 contacts per

day) (22, 23), we obtain estimates in the range

of ~0.8% to ~4% for Pinf,pop,0, as indicated by

the shaded area in Fig. 2C. The low levels of

Pinf,pop,0 indicate a widespread prevalence of

virus-limited conditions.

Different regimes of abundance are relevant

not only for the distinction of respiratory par-

ticles and viruses, but also for different types

of viruses. For example, viruses with higher

transmissibility—i.e., those with higher loads

and rates of emission and exhalation, greater

environmental persistence, or lower IDv,50—

may result in a virus-rich regime and lead to

higher basic reproductionnumbers, as observed

formeasles and other highly infectious diseases.

Our analysis shows that the levels of Pinf and R0

can varywidely for different viruses. Thismeans

that aerosol transmission does not necessarily

lead to ameasles-like highR0 and that relatively

low values of Pinf and R0 do not rule out air-

borne transmission. On the basis of the scaling

with IDv,50, the curves shown in Figs. 1 to 3 can

easily be applied to assess the efficacy of masks

and other preventivemeasures against new and

more-infectious mutants of SARS-CoV-2, such

as B.1.1.7.

Figure 3 illustrates how the efficacies of sur-

gical masks and N95 or FFP2 masks vary be-

tween virus-limited and virus-rich conditions

when masks are worn only by infectious per-

sons (source control), only by susceptible per-

sons (wearer protection), or by all persons

(universalmasking). In Fig. 3A, the population-

average infection probability in the case of sur-

gical mask use (Pinf,pop,mask) is plotted against

the infection probabilitywithoutmasks (Pinf,pop).

It shows that surgical masking achieves large

reductions in infection probability when the

maskless infection probability is low but in-

creasingly smaller reductions when the mask-

less infection probability is high. Figure 3B

shows the corresponding mask efficacy, i.e.,

the percentage reduction of infection proba-

bility [DPinf,pop/Pinf,pop = (Pinf,pop − Pinf,pop,mask)/

Pinf,pop]. It decreases slowly with increasing Pinf,

pop in the virus-limited regime, exhibits a steep

decrease upon transition into the virus-rich

regime as Pinf,pop approaches unity, and goes

to zero at Pinf,pop = 1. Figure 3, C and D, shows

equivalent plots for N95 or FFP2 masks.

Figure 3 illustrates that source control alone

is more effective than wearer protection alone

but that universal masking is the most effec-

tive. This is because masks are more effective

in removing larger particles (Fig. 4), and freshly

generated respiratory particles are usually

largest at the source, shrinking upon evapora-

tion in indoor air (20). Figure 3 accounts only

for airborne transmission of viruses. When

considering other forms of transmission, the

relative importance of source control can be

evenhigher (supplementary text, section S5) (20).

The nonlinear dependence of mask efficacy

on infection risk differs from the assumption

that the percentage change of infection prob-

ability as a result of mask use would be pro-

portional to the percentage change of inhaled

particle number (20). Under this assumption,

wearing amaskwould have the same effect on

the transmission of a virus disease at any level

of infection probability. Our analysis, however,

shows that the efficacy of face masks depends

strongly on the level of infection probability

and virus abundance: Masks reduce the infec-

tion probability by as much as their filter

efficiency for respiratory particles in the virus-

limited regime but much less in the virus-rich

regime (Fig. 3). Accordingly, experimental in-

vestigationsmay find lowmask efficacieswhen

they are performed under virus-rich conditions.
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Fig. 2. Infection prob-

abilities and abundance

regimes of SARS-CoV-2

and other respiratory

viruses. (A and B) Indi-

vidual infection probabil-

ities (Pinf) plotted

against inhaled virus

number (Nv) scaled by

characteristic median

infectious doses of

IDv,50 = 100 or 1000

viruses, respectively. The

colored data points

represent the mean

numbers of viruses

inhaled during a 30-min

period in different

medical centers in China,

Singapore, and the US,

according to measure-

ment data of exhaled

coronavirus, influenza

virus, and rhinovirus

numbers (blue circles)

(11) and of airborne

SARS-CoV-2 number

concentrations (red

symbols) (15–18),

respectively. The error

bars represent one

geometric standard devi-

ation. (C) Population-

average infection probability

(Pinf,pop) curves assuming

lognormal distributions

of Nv with different

standard deviations of

s = 0, 1, and 2, respec-

tively. The x axis repre-

sents the mean value

of log(Nv/IDv,50). The

shaded area indicates the

level of basic population-

average infection proba-

bility, Pinf,pop,0, for

SARS-CoV-2, as calculated

from the basic reproduc-

tion number for COVID-19

and estimated values

of average duration of

infectiousness and daily

number of contacts.
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Together with other influencing factors, like

consistent and correctmask use (supplementary

text, section S7.3), changes between virus-rich

and virus-limited conditions may contribute

to divergent results reported from laboratory

studies and randomized controlled trials in

different environments (20) (supplementary

text, section S8). Notably, the increasing ef-

fectiveness ofmask use at low virus abundance

implies synergistic effects of combining masks

with other preventive measures that reduce

the airborne-virus concentration, such as ven-

tilation and social distancing. For example,

ventilation can change an environment from

virus-rich to virus-limited conditions, which

may be particularly important for medical cen-

terswith relativelyhighSARS-CoV-2 abundances

(Fig. 2 and supplementary text, section S6).

On the other hand, not only the efficacy of face

masks but also the efficacy of distancing may

be reduced in virus-rich environments (sup-

plementary text, section S6). The more mea-

sures that are used, the more effective each

measure will be in containing the virus trans-

mission. If the inhaled dosemay also affect the

severity of infections (14), as is currently being

debated (24), masks may still be useful even if

the reduced dose still leads to an infection.

Figure 4 shows the size distribution of re-

spiratory particles emitted by different human

activities (25–27). Aerosols are physically de-

fined as airborne solid or liquid particles with

diameters smaller than 100 mm, which can

remain suspended over extended periods of

time. In medical studies, however, a thresh-

old diameter of 5 mm has often been used to

distinguish between a so-called aerosol mode

and a so-called droplet mode. Our analysis of

measurement data from exhaled and ambient

air samples indicates that the so-called aerosol

mode (<5 mm) contains more viruses than the

so-called droplet mode (>5 mm) (11), although

the latter comprises a larger volume of liquid

emitted from the respiratory tract (tables S1

and S2). This may be explained by the fol-

lowing mechanisms: a higher viral load oc-

curring in the lower respiratory tract where

the smaller aerosol particles are generated

(28) or an enrichment of organic surfactants

and viruses upon the generation of smaller

aerosol particles (29). Enrichment of viruses

in the aerosol mode can enhance their trans-

mission because smaller particles remain sus-

pended for a longer time, which leads to stronger

accumulation and dispersion in the air. Thismay

cause higher airborne virus concentrations,

inhaled virus numbers, and infection risks,

especially in densely occupied rooms with

poor ventilation and long periods of expo-

sure. Moreover, small aerosol particles have

a higher penetration rate and higher proba-

bility of reaching the lower respiratory tract

(figs. S5 and S6).

Our analysis was focused on respiratory

particles and droplets with diameters smaller

than 100 mm [traditional physical definition

of aerosols (30)]. Because of rapid gravitational

settling, respiratory droplets larger than 100 mm

are removed from the air in seconds, but they

may still reach the upper respiratory tract of

persons in close contact and cause infections by

carrying large numbers of viruses in their very

large liquid volume. For example, a single 1-mm

dropletmay carry asmany as~50,000 viruses in

the case of a viral load of 10
8
per milliliter of

respiratory fluid, which is realistic and higher

than the estimated infectious dose for SARS-

CoV-2 (14). Such large droplets, however, are

very efficiently (~100%) removed even by

simple masks (Fig. 4 and supplementary text,

section S3), which further emphasizes the

importance and efficacy of face masks for

preventing infections. Because of the strong

size dependence, and to avoid ambiguities,
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Fig. 3. Reduction of airborne

transmission by face masks

worn by infectious persons only

(source control), by susceptible

persons only (wearer protec-

tion), or by all persons

(universal masking). (A and

B) Population-average infection

probability in case of mask use

(Pinf,pop,mask) plotted against

infection probability without face

masks (Pinf,pop) (A) and

corresponding mask efficacy—i.e.,

relative reduction of infection

probability, DPinf,pop/Pinf,pop—

plotted against Pinf,pop for surgical

masks (B). (C and D) Same as (A)

and (B) but for N95 or FFP2

masks; plots with linear scaling

are shown in fig. S8. The lines

represent the results obtained for

source control (red line), wearer

protection (yellow line), and the

combination of both measures,

i.e., universal masking, (blue line)

in a population where the virus

exposure is lognormally distrib-

uted with a standard deviation of

s = 1 (supplementary text, section

S5). The shaded areas indicate the

level of basic population-average

infection probability, Pinf,pop,0,

corresponding to the basic repro-

duction number for COVID-19.
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we suggest that diameter range should be

explicitly specified when discussing airborne

transmission by fine respiratory aerosol par-

ticles or larger droplets.

Our results have important implications for

understanding and communicating preventive

measures against the transmission of airborne

viruses, including SARS-CoV-2. When people

see images or videos of millions of respiratory

particles exhaled by talking or coughing, they

may be afraid that simple masks with limited

filtration efficiency (e.g., 30 to 70%) cannot

really protect them from inhaling these par-

ticles. However, as only few respiratory par-

ticles contain viruses and most environments

are in a virus-limited regime, wearing masks

can keep the number of inhaled viruses in a

low-Pinf regime and can explain the observed

efficacy of face masks in preventing the spread

of COVID-19. However, unfavorable conditions

and the large variability of viral loads may lead

to a virus-rich regime in certain indoor envi-

ronments, such as medical centers treating

COVID-19 patients. In such environments,

high-efficiency masks and additional protec-

tive measures like efficient ventilation should

be used to keep the infection risk low. The

nonlinear dependence of mask efficacy on

airborne virus concentration—i.e., the higher

mask efficacy at lower virus abundance—also

highlights the importance of combiningmasks

with other preventive measures. Effective ven-

tilation and social distancing will reduce am-

bient virus concentrations and increase the

effectiveness of face masks in containing the

virus transmission. Moreover, high compli-

ance and correct use of masks is important to

ensure the effectiveness of universal mask-

ing in reducing the reproduction number for

COVID-19 (supplementary text, section S7.3,

and fig. S11) (20).
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Fig. 4. Volume size distributions of respiratory particles emitted during different respiratory activ-

ities with and without masks. (A to D) Distributions for sneezing (A), coughing (B), speaking (C), and

breathing (D). The open circles are measurement data obtained without masks, and the solid lines are bi- or

trimodal fits to the measurement data (25–27) (supplementary text, section S1.1). The dashed and dotted

lines were obtained by scaling with the filter efficiency curves of surgical masks and of N95 or FFP2 masks,

respectively (supplementary text, section S3). The symbols vp and Dp represent the volume concentration

and diameter of respiratory particles, respectively, and dvp/dlog Dp represents the volume distribution

function (supplementary text, section S1.1).
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CATALYSIS

First-principles design of a single-atom–alloy
propane dehydrogenation catalyst
Ryan T. Hannagan1†, Georgios Giannakakis2†, Romain Réocreux3†, Julia Schumann3,4,5,

Jordan Finzel6, Yicheng Wang1, Angelos Michaelides4,5, Prashant Deshlahra2, Phillip Christopher6,

Maria Flytzani-Stephanopoulos2, Michail Stamatakis3*, E. Charles H. Sykes1*

The complexity of heterogeneous catalysts means that a priori design of new catalytic materials is

difficult, but the well-defined nature of single-atom–alloy catalysts has made it feasible to perform

unambiguous theoretical modeling and precise surface science experiments. Herein we report the

theory-led discovery of a rhodium-copper (RhCu) single-atom–alloy catalyst for propane

dehydrogenation to propene. Although Rh is not generally considered for alkane dehydrogenation,

first-principles calculations revealed that Rh atoms disperse in Cu and exhibit low carbon-hydrogen bond

activation barriers. Surface science experiments confirmed these predictions, and together these results

informed the design of a highly active, selective, and coke-resistant RhCu nanoparticle catalyst that

enables low-temperature nonoxidative propane dehydrogenation.

D
espite their widespread prevalence in
industry, the improvement of hetero-
geneous catalysts is usually an empirical
process, and examples of rational design
remain extremely rare (1, 2). Rational

design is impeded in part by the enormous
complexity of most heterogeneous catalysts,
which often consist of metal nanoparticles
(NPs) that expose a wide range of active sites
with which the reactants can interact and re-
act (3). Metal NPs can also restructure under
reaction conditions (4). One approach to re-
duce the complexity of metal NPs is to reduce
the active site to a single atom (5, 6). However,
the heterogeneity of the oxide support and the
adaptive nature of the local environment make
rational design of even these materials chal-
lenging (7, 8).
Single-atomalloys (SAAs), a subclass of single-

atom catalysts, consist of a reactive dopant
metal atomically dispersed in a secondmetal
host (9). Many SAAs are active, selective, and
robust for a wide variety of reactions because
the thermodynamics ofmixing favor the atomic
dispersion of the dopant in the more inert
but more selective host (10). Furthermore, the
well-defined nature of the active sites in SAAs,
which have been atomically resolved in both
model and NP systems, makes it possible to
unambiguously model their behavior with
theory (11–13).

Guided by theoretical predictions, we pres-
ent the rational design of a RhCu SAA catalyst
for nonoxidative propane dehydrogenation to
two valuable compounds: propene and hy-
drogen (14). Our theoretical screening of SAA
combinations for this reaction began by exam-
ining C–H activation of methane, which is the
simplest probemolecule for establishing trends
in C–H activation. We used density functional
theory (DFT) to determine (i) the activation
energy of the first C–H scission and (ii) the
segregation energy, which reflects the propen-
sity of the dopant atom to migrate from the
surface layer to the bulk of the host metal (see
computational details in the supplementary
materials). Of all SAA combinations screened,
the Rh-doped alloys have the lowest C–H ac-
tivation energies (Fig. 1A and figs. S1 to S3). In
fact, these C–H activation energies are similar
to those of pure transition metals (Pt and Rh)
and the industrially relevant Pt3Sn(111) (2 × 2)
intermetallic alloy (Fig. 1 and fig. S3) (15).
However, of the three Rh-doped SAAs, RhCu
(111) has the most favorable mixing enthalpy
and segregation energy when reaction inter-
mediates are present (Fig. 1A and figs. S1 and
S2) (16). Specific to the mixing enthalpy, the
energy change associatedwith isolatedRhatoms
in a Cu(111) surface forming a dimer or a trimer
is positive (>0.16 eV), indicating that the ther-
modynamic stability of single Rh atoms is
greater than that of Rh clusters in a Cu host,
whichmakesRhCuapromisingSAAcatalyst (16).
Comparison of the geometric and electronic

structures of adsorbed methane on the SAA
provided insight into the magnitude of the
C–H activation barriers (Fig. 1B and fig. S4).
On the RhCu(111) SAA surface, methane ad-
sorbed 0.35 Å closer to the dopant atom than
on pure Cu(111) (tables S1 and S2). This shorter
distance increased the charge density differ-
ence Dr rð Þ upon adsorption (Fig. 1B and fig.
S4) by moving part of the electronic density

from the C–H internuclear region to theH···Rh
internuclear region. This electronic redistrib-
ution is prominent on the RhCu(111) SAA and
is observed on pure Pt(111) but is negligible on
Cu(111). For the former two materials, this elec-
tronic redistribution is indicative of the preacti-
vation of methane upon adsorption (17).
After identifying the RhCu(111) SAA as the

most promising candidate for C–H activation,
we calculated the energy profile for the full
dehydrogenation ofmethane to atomic carbon
on theRhCu(111) SAA, the bare Cu(111) surface,
and Pt(111), one of themost effectivemetals for
C–H activation reactions (Fig. 1C and fig. S3).
Notably, the single Rh atom in the RhCu(111)
SAA had an almost identical activation energy
to that of pure Pt(111). However, unlike pure
Pt(111), which stabilized CH2(ads), CH(ads), and
C(ads) intermediates that lead to coking, the
RhCu(111) SAA inherited much of the coke
resistance of pure Cu(111), with coke formation
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Fig. 1. Theoretical screening of SAA catalysts for

C–H activation. (A) Activation energy of the first
C–H cleavage in CH4 plotted against segregation
energy of each SAA. For comparison, the activation
energies on Pt(111) and Pt3Sn(111) (2 × 2) are shown
as dash-dotted lines. (B) Charge density difference
Dr rð Þ for adsorbed CH4 on Cu(111), Pt(111), and
RhCu(111) SAA. Orange, Cu atoms; teal, Pt atoms;
pink, Rh atoms. Cyan and yellow contours represent
regions of electron depletion and accumulation,
respectively (isovalue of ±0.01 electron Å−3).
(C) Energy profile of the sequential C–H activation
steps of CH4 on various metal surfaces (more
details in fig. S3). The energy is referenced with
respect to the clean slab and CH4(g). H atoms are
adsorbed on the Cu host metal in the SAA case.
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being exothermic on Pt(111) versus endother-

mic on pure Cu(111) and the RhCu(111) SAA

(Fig. 1C). This is a notable result, given that Rh

is generally not considered for dehydrogen-

ation reactions because Rh NPs suffer from

coking and hydrogenolysis is favored over

selective dehydrogenation (18).

To test the theoretical predictions outlined

above and investigate the individual reaction

steps, we performed surface science and high-

resolution imaging studies ofmodel RhCu(111)

SAA catalysts. Physical vapor deposition of

Rh on a Cu(111) surface held at an elevated

temperature yielded atomically dispersed Rh

atoms that substituted Cu atoms in the surface

layer (19). A typical image of the SAA surface

is shown in fig. S5. Given the low desorption

barrier of methane relative to typical C–H ac-

tivation barriers, we used methyl iodide (CH3I)

as a probemolecule to study C–H activation in

adsorbedmethyl groups on themodelRhCu(111)

SAA surfaces. Specifically, C–I bond cleavage

was facile on Cu(111), yielding methyl groups

[CH3(ads)] at low temperature that remained

on the surface as it was heated. Once the rate-

determiningC–Hactivation step (RDS)occurred,

yielding H(ads) and CH2(ads), gaseous methane

evolved rapidly from facile coupling of H(ads)

and CH3(ads), as described below (20)

CH3I adsð Þ→
fast

CH3 adsð Þ þ I adsð Þ

CH3 adsð Þ →
RDS

CH2 adsð Þ þH adsð Þ

CH3 adsð Þ þH adsð Þ→
fast

CH4 gð Þ

In this sense, methane evolution acted as a re-

porter of C–Hactivation,with lower-temperature

methane evolution being associated with more

facile C–H bond activation. Furthermore, the

C–H activation barrier in CH3 groups can be

related to the C–H activation barrier in CH4 via

scaling relationships (fig. S6).

Temperature-programmeddesorption (TPD)

experiments on Cu(111) showed that C–H ac-

tivation occurred at ~430K (Fig. 2A), consistent

with previous results (20). This findingwas also

consistent with our DFT calculations, which

predicted that CH3(ads) conversion to CH2(ads)

on Cu(111) had a barrier of 1.16 eV (Fig. 1C and

fig. S3). Increasing the step density of the Cu(111)

surface through argon ion sputtering resulted

in a slightly lower C–H activation barrier and

methane evolution at ~380K.When individual,

isolated Rh atoms were present in the Cu(111)

surface, as seen in the low-temperature scan-

ning tunnelingmicroscopy (LT-STM) image and

corresponding DFT-based image simulation

in Fig. 2, B andC, several low-temperaturemeth-

ane evolution peaks were observed in the TPD

experiments.

The lowest-temperature feature at ~160 K is

caused by hydrogenation of methyl groups by

hydrogen from the chamber background that

dissociates at Rh sites. This result was con-

firmed by experiments in which we precovered

the RhCu(111) SAA surface with hydrogen be-

fore CH3I was introduced. This low-temperature

methane peak arose due to the aforemen-

tioned facile CH3(ads) + H(ads) → CH4(g) reac-

tion (Fig. 2A, bottom trace). The next TPD

feature, at ~300 K, was caused by C–H activa-

tion of the methyl groups to form CH2(ads) and

H(ads), followed by hydrogenation of the re-

maining methyl fragments. The temperatures

at which these reaction steps occurredwere con-

sistent with our DFT calculations, which yielded

a barrier for C–H activation in CH3 on the

RhCu(111) SAA of 0.54 eV, in contrast to the

facile hydrogenation of CH3 to CH4, which has

a barrier of 0.19 eV (Fig. 1C and fig. S3). Finally,

the smaller CH4 desorption feature at ~350 K

is consistent with reaction at Cu step sites

that were created when Rh was alloyed with

Cu(111) (19). Full TPD traces for each experi-

ment are provided in the supplementary ma-

terials (fig. S7).

To track the progression of the reaction in-

termediates not observable by TPD, we con-

ducted LT-STM experiments after exposing a

RhCu(111) SAA to CH3I and annealing to differ-

ent temperatures before 5 K STM imaging

(Fig. 2, D to G). After annealing to ~160 K, we

observed the formation of small clusters of in-

tact CH3I (Fig. 2D). Heating to ~240K resulted

in dissociation of the C–I bond and
ffiffiffi

3
p � ffiffiffi

3
p

structural ordering of the CH3(ads) groups and

I(ads) atoms seen in the STM images as pro-

trusions [I(ads)] and depressions [CH3(ads)],

confirming the facile C–I cleavage. At ~320 K,

a substantial fraction of the methyl groups re-

act and desorb as CH4, and after a ~440 K an-

neal, only two-dimensional islands of I atoms

(bright protrusions) in a
ffiffiffi

3
p � ffiffiffi

3
p

structure

remain (21, 22). Notably, the image in Fig. 2G

reveals that, aside from I atoms, which re-

mained adsorbed onCu(111) until ~840K, there

was no evidence of substantial coke formation,

consistent with our theoretical predictions.

Guided by our theoretical calculations and

surface science studies, we synthesized RhCu/

SiO2 NP catalyst analogs with a Rh:Cu ratio of

1:100, demonstrated that they are indeed SAAs,

and then tested them for the nonoxidative

dehydrogenation of propane. RhCu/SiO2 NPs

of ~3-nm diameter were synthesized through

galvanic replacement of silica-supported cop-

per NPs (figs. S8 and S9) by small amounts of

SCIENCE sciencemag.org 25 JUNE 2021 • VOL 372 ISSUE 6549 1445

Fig. 2. Model system studies demonstrating that RhCu(111) SAAs promote low-temperature C–H acti-

vation. (A) TPD experiments on Cu(111), sputtered Cu(111), 0.2% RhCu(111) SAA, and 0.2% RhCu(111)

SAA pre-dosed with 200 Langmuir [1 Langmuir (L) = 10−6 torr · s] of hydrogen. Each surface was exposed to

1.5 L of CH3I. (B) STM image of an isolated Rh atom in Cu(111). (C) DFT-simulated STM image of an isolated

Rh atom in Cu(111). (D to G) STM images from annealing experiments in which the RhCu(111) SAA was

exposed to CH3I, annealed to the indicated temperatures, and imaged at 5 K to track reaction progression.
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Rh (10). CO diffuse reflectance infrared Fourier

transform spectroscopy (DRIFTS) and in situ

extended x-ray absorption fine structure (EXAFS)

studies were performed to verify the successful

alloying, as well as the absence of surface Rh

aggregates. DRIFTS results (figs. S10 and S11)

revealed a narrow (~15 cm
−1
full width at half

maximum) peak corresponding to linear CO

adsorption on Rh atoms at 2089 cm
−1
. Notably,

no infrared signals for Rh directly on SiO2 or

Rh aggregates at the Cu surface were observed

(23, 24), thereby demonstrating that a SAA was

formed, in line with our EXAFS analysis (figs.

S12 and S13 and table S3).

We tested the RhCu/SiO2 SAA catalyst for

propanedehydrogenation in flow-reactor studies

away from equilibrium in the kinetic regime.

Weperformed a direct comparison of theRhCu/

SiO2 SAA catalyst with a standard consisting

of Pt NPs supported onAl2O3 (25). Experiments

were conducted both in the absence (fig. S14)

and presence (Fig. 3A) of hydrogen in the feed

(the latter experiment was performed to better

simulate industrially relevant conditions in

which a co-flow of H2 is required to prevent Pt

from coking). The data in Fig. 3A revealed that

the RhCu/SiO2 SAA catalyst exhibited higher

activity per mole of active metal, as well as a

considerably lower reaction light-off temper-

ature, than Pt/Al2O3.

The high reactivity of the RhCu/SiO2 SAA

catalyst was coupled with Cu-like propene se-

lectivity (100% onRhCu/SiO2 SAA versus ~80%

on Pt/Al2O3) and resistance to coking (fig. S15

and table S4). Although pure Rh NPs are poor

dehydrogenation catalysts that are suscepti-

ble to coking because of the strong binding

of carbon to extended Rh sites (18, 26), the

atomic dispersion of Rh in our SAA catalysts

enabled facile C–H activation while avoiding

over-dehydrogenation that leads to coke for-

mation by virtue of the endothermic nature

of the coking process on single Rh atoms in a

Cu host (Fig. 1C and fig. S3). This coking re-

sistance resulted in the active, selective, and

stable conversion of propane to propene and

hydrogen for more than 50 hours on stream

at 623 K (Fig. 3A, inset).

To further understand these experimental

observations, we used DFT to calculate and

compare the propane dehydrogenation reac-

tion energetics of the RhCu(111) SAA to those

of pure Cu(111), Rh(111), and Pt(111). Our DFT

calculations (Fig. 3B, figs. S16 and S17, and

table S5) show that the RhCu(111) SAA sur-

face provided lower thermodynamic barriers

for the formation of the isopropyl interme-

diate and propene than the pure Cu(111) sur-

face. In addition, relative to Cu(111), the SAA

exhibited a considerably lower kinetic barrier

for the first dehydrogenation step [0.57 eV on

the RhCu(111) SAA versus 1.39 eV on Cu(111)]

and a very small subsequent kinetic barrier for

the C3H7-to-C3H6 step (0.10 eV), indicative of a

highly active catalyst. Notably, the activation

barrier of propane on the RhCu(111) SAA is

lower than that on pristine Pt(111) and very

similar to that on Rh(111) [0.68 and 0.63 eV,

respectively (fig. S16 and table S5)]. These re-

sults are consistent with experimental observa-

tions in which we measured the rate of propane

dehydrogenation on the RhCu/SiO2 SAA cat-

alyst away from equilibrium over a small temper-

ature window and found an apparent activation

energy of ~0.7 eV (fig. S18). The measured ap-

parent activation energy was identical with

and without H2, which suggests that there was

not a substantial coverage of H on the catalyst

surface at these temperatures.

One potential limitation in the widespread

application of RhCu SAA catalysts is the well-

known sintering of Cu NPs at elevated tem-

peratures. However, despite the expected loss

of reactivity because of the sintering of Cu

NPs (27), measurements of the initial propane

dehydrogenation rates performed at 773 K

showed that the RhCu/SiO2 SAA catalyst per-

formed comparably to other Pt-based catalysts

previously reported (table S6) (28). Further-

more, we observed that addition of 1% Rh to

the Cu NPs provided them with enhanced

sintering resistance relative to pure Cu NPs

(fig. S8). Methods known to stabilize metal

NPs against sintering at high temperatures,

such as atomic layer deposition of thin oxide

layers, could further address this issue (29).
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SUPERCONDUCTIVITY

Discovery of a Cooper-pair density wave state in a
transition-metal dichalcogenide
Xiaolong Liu1†, Yi Xue Chong1†, Rahul Sharma1,2, J. C. Séamus Davis1,3,4,5*

Pair density wave (PDW) states are defined by a spatially modulating superconductive order parameter.

To search for such states in transition-metal dichalcogenides (TMDs), we used high-speed atomic-

resolution scanned Josephson-tunneling microscopy. We detected a PDW state whose electron-pair

density and energy gap modulate spatially at the wave vectors of the preexisting charge density wave

(CDW) state. The PDW couples linearly to both the s-wave superconductor and the CDW and exhibits

commensurate domains with discommensuration phase slips at the boundaries, conforming those

of the lattice-locked commensurate CDW. Nevertheless, we found a global dF ≅ ± 2p/3 phase difference

between the PDW and CDW states, possibly owing to the Cooper-pair wave function orbital content.

Our findings presage pervasive PDW physics in the many other TMDs that sustain both CDW and

superconducting states.

T
ransition-metal dichalcogenides (TMDs)

are a rich platform for the exploration of

quantum matter (1–6). In this context,

a fundamental but elusive state is the

electron-pair density wave (PDW) (7).

Theoretically, the PDW state of TMDs was

predicted to be generated by magnetic field

(8), spin-valley locking (9), a CDW lock-in tran-

sition (10), and doping TMD bilayers (11);

PDW melting into a charge-6e superfluid was

also predicted (12). However, detecting the

PDW state in a TMD experimentally has been

challenging.

A familiar TMD state is the charge density

wave (CDW): a charge density field rC(r) that

modulates spatially at wave vectors Qi
C i ¼ð

1; 2; 3Þ, which are not crystal reciprocal lattice

vectors. Such a charge density modulation

riC rð Þ ¼ ri rð ÞeiQ
i
C �r þ r�i rð Þe�iQ

i
C �r ð1Þ

has a mean-field order parameter C†

kCk þ Qi
C

D E
,

whereC†

k is the creation operator andCk is the

annihilation operator for single-electron k-space

eigenstates. The simplest TMD superconduc-

tor state is spatially homogeneous but breaks

gauge symmetry

DS(r) = D0e
if

(2)

with a mean-field order parameter C†

kC
†

�k

� �
.

By contrast, a PDW state is described by an

electron-pair field DP(r) that modulates spa-

tially at one or more wave vectors Qi
P

Di
P rð Þ ¼ Di rð ÞeiQ

i
P�r þ D�i rð Þe�iQ

i
P �r

h i
eiq ð3Þ

This state also breaks gauge symmetry, and

its mean-field order parameter is C†

kC
†

�k þ Qi
P

D E
.

Sophisticated atomic-scale visualization of

TMD states by using single-electron tunneling

(13–16) has revealed CDW quantum phase

transitions (13), a CDW Bragg glass (14), inter-

facial band alignment (15), and strain control

of the CDW state (16). But to detect and image

a PDW state in TMDs remained an experi-

mental challenge.

Experimentally, the total electron-pair den-

sity rCP(r) might be visualized by measuring

Josephson critical-current IJ(r) to a supercon-

ducting scanning tunnelingmicroscopy (STM)

tip (17) becauserCP rð ÞºI2J rð ÞR2
N rð Þ, whereRN

is the normal-state junction resistance (18, 19).

But this has proven impractical because the

thermal fluctuation energy kBT typically ex-

ceeds the Josephson energy EJ = F0IJ/2p,

where

IJ ¼
pD Tð Þ

2eRN

tanh
D Tð Þ

2kBT

� �
ð4Þ

(kB, Boltzmann constant; T, temperature; 2e,

electron-pair charge; and F0, magnetic flux

quantum). Instead, when EJ < kBT, the tip-

sample Josephson junction exhibits a phase-

diffusive (20–22) steady state at voltage V

and electron-pair current

ICP Vð Þ ¼
1

2
I2J ZV= V 2 þ V 2

c

� �
ð5Þ

Here, Vc = 2eZkBT/ħ, where Z is the high-

frequency impedance in series with the volt-

age source and ħ is Planck’s constant h divided

by 2p. From Eq. 5

dICP=dV ≡ g Vð Þ ¼

1

2
I2J Z V 2

c � V 2
� �

= V 2
c þ V 2

� �2
ð6Þ

yields g 0ð ÞºI2J (fig. S1) [(23), section 1]. Thus,

spatially resolved measurements of g(0, r) can

provide a practical means (24–28) to image

IJ(r), so that the electron-pair density can

then be visualized asNCP rð Þ ≡ g r; 0ð ÞR2
N rð Þº

rCP rð Þ [(23), section 1].
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We studied bulk crystals of 2H-NbSe2, a

quasi–two-dimensional TMD with a robust

CDW state (29). It has a hexagonal layered

structure with Se-Se separation d and a Fermi

surface with pockets surrounding the G and K

points (fig. S2). The CDW phase transition at

T ≈ 33.5 K generates crystal and charge density

modulations at three in-plane wave vectors

Qi

C ≈ 1; 0ð Þ; 1=2;
ffiffiffi
3

p
=2

� �
; �1=2; ffiffiffi

3
p

=2
� �� �

2p=
3a0 (a0 ¼

ffiffiffi
3

p
d=2 is the unit cell dimension),

and the s-wave superconductivity (SSC) trans-

ition at TC ≈ 7.2 K completely gaps the Fermi

1448 25 JUNE 2021 • VOL 372 ISSUE 6549 sciencemag.org SCIENCE

Fig. 1. Simultaneous single-electron and

electron-pair tunneling spectroscopy.

(A) Topographic image T(r) of Se-termination

surface of NbSe2 measured at T = 290 mK.

(Inset) The Fourier transform T(q) with Bragg

peaks Qi
B ≈ f 1;0ð Þ; ð1=2;

ffiffiffi
3

p
=2Þ; ð−1=2;

ffiffiffi
3

p
=2Þg2p=a0 indicated with gray circles and

the CDW peaks Qi
C ≈ f 1;0ð Þ; ð1=2;

ffiffiffi
3

p
=2Þ;

ð−1=2;
ffiffiffi
3

p
=2Þg2p=3a0 indicated with black

circles. (B) Typical differential tunneling

conductance spectrum g(V) ≡ dI/dV(V) from

a Nb scan-tip to NbSe2 surface at T =

290 mK. The range of energies at which

CDW modulations are intense in g(V)

is indicated approximately with red arrows.

(C) Energy range in (B) is zoomed to show

typical g(V) characteristic owing to the

combination of the superconducting

energy gaps DT of the Nb tip and D of the

NbSe2. The range of energies at which

superconducting coherence peaks are intense

in g(V) is indicated with green arrows.

(D) Measured electron-pair tunnel current ICP
(V) in the phase-diffusive Josephson effect

energy range Ej j ≲ 100 meV, with the range of

energies at which electron-pair current is

maximum (±Im) indicated with blue arrows.

(E) Energy in (C) is zoomed to show phase-

diffusive Josephson effect energy range,

and the measured g(V) whose g 0ð Þº I2J from

Eq. 6 is indicated with a blue arrow.
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surface. We used atomic-resolution super-

conducting scan tips made of Nb (17) with

a standard tip-energy-gap DTj j ≈ 0:9 meV

(fig. S3).

A typical topographic image T(r, V) of the

Se-termination layer of NbSe2when using such

tips is shown in Fig. 1A, with the CDW mod-

ulations appearing as 3a0 periodic intensity

amplifications [Fig. 1A, inset, T(q, V)] (13, 14).

A typical differential tunneling conductance

spectrum dI=dV jV ≡ g Vð Þ is shown in Fig. 1B.

To simultaneously visualize the CDW, SSC,

and any putative PDW states, a dynamic range

exceeding 10
4
is required in the tip-sample

voltage, spanning the CDW range from above

~50 mV (Fig. 1B), to the SSC energy gap range

~1 mV (Fig. 1C), to the Josephson pair-current

range approaching ~10 mV (Fig. 1, D and E).

Visualizing the quasiparticle densities NQ(r)

of both CDW and SSC uses single-electron

tunneling at energies indicated with the red

and green arrows in Fig. 1, B and C, respec-

tively. Visualizing electron-pair density NCP(r)

of the condensate uses the phase-diffusive

Josephson tunneling current ICP(V) or g(0),

indicated with the blue arrows in Fig. 1, D

and E.

At T = 290 mK, we first imaged NQ(r) ≡

g(r, –20 mV) at V = –20 mV, where CDW in-

tensity is strong (13), with the results shown in

Fig. 2A. Next, we imaged the normal-state re-

sistance (fig. S4) of the tip-sample Josephson

junction RN(r) ≡ I
–1
(r, –45mV) (Fig. 2B). Third,

we studied the electron-pair current by mea-

suring g(r, 0) (Eq. 6) (Fig. 2C). All four inde-

pendent images T(r, V): NQ(r): RN(r): g(r, 0)

are registered to each other with precision of

dx ≈ dy ≲ 15 pm (fig. S5) [(23), section 2]. This

constitutes a typical data set for visualizing the

crystal, CDW, SSC, and PDW states simulta-

neously; its acquisition required developing

high-speed scanned Josephson-tunneling mi-

croscopy (SJTM) imaging protocols (fig. S6)

[(23), section 3]. Eventually, to visualize the

electron-pair density, we used the data in

Fig. 2, B andC, to derive NCP rð Þ ≡ g r; 0ð ÞR2
N rð Þ

(Fig. 2D). Here, we see electron-pair density

modulations at three in-plane wave vectors

Qi
P ≈ 1; 0ð Þ; 1=2;

ffiffiffi
3

p
=2

� �
; �1=2; ffiffiffi

3
p

=2
� �� �

2p=
3a0 , indicated with the blue circles in Fig.

2D,NCP(q) inset. Ultimately, in Fig. 2E,NC(r)

of the CDW contains only the charge density

modulations atQi
C (Fig. 2A), whereas in Fig. 2F,

the simultaneous NP(r) of the PDW contains

only the electron-pair density modulations at

Qi
P (Fig. 2D). The data in Fig. 2F represent

the observation of a PDW state in a TMD

material, NbSe2.

In a PDW state, the energy gap DP(r) should

also modulate at QP (Eq. 3). We define the

total gap D rð Þj j ¼ DP rð Þ þ DSj j to be half the

energy separation between two coherence

peaks minus DTj j (Fig. 1C). Our measured

D rð Þj j then exhibits modulations at three

wavevectorsQi
P ≈ 1; 0ð Þ; 1=2;

ffiffiffi
3

p
=2

� �
;

� �1=2;ðffiffiffi
3

p
=2Þg2p=3a0 (fig. S7) [(23), section 4]. This

confirms independently, by use of single-

electron tunneling, the existence of a PDW

state in NbSe2. Its gap modulation amplitude

DPj j < 0:01 D0j j [(23), section 4]. A plot of the

measured Fourier amplitudes of simulta-

neous NQ qj jð Þ and NCP qj jð Þ in the directions of

Qi
P ≈Q

i
C is shown in Fig. 3A. The key maxima

occur near qj j ¼ 2p=3a0, establishing quanti-

tatively that Qi
P

�� �� ¼ Qi
C

�� �� T 1%. But, although

imaged in precisely the same field of view (FOV),

the charge density modulations (Fig. 2E) and

electron-pair density modulations (Fig. 2F)

appear distinctly different, with normalized

cross correlation coefficient h ≈ –0.4.

Possible microscopicmechanisms for a PDW

state include Zeeman splitting (30, 31) of a

Fermi surface (not relevant here) and strongly

correlated electron-electron interactions gen-

erating intertwined CDW and PDW states

(32, 33). But whatever the microscopic PDW

SCIENCE sciencemag.org 25 JUNE 2021 • VOL 372 ISSUE 6549 1449

Fig. 2. Atomic-scale electron-pair tunneling visualization of a PDW state. (A) Measured NQ(r) ≡

g(r, –20 mV) in the same FOV as Fig. 1A with pixel size ~30 pm at T = 290 mK. (Inset) NQ(q), with CDW peaks

indicated with red circles. (B) Simultaneously measured RN(r) = I–1 (r, –4.5 mV) as in (A). The purpose of this

measurement is to establish the normal-state tip-sample junction resistance. (C) Simultaneously measured

g r; 0ð Þ ∝ I2J (r) as in (A). (D) Measured electron-pair density NCP(r) ≡ g(r, 0)R2
N(r) from (B) and (C). (Inset)

The PDW peaks in NCP(q) are indicated with blue circles. (E) Pure CDW charge density modulations NC(r) from

(A). These are visualized at wave vectorsQi
C ≅ f 1; 0ð Þ; ð1=2;

ffiffiffi
3

p
=2Þ; ð−1=2;

ffiffiffi
3

p
=2Þg2p=3a0 by means of Fourier

filtering NQ(r) at the CDW peaks indicated with red circles. (F) Pure electron-pair density modulations NP(r)

from (D). These are visualized at wave vectors Qi
P ≅ f 1; 0ð Þ; ð1=2;

ffiffiffi
3

p
=2Þ; ð−1=2;

ffiffiffi
3

p
=2Þg2p=3a0 by means

of Fourier filtering NCP(r) at the PDW peaks indicated with blue circles. There is a virtual absence of influence by

impurity atoms or atomic-scale defects on the PDW state, as also seen in fig. S13.
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mechanism for NbSe2, Ginzburg-Landau (GL)

theory allows a general analysis of interactions

between SSC and CDW states. Consider a di-

dactic GL free-energy density

F ¼ F S þ FC þ F P

þ
X

i
liriD

�
SDi þ c:c:

� �
ð7Þ

Here, F S , FC , and F P are the free energy

densities of a SSC state (Eq. 2), a CDW state

(Eq. 1), and a PDW state (Eq. 3), respectively.

The term liriD
�
SDi represents lowest-order

coupling of the SSC and CDW states with a

PDW and induces DiP rð Þ at wave vectors Qi
P ¼

Qi
C owing to interactions of riC rð Þ and DS. But

the relative spatial arrangements of riC rð Þ
and riP rð Þº DiP rð Þ

�� ��2 are ambiguous because

if riC rð Þºcos Qi
C � r þ Fi

C rð Þ
� �

and riP rð Þºcos

Qi
P � r þFi

P rð Þ
� �

and Qi
P ¼ Qi

C, the phase dif-

ference dFi rð Þ ≡Fi
P rð Þ � Fi

C rð Þ cannot be pre-
dicted from Eq. 7.

To explore the GL predictions, we next

visualized quasiparticle density NQ(r) and

electron-pair density NCP(r) centered on a

quantized vortex core (figs. S8 and S9) [(23),

section 5]. NP(r) of the PDW is shown in Fig.

3B, and the total NCP(r) is shown in Fig. 3C.

The background superfluid density NS(r) =

NCP(r) – NP(r) is azimuthally symmetric about

the core, which is consistent with previous ex-

periments (34) and GL theory (35). The mutual

decay of the PDW and SSC into the vortex

along the yellow dashed lines in Fig. 3, B and C,

is visualized in Fig. 3, D and E. More quanti-

tatively, if N i
C rð Þ ¼ Ai

C rð Þ cos Qi
C � r þ

�
Fi
C rð Þ�

andN i
P rð Þ ¼ Ai

P rð Þ cos Qi
P � r þ

�
Fi
P rð Þ�, the

combined PDW amplitude is represented by

ARMS
P rð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3

i¼1
Ai
P rð Þ

� �2
=3

q
in Fig. 3F [(23), sec-

tion 6], demonstrating its mutual decay withNS(r)

of SSC in Fig. 3G. This is as expected within GL

theory (Eq. 7) for a CDW-induced PDW state.

Even though the PDW state is strongly linked

to the parent SSC state (Fig. 3) and to the

modulation wave vectors of the CDW state

(Figs. 2D and 3A), the two modulating states

appear spatially disparate at the atomic scale

(Fig. 2, E and F). To explore this unexpected

phenomenon, we visualized the amplitude

and phase of the CDW and PDW for all three

wave vectorsQi
C ≈Q

i
P (fig. S10). Shown inFig. 4A

is measured A1
C rð Þ from Fig. 2A, and shown in

Fig. 4B is the simultaneously measured A1
P rð Þ

from Fig. 2D. Both show nanoscale variations in

the magnitude of their order parameters that

are spatially alike, which is consistent with

Eq. 7. Shown in Fig. 4, C and D, are theF1
C rð Þ

andF1
P rð Þ � 2p=3 simultaneously obtainedwith

Fig. 4, A and B, which are very similar but only

when a phase shift of 2p/3 is subtracted every-

where from the measured F1
P rð Þ. In Fig. 4E, we

showthehistogramof dF1 rð Þ ¼ F1
P rð Þ �F1

C rð Þ
from Fig. 4, C and D, and in Fig. 4F, we show a

combined histogram of all dF1 rð Þ
�� �� (i = 1, 2, 3) .

Hence, the relative spatial phase of the PDW and

CDW states is globally dFj j ≈ T2p=3. Experimen-
tallymeasuredN 1

C rð Þ andN 1
P rð Þ are shown inFig.

4Gmerging with simultaneously measured topog-

raphy T(r) from the same FOV (Fig. 2, E and F,

yellow boxes), revealing that an a0 displacement

betweenN 1
C rð ÞandN 1

P rð Þgenerates thisuniversal
±2p/3 phase shift.
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Fig. 3. Mutual decay of superconductivity and PDW into quantized vortex core. (A) Simultaneously

measured amplitudes of charge density modulations NQ qj jð Þ (red) and electron-pair density modulations

NCP qj jð Þ (blue) at T = 290 mK, where Qi

P ≈ Q
i

C is evident. (B) Measured PDW electron-pair density modulations

at Qi

P;NP rð Þ, centered on the core of a quantized vortex at B = 0.1 T and T = 290 mK. (C) Measured

electron-pair density NCP(r) centered on vortex in (B). (D) Line profile of NP(r) along the yellow dashed line in

(B). (E) Line profile of NCP(r) along the yellow dashed line in (C). (F) Measured PDW amplitude ARMS
P rð Þ centered

on the vortex core. (G) The azimuthally averaged NS rj jð Þ centered on the vortex core symmetry point, and

similarly the azimuthally averaged RMS amplitude of all three PDW modulations ARMS
P rj jð Þ.
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So, what generates and controls this com-

plex new PDW state at atomic scale? First,

Bloch-state modulations at crystal-lattice peri-

odicity will lead inevitably to lattice-periodic

modulations of NQ(r), NCP(r), and D(r) [(23),

section 7]. However, at a more sophisticated

and specific level, a multiband plus anisotropic

energy-gap theory of NbSe2 has been devel-

oped to describe superconductive electronic

structure modulations at the atomic scale (36).

Beyond this, lattice strain is important in CDW

physics of TMD materials (13, 16). Lattice-

locked 3 × 3 commensurate CDW domains

occur in NbSe2, separated by discommen-

surations at which the CDW phase jumps

by dFC = ±2p/3 (28). We detected these dFC =

±2p/3 discommensurations, for example, in

F
1
C rð Þ (Fig. 4C and fig. S11) and found dFP =

SCIENCE sciencemag.org 25 JUNE 2021 • VOL 372 ISSUE 6549 1451

Fig. 4. Inter-state discommensuration

of the CDW and PDW states. (A) Measured

CDW amplitude of A1
C rð Þ for modulations

at Q1
C from Fig. 2A. All data shown in (A) to

(D) were measured in the FOV of Fig. 1A,

with the resulting electronic structure

images shown in Fig. 2. (B) Simultaneously

measured PDW amplitude of A1
P rð Þ

for modulations at Q1
P from Fig. 2D.

(C) Measured CDW spatial phase Φ1
C rð Þ for

modulations at Q1
C [simultaneous with (A)].

Our measurements found that Φ1
C rð Þ is

virtually independent of the bias voltage V

for –70 mV ≤ V ≤ –10 mV (fig. S14) and

impervious to atomic defects (fig. S15).

(D) Measured PDW spatial phase Φ1
P rð Þ− 2p

3

for modulations at Q1
P [simultaneous with

(B)]. (E) Histogram of δΦ1 rð Þ ≡Φ1
P rð Þ −Φ1

C rð Þ

from (C) and (D). (F) Histograms of

δFi rð Þ
�
�

�
�
≡ Φi

P rð Þ −Φi

C rð Þ
�
�

�
� for i = 1, 2, 3

from Fig. 2, A,and D. This result is also

independently supported by the cross-

correlation coefficient (ηE = –0.44)

between NC(r) and NP(r) (Fig. 2, E and F)

closely matching that of simulated images

(ηS = –0.5) with 2p/3 inter-state phase

difference (fig. S16). (G) (Top and

middle) Experimentally measured N1
C rð Þ

and N1
P rð Þ merging with simultaneously

measured topography T(r) from the same

FOV (Fig. 2, E and F, yellow boxes) with

Se atoms indicated by yellow dots. (Bottom)

Schematic of the PDW:CDW inter-state

discommensurations with δΦ1 rð Þ ¼ 2p
3
.
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±2p/3 phase slips for the PDW state at vir-

tually identical locations, along its domain

boundaries in Fig. 4D. Thismight be expected

if the PDW is induced by the CDW coupling

to the superconductivity because the PDW do-

mains would replicate those of the preexisting

CDW.Moreover, the interstate phase-difference

dFj j ¼ FP rð Þ �FC rð Þj j ≈ T2p=3 occurs uni-

versally (Fig. 4, C and D), not just at the com-

mensurate domain boundaries. Hence, the

simplest overall explanation is that the global

phase shift dFj j does not originate from an

independent lattice-lock-in of the PDW [(23),

section 8].

As to atomic-scale interactions between the

CDW and the SSC states, one must consider

Cooper pairing in the presence of the CDW

periodic potential V(r). Solving the linearized

superconducting gap equation does generate

a nonzero DP(r) with QP = QC (37). More

intuitively, electron pairing occurs not only

at momenta (k, –k) but also (k + G, –k) and

(k, –k +G), where G is a reciprocal-lattice

vector of the CDW state: G = mQC; m = 0,

±1, ±2, ... (fig. S12). The consequent electron-

pair density at lowest order in G [(23), sec-

tion 9] is

rP rð Þº cos QC � r þ F
QC

C þ dF
� �

ð8Þ

Thus, the electron-pair density modulates spa-

tially at the wave vectors ±QC owing to the

finite center-of-mass electron-pair momentum

(±ℏQC) imposed by the CDW. Moreover, this

same approach shows that a phase difference

dFj j ¼ F
QC

P
� F

QC

C

���
��� is determined by the k-

space structure factor of the electron-pair wave

function [(23), section 9]. Last, at the single-

atom scale, we found that impurity atoms

leave the PDW state virtually unperturbed

(fig. S13), implying that Anderson’s theorem

also pertains to an s-wave PDW.

The techniques and observations re-

ported here herald abundant and exciting

PDW physics in the many TMDs that, like

NbSe2, sustain both CDW and supercon-

ducting states.
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A tautomeric ligand enables directed C‒H
hydroxylation with molecular oxygen
Zhen Li1†, Zhen Wang1†, Nikita Chekshin1, Shaoqun Qian1, Jennifer X. Qiao2, Peter T. Cheng2,

Kap-Sun Yeung3, William R. Ewing2, Jin-Quan Yu1*

Hydroxylation of aryl carbon–hydrogen bonds with transition metal catalysts has proven challenging

when oxygen is used as the oxidant. Here, we report a palladium complex bearing a bidentate pyridine/

pyridone ligand that efficiently catalyzes this reaction at ring positions adjacent to carboxylic acids.

Infrared, x-ray, and computational analysis support a possible role of ligand tautomerization from mono-

anionic (L,X) to neutral (L,L) coordination in the catalytic cycle of aerobic carbon–hydrogen

hydroxylation reaction. The conventional site selectivity dictated by heterocycles is overturned by this

catalyst, thus allowing late-stage modification of compounds of pharmaceutical interest at previously

inaccessible sites.

H
ydroxylation of aromatic compounds is

an important chemical transformation

in various metabolic pathways and in

organic synthesis because of the ubiq-

uity of the phenol motif. In living sys-

tems, monooxygenases catalyze hydroxylation

of aryl C–Hbondswithmolecular oxygen (1, 2).

Although aerobic oxidations of alcohols and

olefins (3–7) and catalytic C–H hydroxylation

using organometallic complexes with PhIO and

peroxides as oxidants have also been extensively

investigated (8–19), the development of tran-

sition metal catalysts for C–H hydroxylation

with molecular oxygen has met with limited

success (Fig. 1A) (20). To date, studies have

been directed toward understanding the re-

activity of L2Pt(II)-Me2 with O2 (21). In one

particularly illuminating example, a tripod

ligand–supported Pt(II)-alkyl complex was

shown to react with O2 to give a Pt-OOH spe-

cies that could potentially lead to C–O bond

formation (22). Although analogous Pd(II)-

alkyl complexes could react with O2 through

a radical chain mechanism (23), Mirica and
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colleagues have recently disclosed an organo-

metallic model implicating O2 activation by a

tripod ligand–supported Pd(II)alkyl species

(Fig. 1B) (24). Electron paramagnetic resonance

(EPR) and mass spectrometry supported a

two-electron oxidation of synthetic Pd(II)alkyl

complexes to form Pd(III)alkyl(OO·) and sub-

sequently Pd(IV)alkyl(OOH) species. This spe-

cies then oxidizes another Pd(II) complex to

give two molecules of Pd(IV)(OH), which un-

dergo C–O reductive elimination (25). Whereas

these studies indicate the feasibility of O2 acti-

vation by Pd(II) complexes, merging this ele-

mentary step with C–H activation to close the

catalytic cycle remains a tremendous challenge.

A viable catalytic systemrequires a ligand that is

compatible with all crucial elementary steps:

the activation of C–H bonds of synthetically

relevant substrates, oxidation with O2, and

subsequent C–OH reductive elimination.

Vedernikov and colleagues observed an in-

triguing Pd(II)-catalyzed acetoxylation reac-

tion of benzylic C–H bonds using O2 as the

oxidant (26). Although this reactivity was lim-

ited to quinoline-directed cyclopalladation pro-

cesses, this acetoxylation reaction provides an

alternative system to investigate the activation

of O2 by Pd(II) species. A single example of

aerobic aryl C–Hhydroxylation catalyzed by Pd

(OAc)2 salts has been observed (Fig. 1A) (20).

However, the scope of this protocol was limited

to benzoic acids and, for some cases, even re-

quired the use of 5 atm of O2 to achieve reason-

able reactivity. Efforts to elucidate themechanism

of the reaction for further improvement have

been futile because of the lack of supporting

ligands and well-defined catalysts. In the past

decades, we have developed several classes of

ligands that can accelerate Pd-catalyzed C–H

activation reactions. Unfortunately, none of

these ligands is capable of facilitating the

oxidation–hydroxylation step. On the basis

of the aforementioned mechanistic studies

on O2 activation and our previous understand-

ing of ligand cooperation in the C–H activa-

tion, we believe that a conventional ligand

with a single coordination mode would be

unlikely to accommodate both types of reac-

tivity. Because the pyridone motif was recently

identified as an efficient ligand for the cleavage

of C–H bonds (27), we therefore aimed to de-

sign a bifunctional tautomeric ligand scaffold

that could switch between pyridone and pyri-

dine coordinationmodes, potentially leveraging

one ligand motif (pyridone) to facilitate C–H

activation and another one (pyridine) to pro-

mote O2 activation (Fig. 1B).

Here, we report the design of a Pd(II) cata-

lyst bearing a bidentate pyridine-pyridone lig-

and that enables C–H hydroxylation of both

aromatic and heteroaromatic carboxylic acids

(Fig. 1C). By altering our ligand design approach

from the conventional five-membered-ringmet-

allacycle with Pd to a six-membered-ringmetal-

lacycle, we aimed to facilitate tautomerization

of the L,L-ligand mode (pyridine-pyridine)

into the L,X-ligand mode (pyridine-pyridone)

required for C–H activation (Fig. 2A). This en-

hanced propensity for tautomerization is sup-

ported by both computational analysis and

infrared (IR) spectroscopy. The ability of the

ligand to switch between the two coordination

modes could be important for both C–H acti-

vation and oxidation with O2 to proceed, thus

completing the catalytic cycle.

Our initial experimental effort was guided

by our previous finding that Pd(OAc)2 catalyzes

the ortho-C–H hydroxylation of a few benzoic

acids with molecular oxygen (20). The lack of

ligands and the well-defined catalyst structure

has substantially hampered our efforts to ad-

vance mechanistic understanding and further

design of superior catalysts. The recent devel-

opment of several classes of ligands for Pd-

catalyzed C–H activation reactions led us to

focus on ligand design for C–H hydroxylation

of previously unreactive heteroaryl acids. Al-

though none of the previously developed lig-

ands showed any reactivity with O2, we were

intrigued by our previous observation that

pyridone ligands as the internal base can

accelerate C–Hactivation (27).We thus began

to examine the ligand effect of a wide range of

pyridone ligands using an isonicotinic acid

substrate 1, which previously showed no

reactivity under the ligandless conditions.

Unfortunately, nodesiredproductwas observed

with a wide range of ligands (L1 to L19; see

table S1a). We reasoned that an effective ligand

must perform a dual function: countering

inhibition from heterocycle coordination and

accelerating the C–H activation step while

simultaneously facilitating the oxidation of

Pd(II) to Pd(IV) by O2, as demonstrated by

Mirica and colleagues in an organometallic

model containing bidentate pyridine ligands

(Fig. 1B). We thus began to explore bidentate

ligands containing both pyridone and pyridine

that could potentially meet these criteria, with

the L,X-type coordination incorporating the

pyridone as an internal concerted metalation

deprotonation (CMD)–active base for C–H

cleavage and the L,L-type coordination in-

corporating the hydroxypyridine mirroring

SCIENCE sciencemag.org 25 JUNE 2021 • VOL 372 ISSUE 6549 1453

Fig. 1. C–H hydroxylation with molecular oxygen. (A) Early observation of directed C–H hydroxylation

using molecular oxygen. (B) Inspiration from monooxygenases and organometallic complexes. (C) Ligand-

enabled C‒H hydroxylation of heterocyclic carboxylic acids with O2.
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Mirica’s approach for oxygen activation. A

variety of pyridine-pyridone ligands that could

form five-membered metallacycles with Pd(II)

were synthesized and tested under the stan-

dard conditions (L20 to L25; see table S1b),

yet no C–H hydroxylation was observed.

Although L,L- or L,X-type coordination mo-

tifs of these ligands are both possible, as

shown by the synthesis of corresponding

complexes (28), comparative density func-

tional theory (DFT) analysis of Pd-ligand

chelates showed that the L,X coordination

mode of the six-membered metallacycle is

more accessible compared with that of the

five-membered one by 1.6 kcal/mol at the

reaction temperature (Fig. 2A). This reasoning

led us to prepare bidentate pyridine-pyridone

ligands that would form six-membered metal-

lacycles so that the energy barrier to switch

betweenL,L- and L,X-type coordinationmodes

might be lowered (L26 to L45; see table S1b).

Fortunately, ligand L33 afforded the desired

ortho-hydroxylated product in 48% yield, dem-

onstrating the feasibility of this ligand design

principle. A wide range of analogous bidentate

pyridone ligands bearing different substitu-

tions were then synthesized and tested (L34

to L45). Although electronic tuning of the

pyridine ring affected the reactivity (L28 to

L32; see table S1b), substitution at the ben-

zylic position improved the yield more subs-

tantially. Ligand L40, which bears a phenyl

substituent, provided the desired product in

55% yield. LigandL42, featuring a cyclohexyl

group, further improved the yield to 72%. The

presence of bulky substituents could enhance

binding through the Thorpe-Ingold effect, as

shown in L42 (Fig. 3). This reaction can also

proceed using air, albeit in lower yield (2a,

20%). Dimethylformamide (DMF) was iden-

tified as the best solvent for this transfor-

mation and 1,4-benzoquinone (BQ) was used

as an additive to further boost the yield (see

table S5).

The use of
18
O2 (97% purity) gave the de-

sired product with 95%
18
O incorporation, sup-

porting the direct incorporation of O2 into the

hydroxylation pathway. Although no direct

evidence has been obtained for the involve-

ment of the putative Pd-OOH intermediate

shown in Fig. 1B, no radical intermediates

were detected in EPR experiments using 5,5-

dimethyl-1-pyrroline N-oxide as a trap, which

lowers the likelihood of radical chain pro-

cesses (see the supplementary materials). At

this stage, whether our reaction involves the

4e oxidation pathway proposed by Bercaw

andMirica (22, 24) remains to be ascertained.

To obtain further evidence in support of the

role of tautomerization, we used IR spectros-

copy to monitor the coordination mode of

both L20 and L42 by titrating these ligands

into a solution of Pd(OAc)2 in dimethoxy-

ethane (DME). The optimal solvent, DMF,

interferes with IR detection in the spectro-

scopic region of interest, although the reac-

tion also proceeds in DME with diminished

product yields. The observed peak at 1640 cm
−1

with L42 is consistent with the presence of

the pyridone-binding motif (28), whereas the

absence of the corresponding carbonyl signal

suggests a predominant L,L-type pyridine-

pyridine binding for five-membered coordi-

nating counterpart L20. In addition, x-ray

crystallographic characterization of a Pd(II)–

L42 complex and comparison with a known

pyridone–Pd(II) complex (28) also revealed a

carbonyl motif in the coordination structure

based on bond length (see the supplementary

materials for experimental details). Finally, the

lack of deuterium incorporation in the pres-

ence of AcOH-d4with ligandL20 also suggests

that this ligand-Pd complex is not reactive in

C–H activation even if a small amount of the

pyridone form can be accessed. DFT analysis of

the proposed C–H cleavage transition states

(Fig. 2B) showed the free energy barrier with

the six-membered ligand metallacycle to be

18.9 kcal/mol at the reaction temperature,

compared with 24.1 kcal/mol with the five-

membered ligand metallacycle and 26.6 kcal/

mol with substrate as a ligand (acetate as the

1454 25 JUNE 2021 • VOL 372 ISSUE 6549 sciencemag.org SCIENCE

Fig. 2. Ligand design and computational rationalization. (A) Catalyst design based on ligand

tautomerization. (B) Ligand effect on the C‒H cleavage step. See the supplementary materials for

computational details.
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Fig. 3. Bidentate pyridone ligand enabled C–H hydroxylation with molecu-

lar oxygen and derivatization of the product. The reaction was performed

with carboxylic acid (0.1 mmol), Pd(OAc)2 (0.01 mmol), L42 (0.01 mmol),

BQ (0.15 mmol), and KOAc (0.2 mmol) in DMF (0.8 ml) under O2 (1 atm) at

110°C for 24 hours. Isolated yield. *48 hours †Determined by 1H-NMR using

1,3,5-trimethoxybenzene as the internal standard. ‡See the supplementary

materials for experimental details. Fmoc, fluorenylmethyloxycarbonyl; DPPB,

1,4-bis(diphenylphosphino)butane; Tol, p-tolyl.
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CMD base). Compared with the planar five-

membered binding ligand, the nonplanarity

of the six-membered binding ligand allows

it to adopt a puckered (boat) metallacycle

conformation, resulting in a better position-

ing of the pyridone motif for C–H cleavage

and reducing the ligand and substrate distor-

tion in the corresponding transition state.

Whereas both DFT studies and IR data sup-

port the presence of pyridone form when

coordinated with Pd(II), as well as pyridone-

assisted C–H cleavage accompanied by tau-

tomerization from the pyridone to pyridine,

which might facilitate the subsequent O2

activation step, the exact coordination struc-

ture of the catalyst during each catalytic step

remains to be elucidated.

With the optimized conditions and the best

ligand in hand, we subjected a wide range of

pharmaceutically important heterocyclic ben-

zoic acids to the hydroxylation reaction (Fig.

3). Isonicotinic acids containing electron-

withdrawing (1b), electron-donating (1c and

1d), and halogen (1e, 1f) substituents were all

reactive, affording the hydroxylated product

at the less hindered position with exclusive

monoselectivity. Heterocyclic biaryl substrates,

common scaffolds in drugmolecules, were also

smoothly hydroxylated in high yields (2g and

2h). Unsubstituted nicotinic acid gave a mix-

ture of 4-hydroxynicotinic acid (2i, major) and

2-hydroxynicotinic acid (minor). Substrates 1j

and 1k provided ortho-hydroxylation products

selectively without any trace of benzylic C–H

oxidation, rendering a radical pathway un-

likely. Various 2-substituted nicotinic acids

afforded 4-hydroxylated products in high yield

regardless of their electronic properties (2l to

2o). The 2-alkylamino and 2-arylamino groups,

which are often incompatible with C–H activa-

tion reactions because of their strongly coordi-

nating nature, were bothwell tolerated (2n and

2o). For 6-substituted nicotinic acids (2p to

2r), both 2- and 4-hydroxylated products were

obtained. Picolinic acids were also compatible

substrates for this reaction, affording cor-

responding 3-hydroxypicolinic acids in high

yields (2s to 2u). Picolinic acids are usually

unreactive substrates in C–H activation be-

cause of their bidentate chelation. Considering

the Kolbe-Schmitt reaction (which is used in
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Fig. 4. Selective C H hydroxylation and late-stage modification. Standard conditions entailed carboxylic acid (0.1 mmol), Pd(OAc)2 (0.01 mmol), L42 (0.01

mmol), BQ (0.15 mmol), and KOAc (0.2 mmol) in DMF (0.8 ml) under O2 (1 atm) at 110°C for 24 hours. Isolated yields are reported. TBHP, tert-butyl hydroperoxide;

DCE, 1,2-dichloroethane.
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the industrial production of salicylic acids) is

incompatible with electron-deficient arenes

(29), this protocol provides a valuable method

with which to synthesize 2-hydroxy heteroaryl

acids from readily available precursors.

Hydroxylated product 2a could further

undergo hydrogenation under 20 atm of H2

using PtO2 as a catalyst, providing facile access

to substituted piperidine 3. In addition, car-

boxylic acids could also serve as useful syn-

thetic handles for subsequent transformations

into a wide range of other functional groups

(30, 31). For example, we successfully per-

formed a decarboxylative coupling reaction

between 2a with p-tolylboronic acid, forming

bi-aryl product 4. Considering the impact of

various benzoquinone analogs on Pd(II)–

catalyzed C–H activation and C–C bond–

forming reactions (32, 33), we rescreened other

benzoquinone analogs under the optimized

conditions (see table S6) and found that the

useofbulkier 2-(tert-butyl)benzoquinone reduced

the Pd catalyst loading to 2 mol%.

To further explore the scope of this hy-

droxylation reaction, we next evaluated other

heteroaromatic carboxylic acids in addition to

pyridine. Quinolines, tetrahydroquinoline, and

quinoxaline were all compatible, affording hy-

droxylated products in good yields (2v to 2y).

Indoles, which are often unstable under oxidiz-

ing conditions, were also tolerated under our

reaction conditions (2z). Carboxylic acids featur-

ing benzothiophene (2aa), benzothiazole (2ab),

benzofuran (2ac), benzodioxane (2ad), mor-

pholine (2ae), pyrrole (2af), carbazole (2ag),

dibenzofuran (2ah), and dibenzothiophene

(2ai) structures were all successfully hydroxy-

lated. Hydroxylation of pharmaceutically im-

portant bi-aryl heterocyclic carboxylic acid (2aj)

also gave the desired product in 68% yield.

The extraordinary compatibility of this

catalyst with heterocycles without using a

strong directing group prompted us to explore

site selectivity in the presence of multiple direct-

ing groups (Fig. 4). Overcoming the heterocycle-

directed site selectivity typically requires the

installation of an external directing group onto

the native functional groups (34). Reversing the

heterocycle-directed to simple carboxylic acid–

directed C–H activation remains an unsolved

challenge for Pd(II) catalysts. Because 2-pyridyl

is considered one of the strongest directing

groups for C(sp
2
)–H activation, we examined

biaryl substrates in which the pyridyl nitrogen

and carboxyl group are either on the same or

different aryl rings. Unexpectedly, the weakly

coordinating carboxyl group completely over-

powered the 2-pyridyl–directing effect in our

hydroxylation reaction. For example, 2-aryl

isonicotinic acids and 6-aryl picolinic acids

consistently afforded carboxyl-directed hydrox-

ylation product in 50 to 79% yields (2ak to

2aq). Different scaffolds with 2-pyridyl and

the carboxyl group on different rings also

afforded the site selectivity governed by the

carboxyl group (2ar and 2as). Exclusive deute-

ri1um incorporation into the position ortho to

the carboxyl group rather than the pyridyl

group in the presence of AcOH-d4 suggests

that carboxyl-directed C–H palladation is pre-

dominantly favored by this new ligand (see

figs. S1 to S3). Switching to the ligandless con-

ditions (19)with TBHPas the oxidant, substrate

1ar underwent pyridine-directed hydroxylation

to give 5. The unconventional site selectivity

was also obtained in the presence of a range of

other commonly used native directing groups

including -NHAc, -NHBoc, and aldehyde (2at

to 2av). The aldehyde remained intact under

this oxidative condition (2av). The ability to

tune the site selectivity by choosing different

conditions affords a great potential for rapidly

diversifyingmoleculesby sequential site-selective

C–H activation.

In principle, late-stage modification of com-

plex natural products and drug molecules by

site-selective C–H activation is a powerful

approach to rapidly optimize bioactivity of

drug candidates. Among the wide range of Pd-

catalyzed C–H activation reactions, the lack of

compatibility with heterocycles and site selec-

tivity is a major obstacle toward reducing this

approach to practice. In light of the impor-

tance of installing hydroxyl groups into drug

candidates for late-stage functionalization, we

subjected a number of commercial drugs to our

standard reaction conditions. The antihyperten-

sion drug telmisartan was ortho-hydroxylated in

60% yield (2aw). Various pharmaceuticals and

peptides, including probenecid, bentiromide,

meclofenamic acid, repaglinide, clonixin, tami-

barotene, and ataluren, were all successfully

hydroxylated at the ortho positions to their

carboxylic acids with high efficiency (2ax to

2bd), especially notable because these sub-

strates are unreactive under ligandless condi-

tions. These derivatives are not only valuable

for potentially repurposing medicine for dif-

ferent diseases but are also useful for studying

drug metabolism and pharmacokinetics vital

in the discovery process.
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FERROELECTRICS

Stacking-engineered ferroelectricity in bilayer
boron nitride
Kenji Yasuda1*, Xirui Wang1, Kenji Watanabe2, Takashi Taniguchi2, Pablo Jarillo-Herrero1*

Two-dimensional (2D) ferroelectrics with robust polarization down to atomic thicknesses provide building

blocks for functional heterostructures. Experimental realization remains challenging because of the

requirement of a layered polar crystal. Here, we demonstrate a rational design approach to engineering 2D

ferroelectrics from a nonferroelectric parent compound by using van der Waals assembly. Parallel-stacked

bilayer boron nitride exhibits out-of-plane electric polarization that reverses depending on the stacking order.

The polarization switching is probed through the resistance of an adjacently stacked graphene sheet. Twisting

the boron nitride sheets by a small angle changes the dynamics of switching because of the formation of moiré

ferroelectricity with staggered polarization. The ferroelectricity persists to room temperature while keeping the

high mobility of graphene, paving the way for potential ultrathin nonvolatile memory applications.

F
erroelectric materials with an electric-

field switchable polarization offer a wide

range of technological applications, such

asnonvolatilememories, high-permittivity

dielectrics, electromechanical actuators,

and pyroelectric sensors (1). Thinning down

vertical ferroelectrics is one of the essential

steps for the implementation of ferroelectric

nonvolatile memory as part of the quest for

denser storage and lower power consumption

(1). Room-temperature ferroelectricity down

to atomic thicknesses was, however, difficult

to access because of the depolarization effect

until the recent development of three series

of materials: epitaxial perovskites (2, 3), HfO2-

based ferroelectrics (4), and low-dimensional

van derWaals (vdW) ferroelectrics (5–13). Among

them, 2D vdW ferroelectrics present oppor-

tunities to integrate high-mobility materials

such as graphene into ferroelectric field-effect

transistors while keeping their properties in-

tact, attributable to the absence of dangling

bonds (14). Their uniform atomic thickness

also makes them ideal as ferroelectric tunnel

barriers for use in ferroelectric tunnel junctions

(15). Despite the potential importance for ap-

plication as a ferroelectric memory, only a

few examples of 2D vertical ferroelectrics—

CuInP2S6, In2Se3, MoTe2, and WTe2—have

been discovered so far (9–13); the candidate

materials have been largely limited by the re-

quirement of the polar space group in the

original layered bulk crystal.

The development of vdW assembly enabled

the engineering of heterostructures with phys-

ical properties beyond the sum of those of the

individual layers (16). For example, the Dirac

band structure of graphene is dramatically

transformedwhen it is alignedwith hexagonal

boron nitride (hBN) or stacked with another

slightly rotated graphene sheet. Themodified

band structures have led to the discovery of

a variety of emergent phenomena related to

electron correlations and topology beyond ex-

pectations from the original band structure

(17–24). Here, we demonstrate that the vdW

stacking modifies not only the electronic band

structure but also the crystal symmetry, there-

by enabling the design of ferroelectric mate-

rials out of nonferroelectric parent compounds.

We use BN as an example, but the same proce-

dure can be applied to other bipartite honey-

comb 2Dmaterials, such as 2H-type transition

metal dichalcogenides (TMDs) (25). Bulk hBN

crystals realize AA′ stacking, as shown in Fig. 1A.

This 180°-rotatednatural stacking order restores

1458 25 JUNE 2021 • VOL 372 ISSUE 6549 sciencemag.org SCIENCE

Fig. 1. Polarization in AB-stacked bilayer BN. (A) Illustration of the atomic

arrangement for AA′ stacking, the bulk form of hBN. Nitrogen and boron atoms are

shown in silver and green, respectively. (B and C) Illustration of the atomic

arrangement for AB and BA stacking. The vertical alignment of nitrogen and boron

atoms distorts the 2pz orbital of nitrogen (light blue), creating an out-of-plane

electric dipole. (D) Illustration of a small-angle twisted bilayer BN after the atomic

reconstruction. The reconstruction creates relatively large AB (green) and BA

(yellow) domains, with small AA regions (white) and domain walls in between (black).

The red circled dot and red circled X represent up and down polarization,

respectively. (E and F) Vertical PFM phase and amplitude images of twisted bilayer

BN. Scale bars are 100 nm. The contrast at the domain wall, different from the

AB and BA domain regions, likely originates from the flexoelectric effect (36, 42).
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Fig. 2. Ferroelectric switching in parallel-stacked bilayer BN. (A) Resistance

Rxx of graphene for device P1 as a function of VT/dT, the top gate voltageVT divided

by the thickness of top hBN dT. VT/dT is scanned in the backward (forward)

direction starting from +0.36 V/nm (−0.36 V/nm) in the blue (red) curve. Note

that we only show the relevant scan range around the resistance peak in the figure.

The inset on the left shows the schematic device structure. The inset on the

right shows an optical micrograph of the device. Gr, graphene. (B) Resistance Rxx
as a function of VB/dB, the bottom gate voltageVB divided by the distance between

graphene and bottom gate electrode dB. VB/dB is scanned in the backward

(forward) direction starting from +0.42 V/nm (−0.42 V/nm) in the blue (red)

curve. The inset shows the enlarged plot around 0.20 V/nm. (C) Resistance Rxx,U
measured with the upper voltage contacts of device P1 (as displayed in the

inset on the lower left) as a function of VB/dB and VT/dT. We repeatedly scanned

VT/dT (fast scan, solid arrow) in the backward direction while gradually changing

VB/dB (slow scan, dashed arrow). VB/dB is changed in the backward direction

starting from +0.42 V/nm. Note that we only show the relevant scan range in the

figure. The insets on the upper left and lower right show the schematic domain

configuration and the polarization direction (red circled dot and red circled X).

The red dashed lines represent the charge neutrality points. (D) The same as (C) with

VB/dB changed in the forward direction starting from −0.42 V/nm. (E) The same as

(D) for the resistance Rxx,L measured with the lower voltage contacts. The inset on

the right shows the line cuts at the fixed VB/dB locations indicated by the red

triangles. Each curve is offset by 1.5 kilohms for clarity. The inset on the left shows

the schematic domain configuration during the ferroelectric switching (fig. S15).

(F) Hall carrier density nHmeasured as a function of VB/dB. VB/dB is scanned in the

backward (forward) direction starting from +0.42 V/nm (−0.42 V/nm) in the

blue (red) curve. The inset shows the Hall resistance Ryx as a function of VB/dB
under magnetic field (B) = 0.5 T. (G) The difference of Hall carrier density in the

backward and forward scan, nH
B
− nH

F. (H) Twice the induced carrier density by the

polarization of P-BBN, 2DnP, plotted against dB for four devices studied in this

work. The 2DnP of each device is shown with a different shape; square (P1), triangle

(P2), inverse-triangle (T1), and circle (T2). The filled and hollow symbols represent

2DnP estimated from the horizontal shift of the resistance peak and the Hall

resistance, respectively. Note that two markers of device T2 almost overlap with

each other. The black curve is the theoretical curve calculated from the polarization

obtained from the Berry phase calculation, P2D,theory (25).
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the inversion symmetry broken in the mono-

layer. However, if two BN monolayer sheets

are stacked without rotation (parallel stack-

ing, P), it has been theoretically (26, 27) and

experimentally (28–31) shown that polar AB

or BA stacking orders (Fig. 1, B and C, re-

spectively) are formed. These configurations

are local energy minima in a parallel-stacked

form and are realized as metastable crystal

structures (26, 27). In AB (BA) stacking, the

B (N) atoms in the upper layer sit above the

N (B) atoms in the lower layer while the N (B)

atoms in the upper layer lay above the empty

site at the center of the hexagon in the lower

layer. The vertical alignment of the 2pz orbitals

of N and B distorts the orbital of N, creating an

electric dipolemoment (fig. S3). As a result, AB

and BA stacking will exhibit out-of-plane po-

larization in the opposite directions (25).

We demonstrate the polarization of AB-

stacked bilayer BN by vertical piezoelectric

forcemicroscopy (PFM).We fabricated nearly

0° bilayer BN devices by using the “tear and

stack”method, where half of a monolayer BN

flake is picked up and stacked on top of the

remaining half (32, 33). In twisted bilayer BN,

lattice relaxation leads to the formation of a

moiré pattern consisting of AB and BA lattice

networks with topological defects (AA regions),

as in the case of twisted bilayer graphene and

TMDs (Fig. 1D) (34–36).However, unlike twisted

bilayer graphene, the low crystalline symmetry

of BN creates a distinctive moiré pattern with

staggered polarization in the AB and BA do-

mains (25). PFMmeasurements on a small-

angle twisted bilayer BN show a triangular

pattern with finite contrast between the ad-

jacent triangles (Fig. 1, E and F), whereas no

moiré pattern is observed in the topographic

image (fig. S6). The different piezoresponse

in the AB and BA domains evidences the op-

posite out-of-plane polarizations in these

domains. In a larger area scan (figs. S7 and

S8), the periodicity of the triangular pattern

varies at wrinkles and bubbles as the rota-

tional angle changes. The triangular contrast

does not show up in themonolayer BN region,

confirming the interlayer interaction origin of

the polarization (figs. S7 and S8). The stacking

order–dependent out-of-plane polarization pre-

sents the interesting possibility that the polar-

ization can be switched by an in-plane interlayer

shear motion of one-third of the unit cell (25),

which is distinct from the switching mech-

anism of conventional ferroelectrics (1).

To study the change of the polarization

under the electric field, we fabricated dual-

gated vdW heterostructure devices composed

of metal top gate (Au/Cr)/hBN/graphene/0°

parallel stacked bilayer BN (P-BBN)/hBN/

metal bottom gate (PdAu) (e.g., device P1), as

schematically shown in the inset of Fig. 2A.

Zero-degree stacking of P-BBN allows the en-

tire region to be a single domain of AB or BA

stacking without forming the moiré pattern.

Here, the graphene sensitively detects the extra

charge carriers induced by the polarization of

P-BBN. Figure 2A shows the resistance of the

graphene sensor as a function of the top gate

voltage, VT (for both forward and backward

gate sweep directions), which exhibits a typical

maximum without hysteresis. By contrast, the

forward and backward scans of the resistance

versus thebottomgate voltage,VB (Fig. 2B) shows

hysteresis, exhibiting maxima at about 0.10 and

0.12 V/nm for the backward and forward scans,

respectively. In addition, we observe a resis-

tance step at around 0.20 V/nm in the forward

scan, as displayed in the inset. As discussed

later, this bistability is attributed to the polari-

zation switching of P-BBN by the applied elec-

tric field.

Dual-gate scanning allows independent con-

trol of the carrier density of graphene and the

electric field across the P-BBN, because the

top gate primarily changes the former (figs.

S10 and S11), whereas the bottom gate changes

both. In a standarddual-gated graphenedevice,

ameasurement of the resistance versus the top

and bottom gate voltages results in a single

diagonal feature, a maximum resistance ridge,

corresponding to the charge neutrality condi-

tion. The diagonal feature stems from the fact

that the induced carrier density follows the

equation n = ehBN(VB/dB + VT/dT)/e, where

ehBN is the dielectric constant of hBN, dB (dT)

is the distance between graphene and the bot-

tom (top) gate electrode, and e is the elemental

charge. By contrast, two parallel-shifted diag-

onal lines are observed in a dual-gate scan for

our P-BBN device (Fig. 2C). The shift reflects

an abrupt change in the induced carrier den-

sity, DnP, caused by the switching of the elec-

tric polarization of P-BBN: As the polarization

switches from up (BA stacking) to down (AB

stacking) at VB/dB = −0.06 V/nm, the total in-

duced carrier density changes from ehBN(VB/

dB +VT/dT)/e + DnP to ehBN(VB/dB +VT/dT)/e −

DnP, leading to the shift of the charge neu-

trality resistance peak. Similarly, the forward

scan of the bottom gate shows the polariza-

tion switching from down to up at VB/dB =

0.16 V/nm (Fig. 2D). Notably, the resistance

measured using the lower voltage contacts

exhibits an intermediate, two-peak behavior

during the switching (Fig. 2E). This indicates

the coexistence of micrometer-scale AB and

BA domains and provides a hint to the dynam-

ics of polarization switching. Namely, the do-

main wall is pinned in the middle of the Hall

bar at around VB/dB = 0.13 V/nm, followed by

the depinning at around VB/dB = 0.16 V/nm.

To further investigate the ferroelectric prop-

erties of P-BBN,wemeasured the carrier density

nH of graphene extracted from Hall resistance

measurements (Fig. 2F). Hysteretic behavior

with an abrupt jump in nH is observed when

sweeping VB, which is attributed to the ferro-

electric switching. The subtraction of the for-

ward and backward sweeps gives a magnitude

of 2DnP, which equals 3.0 × 10
11
cm

−2
(Fig. 2G).

This value is consistent with 2DnP = 2.6 ×

10
11
cm

−2
estimated from the horizontal shift

of the charge neutrality resistance peak in the

dual-gate scan (Fig. 2, C to E). DnP allows us to

calculate the magnitude of the polarization of

AB-stacked bilayer BN. According to a simple

model calculation (see fig. S14 for details), the
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Fig. 3. Ferroelectric switching in twisted bilayer

BN. (A) Resistance Rxx of device T1 as a function of

VB/dB and VT/dT. The insets show schematic

illustrations of the domain configurations. We

repeatedly scanned VT/dT (fast scan, solid arrow)

while gradually changing VB/dB (slow scan,

dashed arrow). VB/dB is changed in the backward

direction starting from +0.42 V/nm. The size of the

domain is not to scale. (B) Spatial average of

polarization of bilayer BN, Ph i, estimated from the

two-peak fitting as a function of the applied electric

field VB/dB for a twisted device, T1 (solid lines),

and a nontwisted device, P1 (dashed lines). The

blue and red curves are backward and forward scans,

respectively. Ph i of device P1 is estimated by taking

the average of the polarization measured with the upper voltage contacts and the lower voltage contacts. We expect that small, but finite, AB (BA) regions remain,

even at Ph i ¼ 1 �1ð Þ, in a twisted device as depicted in the insets of (A), although they are too small to be clearly detected with our resistance measurement scheme.
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2D polarization follows P2D = eDnPdB; namely,

the electric dipole moment between the bot-

tom gate and graphene is equal to the mag-

nitude of the polarization of bilayer BN. Figure

2H shows our measurement of 2DnP for four

different devices studied in this work, which

indeed exhibit an inverse proportional behav-

ior with respect to dB. The magnitude of the

polarization estimated from these data points

is P2D = 2.25 (0.37) × 10
−12

C m
−1
(correspond-

ing to P3D = 0.68 mC cm
−2
). This agrees well

with the theoretically calculated magnitude

of the polarization of AB-stacked bilayer BN

from a Berry phase calculation, P2D,theory =

2.08 × 10
−12

C m
−1
(25, 37).

Having established the ferroelectric nature

of P-BBN, we next studied how the moiré

superlattice affects the ferroelectric switch-

ing in a small-angle twisted bilayer BN. Here,

owing to the opposite polarization of AB and

BA stacking regions (Fig. 1, D to F), each do-

main with staggered polarization is expected

to expand or shrink, through domain wall mo-

tion, when a vertical electric field is applied.

Figure 3A shows the dual-gate scan of the

resistance of graphene for a 0.6°Ðrotation

angle twisted bilayer BN (device T1). It ex-

hibits two parallel diagonal peaks, each cor-

responding to the AB or BA domains, similar

to Fig. 2C. However, rather than an abrupt

transition between the two lines, a gradual

shift in weight from one to the other takes

place along the diagonal. Thus, themagnitude

of each peak gives the relative proportion of

AB and BA domain sizes, or the average po-

larization, as a function of the applied electric

field (fig. S17). The electric field dependence

of the polarization (Fig. 3B) highlights the

difference between the twisted and nontwisted

devices. First, the coercive field is much smaller

for the twisted bilayer BN than for the non-

twisted P-BBN. Secondly, the polarization

switching occurs gradually, in contrast to the

sharp switching of the nontwisted device. In

a nontwisted device, a domain wall moves

over the device scale during the switching,

as shown in Fig. 2, C to E, and is likely to be

pinned by strong pinning centers. By con-

trast, each domain wall in a twisted device

moves only by a moiré length scale and will

experience weaker pinning centers, leading

to the small coercive field. In addition, the dif-

ferent pinning strength of each domain wall

leads to the gradual switching. Thus, the global

rotation of the two layers modifies the dynam-

ics of the ferroelectric switching behavior.

Finally, we studied the temperature depen-

dence of the ferroelectricity in P-BBN. Nota-

bly, the polarization measured from DnP is

almost independent of temperature (Fig. 4A

and fig. S22) up to room temperature. The

nearly temperature-independent ferroelectric

polarization presumably reflects the distinctive

coupling between the out-of-plane polarization

and the in-plane shear motion in P-BBN. The

strong intralayer covalent bonding inhibits the

in-plane thermal vibration of atoms, making

the polarization insensitive to temperature

(38). Correspondingly, the ferroelectric hyster-

esis is observable up to room temperature de-

spite the temperature-induced broadening of

the resistance peak (Fig. 4B). Such hysteretic

behavior allows us to deterministically write

the polarization by a voltage pulse of only a few

volts and read it in a nonvolatile way, as shown

in Fig. 4C. We also checked the stability of the

ferroelectric polarization by keeping the sam-

ple at 0 V at room temperature for an extended

period after setting the polarization to up or

down (Fig. 4D). The resistance remains almost

the same after at least a month (the longest

period measured); namely, P-BBN retains its

polarization over a technologically relevant

time scale. Hence, the present result points to

the potential use of P-BBN/graphene as a ferro-

electric field-effect transistor with an ultrahigh

mobility of grapheneof around5× 10
4
cm

2
V
−1
s
−1

at room temperature (figs. S19 to S21).

The designer approach for engineering

vdW ferroelectrics and moiré ferroelectrics
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Fig. 4. Room-temperature operation of a ferroelectric field-effect transistor.

(A) Temperature dependence of the magnitude of the polarization P2D for

device P1. The inset shows a zoom-in of the vertical axis. (B) Hysteresis of

resistance at various temperatures. VB/dB is scanned in the backward (forward)

direction starting from +0.42 V/nm (−0.42 V/nm) in the blue (red) curve.

Each curve is offset for clarity. The offset values are shown as dotted lines.

(C) Resistance (red curve) after the repeated application of a voltage pulse

of VB = +1.8 V and VB = −1.2 V (black curve), which corresponds to VB/dB = +0.19

and −0.13 V/nm, respectively. The measurement is performed at T = 300 K and

VT/dT = 0.07 V/nm. (D) Stability of polarization at room temperature. VT/dT is

scanned in the forward direction. The dotted green (purple) curve is measured at

VB = 0 V right after applying VB/dB = +0.31 V/nm (−0.26 V/nm) to induce

polarization up (down). The solid green curve is measured after applying VB/dB =

+0.31 V/nm to induce polarization up and then leaving the device at VB = 0 V

and T = 300 K for 14 days. The solid purple curve is measured after applying

VB/dB = −0.26 V/nm to induce polarization down and then leaving the device

at VB = 0 V and T = 300 K for 31 days. Each of the two curves almost exactly

overlap, showing the robustness of polarization direction for a long period.
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demonstrated in this study can be extended to

other bipartite honeycomb 2D materials, such

as semiconducting 2H-type TMDs like MoS2
and WSe2, metallic and superconducting ones

like NbS2 and NbSe2, and group III chalcoge-

nides like GaS, GaSe, and InSe (25). The in-

version symmetry breaking of these synthetic

ferroelectrics will be coupled to the electronic

band structures in a tunable manner through

polarization switching. In addition to interest-

ing physics resulting from the modification

of the intrinsic properties of each material,

such engineered ferroelectrics and moiré sys-

tems may substantially expand the capabil-

ities of 2Dmaterials for electronic, spintronic,

and optical applications (15, 39).

We note that (40) and a paper in the same

issue (41) report related findings.
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FERROELECTRICS

Interfacial ferroelectricity by van der Waals sliding
M. Vizner Stern1, Y. Waschitz1, W. Cao2, I. Nevo1, K. Watanabe3, T. Taniguchi3, E. Sela1, M. Urbakh2,

O. Hod2, M. Ben Shalom1
*

Despite their partial ionic nature, many-layered diatomic crystals avoid internal electric polarization

by forming a centrosymmetric lattice at their optimal van der Waals stacking. Here, we report a

stable ferroelectric order emerging at the interface between two naturally grown flakes of hexagonal

boron nitride, which are stacked together in a metastable non-centrosymmetric parallel orientation.

We observe alternating domains of inverted normal polarization, caused by a lateral shift of one

lattice site between the domains. Reversible polarization switching coupled to lateral sliding is

achieved by scanning a biased tip above the surface. Our calculations trace the origin of the

phenomenon to a subtle interplay between charge redistribution and ionic displacement and provide

intuitive insights to explore the interfacial polarization and its distinctive “slidetronics” switching

mechanism.

T
he ability to locally switch a confined

electrical polarization is a key function-

ality in modern technologies, where

storing and retrieving a large volume of

information is vital (1). The need to re-

duce the dimensions of individually polarized

domains, from the~100-nm
2
scale (2, 3) toward

the atomic scale, is rising (4). The main chal-

lenges involve long-range dipole interactions,

which tend to couple the individual domain

polarization orientations (5). Likewise, surface

effects and external strains that are difficult to

control become dominant once the surface-to-

volume ratio increases (6). To overcome these

challenges, one can consider layered materials,

such as hexagonal boron nitride (h-BN) and

transition-metal dichalcogenides (TMDs), where

the bulk volume can be reduced to the ultimate

atomic-thickness limit, whereas the crystalline

surface remains intact (7). However, it is rare

to find a spontaneous net electric polarization

in two dimensions (2D) that is sufficiently large

to read and write under ambient conditions

(8–10). Furthermore, in naturally grown h-BN

and TMD crystals, polarization is eliminated

by the formation of a centrosymmetric van der

Waals (vdW) structure that is lower in energy

than other metastable stacking configurations.

Here, we break this symmetry by controlling

the twist angle between two h-BN flakes and

find an array of permanent and switchable

polarization domains at their interface. The

polarization is oriented normal to the plane,

and its amplitude is in good agreement with

previous first-principle predictions for a two-

layered system (11) and with our detailed

multilayer calculations.

To identify which stacking modes can carry

polarization, we present in Fig. 1A six different

high-symmetry configurations of bilayer h-BN.

The stacking configurations are divided into

two groups termed “parallel” and “antiparallel”

twist orientations (12); within each group, a

relative lateral shift by one interatomic dis-

tance switches the stacking configuration in

a cyclic manner. Typically, the crystal grows

in the optimal antiparallel (AA') configuration
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with full overlap between nitrogen (boron)

atoms of one layer and boron (nitrogen) atoms

of the adjacent layer (13). In the parallel twist

orientation, however, the fully eclipsed confi-

guration (AA) is unstable because it forces

pairs of bulky nitrogen atoms atop each other,

resulting in increased steric repulsion (14).

Instead, a lateral interlayer shift occurs to a

metastable AB stacking with only half of the

atoms overlapping, whereas the other half are

aligned with the empty centers of the hex-

agons in the adjacent layer (15, 16). The AB and

BA stacking form equivalent lattice structures

(only flipped), and all depicted antiparallel

configurations (AA', AB1', AB2') are symmetric

under spatial inversion.

To explore these different configurations,

we artificially stamped two exfoliated h-BN

flakes on top of each other, each consisting of

a few AA' stacked layers, with a minute twist

angle between the otherwise parallel interfacial

layers (17). The small twist imposes interlayer

translations that evolve continuously and form

amoiré pattern owing to the underlying crystal

periodicity (Fig. 1B). In this rigid lattice picture,

the three nearly commensurate stacking con-

figurations (AB, BA, AA) appear at adjacent

positions in space. Notably, this picture breaks

for a sufficiently small twist angle as a result

of structural relaxation processes, as shown

by our molecular dynamics calculation based

on dedicated interlayer potentials (Fig. 1C)

(17, 18). Instead, the system divides into large

domains of reconstructed commensurate AB

and BA stackings separated by sharp incom-

mensurate domain walls that accommodate

the global twist (fig. S3, A and B) (19–22). Not-

ably, near the center of the extended commen-

surate domains, perfectly aligned configurations

are obtained with no interlayer twist. In the

experiments, we also introduce a topographic

step at the interface between the flakes. A step

thickness of an odd number of layers guaran-

tees antiparallel stacking (AA', AB1', or AB2')

on one side and parallel stacking (AA, AB, or

BA) on its other side (Fig. 1D). Thus, one can

compare all possible configurations at adja-

cent locations in space.

To measure variations in the electrical po-

tential, VKP, at surface regions of different

stacking configurations, we place the h-BN

sandwich on a conducting substrate (Si/SiO2,

graphite, or gold) and scan an atomic force

microscope (AFM) operated in a Kelvin probe

mode (KPFM) (Fig. 2A) (17). The potentialmap

above the various stacking configurations is

shown in Fig. 2B. We find clear domains (black

and white) of constant VKP, extending over

areas of several squaremicrometers, which are

separated by narrow domain walls. Dark gray

areas of average potential are observed above

(i) positions where only one h-BN flake exists

(outside the dashed yellow line); (ii) above two

flakes but beyond the topographic stepmarked

by dashed red lines in Fig. 2B (and topography

map fig. S2), as expected; and (iii) beyond

topographic folds that can further modify the

interlayer twist angle (dashed green lines).

These findings confirm that white and black

domains correspond to AB and BA interfacial

stacking that host a permanent out-of-plane

electric polarization. Such polarization is not

observed at the other side of the step, where

centrosymmetric AA', AB1', AB2' configura-

tions are obtained, or at the AA configuration

expected at domain-wall crossings (blue dots

in Fig. 1C). Sufficiently far from the domain

walls (toward the center of each domain), a

constant potential is observed with a clear dif-

ference DVKP between the AB and BA domains,

as shown in Fig. 2C. Whereas KPFMmeasure-

ment nullifying the tip response at the electric

bias frequency gives an underestimated po-

tential difference of DVKPe100mV because of

averaging contributions from the tip’s canti-

lever (17), more quantitative measurements

obtained through sideband tip excitations yield

DVKP values ranging between 210 and 230 mV

for both closed-loop scans and local open-loop

measurements (fig. S1). Similar values are mea-

sured for several samples with different sub-

strate identities and various thicknesses of the

top h-BN flake (for flakes thicker than 1 nm),

and when using different AFM tips. These

findings confirm that DVKP is an independent

measure of the intrinsic polarization of the

system that, in turn, is confined within a few

interfacial layers.

Although our force field calculations for

slightly twisted bilayer h-BN show a uniform

triangular lattice of alternating AB and BA

stacked domains (Fig. 1C), in the experiment

we observe large variations in their lateral

dimensions and shape. This indicates minute

deviations in the local twist, which are un-

avoidable in the case of small twist angles

(19–22). Specifically, the ~1-mm
2
domains in

the left part of Fig. 2B correspond to a global

twist of less than 0:01° (23). In addition, any

external perturbation to the structure, caused

either by transferring it to a polymer, heating,

or directly pressing it with the AFM tip, usually

resulted in a further increase in domain size.

In a few cases, high-temperature annealing

resulted in a global reorientation to a single

domain flake, many micrometers in dimen-

sions. This behavior confirms the metastable
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Fig. 1. High-symmetry interlayer stacking

configurations. (A) Top view illustration

of two layers. For clarity, atoms of the top

layer are represented by smaller circles.

Within each group of parallel or antiparallel

twist orientations, a relative lateral shift by

one lattice spacing results in a cyclic switching

between three high-symmetry stacking config-

urations. (B) Calculated local-registry index

(LRI) map of the atomic overlaps (17) in a rigid

structure made of two hBN layers stacked with

a twist angle of 0.5°. Blue regions correspond

to AA stacking, whereas AB/BA stacking appears

in orange (LRI = 0.86). (C) Calculated LRI

map after geometry relaxation of the structure

presented in (B). Large domains of uniform

untwisted AB/BA stacking appear, at the

expense of the preoptimized AA regions. The

twist is accumulated in smaller AA-like regions

and in the ~10-nm-wide incommensurate domain walls (bright lines); see fig. S3 and (17) for further discussion. (D) Cross-sectional illustration of two few-layered

flakes (blue and light blue regions mark the top and bottom flakes, respectively) of naturally grown h-BN (AA’), which are stacked with no twist. Plus (minus) signs

mark boron (nitrogen) sites. A topographical step of a single-layer switches between parallel and antiparallel stacking orientations at the interface between

the two flakes. Vertical charge displacements in eclipsed/hollow pairs (vertical/diagonal ellipses) and the resulting net polarization Pz are marked by arrows.
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nature of the AB/BA stacking mode, as well
as the possible superlubric nature of the in-
terface (24, 25). At the other extreme, much
smaller domains are observed in the top right-
hand section of Fig. 2B. The smallest triangle
edge that we could identify over many sim-
ilar flakes was 60 nm in length, which corre-
sponds to a twist angle of 0:24°. We therefore
conclude that, below this angle, atomic re-
construction to create untwisted domains is
energetically favored. Naturally, this consti-
tutes a lower bound on the maximal angle for
domain formation as smaller domains below
our experimental resolutionmay form at larger
twist angles.
To trace the microscopic origin of the mea-

sured polarization, we performed a set of den-
sity functional theory (DFT) calculations on
finite bilayer and quad-layer h-BN flakes. For
the finite bilayer calculations, we constructed
two model systems, where hydrogen passi-
vated h-BN flakes of either 1 or 3nm2 surface
area are stacked in the AB stacking mode
(fig. S4). The calculated polarizations per unit
area, Pz=A , of these systems were 0.55 and
0.45 Debye=nm2 , respectively (black triangles
in Fig. 2D), pointing perpendicular to the in-
terface only (table S1). Because edge effects
may influence the results of such finite system
calculations (17) (fig. S4), we performed com-

plementary laterally periodic system calcu-
lations at various thicknesses. The detailed
methods used for these calculations are dis-
cussed in (17). For the AB stacked periodic
bilayer, we find a polarization of Pz=A ¼
0:33 Debye=nm2, changing by only 10%when
including additional two and eight AA' stacked
layers above and below the AB stacked inter-
face (see Fig. 2D and fig. S7). Adding more
AB-stacked layers, however, reveals a linear
increase of the calculated polarization with
the number of added interfaces (fig. S9). The
latter is a highly appealing control mechanism
to engineer the magnitude of the polarization
in future 2D systems, independent of external
effects such as surface chemistry and local
strains. Lateral shifts of the periodic bilayer
system show a gradual evolution of the pola-
rization when shifting between the AA, AB,
and BA stacking modes, from zero to +0.33
and −0.33Debye=nm2, respectively (Fig. 2E).
This is crucial when considering the com-
plex response at domain walls, where lattice
deformations induce additional flexo (26)
and piezo (27) responses. In fig. S8, we pre-
sent also the charge density redistribution in
the periodic bilayer system owing to interlayer
coupling. The corresponding interlayer poten-
tial difference at the experimental configuration
is calculated to be 1

2DVKP ¼ 120mV (fig. S7),

in excellent agreement with the side-band
measurements (red star in Fig. 2D). Similar
results were reported in recent computational
studies (11). However, to obtain quantitative
agreement with the experimental measure-
ments, the results should be carefully con-
vergedwith respect to the various calculation
parameters (figs. S5 and S7). By further ap-
plying an electric field of 0:1 V=nm normal
to the plane, we find, from our calculations, a
minute piezo-electric deformation of 0.1 pm
and a 5% variation in the polarization magni-
tude (fig. S10).
It is instructive to further translate the mea-

sured potential difference into intralayer dis-
placements in a simplistic point-like charges
model (Dd in Fig. 1D), where each atom is
allowed to displace from its layer’s basal plane
in the vertical direction. With the lattice site
density of n = 37 nm−2 and the on-site charge
value, q e e=2, for single-layered h-BN (28, 29),
our measured DVKP gives out-of-plane atomic
displacement of the order of Dd ¼ DVKPe0=
4nq e 1� 10�3Å (e0 is vacuum permittivity),
which is much smaller than the intralayer
(1.44 Å) and interlayer (3.30 Å) spacings. This
implies that the polarization is determined
by a delicate competition between the var-
ious interlayer interaction components and
charge redistribution. Intuitively, we expect
the vdW attraction to vertically compress the
nonoverlapping interfacial sites (diagonal
dashed ellipse in Fig. 1D) closer together than
the overlapping sites (vertical dashed ellipse
in Fig. 1D), which are more prone to Pauli
repulsion. This direction of motion, for exam-
ple, reduces the average interlayer separation
and favors Bernal (AB like) stacking in graph-
ite over the AA configuration (30). In h-BN,
however, the partial ionic nature of the two
lattice sites (12, 31, 32)makes the fully eclipsed
AA' stacking more stable (13). Hence, impos-
ing a polar AB interface, as in our case, may
favor overlapping sites of opposite charges
to come closer together than the nonoverlap-
ping pairs and the polarization to point in the
opposite direction.
To quantify these arguments, we present a

reduced classical bilayer model that captures the
intricate balance between Pauli, vdW, and Cou-
lomb interatomic interactions at different stacking
modes. In our model (17), the interfacial ener-

gy E ¼ 1
2

X
i;j

4e s
rij

� �12
�

s
rij

� �6� �
þ

qiqj
rij

� �
includes a Lennard-Jones (LJ) potential char-
acterized by the cohesive energy, e , and the
interlayer spacing scale,s, and Coulomb inter-
actions between the dimensionless partial
atomic charges on the boron and nitrogen sites
q ¼ Tqi=e . Although neglecting any charge
transfer processes between the layers that are
explicitly taken into account in our DFT cal-
culations, this model captures both the mag-
nitude and orientation of the polarization by
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Fig. 2. Direct measurement of interfacial polarization. (A) Illustration of the experimental setup. An

atomic force microscope is operated in Kelvin-probe mode to measure the local potential modulation, VKP, at

the surface of two 3-nm-thick h-BN flakes, which are stacked with a very small twist angle. (B) VKP map

showing oppositely polarized domains of AB/BA stacking (black and white), ranging in area between ~0.01

and 1 mm2 and separated by sharp domain walls. (C) Surface potential measured along the purple line

marked in (B) by first-harmonic KPFM. (D) DFT calculations of the polarization, Pz, per unit area obtained for

finite h-BN bilayer flakes of different lateral dimensions (1:1 and 2:9 nm2, black triangles) and for laterally

periodic stacks made of 2 to 10 layers (marked as PBC, green square). The red star marks the polarization

value evaluated from the measured DVKP data. (E) Calculated polarization for different interlayer shifts.
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adjusting the ratio between e and Coulomb
scales ºe=q2 (fig. S11). Our detailed DFT
calculations indicate that in bilayer h-BN, the
net polarization is oriented as marked by the
arrows in Fig. 1D.
The permanent polarization observed in

separated domains, whose dimensions can
be tuned by the twist angle, each exhibiting a
distinct and stable potential, may be useful in
applications. To that end, however, one should
identify additional ways to control the local
orientation beyond the twisting mechanism.
Reversible switching between AB and BA
configurations, accompanied by polarization
inversion, can be achieved through relative
lateral translation by one atomic spacing (1.44 Å),
as illustrated in Fig. 1A. Similar sliding be-
tween different stacking configurations was
recently demonstrated in multilayered gra-
phene. It was shown that both mechanical
(33) and electric perturbations (34) can push
domain walls, practically modifying the local
stacking. In the present h-BN interface, how-
ever, the polar switching calls for a preferred
up or down orientation that can be predeter-
mined by the user. To obtain such a spatially
resolved control, we scanned a biased tip above
an individual domain to induce a local electric
field normal to the interface. The polarization
images before and after the biased scans are
presented in Fig. 3. We observe a redistribution
of domain walls to orient the local polarization
with the electric field under the biased tip. For
example, after scanning a negatively biased tip
above the region marked by the blue square,
we observed a large white domain due to the
motion of the walls marked by dashed red
(green) line before (after) the scan. A succes-
sive scan by a positively biased tip resulted in
practically complete domain polarization flip-
ping. Hence, by applying negative or positive
bias to the tip, it is possible to determine the
polarization orientation of the underlying do-
main. Similar switching behavior was attained
above different domains within the same in-
terface and for several measured structures
(fig. S12). We note that domain-wall motion
is observed for electric field values exceeding

~0.3 V/nm and when operating the biased
scan in a pin-point mode (17).
Our results therefore demonstrate that the

broken symmetry at the interface of parallel-
stacked h-BN flakes gives rise to an out-of-
plane two-dimensional polarization confined
within a few interfacial layers that can be
locally detected and controlled. Although the
h-BN system,with only two different light atoms,
offers a convenient experimental and com-
putational testbed and allows for intuitive
interpretations, first-principle analysis (11)
predicts similar phenomena to occur in other,
more complex biatomic vdW crystals, such as
various TMDs (35, 36). Notably, the origin of the
polarization and the sliding inversion mech-
anism presented herein are fundamentally
different from theminute deformations of tightly
bonded atoms in common non-centrosymmetric
3D bulk crystals. The “slidetronics” switching
involves lateral motion by a full lattice spacing
in a weakly coupled interface under ambient
conditions. The associated sliding order para-
meter reveals vortices patterns around the AA
points (Figs. 1C and 2B) with topological as-
pects resembling the hexagonal manganite
system (37). Unlike the 3D manganites, the
present 2D structure allow relaxation processes
through the delamination and formation of
bubbles, or the annealing of walls at the open
edges (fig. S12). In the present study, however,
we focus on the physics away for the domain
wall and toward the domain center, where
no twist, moiré pattern, or strain are con-
sidered. The sensitivity of the system to the
delicate interplay between vdW attraction,
Pauli repulsion, Coulomb interactions, and
charge redistribution implies that external
stimuli such as pressure, temperature, and/
or electric fields may be used to control the
polarization, thus offering many opportuni-
ties for future research.
We note that a paper in the same issue (38)

reports similar findings. During the review
process of this manuscript, similar experimen-
tal findings were also reported in (39), and a
ferroelectric response in aligned bilayer gra-
phene was reported in (40).
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Fig. 3. Dynamic flipping of

polarization orientation by

domain-wall sliding. Kelvin-

probe maps measured consec-

utively from left to right above a

particular flake location showing

domains of up (white) and

down (black) polarizations. The

middle image was taken after

biasing the tip by a fixed DC voltage of −20 V and scanning it above the blue square region shown on the left-hand image. Then the tip was biased by 10 V and

scanned again over the same region before taking the right-hand image. Consecutive domain-wall positions are marked by dashed red, green, and yellow lines.

Larger white (black) domains appear after positive (negative) bias scans as a result of domain-wall motion beyond the scan area. Note that the number of domain

walls is apparently not altered.
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Pressure-driven fusion of amorphous particles into
integrated monoliths
Zhao Mu1†, Kangren Kong1†, Kai Jiang2, Hongliang Dong3,4, Xurong Xu5, Zhaoming Liu1*, Ruikang Tang1,6*

Biological organisms can use amorphous precursors to produce inorganic skeletons with continuous structures

through complete particle fusion. Synthesizing monoliths is much more difficult because sintering techniques

can destroy continuity and limit mechanical strength. We manufactured inorganic monoliths of amorphous

calcium carbonate by the fusion of particles while regulating structurally bound water and external pressure.

Our monoliths are transparent, owing to their structural continuity, with a mechanical strength approaching

that of single-crystal calcite. Dynamic water channels within the amorphous bulk are synergistically controlled

by water content and applied pressure and promote mass transportation for particle fusion. Our strategy

provides an alternative to traditional sintering methods that should be attractive for constructing monoliths of

temperature-sensitive biominerals and biomaterials.

I
norganic materials, especially minerals

and ceramics, play important roles in

modern society (1–4), but themanufacture

of their monoliths is a great challenge (5).

In practice, many inorganic materials are

produced in powder forms and then conso-

lidated by pressing and sintering (6–10). How-

ever, mass transportation among particles is

often insufficient through sinter treatment,

complete particle-particle fusion cannot be

achieved within bulk materials, and particle

boundaries remain. Owing to internal dis-

continuities, the properties of sintered inor-

ganic bulks are not ideal (11, 12), especially

with respect to mechanical strength (13). In

nature, biological organisms [e.g., sea urchins

(14) and coccoliths (15)] can produce inorganic

skeletons that have continuous structures with

flexible morphology (16). Accordingly, these

inorganic skeletons are superior to artificial

skeletons because of their structural integra-

tion. Increasing evidence has demonstrated

that these biological organisms use amorphous

particles as precursors to produce skeletons via

particle-particle fusion (17–19). Inspired by this

biological phenomenon, we suggest that the

manufacture of monolithic inorganic materials

can be achieved by fusion of their amorphous

precursors under pressure (P). However, many

previous attempts using amorphous mineral

phases such as amorphous calcium carbonate

(ACC) and amorphous calcium phosphate have

revealed that external P frequently induces

crystallization of amorphous particles rather

than particle-particle fusion (20–23). These

amorphous mineral phases contain abundant

water, which induces dissolution and recrys-

tallization of the intermediate amorphous

phases under P.

By controlling the water content (n) within

amorphous precursors and the external P, we

can achieve biomineralization-like particle fu-

sion, which follows the discovery of pressure-

driven mass transportation through dynamic

water channels in amorphous phases. By using

ACC as a typical amorphous precursor, we ex-

perimentally demonstrated this control of

complete fusion of ACC particles to result in

a transparent calcium carbonate monolith.

The monolith exhibits optimal mechanical

strength with a hardness (H) of 2.739 GPa and

a Young’s modulus (E) of 49.672 GPa; these

values are superior to those of common cement

materials and almost reach those of single-

crystal calcite (24).

The chemical formula of ACC is CaCO3·nH2O,

with n frequently being ≥1 (20, 25, 26). In our

experiments, we synthesized ACC particles

with an average size of 450 ± 100 nm (fig. S1)

while controlling n between 0 and 1.6 (fig.

S2A). We confirmed that ACC particles with

n ≥ 1 cannot coalesce under external P, be-

cause phase transformation–based crystalli-

zation happens instead (fig. S3), but keeping

n < 1 enables us to avoid this issue. We used

ACC with n = 0.7 (fig. S2B) for our typical

samples in a subsequent compaction treat-

ment under P. In all of our experiments, the

treatment time was 5min at room temperature.

At P ≤ 0.5 GPa, we did not observe fusion be-

cause we could observe the particles and their

boundaries under scanning electronmicroscopy

(SEM) (Fig. 1A). When P increased to 0.8 GPa,

some ACC particles began to coalesce, but we

could still identify their original spherical mor-

phology. The particles further coalesced at a

large scale, and the spherical shape disappeared

asP increased to 1.5GPa.AtP=2.0 GPa, all ACC

particles coalesced completely to form a con-

tinuous and uniform bulk. To clearly express

the coalescence behavior of ACC particles, we

additionally processed their SEM images with

binarization (Fig. 1A; blue areas represent non-

coalesced particles). The structural discontinu-

ities decreasedasP increased from0.2 to 2.0GPa,

and finally, all individual particles were fused

into an integral whole. We used Au nanopar-

ticles to confirm complete coalescence at the

nanoscale (Fig. 1B and fig. S4). In this exami-

nation, the ACC particle surfaces were labeled

with Au nanoparticles (Fig. 1C). After fusion

treatment, these Au particles “moved” from

the surface into the interior and were com-

pletely surrounded by the uniform ACC phase

(Fig. 1D and fig. S5).We verified the surrounding
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ACC by element mapping (fig. S6) and electron

irradiation–induced crystallization (fig. S7). Be-

causewe did not observe a gap or pore structure

in the Au-labeledmonolith, we again confirmed

complete particle-particle coalescence.

We performed in situ high-pressure syn-

chrotron radiation x-ray diffraction (XRD)

analysis (Fig. 1E) and Fourier transform in-

frared spectroscopy (fig. S8) to show that the

resulting monolith was still ACC and did not

undergo crystallization during treatment. This

observation is not consistent with previous

studies (20, 21). We argue that it follows from

our observations that the phase stability of

ACC improved as n decreased. During the

fusion process, the apparent density (which

includes the void volumes) increased, along

with the bulk transparency (Fig. 1F). The ap-

parent density of the compacted ACC bulk

was ~1.30 g/cm
3
at 0.2 GPa, and it increased to

2.45 g/cm
3
at 2.0 GPa. Because the docu-

mented densities of ACC are 1.62 to 2.18 g/cm
3

(27–29), the value of 2.45 g/cm
3
follows from

the formation of a more densified ACC bulk.

A comparison of samples before and after the

pressure treatment showed that the water

content in ACC remained almost unchanged

(fig. S2C), which excludes the possibility of

water removal from ACC (30). Thus, we at-

tribute the apparent density increase to the

elimination of defects and pores by particle-

particle fusion. In addition, under the same

pressure treatment, the ACC with a lower

water content (n = 0.3) has a higher apparent

density, 2.60 g/cm
3
. The theoretical density of

vaterite, a single crystal of calcium carbonate,

is 2.71 g/cm
3
, and the theoretical density of ACC

is in the range of 2.18 to 2.65 g/cm
3
(29, 31) at

different water contents. This close-packed

characteristic follows the continuous internal

structure of the resulting ACC monolith.

Microstructural defects in materials com-

monly cause light scattering, which leads to

opacity. The constructed bulk compacted at

P = 0.2 GPa is white and nontransparent (inset

of Fig. 2A), which is due to internal disconti-

nuities (Fig. 1A). When P was increased to

2.0 GPa, the degree of transparency increased

substantially, and the constructed bulk be-

came almost transparent (Fig. 1F and inset

of Fig. 2A), which indicates that light scat-

tering decreased as a result of improved inter-

nal continuity. We used nanoindentation tests

to examine the mechanical strengths of the

bulks constructed under different P values

(Fig. 2A). We calculated E and H using the

load-displacement curve. The bulk material

constructed at 0.2 GPa performed poorly,

with E = 0.100 ± 0.020 GPa and H = 0.003 ±

0.001 GPa. At 2.0 GPa, E and H of the result-

ing material increased to 32.783 ± 3.537 GPa

and 1.962 ± 0.327 GPa, respectively, which are

substantially higher than those of the calcite

bulk (fig. S9) constructed with calcite powder

at the same P, which had E and H of 0.100 to

2.700 GPa and 0.010 to 0.040GPa, respectively

(Fig. 2A). In comparison with the original

ACC particles, themonolith exhibited improved

stability with increased kinetic persistence

against crystallization (fig. S10), which is at-

tributed to its reduced specific surface area

by particle fusion.

To provide a comprehensive understanding

of the P-induced fusion of ACC with differ-

ent n values, we generated a phase diagram

of ACC from our collected data. The phase

diagram shows three major zones of crystal-

lization, fusion, and no fusion (Fig. 2C). The

phase diagram reveals that both P and n have

important effects on the behaviors of the ACC.

At low P, the driving force is insufficient,

so all primary ACCs with different n values

are neither fused nor crystallized. As P in-

creases, the driving force becomes sufficient,

and an effect of n exists. ACC takes different

paths, depending on the value of n. ACC with

abundant water (n > 0.7 to 1.2, which is related

to P) is more likely to crystallize (path 1) to

form calcite or vaterite (Fig. 2G). With de-

creasing n, P-induced coalescence (path 2)

becomes increasingly favorable, which leads

to particle-particle coalescence rather than

crystallization (n < 0.7 to 1.2, which is related
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Fig. 1. Coalescence of ACC

particles under pressure.

(A) SEM images of ACC

particles compacted under 0.5,

0.8, 1.5, and 2 GPa, respectively

(a1 to d1). Images a2 to d2

correspond to binary process-

ing of images a1 to d1. Blue,

noncoalescent area; white,

coalescent area. Scale bars,

1 mm. (B) Scheme of coales-

cence of ACC particles labeled

with Au nanoparticles under

pressure. (C) Characterization

of ACC labeled with Au nano-

particles. (D) Transmission elec-

tron microscopy cross-sectional

view of compacted ACC labeled

with Au. (E) In situ high-pressure

synchrotron radiation XRD

analysis of ACC particles. 2q,

diffraction angle. (F) Changes

in apparent density and trans-

parency of ACC bulk as

pressure increases. Error bars

indicate the SD of the average for

five measurements.
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to P) (Fig. 2, E and F). However, sufficient
water is important to maintain the shape sta-
bility of ACC. Ifn is less than ~0.1, ACC neither
coalesces nor crystallizes, but cracks under
P (path 3 in Fig. 2D) and forms numerous
tiny particles. The diagram shows that the
synergistic effect of n and P is key to ensuring
particle-particle fusion. Generally, n (thewater
in ACC) includes mobile and structural water
(32). The thermogravimetric analysis curves
indicate the domination of structural water
when n < 0.6 (fig. S2D). Figure 2C shows
that increasing the amount of either struc-
tural water (n = 0.1 to 0.6) or mobile water
(n = 0.6 to 1.1) promotes the fusion process,
because both are involved in the pressure-
driven treatment. Furthermore, our Raman
study implied a degenerate state of water
under high pressure for fusion (fig. S11) (30).
According to the phase diagram, both n and
P can be further optimized, and the “best”ACC
monolith was prepared under conditions of

n ≈ 0.3 andP= 3.0 GPa (themaximumP in our
experiment), with E and H values of 49.673 ±
3.490 GPa and 2.739 ± 0.249 GPa, respectively
(fig. S12). This fused ACC monolith is superior
to many cements and calcium carbonate-based
composites and is even similar to single-crystal
calcite (Fig. 2B) (24).
We used in situ Raman spectroscopy of

ACC at a high P and molecular simulation to
understand P-driven coalescence and crys-
tallization. The peak at ~712 cm−1 in the Raman
spectrum (fig. S13) corresponds to the in-plane
bending (n4) of carbonate molecules. The peak
had a blueshift and redshift during compres-
sion and pressure release, respectively (Fig. 3A).
The same changes also appeared in two other
peaks at 490 and 1082 cm−1. In ACC, H bonds
are considered the primary interaction between
water and carbonate and result in a redshift
in the C=O vibration frequency (29). The ap-
parent blueshift with increasing P implies
the weakening of these H bonds, which reflects

dissociation between water and carbonates.
This effect contributed to the loss of absorbed
water (33) after the separation of H2O and
CO3

2− in the ACC phase. With separation,
water and ions aggregate to formwater clusters,
which provide migration channels to enhance
mass transportation within ACC (34).
We employed a bulk phase of ACC to un-

derstand its internal ion transport with dif-
ferent n and P values. The coordination
environment, presented by pair distribution
functions (PDFs), at 2 GPa is clearly different
from those at lower P values (Fig. 3, B and C),
indicating that diffusivity varies with pressure
change. The structural changes reflected in the
PDFs (Fig. 3, B and C, and fig. S14) verify the
dissociation betweenwater and carbonate and
the aggregation of desorbed water from the
carbonate, showing consistency between the
Raman and simulation results. We can use
percolation theory (35) for clusters to under-
stand the relation between the structural
change and diffusivity in a semiquantitative
way. With aggregation, the changes in the scale
andmorphology of water clusters are substantial
and act on mass transfer. We used 3.8 Å as the
cutoff distance to analyzewater clusters (34). The
calculation results intuitively reflect the aggrega-
tion of water, forming larger clusters (Fig. 3, D
and E) under P. However, clusters exist under
dynamic equilibrium (Fig. 3F and fig. S15) in-
stead of as a localized framework so that clus-
ters will disperse throughout thewhole system
with sufficient time. Moreover, the ability of
mass transfer D for units in water clusters is
related to the scale length lm (35), which is
affected by the scale and the fractal dimension

DºD0
l
2�Hþ1=n
m

l
1=nþH�2
0

ð1Þ

where D0 is the diffusivity of a single, un-
clustered water molecule; l0 is the unit size
of water; and H∈ �1=n; 0ð Þ and n ≈ 0.9 are
coefficients related to the fractal dimension
of water clusters (35). The diffusivity of all
water �D is the arithmetic mean of D

�D ¼

P
iNiD0l

2�Hiþ1=ni
i

l
2�1=ni�Hi

0P
iNi

ð2Þ

where i is the number of molecules contained
in a water cluster and Ni is the number of
water clusters that contain imolecules. For all
water clusters, l0 can be regarded as the same.
D0 as an intensive quantity can be affected
by the coordination environment. Consider-
ing the maintenance of the ACC frame during
pressing (fig. S13),D0 is regarded as a constant,
and the dominant factors that determine �D

are scale and morphology. We employed two
methods (34) to measure the fractal dimension
of clusters, both of which show the invariance
of the fractal dimension for large clusters (figs.
S16 and S17). Because large clusters contribute
much more than small clusters to �D (fig. S18),
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Fig. 2. Behaviors of particle fusion to bulks. (A) Nanoindentation tests of ACC bulks, which are obtained at different

pressures from 0.2 to 2.0 GPa. C. P. represents pure calcite bulk, which is obtained from calcite particles at 2 GPa.

Error bars indicate the SD of the average for more than five measurements. (Inset) Optical photos of the ACC bulks

obtained under 0.2 and 2.0 GPa, respectively. The diameter of each ACC bulk is 4 mm. (B) Comparison of mechanical

properties between prepared ACC bulks through coalescence of ACC particles (our sample) with other materials.

PS/Calcite, calcite-filled polystyrene. (C) Phase diagram of ACC particles with different n under different pressures. Red

circles, nonfusion conditions; green triangles, fusion conditions; blue rhombuses, crystallization conditions; black

squares, conditions in which more than one phenomenon is detected. Gray regions represent the boundaries of

fusion-nonfusion, fusion-crystallization, and nonfusion-crystallization areas. (D to G) SEM images of representative

coalescence behaviors, corresponding to points (D) to (G) in panel (C).
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the fractal dimension is approximately con-

sidered to be the same for each cluster. Thus,

li can be substituted by i, and �D can be written

as follows

�Dº

P
idNiP
iNi

; d ¼ 3�Hi þ 1=n ð3Þ

where d is a coefficient with a value of 4.1

to 5.2 (considered constant during pressing).

Because clusters exist in dynamic equilibrium,

Ni is replaced by the time-averaged �Ni in

statistical calculations. According to Eq. 3,

molecules in a cluster that contains more

molecules or has simpler morphology have

stronger diffusivity. Specifically, these water

molecules are less restrained by carbonates

(36). As expected, Ni becomes larger along

with P (Fig. 4A), and �D increases slowly until

P = 2.0 GPa, then rises sharply with increasing

P (Fig. 4B), whether near the lower bound of

d = 4.1 or the upper bound of d= 5.2, consistent

with another result calculated from the free

path (Fig. 4C and fig. S19). This critical P at

approximately P = 1.0 to 2.0 GPa is close to the

boundary of the fusion and nonfusion areas in

the phase diagram. Although the discussion

above concerns water, it should be noted that

the diffusivity of ions is correlated with water

(Fig. 4C), owing to the interactions between

ions and water. Strong water diffusion must

be accompanied by corresponding strong ion

diffusion in ACC (37, 38). From this analysis,

we suggest that gradual aggregation leads to

a qualitative change in the capacity of mass

transportation for the whole system, finally

leading to complete fusion.

Our results above could also be used to

understand the role of water content in the

experimental phase diagram. According to

Eq. 3, the cluster distribution Ni apparently

controls the diffusivity.Ni is directly determ-

ined by water content. For two types of ACCs

with different n values of 0.5 and 0.7, the

largest water cluster sizes are approximately

18 and 77 under ambient conditions. Consid-

ering the high order of i in Eq. 3, the gap in

diffusivity is particularly evident andwill widen

under high P. This gap suggests why fusion

is difficult to observe in areas with low water

content. However, after n increases to ap-

proximately 0.8 to 0.9, a type of water cluster

that expands the boundary of the simulation

cell appears (Fig. 4D)—it is termed the infinite

cluster (39). Typically (34), the critical condition

of n for infinite clusters is independent of the

simulation scale. The value of i of these infinite

clusters is considered infinite; then, �D approaches

infinity as well, which contradicts common

sense. Actually, the infinite clusters exceed the

domain of the definition applied for finite

clusters in Eq. 1, so Eq. 3 becomes invalid. Any

point of the solid can reach from the outside

to within this kind of infinite cluster (40) to

enable long-rangemass transfer, which results

in particle fusion as well as phase separation

(crystallization). We note that n = 0.8 to 0.9 is

close to the critical value of the phase diagram

for different tendencies previously reported (34).

In our experiments, the fusion process of the

pure ACC particles is independent of their

sizes, synthesis methods, or pressing device

(opened or closed) for appropriate values of n

(figs. S20, S2C, and S21) (30). However, humid-

ity and temperature are the surrounding con-

ditions thatmay affect the formationofmonoliths

as well as their structural uniformity and

continuity, because the induced crystallizations

are competitive with fusion (figs. S2A and S10)

(30). Moreover, high temperature (>50°C) can

result in decreased n for the ACC samples (fig.

S2D). Natural and many synthetic ACC sam-

ples contain additives (41, 42). Although fusion

could proceed in the presence of additives such

as Mg
2+
, citrate, and polyacrylic acid, higher

pressures were always required (fig. S22). The

interactions between additives and water or

ions (43–48) decrease their initial diffusion
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Fig. 3. Evolution of water clusters during pressure treatment. (A) Peak displacement of the in situ Raman

spectrum in a compression-decompression process. Solid points and hollow points respectively represent

compression and decompression processes. (B and C) PDFs [denoted by g(r)] of the C-Ow (carbon atom of

carbonate–oxygen atom of water) and Ow-Ow pairs calculated according to simulations under different pressures.

r, radius. (D) Changes in average water cluster size and total number of water clusters. The average water cluster

size represents the average number of water molecules that are contained in clusters. “All clustered water”

represents the total number of water molecules that form clusters. Error bars indicate the SD of the average for

successive 5-ns data windows. (E) Illustration of a typical water cluster. (F) (Top) Illustration of the aggregation

between clusters with increasing pressure. A main water cluster (blue) will gradually aggregate with other small

clusters (cyan) to form a lager cluster. (Bottom) Illustration of the dynamic equilibration between clusters under

pressure. Water in a cluster (red) will form new clusters (light blue) while disconnecting and reaggregating.
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coefficients (30). Therefore, the control of ad-

ditives is an approach to regulate pressure-

induced fusion. The similar pressure-driven

fusionof amorphous particles could be extended

to other inorganic ionic compounds such as

calcium phosphate and magnesium carbon-

ate, demonstrating its general applicability

(fig. S23).

This pressure-driven fusion throughdynamic

water channels provides a feasible method to

achieve inorganic monoliths with optimized

characteristics from their amorphous particles.

Furthermore, the resulting monoliths can be

used as conformable precursors for moldable

preparation of crystalline materials by a shape-

andmechanical strength–preserving solid-state

crystallization (fig. S24) (49). Our preparation

of a calcite bulk from the ACC particles is an-

alogous to biomineralization of complete ske-

letons by using numerous amorphous particles.

Understanding the role of water channels

promotes the mass transportation of solid

inorganic particles, favoring the fusion of par-

ticle precursors for monolithic material con-

struction. This approach is distinct from the

classical sintering approach because high

temperature is necessary in sintering to im-

prove mass transportation, which is incom-

patible with thermally sensitive materials.

Our findings focus on the internal structure

of solid inorganic particles to improve mass

transportation, which is extremely suitable for

the construction of most thermally sensitive

materials, such as biominerals and biomaterials.

This understanding establishes an alternative

strategy for the construction of continuously

structured materials, enabling large-scale and

efficient manufacturing of inorganic monoliths.
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Fig. 4. Understandings of diffusivity in ACC. (A) �Ni becomes larger with increasing pressure.

(B) Calculated diffusivity with increasing pressure, for d = 4.1 and 5.2. (C) Diffusion coefficient Dc of

water and Ca (calcium ions). The diffusion coefficient of carbonate is approximately equal to that of Ca.

The gray area is where ACC particles fuse. (D) Distribution of water clusters directly affected by water

content. The largest cluster is an infinite cluster throughout the whole system.
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Indiana University School of Medicine (IUSM) is seeking applications for Tenure-Track Faculty positions at the Assistant/Associate/Full Professor levels in
• Cancer Drug Discovery
• Area of Protein Engineering or Synthetic biology

This search is associated with the Department of Biochemistry & Molecular Biology (BIOM) and the NCI designated IU Simon Comprehensive Cancer Center
(IUSCCC). Applications will be considered from all areas of basic and applied cancer research with an emphasis on NMR- and/or cryoEM-based small molecule
discovery approaches, development and implementation of novel therapeutics and strategies for cancer treatment. Science directed toward the identification or
redesign of biological molecules to create new therapeutics, especially cancer immunotherapeutics.

Successful applicants are expected to have/develop a strong, leadership in multi-investigator and/or independent extramurally funded research program, participate
in training students and fellows, and engage in research interactions with the clinical programs complementary to their scientific interests. A competitive salary,
startup funds, and space will be provided.

Interested individuals should submit a statement outlining their approach to integrating diversity in their pursuit of academic excellence in their cover letter,
curriculum vitae, cover letter, summary of past accomplishments and future research plans, and the names and addresses of 3-5 references in electronic format.
The search committee will begin considering applications immediately and on an on-going basis until positions are filled. Candidates can submit applications at
https://indiana.peopleadmin.com/postings/10957. Additionally, candidates can submit applications by email at biomfac@iupui.edu.

The Indiana University School of Medicine (https://medicine.iu.edu/) is the largest medical school in the US and is annually ranked among the top medical schools
in the US by US News & World Report. More information about the sponsoring units can be found at the following websites: BIOM (http://medicine.iu.edu/
departments/biochemistry-molecular-biology/) and IUSCC (http://www.cancer.iu.edu/).

As the nation’s largest medical school, IUSM is committed to being an institution that not only reflects the diversity of the learners we teach and the patient
populations we serve, but also pursues the values of diversity, equity and inclusion that inform academic excellence. We desire candidates who enhance our
representational diversity, as well as those whose work contributes to equitable and inclusive learning and working environments for our students, staff, and
faculty. IUSM strives to take an anti-racist stance, regularly evaluating and updating its policies, procedures, and practices to confer equitable opportunities for
contribution and advancement for all members of our community. We invite individuals who will join us in our mission to advance gender and racial equity to
transform health and wellbeing for all throughout the state of Indiana. More information about diversity and inclusion efforts at IUSM can be found at https://
faculty.medicine.iu.edu/diversity.

Indianapolis is the capital and most populous city in the State of Indiana. It is growing economically thanks to a strong corporate base anchored by the life sciences.
Indiana is home to one of the largest concentrations of health sciences companies in the nation. Indianapolis has a sophisticated blend of charm and culture
with a wonderful balance of business and leisure. The growing residential base is supported by rich amenities and quality of life - the city possesses a variety of
professional sports, arts venues and outdoor recreation areas. Residents of this dynamic city, and surrounding suburbs, enjoy leading educational systems and top-
ranked universities, paired with a diverse population. Indianapolis International Airport is a top-ranked international airport, being named “Best Airport in North
America” by Airports Council International for many years. For additional information on life in Indy: https://faculty.medicine.iu.edu/relocation.
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Confused about your
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ASSOCIATE DEPARTMENT HEAD &

ASSOCIATE OR FULL PROFESSOR

Department of Immunobiology
College of Medicine, University of Arizona

Health Sciences

The University of Arizona College of Medicine-Tucson
(COM-T) is seeking an outstanding scientist who works

in the areas of immunology and/or microbiology to serve as Associate Department Head (ADH) of the
Department of Immunobiology. The Department hosts a group of well-funded investigators with research
interests in basic immunology, microbiology, and host-pathogen interactions. The ADH will serve a key
role in the administration of the Department including functioning as a liaison between Department faculty,
students, staff, and COM-T administration. A successful ADH candidate will engage in leadership and
innovation in support of the research, teaching, and service missions of the Department, including, but
not limited to, faculty promotion, tenure and evaluation reviews; trainee progress assessment; curricular
and educational issues; and hiring. In addition, the ADH must be prepared and willing to step in for the
Department Head in any facet of DH function.

Diversity, equity, and inclusion are the core values of the Department of Immunobiology, COM-T and
UArizona, and candidates of all backgrounds are welcome and invited to apply. The successful candidate
will join the UA Department of Immunobiology (primary) at the rank of Associate or Full Professor. If
appropriate, the successful candidate will also join one or more of the UA Centers or institutes. Tenure
can be awarded if applicable.

Competitive candidates are expected to have a track record of national or international prominence, scholarly
productivity and demonstrated ability to secure independent, peer-reviewed funding such as an NIH R01.
Competitive candidates will also have a history of successfully working with a diverse group of students,
trainees, and colleagues.

Modern, functional shared resources in clinical trials, biostatistics, bioinformatics, mousemodels, and tissue
acquisition and analysis, flow cytometry, mass spectrometry, structural biology and functional genomics
are available to all University scientists.

Applicantsmust have a PhD and/orMDdegree at a current rank ofAssociate (minimum3 years in the rank) or
Full Professor. Salary and start-up funds are attractive and commensurate with qualifications and experience.

The University of Arizona has been recognized on Forbes list of America’s Best Employers in the United
States and has been awarded the Work-Life Seal of Distinction by World@Work! For more information
about working at the University of Arizona, please visit https://talent.arizona.edu.

For full details and qualifcations, and to complete an on-line application, see req3686 at
https://talent.arizona.edu/. Outstanding UA Benefts! The University of Arizona is an

Equal Opportunity Employer Minorities/Women/Vets/Disabled.
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The Faculty of Sciences at Friedrich-Alexander-Universität Erlangen-Nürnberg (FAU)
invites applications for a

Full Professorship (W3) for Experimental
Astroparticle Physics
at the Department of Physics, Erlangen Centre for Astroparticle Physics (ECAP). The
professorship is a full-time and permanent position to be filled by the earliest possible
starting date.

We seek to appoint a leading expert with an internationally visible research and
teaching profile. The position is associated with the research focus Physics and
Mathematics of the Cosmos of the Faculty of Sciences at FAU and will be part of the
Erlangen Centre for Astroparticle Physics (ECAP), where the key research focus in
astroparticle physics is currently on gamma-ray and neutrino astronomy. The
successful candidate is expected to strengthen research in the area of neutrino
astronomy and neutrino physics or to establish research in a field of experimental
astroparticle physics that is not yet represented at ECAP. The new ECAP laboratory
building will provide additional excellent infrastructure for experimental work from
2022 onwards. The successful candidate is expected to collaborate with existing
working groups in astroparticle physics, astrophysics, astronomy, detector technology,
and theoretical physics.

For further information and the application guidelines please see
https://www.fau.eu/people/careers-human-resources/professorships/

Please submit your complete application documents (CV, list of publications, list of
lectures and courses taught, copies of certificates and degrees, list of third-party
funding) as well as a research proposal (two pages, for the next five years) and a
general teaching statement (two pages) online at https://berufungen.fau.de by
15 July 2021, addressed to the Dean of the Faculty of Sciences. Please contact
nat-dekanat@fau.de with any questions.
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My hearing loss began when I was 
in graduate school; no one has been 
able to determine the cause. At first, 
I naïvely thought I could overcome 
it with hard work and dedication. I 
began to record every one-on-one 
meeting because even with the most 
intense focus I just couldn’t catch 
everything, and taking notes is not 
an option when you rely on lip read-
ing. In seminars, I sat in the front 
row, exhausting myself as I strained 
to both hear the speaker and process 
the science. So, in the fourth year of 
my postdoc, I decided cochlear im-
plants were the right next step. There 
was no guarantee of success, and 
even a best case scenario would not 
mean regaining “normal” hearing—
hearing aids and cochlear implants 
can’t re-create all of our ears’ amaz-
ing tricks—but I had nothing to lose.

The week after I began to hear 
with both implants, I attended a conference. I scrutinized 
every listening environment to plan my equipment and 
where I needed to be located during each event. I attached 
my minimicrophone to the podium and had my poster 
moved to a quiet corner. It worked OK—but it was still ex-
hausting, and I felt excluded from so much. I opted out of 
the valuable (and noisy) networking sessions to take the 
first shuttle back to my hotel, where I fell asleep instantly.

When meetings went virtual during the pandemic, my 
experience was much better. The sound quality on Zoom 
was crisp and clean, without the overwhelming ambient 
noises of a physical office space or meeting room. I could 
sit back and let the sound come to me instead of straining 
to hear. It was easier to focus, participate, and think deeply 
about the science. I began to leave seminars feeling invigo-
rated rather than needing a nap.

With reopening on the horizon, I feared I would lose 
this progress. I can hear better than I could before the pan-
demic; I’ve gotten used to my implants and can now techni-

cally pass a hearing test. But I will 
always need quiet environments 
and microphones because I am, af-
ter all, hearing electronically.

I didn’t want to be forced back 
into hustling to comprehend. So, 
with my stomach clenched with 
anxiety, I set up a meeting with my 
adviser to make a hearing plan for 
our lab meetings. I did not want to 
distract or burden my 30 lab mates, 
so the simplest solution seemed 
to be to ask the presenter to use a 
microphone and repeat audience 
questions before answering them.

Initially, it went OK. But as the 
presentation gave way to lengthy 
technical questions and in-depth 
discussion, the system broke down. 
I found myself leaning forward, my 
neck tensed as I turned back and 
forth from speaker to audience, 
straining to hear.

I was tempted to accept that I wasn’t going to catch ev-
erything, but I reminded myself of the relaxed experience 
I had on Zoom. I took a deep breath, turned to my adviser, 
and said, “This isn’t working.” We grabbed a microphone 
and asked the audience to pass it around, but it still wasn’t 
enough. By the end of the 3-hour meeting, five microphones 
were bouncing around the socially distanced group, and I 
could sit back in my chair, take in the slides, and let the 
audio come to me.

Now, a few weeks later, my anxiety is gradually giving 
way to scientific curiosity and questions enabled by feeling 
included and worthy of belonging. A few of my lab mates 
have even thanked me because they, too, were unable to hear 
people without microphones. Maybe instead of rushing back 
to “normal,” we can all take this opportunity to create envi-
ronments that are more welcoming—for everyone. j

Carolyn J. Adamski is an HHMI postdoctoral fellow at Baylor College of 
Medicine and the Jan and Dan Duncan Neurological Research Institute.

“I began to leave seminars 
feeling invigorated rather than 

needing a nap.”

Hear all voices

I
n May, as our institution began to open back up and whispers about in-person lab meetings started 
to float around, I panicked. In the months preceding the pandemic, I had cochlear implants surgi-
cally placed to address steadily worsening hearing loss. As I began to retrain my brain to hear—a 
difficult and tiring process that required me to match the new sounds I was hearing with my previ-
ous knowledge of the auditory world—we went into lockdown. Amid the isolation and uncertainty, 
I discovered a bright spot: Online meetings worked well for me. With everyone speaking into 
computer microphones, I could hear and focus. What would happen as we returned to “normal”?

By Carolyn J. Adamski
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