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ment has announced plans to relocate the 
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Research has much to offer communities 
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involved, their voices 
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EDITORIAL

C
limate-forced population displacement is among 

the greatest human rights issues of our time, 

presenting unprecedented challenges to commu-

nities and the governments responsible for pro-

tecting them. Sea level rise, heat, drought, and 

wildfires will cause people to move, losing homes 

and places they love, often with no ability to re-

turn. Indigenous Peoples have done the least to cause 

this crisis and face the loss of lands and connections 

to ancestral, cultural, and spiritual heritage. To ensure 

that their right to self-determination is protected and 

the horrific legacy of government-forced relocations 

is not repeated, communities must lead and define re-

search on climate-forced displacement and managed 

retreat that involves them and the lands upon which 

they dwell and subsist. A focus on human rights, and 

decolonization of research to change institutional struc-

tures of knowledge production, can 

help communities define their fu-

ture in a climate-altered world. 

The government responsibil-

ity to protect people may require 

relocation against peoples’ will. 

Determining which communities 

are most likely to encounter dis-

placement requires sophisticated 

assessment of the vulnerability of 

a community’s ecosystem, but also 

its social, economic, and political 

structures. Human rights princi-

ples, which include rights to food, to safe and sanitary 

housing, and to water, must be embedded in any reloca-

tion governance framework. The right to self-determi-

nation ensures that communities make the decision of 

whether, when, and how relocation will occur and that 

cultural and spiritual heritage is protected if relocation 

is the best strategy.

Human rights principles also ensure that racial and 

economic inequities, legacies of colonization and slav-

ery, are addressed when responding to climate-forced 

displacement. Scholars continue colonization when 

Indigenous Tribes are not represented in, or consulted 

for permission to do, research on their communities 

and lands. Decolonization is the restoration of cul-

tural practices, spirituality, and values that were taken 

away or abandoned through colonization and that are 

important for survival, well-being, and subsistence 

lifestyles. Decolonization advances and empowers In-

digenous Peoples and stops perpetuating their subju-

gation and exploitation.

Indigenous-led research can help determine whether 

inclusion of human rights protections averts or mini-

mizes severe consequences associated with govern-

ment-mandated relocation. For example, in a letter to 

the US National Science Foundation expressing con-

cerns with its Navigating the New Arctic program, four 

Alaska Native organizations explained the danger and 

damage to their communities when outside academics 

define food security, resilience, and adaptation, high-

lighting the importance of Indigenous scholarship and 

voices in research.*

Self-determination and decolonization mean that 

communities control the narrative about how the cli-

mate crisis affects them. Colonization continues when 

non-Indigenous scholars write narratives about “vanish-

ing cultures.” The Alaska Native Science Commission and 

Inuit Circumpolar Council provide a promising model, 

having protocols that ensure Indig-

enous communities lead research 

efforts, defining the questions and 

methodologies. Non-Indigenous 

scholars need to build relation-

ships and trust with Tribes before 

submitting funding applications to 

understand how skills offered by ac-

ademic researchers can benefit and 

complement skills and expertise of 

Indigenous knowledge holders.

Community-based environmen-

tal monitoring, and coproduction 

of knowledge, are important decolonizing tools that can 

facilitate empowerment and capacity building. Com-

munity-based monitoring is important to understand 

local ecosystem change, which is critical to implement-

ing community-based adaptation strategies; global, 

regional, and national climate change assessments gen-

erally aggregate information above the level of resolu-

tion required for effective community policy.

We reflect here on our experience in the North 

American Arctic and Subarctic, but such issues arise 

in communities around the globe. Countries such as 

Kiribati and Maldives face inundation from sea level 

rise, possibly leaving residents stateless. Sea level rise 

and extreme weather threaten lives and livelihoods in 

coastal communities in Egypt, Panama, and elsewhere. 

Research must support and build the capacity of Indig-

enous Tribes and local communities so that they have 

tools to respond dynamically to support adaptation that 

protects their human rights.

–Robin Bronen and Patricia Cochran
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permit logging and road construction. Each 

effort will likely take years to complete 

and could face court challenges.

Drug approval sparks resignations
DRUG DEVELOPMENT |  Three mem-

bers of a 10-person advisory committee 

resigned last week over the U.S. Food and 

Drug Administration’s (FDA’s) decision 

to approve the Alzheimer’s drug adu-

canumab against their recommendation. 

The agency’s verdict made aducanumab 

(Aduhelm) the first U.S. drug to target the 

underlying disease process of Alzheimer’s—

specifically, the brain buildup of amyloid 

protein—but the antibody showed modest 

cognitive benefits in one large clinical trial 

and no benefit in another (Science, 11 June, 

p. 1141). The resignation letter of panel-

ist Aaron Kesselheim of Harvard Medical 

School called FDA’s move “probably the 

worst drug approval decision in recent U.S. 

history” and warned that the agency had 

undermined patient care and public trust.

Europe to probe Venus volcanoes
PLANETARY SCIENCE |  The European 

Space Agency last week announced it 

will send an orbiter to Venus in 2031 to 

search for volcanoes that may help feed 

the furnacelike temperatures on Earth’s 

cloud-wrapped twin. The €610 million 

EnVision will rely on infrared spectrometers 

and radar to peer through the murky 

atmosphere and try to find hot spots on 

the surface and lava flows that could show 

current or recent volcanism. The orbiter’s 

design and mission will complement those 

of two Venus probes that NASA plans to 

launch by the end of this decade. Compared 

with Mars, Venus has had fewer visits from 

robotic spacecraft. But increased interest in 

climate change and Earth-like exoplanets 

has prompted researchers to ask why Venus 

is now a greenhouse inferno with a sulfuric 

acid atmosphere, after starting out simi-

larly to Earth.

Rigor sought in animal studies
BIOMEDICINE |  The U.S. National Institutes 

of Health (NIH) should shore up the rigor, 

transparency, and clinical usefulness of 

NEWS “
Should be on the ‘must read’ list of every world leader.

”Climatologist Mark Maslin of University College London, about the first joint report on links between 

controlling climate change and protecting species diversity from the Intergovernmental Panel on Climate 

Change and the Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services.

G
ood news from a large efficacy trial of a protein-based vac-

cine and expanded pledges of donations by G7 nations have 

raised hopes that poorer countries will have more access to 

shots that could beat back the coronavirus pandemic. Novavax 

announced on 14 June that its COVID-19 vaccine, which deliv-

ers the spike protein of SARS-CoV-2, had 90% efficacy overall 

and 91% efficacy in people at high risk because of age, exposure, or 

medical conditions. Results from the trial of 25,000 people in the 

United States and Mexico also indicated the vaccine completely pre-

vents moderate and severe disease. Novavax plans to file for emer-

gency use authorizations in the United States and elsewhere by 

September. The small U.S. company and the Serum Institute of India 

last month agreed to sell 1.1 billion doses to a global vaccine program 

set up to help poorer nations and address the critical shortage of 

COVID-19 vaccines worldwide. Separately last week, the G7 group 

of nations agreed to provide poorer countries with an additional 

870 million vaccine doses, with half delivered by the end of this year. 

But some public health experts want to see the donations happen faster.

I N  B R I E F
Edited by Jeffrey Brainard

COVID-19

New vaccine, pledges boost global effort

Lab heads yanked from NIH grants 
#METOO |  Since 2018, the National 

Institutes of Health (NIH) has received 

more than 300 complaints of sexual and 

other harassment, and through April has 

approved institutions’ requests to remove 

75 principal investigators (PIs) from grants 

in response to validated allegations, the 

agency reported last week. About two-

thirds of cases were sexual harassment 

complaints, whereas others involved 

bullying, racial discrimination, or other 

harassment. The accused scientists’ institu-

tions investigated and validated the claims 

in 26% of 268 cases closed. Overall, 61 PIs 

involved in validated harassment claims 

left their institutions. A larger number 

of NIH-funded scientists, 125, have been 

barred from serving as peer reviewers 

for NIH grants; some of them were also 

among the 75 removed from grants.

Biden acts on air, water, forests
ENVIRONMENT |  President Joe Biden’s 

administration last week moved to undo 

three of former President Donald Trump’s 

signature environmental policies. The 

Environmental Protection Agency (EPA) 

announced it will reconsider limits on soot, 

air pollution composed of fine particles less 

than 2.5 microns wide. In 2020, the Trump 

administration declined to reduce allow-

able soot levels for industrial emissions, 

despite evidence of health risks and urging 

from some EPA scientific advisers. EPA also 

said last week it will toss Trump’s rewrite 

of wetland protection rules, which lifted 

regulatory controls on many small marshes 

and ephemeral streams, and start to write 

updated ones. And the U.S. Department 

of Agriculture said it will restore protections 

to 3.6 million hectares of Alaska’s Tongass 

National Forest that Trump had removed to 

1246    18 JUNE 2021 • VOL 372 ISSUE 6548
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animal studies it funds, an NIH working 

group said last week. The group’s 

recommendations—aimed at studies using 

vertebrates and cephalopods—include 

adding a page to the current 12-page 

grant proposal to include details such as 

the number of animals to be used and 

plans for data analysis. Funded research-

ers should include similar details in 

their manuscripts so the work can be 

reproduced, the group said in its 11 June 

The magnet segment 

(bottom) is the first of 

six to be shipped to 

the ITER fusion reactor.

ENERGY 

U.S. magnet heads to fusion reactor in Europe 

A 
powerful magnet that will form part of the central solenoid of the ITER fusion 

reactor begins the journey from its manufacturer in San Diego to the reactor 

site in southern France this week. ITER aims to show that a fusion reaction of 

hydrogen nuclei could be a viable source of energy. The 18-meter-tall solenoid, 

which will stand in the central hole of the massive, doughnut-shaped reactor, is 

designed to help heat the ionized hydrogen fuel and drive it to a current of 15 million 

amps that flows around the doughnut, creating a magnetic field that helps confine the 

superheated gas. The solenoid, which incorporates 27 kilometers of superconducting 

niobium-tin wire, was manufactured by General Atomics and is a major U.S. contribution 

to the international project. Construction is scheduled to be completed in 2025.

report. And NIH should explore requiring 

investigators to preregister their plans 

by posting them in a database before 

experiments begin, it said. More rigorous 

experiments may drive up costs by requir-

ing more animals, but they could also 

reduce the need to redo small studies that 

fail to produce statistically robust results, 

says molecular biologist Barbara Wold 

of the California Institute of Technology, 

who co-chaired the group.

EUROPE OPENS GRANTS  The European 

Commission said this week it would 

permit some non-EU countries to 

compete for research grants in quantum 

computing and space science funded 

by Horizon Europe, a new €95.5 billion 

program. After seeking to bar Israel, 

the United Kingdom, and other non-EU 

countries that pay to access Horizon 

Europe from the strategically sensitive 

research areas, the European Commission 

compromised by opening them up to 

these countries—provided they give 

as-yet-undefined “assurances,” which 

could include restrictions on the transfer 

of intellectual property.

THIRD DOSES  A third dose of COVID-19 

vaccine stimulates the production of 

protective antibodies in organ transplant 

patients who previously had none or low 

levels, researchers reported this week. 

Eight out of 24 such patients generated 

the antibodies when they had none after 

a two-dose regimen. And six people with 

low antibodies after two doses had high 

levels after a third, the researchers report 

in the Annals of Internal Medicine.

WHALE TESTING  A first-of-its-kind study 

of captive baleen whales’ hearing started 

last week in Norway despite criticism 

from other scientists that restraining the 

animals may harm them. The research 

aims to measure how well juvenile minke 

whales can hear human-generated 

noise—findings that could inform 

restrictions on offshore oil exploration 

and other activities that generate loud 

underwater sounds blamed for impairing 

some cetaceans. Critics wrote Norway’s 

prime minister to urge the study’s 

cancellation. The researchers say their 

plan minimizes risks to the animals.

#METOO LOCKOUT  Harvard University 

last week stripped prominent 

anthropological archaeologist Gary Urton 

of emeritus status and banned him from 

all its events and buildings on campus 

because of findings of “persistent” 

sexual harassment by him. Urton, 72, 

was anthropology department chair 

from 2012 to 2018 before he was put on 

administrative leave in June 2020. He 

retired that year, before an investigation 

into his behavior ended. Students said 

Urton had sexually harassed them or 

abused his authority to coerce them into 

affairs. In an email response to Science, 

he wrote, “I do not feel [the sanctions] 

are fair or just.”

IN OTHER NEWS
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O
n 22 May, Mount Nyiragongo, per-

haps the most dangerous volcano in 

the world, erupted in a show of fire. 

Lava swept toward the city of Goma 

in the Democratic Republic of the 

Congo (DRC), pushing thousands 

from their homes and killing dozens. Al-

though the volcano has since settled down, 

a new flashpoint has erupted at the geo-

physical observatory that monitors it.

In a 2 June open letter addressed to the 

DRC’s president, staff at the Goma Volcano 

Observatory (GVO) have condemned what 

they say is corruption by the observatory’s 

Congolese leadership. They also accuse Eu-

ropean partners of a “neocolonial” attitude 

and of depriving them of timely data that 

might have allowed them to provide early 

warnings of eruptions.

Signed by union leader Zirirane Bijandwa 

Innocent on behalf of dozens of staff re-

searchers and technicians, the letter alleges 

that GVO leaders squandered money from 

international donors, failed to pay staff for 

months, and even had some researchers 

arrested for complaining about the situa-

tion. It also charges that the Royal Museum 

for Central Africa (MRAC) in Belgium and 

the European Centre for Geodynamics and 

Seismology (ECGS) in Luxembourg, long-

term partners with GVO, wield too much 

influence over its leadership. The letter says 

the observatory “was taken hostage … by a 

small group of scientific neo-colonialists” 

who shut out local experts and focused on 

their own volcanology research at the ex-

pense of developing local capacity to moni-

tor geohazards.

In a statement to the DRC Parliament 

on 9 June, the science minister denied the 

charges of misappropriation and embezzle-

ment, although in January GVO’s previous 

director-general was replaced after similar 

allegations. GVO’s scientific director declined 

to discuss the allegations, saying he needed 

“time to discuss with colleagues.” And in a 

statement to Science written on behalf of the 

European partners, ECGS Scientific Director 

Adrien Oth said they were “very surprised” 

by the charges of colonial science, “which we 

consider to be very unfair and unfounded.”

Difficulties at GVO came to a head in 

October 2020 when the World Bank de-

cided not to renew financial support that 

had been in place since 2015 (Science, 

16 October 2020, p. 270). Without confirm-

ing allegations of corruption, the bank cited 

“weaknesses in implementing such a grant” 

in justifying its decision.

The cuts left the observatory unable to af-

ford even an internet connection. That de-

prived GVO of real-time data from a network 

of seismometers and GPS stations deployed 

across the region by MRAC and ECGS since 

2012. These devices can detect the small 

tremors and movements of Earth’s surface 

By Roland Pease

VOLCANOLOGY 

Accusations of colonial science fly after eruption
Congolese volcano watchers say European data monopoly hampered Nyiragongo forecasts

I N  D E P T H
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On 22 May, vents on Mount Nyiragongo’s flank spilled 

lava that destroyed thousands of homes.

I N  D E P T H



18 JUNE 2021 • VOL 372 ISSUE 6548    1249SCIENCE   sciencemag.org

that can precede eruptions, as magma rises 
inside a volcano. The sensors send their 
data directly to ECGS, where they are auto-
matically processed, before being returned 
to GVO.

“We spent about 6 months without re-
ceiving the data,” says a GVO staff mem-
ber, speaking on condition of anonymity 
for fear of reprisals. In February, ECGS 
arranged a web repository for the data, 
although without an internet connection 
GVO could not access it. Instead, the GVO 
source says, the team in Goma would buy 
one-off mobile data packages to keep a 
stream of day-old readings coming in. In 
the end, GVO’s internet access was restored 
in April by the Volcano Disaster Assistance 
Program (VDAP), a U.S. relief program.

The complaint exposes the fragility 
of the relationship between observa-
tory staff and their European partners—
and the frustrations that result from the 
data bypassing GVO. A U.S. government 
volcanologist who works with VDAP but 
did not have permission to speak pub-
licly says VDAP’s policy, in contrast MRAC 
and ECGS, “is to donate equipment to the 
country, ensuring that the resulting data 
belongs only to that country.” GVO staff 
say they are sometimes treated as “field 
boys,” good for data collection, but no 
more, says Jonathan Esole, a DRC-born 
mathematician at Northeastern Univer-
sity who has visited GVO and advocates 
on behalf of its staff. The U.S. government 
volcanologist confirmed the impression, 
saying the Belgians appear to believe “that 
the GVO and DRC are their ‘turf.’”

In his statement, Oth strongly rejects 
these assertions, pointing to the collabo-
ration’s long-term commitment to GVO. 
It has paid for three GVO staff members—
including the current director-general—to 
do Ph.D. work in Belgium and for seven 
staffers to earn master’s degrees. Oth says 
the partners have also conducted several 
training sessions in Goma for staff mem-
bers. As far as the data are concerned, 
Oth says it was fortunate that they passed 
through Europe first, because the arrange-
ment preserved continuity despite the in-
ternet interruption at GVO.

The GVO letter also implies that Euro-
peans downplayed warning signs in the 
weeks before the eruption. In presentations 
at GVO on 26 April and 10 May after they 
regained access to the data, staff seismo-
logists highlighted tremor activity that 
might indicate magma rising through 
cracks, according to the letter and to 
Science’s source at the observatory. They 
urged GVO leadership to send teams out to 
make field observations, but nothing hap-
pened. The complainants allege that GVO 
leaders deferred to advice from their Euro-
pean partners.

In the statement, Oth denies that he 
or his colleagues knew anything of these 
discussions. ECGS’s automatic analysis 
did not flag anything concerning at the 
time, he says. An international group of 
seismologists convened after the eruption 
“confirmed the absence of obvious precur-
sors,” Oth says. In any case, he adds, “Our 
contribution cannot and must not be con-
sidered as a substitution of the daily work 
of GVO’s seismology department.”

At the request of the DRC science min-
ister, European scientists have arranged to 
go to Goma to meet with GVO leaders. In 
the statement, Oth says the minister con-
firmed his “full confidence” in the part-
ners and “reiterated the importance of this 
partnership.” As for the staff concerns, Oth 
says, “As is generally known, the GVO suf-
fers from structural problems, but these 
are political problems of lack of resources 
and of adequate management to be re-
solved by Congolese authorities.” 

Esole acknowledges the institution’s dys-
function and its need for better leadership. 
But he also reserves criticism for MRAC 
and ECGS and what he sees as their un-
equal relationship with GVO. They often 
refer to their work as “aid,” he says. “But 
who is helping who? Because there are no 
volcanoes in Belgium or Luxembourg. So 
to do their study, they need to go to an-
other country. I believe GVO is helping 
them big time, and it is not a fair trade.” j

Roland Pease is a journalist in London.

NE WS

Report traces 
surge in ocean 
plastic studies
But many studies describe 
the problem rather 
than pointing to solutions

MARINE ECOLOGY

P
lastic winds up everywhere—from 
the top of Mount Everest to remote 
Antarctica. Every year, millions of 
tons of discarded plastic also wash 
into the ocean. 

Research about ocean plastic is 
swelling, too, from 46 papers in 2011 to 853 
in 2019, according to a UNESCO science re-
port published last week. The report found 
that ocean plastic research grew much 
faster than any of the other 55 development-
related topics it tracked. “It has really sky-
rocketed in recent years,” says Utrecht Uni-
versity’s Erik Van Sebille, who uses plastic 
particles to trace ocean currents.

But gaps remain in the research. Jour-
nals get many papers about “the presence 
of plastic on beaches, on the seabed, or in 
animals, but not [many] about sources or 
solutions,” says Ángel Borja, a marine eco-
logist at the AZTI research center in Spain. 

The ecological effects of plastic pollu-
tion are another hot research topic. Plas-
tic itself is inert, but often contains toxic 
additives such as flame retardants, pig-
ments, or chemicals to make plastic more 
flexible and durable. “These additives are 
what we’re worried about,” says Carmen 
Morales, an ecotoxicologist at the Univer-
sity of Cádiz’s Marine Litter Lab, who in a 
study published last week found that take-
out food and drink packaging is the most 
pervasive source of ocean plastic.

Researchers are also concerned about 
animals that eat plankton-size particles  
without deriving any nutrition. Nanoplastic 
particles, small enough to penetrate tis-
sues, may be the most harmful of all. Yet 
the overall ecotoxicological effects of plas-
tic are poorly understood. Regardless, 
plastic pollution is a pressing problem, 
says Bart Koelmans, an aquatic ecologist 
at Wageningen University. “It’s an eyesore 
to have all this plastic on beaches,” he 
says.  “For many people, that is enough to 
be concerned.” j

By Tania Rabesandratana

Lava destroyed homes 

on the outskirts of 

Goma, Democratic 

Republic of the Congo.
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A
scientist’s first academic paper is 

usually a career milestone as well 

as a source of pride. For evolution-

ary biologist Ken Thompson of the 

University of British Columbia, Van-

couver, it’s neither. Instead, it has be-

come a case study in the frustrations facing 

a would-be whistleblower.

On 10 May, Thompson published a “tech-

nical comment” via Dropbox that reads like 

a frontal attack on his own first paper, pub-

lished in 2014 in Biodiversity and Conserva-

tion. Thompson was the first author of the 

study, which pitted traditional techniques 

for identifying plant species against DNA 

barcoding, which uses short genetic 

sequences to differentiate species. 

But his post identified what he said 

were serious issues in data from his 

co-author and concluded: “Until and 

unless these matters are resolved, I 

feel that I can no longer stand by the 

results of the study.”

Thompson wrote the 2014 pa-

per as an undergraduate student at 

the University of Guelph (UG), but 

the data came from botanist Steven 

Newmaster, a prominent lab leader  

there. Among the issues Thompson 

raised: Records showed the DNA data 

were not posted online in 2014, as 

the paper said, and when they were 

posted—in 2020, after Thompson 

began to raise concerns—they did 

not support all of the paper’s con-

clusions. They also showed a strik-

ing and, in Thompson’s view, implausible 

resemblance to a different molecular data 

set collected for a separate study by a re-

searcher at the university’s Centre for Bio-

diversity Genomics (CBG).

“I am not accusing anybody of anything 

untoward,” Thompson wrote in a guest 

post on the blog Eco-Evo Evo-Eco, the same 

day he published his disavowal of the pa-

per. But the post did appear to incriminate 

Newmaster, the paper’s only other author, 

who did not respond to multiple interview 

requests from Science.

Email correspondence that Thompson 

shared with Science shows he tried for 

more than a year to persuade UG to in-

vestigate the paper, with little success. A 

university spokesperson emailed Science 

that “allegations of research misconduct 

are taken very seriously” at UG, but wrote 

that “details and outcomes of specific al-

legations are confidential.” Last month, 

after Biodiversity and Conservation edi-

tors also declined to investigate the paper, 

Thompson decided to go public. “I don’t 

want to deal with this alone anymore,” he 

wrote in his post, describing the process as 

“incredibly isolating.”

Thompson soon received support from 

Paul Hebert, founder and director of CBG 

and a DNA barcoding pioneer. On Eco-Evo 

Evo-Eco, Hebert took his own university 

to task for not properly investigating the 

paper. “For me to watch a young academic 

who brought to light serious concerns … I 

could not stand back,” Hebert tells Science. 

“If I have concerns I have to speak up.”

Thompson’s 2014 paper set out to deter-

mine the best way to identify and survey 

plant species: the old-fashioned way, which 

relies on morphology; or by extracting DNA 

from leaves and using barcoding. Data from 

337 plots in northeastern Ontario showed 

barcoding was clearly better. The method 

identified more species per plot and more 

species overall, at a lower cost per species.

Interviewed by email, Thompson wrote 

that he long feared something was wrong 

with the paper, but was afraid that airing 

his doubts could harm his career. On the 

other hand, if others raised questions about 

the paper, “I would have to either lie and 

say I had no idea or tell the truth that I did 

not say something even though I had sub-

stantiated suspicions,” he wrote. A scandal 

around social spider researcher Jonathan 

Pruitt in early 2020 (Science, 7 February 

2020, p. 613) inspired him to take action.

The emails between Thompson and UG 

officials indicate the university did look into 

the matter. But on 10 September 2020, UG 

Associate Vice-President Karina McInnis 

wrote Thompson that an “initial inquiry” 

indicated a full investigation was not re-

quired and the case was closed. McInnis 

rebuffed several pleas from Thompson to 

revisit the case.

Thompson suspects UG may have been 

reluctant to investigate because Newmaster 

is an important asset. His research has 

generated more than $7 million in 

funding, according to UG’s website; 

Newmaster also founded the NHP 

Alliance, which aims to improve au-

thentication processes for natural 

health products such as herbal sup-

plements and receives major indus-

try funding. (The UG spokesperson 

says misconduct procedures “are the 

same regardless of the identity of 

the respondent and complainant.”)

After Thompson began to press 

for an investigation, Newmaster’s 

lab uploaded thousands of genetic 

records supposedly associated with 

the paper to GenBank. They only 

deepened Thompson’s suspicions. 

The data did not support the iden-

tification of all of the species sup-

posedly identified in the study, he 

says, because DNA barcoding lacks 

the specificity to distinguish some of them. 

For example, the paper claimed to have 

distinguished seven willow species, but 

the data allowed only the identification of 

the genus, Salix, and not individual wil-

low species, Thompson wrote. Even more 

troubling, most of the genetic data posted 

in 2020 are almost identical to data for 

two different papers published by CBG re-

searchers in 2012 and 2017, he wrote.

Hebert agrees barcoding alone can’t 

identify every plant species, as the study 

claimed. “That’s never been seen in any 

plant study,” he says. “It’s difficult to resolve 

closely allied plant species; this is a well-

known problem in certain genera.” He also 

confirms that “more than 6000 sequences” 

deposited into GenBank by a member of 

Mounting a challenge to his first paper was “incredibly isolating,” 

Ken Thompson wrote. “I don’t want to deal with this alone anymore.”

By Martin Enserink

RESEARCH INTEGRITY

Biologist blows whistle on prominent co-author
When inquiries went nowhere, Ken Thompson decided to publicly disavow his first paper
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Newmaster’s lab in 2020 “are duplicates or 

lightly edited duplicates of sequences” that 

were previously posted.

Hebert says the 2014 paper also appears 

to include a false claim: that the barcoding 

of its plant samples was done at the Cana-

dian Centre for DNA Barcoding, where he is 

scientific director. The samples aren’t in a 

database “that tracks all samples that come 

to the lab for analysis,” he says. UG’s investi-

gation was “incomplete,” Hebert concludes. 

“I admire Ken’s determination to provoke 

evaluation of his concerns.”

Thompson failed to persuade Biodiver-

sity and Conservation to investigate the 

paper. “The journal is not in a position to 

question [UG’s] investigation,” a represen-

tative of the publishing company, Springer 

Nature, wrote to Thompson on 7 May, 3 days 

before he went public. “Institutions are usu-

ally in a better position to investigate such 

concerns,” the journal’s editor-in-chief, U.K. 

mycologist David Hawksworth, wrote in 

an email to Science. However, Hawksworth 

added, “We are now looking into the matter 

further and will take editorial action, if we 

conclude it is necessary.”

It’s not uncommon for research journals 

to defer to institutional misconduct inves-

tigations, in line with recommendations 

from the Committee on Publication Ethics 

(COPE). But that practice can be immensely 

frustrating to would-be whistleblowers, es-

pecially when universities dismiss allega-

tions against their own scientists.

“I feel very sorry for [Thompson], who 

seems to have been very honorable and 

done the right thing,” says Liz Wager, a 

former COPE chair and co-author of a new 

report on how institutions and journals 

can better collaborate to resolve miscon-

duct allegations. “But equally, the journal 

is stuck.” Unlike universities, journals can’t 

compel authors to cooperate with an inves-

tigation, she says. Journals often lack the 

required expertise, and editors may worry 

about the legal ramifications of retract-

ing a paper against an author’s wishes. 

“They don’t want to get involved in really 

expensive legal cases, which could sink a 

small journal.”

Thompson says he is hugely relieved to 

have Hebert on his side, adding, “I almost 

fainted” when he expressed his support. 

But he’s disappointed by the response from 

both the university and the journal. “The 

institutions meant to uphold the process of 

science have utterly failed,” he says.

Thompson is now preparing a new, de-

tailed document, he says, with scientists at 

UG and elsewhere, in a final attempt to get 

the university to launch a formal investiga-

tion. “I am optimistic,” he says, that “they 

will take this seriously.” j

M
ore than 49,000 years ago, a fam-

ily of Neanderthals set up camp 

in a cave high in Siberia’s Altai 

Mountains, overlooking a river 

valley where bison, red deer, and 

wild horses roamed. In the cave’s 

main gallery, a teenage girl lost a tooth, 

perhaps while gnawing on bison that her 

father or his kin had hunted in the sweep-

ing grasslands.

Now, researchers have analyzed the ge-

nomes of this father and daughter and 12 

of their relatives, many of whom sheltered 

in the same cave over less than 100 years. 

The new genomes almost double the num-

ber of Neanderthal genomes known and of-

fer a glimpse of the Neanderthal population 

at the eastern end of their range, at a time 

when they were headed toward extinction.

The genomes also offer the first real 

clues to the social structure of a group of 

Neanderthals. In addition to identifying the 

first father-daughter pair, the genetic evi-

dence suggests these males stayed in their 

family groups as adults, like men in many 

modern human societies, says geneticist 

Laurits Skov of the Max Planck Institute for 

Evolutionary Anthropology. He presented 

the work in a virtual talk at the ninth In-

ternational Symposium on Biomolecular 

Archaeology earlier this month.

“It’s really remarkable that they managed 

to get genomes from seven males at one site,” 

says paleogeneticist Cosimo Posth at Tübin-

gen University. “For this group in this cave, it 

is indeed suggestive that they lived in small 

groups of closely related males.”

Over the past decade, geneticists have se-

quenced the genomes of 19 Neanderthals. 

But that DNA mostly came from females 

who were distantly related and lived at sites 

across Europe and Asia anywhere between 

400,000 and 50,000 years ago.

Computational biologist Benjamin Peter 

and paleogeneticist Svante Pääbo at Max 

Planck led the new study with a team includ-

ing Skov, a postdoc. They extracted Neander-

thal DNA from teeth, bone fragments, and a 

jawbone dug up during ongoing excavations 

at Chagyrskaya and Okladnikov caves by 

archaeologists at the Russian Academy of 

Sciences in Novosibirsk. Optically stimulated 

luminescence dates of the sediments around 

the teeth and bones suggest the Neanderthals 

lived between 49,000 and 59,000 years ago. 

Both caves are close—50 to 130 kilometers—

to the famous Denisova Cave, which was in-

habited by both Neanderthals and their close 

cousins, the Denisovans, off and on between 

270,000 to 50,000 years ago.

Ancient DNA from 

a Siberian cave 

reveals the first known 

father-daughter pair 

of Neanderthals. 

Genomes offer rare glimpse 
of Neanderthal family groups
Low genetic diversity in males from two Siberian caves 
suggests females moved to their mates’ families

PALEOANTHROPOLOGY

By Ann Gibbons
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The researchers analyzed DNA from more 

than 700,000 sites across the genomes from 

seven males and five females from Chagyr-

skaya, and from a male and a female from 

Okladnikov. They found family ties: The 

nuclear DNA from one Chagyrskaya bone 

fragment linked the father to the tooth shed 

by his teenage daughter. Some individuals 

shared two types of maternally inherited 

mitochondrial DNA (mtDNA). Those ge-

nomes hadn’t yet differentiated from each 

other, which happens in a few generations, 

so the individuals must have lived during 

the same century.

The DNA painted a bigger picture of Ne-

anderthal society. Several Chagyrskaya males 

carried long chunks of identical nuclear DNA 

from the same recent ancestor. Their Y chro-

mosomes were also similar and came from 

a modern human ancestor, like those of the 

only three other male Neanderthal genomes 

known. The nuclear DNA also showed they 

were more closely related to later Neander-

thals in Spain than to earlier ones at neigh-

boring Denisova, suggesting migration.

The similarities among the males suggest 

they belonged to a population of only hun-

dreds of men who were fathering children—

about the same number of breeding males as 

seen in endangered mountain gorillas today. 

“If you were to think of this Neanderthal pop-

ulation like [populations today], they would 

be an endangered population,” Skov says.

In contrast to the Y chromosome and 

nuclear DNA, the mtDNA of both males 

and females was relatively diverse, implying 

that more female ancestors contributed to 

the population than males. That could be a 

founder effect, in which the initial group in-

cluded fewer fertile males than females. Or 

it could reflect the nature of Neanderthal so-

ciety, says paleogeneticist Qiaomei Fu of the 

Chinese Academy of Sciences, who heard the 

talk. Either “fewer men than women contrib-

uted to the next generation, or women moved 

more frequently between groups,” she says.

To Skov, the evidence suggests the latter. 

He says modeling studies show it’s unlikely 

that a small group of migrants expanding 

from Europe into Siberia would include 

mostly females and few males. Instead, he 

thinks these Neanderthals lived in very small 

groups of 30 to 110 breeding adults, and that 

young females left their birth families to 

live with their mates’ families. Most modern 

human cultures are also patrilocal, under-

scoring another way that Neanderthals and 

modern humans were similar.

Posth cautions that 14 genomes can’t re-

veal the social lives of all Neanderthals. But 

he sees ominous signs in the males’ low di-

versity. The end was fast approaching for our 

closest cousins: In just 5000 to 10,000 years, 

they would be gone. j

B
ig space missions take patience and 

long planning. And all start with a 

goal. The European Space Agency 

(ESA) took that first step last week 

when it revealed the science themes 

it wants to pursue in billion-euro 

missions to be launched between 2035 and 

2050. They include taking a close look at 

ocean-bearing moons around Jupiter and 

Saturn, dissecting the atmospheres of tem-

perate exoplanets, and using new tools to 

study the formation of the universe’s first 

stars, galaxies, and black holes.

The choices reflect areas most likely to 

generate “breakthroughs in science on that 

timescale,” says Linda Tacconi of the Max 

Planck Institute for Extraterrestrial Physics, 

who chaired the selection panel.

ESA refreshes its slate of science missions 

every decade or so. The current program, 

called Cosmic Vision, has three flagship 

missions that will launch by 2034: a space-

craft to study Jupiter’s icy moons, an x-ray 

telescope, and a gravitational wave detector.

Competition for the next round, dubbed 

Voyage 2050, kicked off in 2019 with al-

most 100 suggested missions or themes 

from teams of researchers (Science, 25 Oc-

tober 2019, p. 410). Dozens of researchers 

were recruited into committees to winnow 

down the suggestions into three categories, 

which ESA’s Science Programme Committee 

approved last week. Although the themes 

do not specify particular missions, some 

clearly nod at concepts that researchers 

have been working on for years.

The first calls for looking for life in the 

Solar System with a visit to one of the 

moons of Jupiter or Saturn thought to have 

water oceans hidden beneath their frozen 

shells, including Europa, Enceladus, Titan, 

and Ganymede. Such oceans, warm and 

laden with minerals essential to life, “hold 

important clues to the emergence of life on 

Earth,” says Athena Coustenis of the Paris 

Observatory in Meudon. NASA and ESA 

both have upcoming missions to swoop 

past some of these moons, but ESA wants 

to get closer with a lander or drone. Tech-

nology development needs to start now, 

Coustenis says. “Today, we don’t know how 

to land and drill down into the oceans, 

how to shield landers from radiation, how 

to communicate,” she says.

A second theme calls for new probes of 

the early universe. One possibility is a mis-

sion that would build on Planck, which 

mapped the relic microwave radiation from 

the big bang to learn about the expansion 

of the universe and how initial clumps 

of matter seeded the formation of galax-

ies. Advances in microwave spectrographs 

could allow the mission to test the standard 

model of cosmology and look for evidence 

of primordial black holes or proposed dark 

matter particles like axions.

Another possibility is a successor to the 

Laser Interferometer Space Antenna (LISA), 

Saturn’s water-spewing moon Enceladus (artist’s conception) is a possible target for a future European lander.

Decades ahead, Europe picks 
goals for big space missions
Themes for billion-euro Voyage 2050 missions include icy 
moons, exoplanets, and the early universe

SPACE SCIENCE
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a fleet of three spacecraft flying in forma-

tion, due for launch in 2034. LISA aims to 

detect gravitational waves with long wave-

lengths, such as those from the merger of 

massive black holes—events that detectors 

on Earth cannot catch. A new mission could 

probe even longer wavelengths, revealing 

how quasars—superbright galactic cores in 

the distant universe—form and whether the 

supermassive black holes at the centers of 

galaxies grow by swallowing stars and gas 

or by merging with other giants.

The third theme calls for studying ei-

ther the Milky Way’s stars or planets. If 

ESA chooses exoplanets, one option would 

be scrutinizing the midinfrared glow from 

temperate exoplanets for atmospheric gases 

that could hold signatures of life. One mis-

sion concept in contention is the Large 

Interferometer for Exoplanets (LIFE), a flo-

tilla of four orbiting telescopes that would 

combine their light in a fifth craft not only 

to sharpen their view, but also to cancel out 

a star’s glare, revealing the faint infrared 

glow of surrounding planets. “This is what 

we really need to understand exoplanets,” 

says Sascha Quanz of ETH Zurich, who 

heads the LIFE team. Tacconi says the exo-

planet theme was “very, very compelling,” 

but acknowledges that many questions 

hang over such a costly mission, includ-

ing whether there are enough exoplanets 

within range to get a good sample.

If ESA opts for Milky Way stars instead, 

one option could be a follow-on to ESA’s 

Gaia telescope, which is mapping the posi-

tions and motions of 2 billion stars to un-

derstand how the Milky Way evolved. The 

new mission would shift to near-infrared 

light, mapping five times as many stars 

with 10 times the accuracy. “It tells you how 

the galaxy is moving,” says David Hobbs of 

Lund University, who wants to use the stars 

as tracers for the halo of invisible dark mat-

ter that helps hold the galaxy together.

ESA plans to build the ocean moon mis-

sion first, in part because after it launches 

the Jupiter Icy Moons Explorer next year, 

teams with relevant expertise will be free to 

work on a new mission. Fabio Favata, ESA’s 

head of strategy, planning, and coordina-

tion, says around the end of the year ESA 

will form a committee of experts to pick 

the target moon and decide what is tech-

nologically possible within the time and 

cost constraints. Feasibility studies from 

contractors will follow, and after as many 

as 5 years, teams will be invited to propose 

missions for the slot. A year or two later, the 

process will start again for the next theme. 

Building such missions means “finding a 

compromise between ambition and bound-

ary conditions,” Favata says. “It takes years 

of work to finally converge.” j

DNA researchers question 
Senate bill’s security provisions
Measure aimed at stopping China from misusing human 
genome data could harm research efforts, groups argue 

U.S. SCIENCE POLICY 

A
provision buried in a 2400-page bill 

approved last week by the U.S. Senate 

to help the United States compete with 

China is drawing fire from human ge-

nome researchers. It would require the 

National Institutes of Health (NIH) to 

develop new security protocols aimed at pre-

venting the misuse of U.S.-funded genomic 

data by China and other nations.

The provision is not based on substan-

tiated security risks, and “could slow bio-

medical advances and impose unintended 

burdens,” the American Society of Human 

Genetics (ASHG) warned last week in a letter 

to lawmakers. The Association of 

American Medical Colleges cau-

tioned in a statement that “any 

additional protections or restric-

tions … should be commensu-

rate with the actual risk.”

Research advocates are ap-

plauding many provisions of 

the huge Senate bill, the United 

States Innovation and Compe-

tition Act (S. 1260), which calls 

for increasing federal research 

spending and creating a technol-

ogy directorate at the National 

Science Foundation (Science, 

21 May, p. 777). But they’re less 

enthusiastic about a provision reflecting con-

cerns that China is amassing DNA data on 

U.S. citizens. Some fear China could use such 

data to give its drug industry an economic ad-

vantage, devise bioweapons tailored to Amer-

icans’ genetics, or even blackmail people by 

threatening to release private information. To 

reduce those risks, Senator Marco Rubio (R–

FL) and other lawmakers have been pushing 

NIH to take additional steps to strengthen se-

curity protections for genome data, and more 

intensively scrutinize foreign scientists who 

request access to that those data.

The bill would require federal officials to 

“ensure” that research backed by NIH and 

other agencies that involves “the sequenc-

ing of human genomic information, and 

collection, analysis, or storage of identifi-

able, sensitive information … is conducted 

in a manner that appropriately considers 

national security risks.” NIH must work with 

intelligence agencies to issue, within 1 year, 

“a comprehensive framework” for managing 

risks, such as requiring more training for 

NIH-funded investigators and peer review-

ers and including security experts on data 

access panels.

In the past, NIH has argued that existing 

security measures are adequate. Researchers  

already strip identifying information from 

genome data, and NIH reviews, and some-

times rejects, scientists’ requests for access. 

But in 2019, the Office of Inspector General 

(OIG) of the Department of Health and Hu-

man Services, NIH’s parent agency, sug-

gested NIH do more, for example by adding 

controls on foreign scientists 

who use U.S. genome data.

In a response to OIG, NIH 

questioned the severity of the 

threat. It noted security worries 

were largely based on “a single 

Congressional testimony,” from 

FBI agent Edward You, who 

has long warned of the risks of 

sharing genomic research data. 

Fears of economic harm were 

“theoretical,” NIH said, noting 

that many experts argue that 

sharing data promotes innova-

tion. And it scoffed at the “im-

probability” of weaponizing 

human genetics data. Research would “come 

to a halt,” NIH said, if it had to write craft 

policies “to counter every theoretical risk.” It 

said more training, for example, would not 

stop someone with “nefarious intent.”

ASHG makes similar points in its 10 June 

letter opposing the Senate provision to 

Representatives Frank Pallone (D–NJ) and 

Cathy McMorris Rodgers (R–WA). They are 

senior members of the House of Representa-

tives Committee on Energy and Commerce, 

which will likely have a say in any final leg-

islation that might emerge later this year 

from negotiations between the House and 

Senate. ASHG wants Congress to remove 

the Senate provision from any final bill, and 

instead first have a panel of scientific and 

security experts determine “what national 

threats exist, if any,” then work together on 

new policies. j

By Jocelyn Kaiser

“Any additional 
protections 

or restrictions 
… should be 

commensurate 
with the

actual risk.”
 Association of American 

Medical Colleges
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C
oastal scientist Matt Kirwan has a 

sense of what it’s like to flee from 

rising seas. More than 100 years ago, 

Kirwan’s great-great-grandfather 

owned a farm close to this sprawl-

ing wetland refuge near the Chesa-

peake Bay, a key annual migration 

stop for hundreds of thousands of 

geese, ducks, and other waterbirds. 

Joseph Josiah Robbins sold his homestead 

in 1909, family members say, after salty, 

brackish waters invaded his fields, stunting 

and killing his crops.

Kirwan’s ancestors were early climate 

refugees, he says, even if nobody called 

them that. “There are large tracts of farm-

land that were usable a generation ago but 

no longer are.”

Seas are rising especially fast near the 

Chesapeake, where geologists say Earth’s 

crust is tilting into the ocean, amplify-

ing the effects of a warming climate. But 

many more people around the world 

could soon share his ancestors’ experi-

ence, says Kirwan, who works at the Vir-

ginia Institute of Marine Sciences (VIMS). 

The rate of global sea level rise is increas-

ing as ice from Greenland and Antarc-

tica melts and warmer seawater expands. 

By 2050, sea levels could surge by 10 to 

25 millimeters per year, according to cli-

mate modelers, up from just 5 to 6 milli-

meters per year here at the refuge and 

about 3 millimeters per year globally.

Saltwater is forecast to slosh into places 

it hasn’t been since long before humans 

arrived. In the continental United States 

alone, just 1 meter of relative sea level 

rise could allow high tides to submerge as 

much as 49,000 square kilometers of now 

dry land—an area the size of Vermont and 

New Hampshire combined. Other countries 

have it worse. Egypt and Bangladesh could 

lose almost one-fifth of their habitable land. 

More than 200 million people could face 

flooding risk by 2050, studies suggest.

Humans aren’t the only species at risk. 

Rising seas could also drown huge swaths 

FEATURES

MARSHES 
ON THE MOVE
Coastal ecologist Matt Kirwan is optimistic 
that coastal wetlands can outrun rising 
seas. But some question that rosy picture

By Gabriel Popkin, at the Blackwater National Wildlife Refuge, Maryland; 

Photography by Michael Snyder
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of coastal wetlands, destroying habitats 

that are among the most ecologically valu-

able on Earth. Besides providing homes for 

plants, fish, and many other organisms, 

wetlands trap vast amounts of carbon that 

might otherwise escape into the atmo-

sphere and contribute to planetary warm-

ing. They also buffer some of the world’s 

largest cities from violent, damaging storm 

surges. Some 20% to 90% of today’s tidal 

wetlands could be lost by century’s end, 

depending on how fast oceans rise, studies 

have suggested.

Kirwan, however, has argued that such 

forecasts are needlessly bleak. Studies that 

he and colleagues have conducted—many 

around the Chesapeake Bay—have shown 

that in the right conditions, tidal marshes 

can build themselves up to keep pace with 

rising seas, while also migrating inland as 

water creeps up coastlines. Some coastal 

wetlands could even expand as seas rise, the 

studies suggest—if people don’t block their 

paths with seawalls, levees, and other infra-

structure designed to hold back the flood.

“Marsh vulnerability tends to be over-

stated,” Kirwan and colleagues wrote in a 

2016 paper in Nature Climate Change, con-

cluding that sea level rise 

does not pose “an immedi-

ate, catastrophic threat to 

many marshes.”

Kirwan’s findings are 

“very compelling,” says 

ecologist Keryn Gedan of 

George Washington Uni-

versity, and have “given 

the marsh community a 

ray of hope.”

But many researchers 

are skeptical, and some 

are challenging Kirwan’s 

results. Models suggesting 

wetlands can keep pace 

with high rates of sea level 

rise are “seriously flawed,” 

says ecologist Neil Saintilan 

of Macquarie University. 

“This idea of wetlands expanding under ac-

celerated sea level rise, it basically violates 

some of the most basic geologic theory,” says 

Torbjörn Törnqvist, a geologist at Tulane 

University. “It’s just not going to happen.”

The debate isn’t just academic. Forecasts of 

how coastal wetlands will respond to rising 

water will help determine how aggressively 

the United States and other nations work 

to save these critical ecosystems, and which 

policies they adopt. “We should set a goal as 

ambitious as possible, given the facts,” says 

Jeffrey Peterson, a retired policy adviser at 

the Environmental Protection Agency. “But 

we don’t know what the facts are.”

EARLY ONE MORNING this spring, Kirwan 

and two other VIMS researchers—then-

undergraduate Emily Hall and lab manager 

Tyler Messerschmidt—mustered on a spit 

of land along the Severn River in southern 

Virginia. It’s a soggy landscape where roads 

have names such as Ditch Bank and Low 

Ground. Hall and Messerschmidt loaded 

imposing data-collection gear onto their 

backs and trekked into what may be one of 

the world’s youngest marshes.

Less than 100 years ago, farmers grew 

crops here. Those farmers, like most people 

through history, saw wetlands not as a boon, 

but as an impediment. In the United States, 

more than half of the nation’s original wet-

lands were drained for agriculture or devel-

opment. At this site, earthen levees 1 meter 

or so high—built by enslaved people, local 

lore has it—were erected to keep fields dry. 

“This is how people fought against flooding 

in the past,” Kirwan said as he stood atop 

one of the still-intact levees.

In a low-lying pool, Hall and Messerschmidt 

erected a tripod topped by a sensor that 

collected hyperaccurate measurements of 

the marsh’s topography. As the unit’s beeps 

and boops mixed with bird song, the pair 

walked a transect through the marsh, bat-

tling sharp, stiff grasses. Every 5 meters, 

Hall jammed a metal shank called a peat 

corer into the muck and gave it a firm twist 

to cut out a plug of soil. The top few centi-

meters were full of marsh grass roots that 

hadn’t decomposed. Below that, however, 

was mineral soil, revealing that the site 

was dry land until recently.

Kirwan’s disarmingly informal manner 

and often-battered field clothes belie his 

status as one of the world’s most respected 

coastal experts. He got his start as an under-

graduate at the College of William & Mary, 

just down the road in Williamsburg, Vir-

ginia. After a doctorate at Duke Univer-

sity and a stint at the U.S. Geological 

Survey, he returned to William & Mary and 

VIMS in 2011 as a professor, and the Chesa-

peake Bay’s wetlands became his laboratory. 

Thanks to childhood visits to family in the 

area, Kirwan is as comfortable bantering 

with hunters who flock to places like the 

Blackwater refuge as with fellow scientists.

Through his research, Kirwan has de-

veloped a view of coastal wetlands as 

dynamic, resilient ecosystems that have 

danced an eonslong  tango with the rising 

and falling ocean. And some of his find-

ings have challenged conventional think-

ing about how future sea level rise could 

change the planet’s coastlines.

A core from Virginia’s Goodwin Island reveals when dry land became marsh. 

Carbon absorbed by marsh plants can be stored in soil for centuries.

By digging deep into coastal 

marshes around the Chesapeake Bay, 

Matt Kirwan has unearthed 

a story of surprising resilience.
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Kirwan’s first big splash was a 2010 study 

in Geophysical Research Letters showing that 

just two factors—the tidal range (the eleva-

tion difference between low and high tide) 

and the amount of sediment in the water—

determined how much sea level rise salt 

marshes around the world could withstand. 

In places with large tidal ranges, plants near 

the high tide line will remain partly above 

water even as seas rise, whereas in places 

with less tidal variation, such as the Black-

water reserve, even a little bit of additional 

water can fully drown marshes. Meanwhile, 

in places where plentiful sediment settles 

out of water, marshes can build new ground 

at rates up to an astounding 10 centimeters 

per year, modeling by Kirwan and colleagues 

suggested, enabling them to outrun even 

high rates of sea level rise.

A few years later, in an influential 2013 

paper published in Nature, Kirwan and 

Patrick Megonigal of the Smithsonian En-

vironmental Research Center expanded on 

those findings to argue that most wetlands 

globally were keeping up with sea level rise 

just fine. One key, they wrote, is a biophysical 

feedback loop: Wetland plants slow incom-

ing ocean water, causing fine sediment it 

carries to drop out and accumulate. As sea 

level rises and wetlands flood more often, 

the plants trap more sediment, building up 

the soil surface. Meanwhile, marsh plant 

roots die, but mostly don’t decompose, fur-

ther raising the ground.

Kirwan also found that wetlands’ abil-

ity to migrate landward had been dramati-

cally underappreciated. Many scientists, he 

and Gedan say, assumed most migrating 

wetlands would encounter either a natural 

barrier such as a steep slope or a bluff, or a 

human barrier such as a seawall. But Kirwan 

found many areas lacked such impediments 

and could accommodate enormous marsh 

migrations. In 2017, for example, his re-

search team reported that since 1850, the 

flat, fast-sinking Chesapeake region has 

gained as much marsh as it has lost: more 

than 40,000 hectares, or more than twice 

the area of Washington, D.C.

One of Kirwan’s research sites, Good-

win Island at the mouth of the York River, 

provides a powerful illustration. There, 

researchers documented a marsh that 

has been creeping uphill for more than 

600 years. And Kirwan’s team has found 

that even the newest marshes provide 

important ecosystem services, such as ab-

sorbing and storing carbon.

On Goodwin Island and elsewhere, those 

new marshes often occupy land that was 

forest until saltwater poisoned the trees. 

Such ghost forests have been expanding 

along the U.S. east coast for 100 years, 

Kirwan and Gedan pointed out in a 2019 

paper in Nature Climate Change. Although 

these dead forests can look apocalyptic, the 

marshes that replace them actually provide 

more benefits for nature and people, and 

should be welcomed, Kirwan says. “From 

a pure ecological perspective, ghost forests 

are a win.”

WHAT HAS STIRRED the most debate, how-

ever, are Kirwan’s forays beyond quantify-

ing past change to forecasting the future, 

when sea level rise is likely to accelerate 

rapidly. In 2016, Kirwan and colleagues cri-

tiqued forecasts of massive coastal wetland 

loss in a paper published in Nature Climate 

Change. The study, titled “Overestimation of 

marsh vulnerability to sea level rise,” argued 

that some widely used models downplayed 

marshes’ ability to build up soil as oceans 

rise. Models that account for those soil-

building processes, the researchers argued, 

suggest marshes could withstand ocean rise 

of up to a half-meter per decade—among G
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Wetland or water?
The fast-sinking Chesapeake Bay region offers a window into future scenarios for tidal wetlands. 

Some computer models suggest vast swaths of wetlands could disappear in coming decades 

as oceans surge. But other models forecast that coastal wetlands could maintain or even expand 

their areas by building soils vertically and migrating to higher ground that is currently dry.

A marshy coast 
The bay region, including the area around the Blackwater 

National Wildlife Refuge (upper center in box), currently 

supports extensive tidal marshes. 

If wetlands can’t keep up
Sea level rise of 1 meter could drown many wetlands 

according to widely used models that assume they have 

limited ability to build soils or migrate horizontally.

Potential migration zones
If tidal wetlands are able to build up and migrate inland 

as seas rise, they could take over coastal areas that are 

currently well above sea level.
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the direst scenarios for the coming century.

Three years ago, Kirwan and Mark 

Schuerch, a geographer at the University of 

Lincoln, went further. Using models, they 

predicted that, through 2100, coastal wet-

lands globally could suffer little or no net 

loss at all, and under some assumptions 

could even increase their area by up to 60%.

Such rosy forecasts offered a reason for 

optimism in a field where nearly every fore-

cast is bleaker than the last. One group of 

researchers, for example, used data from 

Kirwan and others to predict that thanks to 

their ability to build vertically, tidal wetlands 

in the United States will pull carbon dioxide 

from the air at faster rates as oceans rise.

But Kirwan’s positive outlook didn’t sit 

well with some experts. Randall Parkinson, 

a coastal geologist at Florida International 

University, argued that Kirwan’s 2016 

analysis failed to account for the fact that 

coastal wetlands sink over time as plant 

roots partially decompose and soils com-

pact under the weight of newly deposited 

sediment. Those processes ultimately re-

duce wetlands’ surface elevation, Parkinson 

says, making them more vulnerable to 

sea level rise than Kirwan’s team had es-

timated. Many of today’s wetlands are al-

ready on their way to drowning as sea level 

rise accelerates, he says.

To bolster his argument, Parkinson 

points to the most recent period when 

oceans rose quickly: the end of the last 

ice age. About 20,000 years ago, as mas-

sive glaciers began to melt, seas surged; 

they ultimately rose some 120 meters in 

13,000 years. Parkinson collected sediment 

profiles that were deposited off the coast 

of Florida during that surge. They showed 

that mangrove forests—the tropical analog 

of salt marshes—survived only along nar-

row coastal strips and were constantly on 

the move. In contrast, oceans have inched 

upward far more gently over the past 

7 millennia, allowing mangroves and 

coastal marshes to expand dramatically.

Other recent studies have added weight 

to Parkinson’s challenge. Last summer, for 

example, Saintilan and colleagues published 

an analysis in Science of sediment cores from 

78 coastal sites around the globe. It found 

that mangroves virtually disappeared every-

where whenever sea level rise exceeded about 

7 millimeters per year—a rate many regions 

could see again in just a few decades.

A study of tidal marshes around the United 

Kingdom that Benjamin Horton, director of 

the Earth Observatory of Singapore, helped 

conduct found a similar survival threshold, 

as did a 2020 study of historical wetlands 

in Louisiana led by Törnqvist. “The future 

of the wetlands in this region is not looking 

very good,” Törnqvist says.

In April, Törnqvist and others took their 

most direct aim at Kirwan’s work, detail-

ing in AGU Advances their case for why 

many of today’s wetlands will soon drown. 

One big problem, they wrote, is that many 

coastal wetlands aren’t receiving nearly 

enough sediment to build soil at the rate 

needed. Although marshes now at the high 

tide line might be able to hang on for a few 

decades, they will collapse once they have 

burned through this “elevation capital,”  

Törnqvist argues.

Kirwan has welcomed the critique. The 

AGU Advances study is “fantastic,” he says. 

“It’s probably the best challenge to some 

of my own work that I’ve read. … I sent 

it around to everybody in our lab group.” 

But he is not convinced that the fate of an-

cient wetlands foreshadows what will hap-

pen in coming decades. “We don’t know a 

lot about what a marsh [represented by] 

a sediment core [from] 8500 years ago … 

actually looked like in nature,” he says. 

Lower temperatures and atmospheric car-

bon dioxide levels in the past, for example, 

meant plants probably grew more slowly, 

potentially making it harder for marshes 

to keep their heads above water.

Horton, who has co-authored papers 

with both Kirwan and his critics, says 

more data from more places are urgently 

needed. “There’s a lack of empirical data to 

predict the resilience or vulnerability of an 

increasingly valuable ecosystem.”

Still, Kirwan acknowledges that if wa-

ters rise too fast relative to land, as is hap-

pening in Louisiana, for example, wetlands 

will no longer be able to keep up by build-

ing vertically. In those cases, they will have 

to migrate horizontally, colonizing new ar-

eas now subject to daily tides.

WHETHER SUCH inland migrations will hap-

pen, however, is largely in the hands of 

people. In and around cities, many marshes 

and mangrove forests are, or soon will be, 

squeezed between rising seas and human 

infrastructure, such as seawalls, levees, 

roads, and houses, that block the path to 

higher ground.

That reality has led some wetland ad-

vocates to call for restrictions on devel-

opment in current uplands that could 

become wetlands. In Norfolk, Virginia, a 

nonprofit group called Wetlands Watch is 

even urging city officials to create incen-

tives for landowners to abandon and de-

molish structures once migrating wetlands 

approach within a certain distance.

On a recent rainy spring day, as the Lafay-

ette River spilled over a battered seawall onto 

streets in Norfolk’s low-lying Larchmont P
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A historical map shows land that was once farmed near the Severn River in Virginia. Many of those fields are 

now salt marsh thanks to rising sea levels.
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neighborhood, Skip Stiles and Mary-Carson 

Stiff, two leaders of Wetlands Watch, visited 

a property they see as a likely future wetland. 

Already, marsh grasses had encroached into 

the neat lawn behind the three-story house, 

whose balcony affords a fine view of the 

river. Stiff, a lawyer, had started discussions 

with the property owner. But so far, she says, 

neither that property owner nor any other 

has committed to forfeit their house to a 

moving marsh.

The idea may be an easier sell in rural 

places where land is cheaper and less ex-

tensive infrastructure blocks wetlands’ 

path inland. At the Blackwater refuge, 

for example, federal officials have already 

bought dry land likely to be overtaken 

by marsh. The effort was catalyzed by an 

analysis showing that although some 2000 

hectares of refuge marshes have drowned 

and been replaced by open water since the 

preserve opened in the 1930s, new marshes 

have taken over more than 1300 hectares 

of dry land in and around the refuge.

Those invasions impressed refuge bio-

logist Matt Whitbeck, who began to iden-

tify areas where the Fish and Wildlife 

Service could purchase uplands to create 

wetland retreat corridors and maintain 

critical bird habitat. The realization that 

marshes were readily occupying higher 

ground and could continue to provide eco-

system services there, Whitbeck says, “was 

a huge shift in our thinking.”

HUMANS MAY EVEN be able to play a positive 

role in marsh migration. Gedan, for example, 

noticed that the first salt-tolerant plants to 

invade previously dry land are often weedy 

shrubs with few ecological or human ben-

efits. To build a better marsh, she and col-

leagues have begun a restoration experiment 

in former farm fields on a fast-sinking penin-

sula south of the Blackwater refuge. Earlier 

this year, marsh grasses and other vegetation 

the researchers had planted were just start-

ing to green up, giving Gedan hope. Farm-

land like this, she explained, “for a long time 

has been considered impermeable to marsh 

migration,” because farmers often used levees 

and other techniques to keep them from be-

coming waterlogged.

If such efforts to turn farmland into high-

value marsh succeed, experts say paying 

farmers to give up soggy fields could help 

wetlands migrate and enhance habitat for 

species such as black ducks. In Maryland, one 

state-funded pilot project along these lines is 

already underway. But some farmers there are 

still building berms and installing tide gates, 

sometimes illegally, to keep marshes out. And 

countries such as Germany and the Nether-

lands, which heavily armored their coasts 

long ago, have yet to offer much land back 

to the sea. “It is a very difficult discussion to 

have, to give this land up,” Schuerch says.

Ultimately, if Kirwan is right, many wet-

lands may overcome both rising seas and 

humanmade barriers. Along the Severn 

River, for example, Kirwan and his col-

leagues are finding that the old levees, 

durable though they were, ultimately 

failed. Inside and outside the walls, marsh 

grasses have colonized the former fields 

with nearly equal vigor. Young crabs skit-

ter about. The marsh, though just a few 

decades old, seems to be doing its job—a 

good thing for nature, and for the people 

whose houses dot the marsh’s edge.

“There’s always been this assumption 

that people wouldn’t let marshes move; 

they wouldn’t give up their land,” Kirwan 

says. “What I’ve tried to show is, not only 

would we let it happen, we already have.” j

Gabriel Popkin is a journalist  in Mount Rainier, 

Maryland.

The encroachment of salty water killed trees near the Blackwater National Wildlife Refuge in Maryland, creating a so-called ghost forest. Such dead forests can be an 

ecological win, says coastal researcher Matt Kirwan, because marsh grasses that take over the site build soil carbon and provide other benefits.
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By Fiona Murray

I
n 1988, ophthalmologist Patricia Bath 

was granted US patent 4,744,360 for a 

laser-based “Apparatus for ablating and 

removing cataract lenses.” Cataracts have 

disproportionately burdened women, and 

Bath had long been concerned about dif-

ferences she saw among patient populations. 

She is not alone among innovators in focus-

ing on solving problems that they see around 

them. But as one of the few female inventors 

of her generation, she had a rare vantage 

point. On page 1345 of this issue, Koning et 

al. (1) document a similar pattern on a large 

scale. They show that female inventors are 

more likely to produce patents to solve prob-

lems that specifically or disproportionately 

affect women (such as menopause and fi-

bromyalgia). Beyond recognizing the loss of 

human talent that arises when women are 

underrepresented in innovation, this find-

ing highlights the types of problems (and 

solutions) that are overlooked in the current 

system with its support of a homogeneous 

group of inventors. 

The idea that people with distinctive life 

experiences—because of their gender, race, 

socioeconomic background, education, 

or nationality (to name a few)—will be at-

DIVERSITY AND INNOVATION

Mothers of invention

PERSPECTIVES

Women are more likely than men to invent for women, but 
obstacles limit their participation in the innovation system

INSIGHTS

Massachusetts Institute of Technology, Sloan School of 
Management, Cambridge, MA, USA. Email: fmurray@mit.edu
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tracted to explore different problems might 

not be a surprise. Diverse inventors “see” 

the world differently. They will explore a 

solution space differently, making unusual 

connections linking otherwise disparate 

insights (2). What Koning et al. highlight 

is that diverse inventors also identify with 

different problems or missions—overcom-

ing strategic blind spots that will otherwise 

occur if inventors are drawn from very simi-

lar backgrounds. Their approach, applied to 

over 440,000 US patents, is an entirely new 

way to map the problem spaces (i.e., appli-

cations) explored by inventors. This map-

ping convincingly shows the connection 

between inventor identity and invention 

domain across the life sciences (constitut-

ing over 10% of US patenting activity from 

1976 to 2010). The authors show that all-

female inventor teams are 35% more likely 

to innovate in areas of women’s health than 

all-male teams (and female-majority teams 

are 18% more likely to have a women’s focus 

than male-majority teams).

It is important to celebrate the particular 

problem focus and distinctive solutions that 

diverse innovators bring to the economy. Yet, 

to put these results into a wider perspective, 

Koning et al.’s analysis finds that women are 

represented on only 25% of US life sciences 

patents during a period when women have 

come to make up almost 50% of US PhDs 

in the life sciences. Such low levels of rep-

resentation in the life sciences—from inven-

tion and patenting to start-up founding and 

fundraising to corporate board membership—

illustrate the work that remains to overcome 

systemic barriers to diversity and inclusion 

in the life sciences (3). 

These patterns of participation hold across 

the wider US innovation economy: Only 10% 

of patent inventors are women (4). Further 

along the innovation pipeline, less than 20% 

of tech start-up companies have a female co-

founder, and female chief executive officers 

receive less than 7% of venture capital (5). 

At the same time, just as Koning et al. illus-

trate how female innovators are more likely 

to patent in female-focused areas, women are 

also more likely to found companies in some 

subfields such as educational technology. This 

“sorting” across the economy is echoed at the 

Massachusetts Institute of Technology, where 

we find that women are more likely to focus 

on mission- or purpose-driven sectors: health 

security, food security, and financial inclusion. 

The concentration of women in certain 

fields provides new insights into the contin-

ued underrepresentation of women and mi-

norities in innovation (6) but also raises new 

questions about the drivers that lead inno-

vators into particular problem domains and 

missions. It is only when evaluating these 

dynamics at a system-wide level that greater 

diversity and inclusion in innovation can be 

effectively supported and the associated wel-

fare losses in the economy stopped.

To understand the wider system context, 

it is necessary to consider two parts of the 

innovation system: One encompasses the 

domains prioritized (and funded) across 

the innovation landscape (and the mecha-

nisms that go into defining those priorities). 

Another comprises the individuals selected 

as inventors and innovators to deliver those 

priorities (and the range of mechanisms that 

go into selecting key projects and people). At 

the intersection of these two parts of the in-

novation economy is a system in which the 

allocation of diverse talent to key domains 

may not simply be a preference for solving 

certain problems. Instead, it plausibly arises 

as system-wide beliefs about the innovation 

priorities for the economy and beliefs about 

the competence of innovators across fields, 

combine and misallocate talent.

Consider what funders are searching for—

how problems and missions are scoped and 

prioritized both in early-stage science and 

in later-stage translation. It is notable that 

women’s health has, until recently, been 

viewed as a marginal area of academic or 

commercial investment where few venture 

funders prioritized women’s health or mar-

kets for female-oriented products. 

A key system-level driver of these choices 

has been women’s underrepresentation in 

the highest levels of decision-making (where 

markets or diseases are prioritized for invest-

ment) and in grant and investment making 

(where specific choices are made). Being 

absent shapes attention, or lack thereof, 

to these critical problems, leading to what 

Criado-Perez has called “invisible women” 

(7). More broadly, a lack of women in deci-

sion-making roles has likely shaped deci-

sions—by predominantly male investors—to 

overlook key problems and markets. The 

same system dynamics are true for under-

represented minorities. Not having diverse 

voices at the table defining problem spaces 

perpetuates a system that narrows the proj-

ects and problems that are prioritized.

If female innovators identify particularly 

strongly with certain missions, or if they 

have specific solutions to these problems, 

then the lack of funding priority accorded to 

these areas will contribute to the low levels 

of women in the innovation economy. What 

funders search for—which investments they 

fund as priorities—shapes who is attracted 

into innovation. This system can only be 

overcome by expanding who sits at the table 

to set priorities. 

Another aspect of the innovation system 

that must be attended to in driving diver-

sity is more familiar: identifying, evaluating 

and selecting people to pursue innovation 

priorities. Many studies show that women 

(and other underrepresented groups) often 

receive lower evaluation scores when they 

submit research proposals, resumes, or busi-

ness pitches—not because of a lack of qual-

ity, but because of assumptions being made 

about their capabilities (8), or because of the 

questions they are asked (9). To overcome 

these system-wide issues, it is necessary to 

consider the processes by which projects are 

selected: how solicitations are written, how 

venture pipelines are sourced, who is at the 

table during the evaluation process, what 

criteria are used, and how conversations 

are structured. Research shows that a wide 

range of voices needs to be heard in the se-

lection process (10). 

The criteria for selection are an especially 

critical part of how a system shapes diversity. 

In grant-making settings, decision-makers 

frequently rely on measures that are gener-

ally considered to be objective indicators 

of quality, e.g., citations, but are, in fact, bi-

ased in favor of over- not underrepresented 

groups (2). Thus, even signals of “merit” that 

are used to support innovation selections 

perpetuate a system that builds cumulative 

advantage for some groups over others. For 

example, if women receive smaller grants or 

smaller funding rounds early in their careers 

(11). This will have a cumulative long-term 

impact on productivity (in science or in com-

mercialization), plausibly explaining the 

lower rates of invention observed by Koning 

et al. and across the economy. A “quick fix,” 

e.g., training aimed at unconscious bias, is 

not enough. Considering who is at the table 

making selection decisions and the criteria 

they use are essential to system change. 

The interaction between what is pri-

oritized and who is selected has important, 

unintended, cumulative, system-wide con-

sequences that magnify inequality at every 

stage—from grant funding, to patenting, to 

translation and venture funding. Women 

have lower levels of confidence when they 

consider entering some domains (12), caus-

ing them to shy away from certain fields—

a dynamic that is magnified if they do not 

observe role models (13) or decision-makers 

with whom they identify. Similarly, if women 

believe that they have a disadvantage when 

pursuing funding in traditionally male-fo-

cused fields—whether those are male-focused 

diseases in life sciences or traditional sectors 

of the economy—they may be less likely to ap-

ply in the first place from “lack of fit” (14). 

These beliefs are not speculative; evidence 

from the start-up community shows that 

women’s proposals were valued on average at 

Ophthalmologist Patricia Bath received US 

patents related to laser treatment for cataracts, 

which disproportionately affect women.
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By Briana L. Rocha-Gregg1 and

Anna Huttenlocher1,2

 S
warming is a collective movement 

that has far-reaching implications in 

biology and beyond. Swarms involve 

groups of individuals coordinating 

their behavior in a self-organizing 

process. Examples include swarming 

motility and quorum sensing in bacteria 

(1), foraging in ants, and the defensive ac-

tions of honey bees. In the animal immune 

system, swarms of white blood cells called 

neutrophils respond to microbial threats 

and tissue damage by traveling en masse to 

affected tissues. Although much work has 

been done to understand the initiation of 

neutrophil swarms (2), less is known about 

how they are terminated. On page 1303 of 

this issue, Kienle et al. (3) reveal  that neu-

trophils limit their swarms by deactivating 

their own receptors that detect self-pro-

duced swarm signals. This desensitization 

limits neutrophil aggregation and, crucially, 

promotes pathogen clearance and resolu-

tion of acute inflammatory responses. 

In response to infection or injury, 

neutrophils often travel long distances 

through complex chemical landscapes 

and diverse physical architectures. The 

long-range signals that initiate neutrophil 

recruitment to injured or infected tissues 

are well characterized (4) and include the 

modified lipid leukotriene B4 (LTB4) and 

chemokines such as interleukin-8 and 

CXCL2 (C-X-C motif chemokine ligand 2). 

As they migrate, neutrophils produce and 

secrete these same attractants, which am-

plify the recruitment signal and ensure 

that continued waves of neutrophils reach 

tissue damage through swarming migra-

tion (5). Indeed, a recent study identified a 

quorum-sensing type of neutrophil swarm-

ing toward zebrafish wounds through the 

local propagation of calcium signals and 

LTB4 release (6). This self-amplification is 

reminiscent of amoeba cells (Dictyostelium 

discoideum) and metastatic cancer cells. 

Studies of their migration through micro-

fluidic mazes identified the diffusion and 

breakdown of attractants (7) as sources of 

self-generated chemoattractant gradients 

that contribute to these coordinated, self-

propagated behaviors.

Given that neutrophil swarms are self-re-

inforced, how are they terminated? This is 

an intriguing question because recruitment 

signals persist even as neutrophils simulta-

neously arrive and leave damaged tissues—

the latter by reverse migration (4). There 

has been growing interest in identifying 

pathways and mechanisms that promote 

resolution of neutrophilic inflammation. 

A number of neutrophil extrinsic, anti-in-

1Department of Medical Microbiology and Immunology, 
University of Wisconsin-Madison, Madison, WI 53706, 
USA. 2Department of Pediatrics, University of Wisconsin-
Madison, Madison, WI 53706, USA. 
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only two-thirds the value of equivalent pro-

posals by males in traditionally male-focused 

business sectors. Men faced no such “valua-

tion discount” in female-focused sectors (15). 

The outcome of such dynamics reinforces the 

representation patterns seen in life sciences 

patenting with women selecting more heavily 

into women’s health. 

When overlaying upon this system of se-

lection a context in which diverse problem 

domains and missions are often under-

funded or overlooked (for lack of effective 

diversity within priority setting bodies), then 

the drivers of underrepresentation on many 

dimensions in the innovation economy be-

come clearer—albeit more daunting. 

The logic of this analysis suggests a sys-

tem in which the allocation of diverse talent 

to key domains may not simply be a prefer-

ence for solving certain problems. As well, 

it arises as the result of system-wide beliefs 

about innovation priorities and beliefs about 

the competence of innovators across fields. 

If these beliefs are manifest early on in the 

innovation process, they are likely replicated 

at each subsequent stage, leading to cumu-

lative disadvantage for underrepresented 

groups of women and other minorities and 

considerable welfare losses.

We must celebrate the positive impact of 

attracting some of the most talented women 

life scientists into critical and previously un-

der-explored research areas such as women’s 

health. Similarly, in areas of mission-driven 

innovation, the sense of purpose that drives 

underrepresented groups is a powerful force 

for change. But simply using traditional ap-

proaches to prioritize and select projects 

and people without appreciating the subtle 

dynamics at play across the entire system 

stifles the allocation of diverse talent across 

the entire innovation economy and does not 

bring the best and brightest to bear on the 

most pressing challenges. j
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IMMUNOLOGY

Swarming motility 
in host defense
Neutrophils exhibit self-control to resolve 
infection and tissue damage

Neutrophils swarm to 
site of infection.

Self-amplifcation 
of swarm signals

Self-limitation of 
swarm signals

Neutrophils stop and 
surround pathogen.

P

GR
K2

LTB4

LTB4 receptor

Neutrophil

Phosphorylation

Self-balancing act
Neutrophils swarm to affected tissue to sequester 

and kill invading microbes. Pathogen clearance 

depends on the balance between self-amplification 

and self-limitation of swarm signals [such as 

leukotriene B4 (LTB4)]. As neutrophils reach 

afflicted tissues, the concentration of swarm signals 

increases. As a result, cognate receptors 

are desensitized by G protein–coupled receptor 

kinase 2 (GRK2)–mediated phosphorylation. 

This ensures that neutrophils pause their motility 

and sequester and kill pathogens.
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Preparing 
macrophages 
for the future
Temporal dynamics of a key 
immune transcription factor 
shape the epigenome and 
future cell responses

By Nagarajan Nandagopal,

Ashwini Jambhekar, Galit Lahav 

C
ells live in complex environments 

and must respond appropriately to 

extracellular signals. Such responses 

often involve regulating the expres-

sion of hundreds of genes through 

transcription factors (TFs). Many 

TFs are activated by multiple signals and 

regulate the expression of distinct genes 

in response to each. How extracellular in-

formation is “encoded”  in TF activity and 

subsequently “decoded” to orchestrate 

gene expression is a fundamental question 

in biology. Intriguingly, some TFs such as 

nuclear factor kB (NF-kB) and p53 encode 

signaling information in their temporal 

dynamics (1). Studies have shown that sig-

naling dynamics can be used to control the 

induced expression levels (2), types (3), or 

ratios (4) of genes. On page 1349 of this 

issue, Cheng et al. (5) report a previously 

unknown role for TF dynamics: They show 

that NF-kB dynamics not only control how 

genes respond in the present but also re-

configure the cell to control gene expres-

sion in response to future stimulation.

In macrophages, which act as sentinel cells 

of the innate immune system, NF-kB dynam-

ics was shown to encode signal identity. For 

example, activation by toxins released from 

invading bacteria leads to sustained NF-kB 

activity, whereas activation by inflammatory 

signals from other immune cells leads to 

oscillations in NF-kB activity (6, 7). Rather 

than focusing directly on which genes’ ex-

pression are induced by NF-kB, and by how 

much, Cheng et al. analyzed the NF-kB “epi-

genome,” a set of factors that influences the 

potential for expression of genes to be in-

duced upon TF activation. 

Department of Systems Biology, Blavatnik Institute, 
Harvard Medical School, Harvard University, Boston, MA, 
USA. Email: galit@hms.harvard.edu

flammatory factors, including lipoxins and 

resolvins (8), are generated at injury sites 

and dampen neutrophil-mediated inflam-

mation. Additionally, the production of re-

active oxygen species (ROS) by host cells 

is necessary for defense against pathogens 

but also provides a cue that limits inflam-

mation fueled by neutrophils. Chronic 

granulomatous disease (CGD) patients de-

ficient in ROS production have sustained 

sterile (pathogen-free) inflammation, and 

their neutrophils form larger neutrophil 

swarms in vitro (9). Macrophages, another 

white blood cell present in wounds, cloak 

damage signals and prevent neutrophil 

swarming (10). They can also promote the 

reverse migration of neutrophils from sites 

of tissue damage (11).

Kienle et al. have identified an elegant, 

neutrophil-intrinsic mechanism that lim-

its swarm size: negative regulation of the 

receptors that recognize self-produced 

swarm signals (see the figure). Notably, 

only receptors for intermediate-target at-

tractants, like LTB4, are affected. Receptors 

for end-target attractants like C5a (comple-

ment component 5a) are unaffected. As a 

result, neutrophils remain sensitive to 

exogenous signals that promote functions 

necessary for pathogen killing. This self-

limiting mechanism occurs through the ac-

tivity of a cytoplasmic GRK-family protein, 

GRK2 (G protein–coupled receptor kinase 

2). GRK proteins are cytoplasmic enzymes 

that phosphorylate activated G protein–

coupled receptors. This phosphorylation 

results in receptor desensitization and, in 

some cases, internalization. Internalized 

receptors can be degraded or returned 

to the cell surface, as is the case with the 

CXCL2 receptor but not the LTB4 receptor. 

In this way, a cell can dynamically alter its 

sensitivity to various ligands. 

It is tempting to think that by increasing 

swarms, more neutrophils would reach the 

wound, and the magnitude of their com-

bined defenses would easily overcome the 

threat. This is not always the case. A par-

ticularly surprising observation by Kienle 

et al. is that persistent swarming did not 

result in better control of infection in 

mice with neutrophils lacking GRK2. In 

these animals, both increased cell speed 

and larger neutrophil clusters were ob-

served at the wound. Without an adequate 

pause in motility, these neutrophils could 

not mount a successful defense response. 

Thus, a cell-intrinsic mechanism ensures 

that neutrophils successfully transition 

from the recruitment phase to the defen-

sive phase. The study also suggests that a 

bigger swarm is not necessarily better in 

clearing pathogens. This is similar to what 

is seen in patients with CGD, where in-

creased neutrophil swarming is associated 

with impaired microbial killing, although 

these effects may not be related. 

Not all cellular swarms are beneficial 

to the body. Excessive or inappropriate 

neutrophilic inflammation is associated 

with debilitating diseases, including CGD 

and other autoinflammatory disorders. 

Additionally, the collective migration of 

cancer cells can drive metastasis, and self-

propagating swarming may promote this 

behavior. Given the variety of contexts in 

which swarms occur, insights into their 

termination are of great general interest as 

well. Insect swarms can be both beneficial 

(bees) and devastatingly costly to agricul-

ture (locusts). For decades, engineers and 

computer scientists have worked to incor-

porate aspects of swarm intelligence into 

technological applications. Robot swarms 

show promise in a variety of contexts, in-

cluding environmental remediation (12).

At first glance, the model of self-control 

suggested by Kienle et al. seems deceptively 

simple. Long-range alarm signals trigger 

self-propagating neutrophil swarms that 

converge at sources of infection or injury. 

However, these swarms are intrinsically 

transient if receptors become desensitized 

as ligand concentrations increase close to 

target sites. The selectivity of this response 

enables neutrophils to prioritize signals 

that induce effector functions essential for 

clearing the infection and limiting collat-

eral tissue damage. It is unclear how neu-

trophils prioritize signals to arrive at and 

depart from damaged tissues simultane-

ously (4). A tissue factor—myeloid-derived 

growth factor—has recently been identified 

that promotes neutrophil reverse migration 

and limits neutrophil inflammation (13). 

The signals that orchestrate and integrate 

these types of complex behaviors in homeo-

stasis and disease are still largely unknown 

and likely involve the combined influence 

of self-propagated and exogenous cues. j
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The status of “enhancers,” DNA se-

quences bound by TFs to control gene ex-

pression, is a particularly important aspect 

of the epigenome. In some cases, enhanc-

ers are bound by nucleosomes, which ob-

struct TF binding. Such enhancers cannot 

activate genes until the nucleosomes are 

displaced. Other enhancers are readily 

available for TFs to bind and facilitate gene 

expression and are considered to be active. 

The set of genes whose expression can be 

induced and their expression levels depend 

on how these two classes of enhancers are 

distributed in the genome. This layer of 

regulation provides a means for different 

cell types to regulate different sets of genes 

by using the same TFs. It also enables a cell 

to change its response to the same signal 

and thus adapt to the environment.

Cheng et al. investigated the status of 

NF-kB–bound enhancers in macrophages 

derived from mice after stimulating the 

cells with signals previously shown to ac-

tivate NF-kB with different dynamics. 

They found that signals that led to sus-

tained NF-kB activity increased the num-

ber of active enhancers compared with 

signals that produced oscillatory activity. 

To directly test whether this difference 

was due to NF-kB dynamics, the authors 

blocked normal oscillations by disengag-

ing a well-characterized negative-feedback 

loop in the NF-kB pathway, which did not 

alter other features of the response such as 

activation intensity. Removing NF-kB oscil-

lations in this manner increased the number 

of active NF-kB–dependent enhancers. Thus, 

although both oscillatory and non-oscillatory 

NF-kB dynamics induce gene expression 

through already active enhancers, non-os-

cillatory activation also reconfigures the epi-

genome by activating additional enhancers.

What effect does this have on the cell? 

Because the epigenome defines the set of 

genes whose expression can be induced 

by NF-kB, one scenario is that by increas-

ing the number of active enhancers, non-

oscillatory NF-kB dynamics change the 

set of genes that could respond to future 

stimulation of the pathway. Indeed, analy-

sis of gene expression after a second phase 

of sustained NF-kB activation showed in-

duction of hundreds of genes not induced 

upon repeat stimulation of oscillatory 

NF-kB (see the figure). Thus, it appears 

that the functions of NF-kB as an inducer 

of gene expression and as a modifier of 

the epigenome (likely in conjunction with 

other proteins) are separable according 

to its temporal dynamics. On the basis of 

modeling, the authors suggest that this 

separation is achieved through the many 

steps involved in unwrapping inactive 

enhancers from nucleosomes, which de-

mands persistent nuclear NF-kB—that is, 

non-oscillatory dynamics. 

Modifying the epigenome provides NF-kB 

with the ability to record its activation 

and affect future cellular responses. Other 

forms of this phenomenon, broadly called 

epigenetic transcriptional memory, have 

been described (8), including in 

macrophages (9). It will be in-

teresting to compare enhancer 

activation by NF-kB to other 

mechanisms of transcriptional 

memory, in terms of stability, 

fidelity, and lifetime. At a mech-

anistic level, it remains to be 

determined how NF-kB activity 

duration translates to nucleo-

some displacement and how 

the proposed multistep reaction 

mechanism compares with clas-

sic kinetic proofreading (10) or 

circuit-based mechanisms for 

duration sensing (11). The re-

sponses of target genes to other 

TFs are sensitive to oscillation 

frequency and duration (12); 

the relevance of the proposed 

mechanism to these pathways 

will be worth investigating. 

At the level of the cellular response, the 

functional consequences of organizing 

NF-kB target genes into multiple cohorts are 

currently unclear. Does it lead to macrophage 

adaptation to particular immune threats, as 

suggested previously (9, 13)? Maybe this re-

sponse can be “tuned” by changing the du-

ration or intensity of the initial stimulus. 

The discovery by Cheng et al. thus opens up 

several new lines of inquiry that will help to 

better understand how NF-kB orchestrates 

specific responses to different stimuli. More 

generally, other oscillatory TFs have known 

roles in regulating the epigenome (14, 15). 

It will be fascinating to see whether similar 

principles apply to decoding dynamics and 

controlling the activation of target genes in 

other systems. j
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“...NF-kB dynamics not 
only control how genes respond 

in the present but also 
reconfigure the cell to control 

gene expression in 
response to future stimulation.”

Signal-specific nuclear factor kB dynamics
In macrophages, the transcription factor nuclear factor kB (NF-kB) can be activated either with oscillatory or sustained 

temporal dynamics, depending on the signal. Under oscillatory dynamics, inactive enhancers remain nucleosome-bound. 

By contrast, sustained dynamics can remodel enhancers through nucleosome displacement and histone 3 Lys4 (H3K4) 

methylation. After a second exposure to the same signal, enhancers that were activated by sustained NF-kB dynamics induce 

expression of their associated genes, whereas these genes remain inactive under oscillatory dynamics.
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By Christopher M. Filley

O
ne of the most enduring themes in 

human neuroscience is the associa-

tion of higher brain functions with 

gray matter. In particular, the cerebral 

cortex—the gray matter of the brain’s 

surface—has been the primary focus 

of decades of work aiming to understand 

the neurobiological basis of cognition and 

emotion. Yet, the cerebral cortex is only a 

few millimeters thick, so the relative neglect 

of the rest of the brain below the cortex has 

prompted the term “corticocen-

tric myopia” (1). Other regions 

relevant to behavior include the 

deep gray matter of the basal 

ganglia and thalamus, the brain-

stem and cerebellum, and the 

white matter that interconnects 

all of these structures. On page 

1304 of this issue, Zhao et al. (2) 

present compelling evidence for 

the importance of white matter 

by demonstrating genetic influ-

ences on structural connectivity 

that invoke a host of provocative 

clinical implications. 

Insight into the importance 

of white matter in human be-

havior begins with its anatomy 

(3–5) (see the figure). White 

matter occupies about half of 

the adult human brain, and 

some 135,000 km of myelinated 

axons course through a wide ar-

ray of tracts to link gray matter 

regions into distributed neural 

networks that serve cognitive 

and emotional functions (3). 

The human brain is particularly 

well interconnected because white matter 

has expanded more in evolution than gray 

matter, which has endowed the brain of 

Homo sapiens with extensive structural con-

nectivity (6). The myelin sheath, white mat-

ter’s characteristic feature, appeared late in 

vertebrate evolution and greatly increased 

axonal conduction velocity. This develop-

ment enhanced the efficiency of distributed 

neural networks, expanding the transfer 

of information throughout the brain (5). 

Information transfer serves to complement 

the information processing of gray matter, 

where neuronal cell bodies, synapses, and a 

variety of neurotransmitters are located (5). 

The result is a brain with prodigious num-

bers of both neurons and myelinated axons, 

which have evolved to subserve the domains 

of attention, memory, emotion, language, 

perception, visuospatial processing, execu-

tive function (5), and social cognition (7).

White matter is important in clinical 

medicine, and knowledge of its normal 

structure and function informs the clini-

cal interpretation of acquired brain lesions 

to which it is vulnerable. Because all brain 

regions are interconnected by white matter, 

an understanding of the genetic architec-

ture of normal tracts is crucial for advanc-

ing the neurobiology of human behavior (2). 

Combined with data from major initiatives 

such as the Human Connectome Project, 

launched in 2010 by the National Institutes 

of Health with the goal of mapping all the 

long-distance connections in the brain (8), 

the role of genetics is pivotal in building a 

more complete understanding of normal 

white matter and its connectivity. 

Damage to white matter can disrupt any 

brain function and produce profound clini-

cal consequences. Neurology has long ap-

preciated the effects of such damage on sen-

sory and motor function, but more-recent 

work has amply demonstrated the capacity 

of white matter lesions to affect cognition 

and emotion (4, 5, 9–11). White matter pa-

thology with neurobehavioral consequences 

can occur in a wide variety of acquired and 

genetic disorders affecting myelin and has 

also been recognized to occur in neurode-

generative disorders such as Alzheimer’s 

disease (AD) that have long 

been thought to originate in 

cortical gray matter (4, 5).

A particularly instructive cat-

egory of white matter disorder is 

toxic leukoencephalopathy (TL), 

in which toxic white matter in-

jury can produce devastating 

clinical sequelae (9). The best 

example of TL is toluene leuko-

encephalopathy, in which long-

term abusers of paint fumes 

sustain diffuse damage to lipid-

rich myelin, owing to the lipo-

philicity of toluene, and often 

develop a disabling cognitive 

syndrome called white matter 

dementia (10). As toluene abuse 

causes widespread myelin loss 

while sparing the gray matter, 

this disorder illustrates the pro-

found cognitive effects of selec-

tive white matter damage (9–11). 

Zhao et al. add to our knowl-

edge of white matter with an 

analysis of genetic and neuroim-

aging data from nearly 44,000 

individuals within five data re-

sources. Focusing on 21 predefined tracts, 

they identified 109 loci associated with white 

matter microstructure. Genetic correlations 

were observed between white matter micro-

structure and a wide spectrum of diseases, 

and genetic variation was found to alter the 

function of oligodendrocytes—the glial cells 

responsible for myelination. Among the 

many diseases identified was AD, adding to 

mounting evidence that white matter dys-

function may be key to its pathogenesis. An 

influential “myelin model” postulates early 

white matter involvement in late-onset dis-

ease (12), and, even in early-onset autosomal 

dominant AD, microstructural white mat-
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White matter tracts
Select white matter tracts in the human brain are shown. These fibers connect 

gray matter regions to mediate complex human behaviors. The corpus callosum 

connects the cerebral hemispheres to enable cognitive and emotional information 

transfer, the corona radiata contributes to motor functions, and the posterior 

thalamic radiation is involved in visual processing.
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ter changes have been observed to precede 

symptom onset (13). Other neuropsychiatric 

conditions also implicate white matter, in-

cluding schizophrenia, depression, attention 

deficit hyperactivity disorder, autism, amyo-

trophic lateral sclerosis, glioma, and stroke. 

Relevant to both stroke and AD, white mat-

ter hyperintensities often seen on magnetic 

resonance imaging scans of older people (5) 

have been associated with a locus on chro-

mosome 17 (14).

Zhao et al. found that many commonly 

used centrally-active medications exert ef-

fects on genes associated with white matter 

microstructure—an observation that may 

lead to improvements in the treatment of 

many brain diseases. The pharmacology of 

drugs used for neuropsychiatric disorders is 

not well understood, and knowledge of the 

interactions of these drugs with white mat-

ter neurobiology may substantially bolster 

the clinician’s armamentarium.

The emerging recognition of white mat-

ter and its contribution to human behavior 

will advance medicine as well as neurosci-

ence. Considering both environmental and 

genetic factors clarifies the structure and 

function of normal and abnormal tracts, 

and this knowledge promises in turn to 

improve the diagnosis and treatment of 

people in whom white matter dysfunction 

may be disturbing neurobehavioral capac-

ity. Moreover, the understanding of AD 

and many disabling neuropsychiatric dis-

orders may be transformed by a focus on 

microstructural pathology in myelinated 

tracts. Broadly, a more detailed understand-

ing of the relationships between white 

matter and behavior will surely expand 

knowledge of the brain. A complete por-

trait of the structural basis of cognition and 

emotion cannot neglect the white matter 

because it interacts so intimately with its 

gray matter counterpart. j
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GLACIOLOGY

Is the marine ice cliff 
hypothesis collapsing?
An improved rheologic model shows that glacier retreat 
may not always be quite so quick  

By Nicholas R. Golledge1 and Daniel P. Lowry2 

M
arine margins, where ice sheets 

flow from land into the ocean, 

become exposed to environmen-

tal conditions and internally gen-

erated forces markedly different 

from those governing the flow of 

ice further inland. Prior research has sug-

gested that if the retreat of such margins 

formed tall ice cliffs, they may become 

structurally unstable and collapse, leading 

to further retreat (1). Although the veracity 

and importance of the “marine ice-cliff in-

stability” are still uncertain (2), increasing 

the accuracy of simulated ice cliff processes 

is a key challenge because the Greenland 

and Antarctic ice sheets could raise global 

sea level by 65 m. On page 1342 of this issue, 

Bassis et al. (3) developed a model that reli-

ably captures the complex behavior of ice 

cliffs as they deform and fracture. In doing 

so, they find that marine-terminating parts 

of Antarctica may be less vulnerable than 

previously suggested to rapid and irrevers-

ible collapse (4, 5). 

Ice sheets terminating in the ocean lose 

mass through melting either at the surface 

or on the underside of floating ice, and 

through calving of icebergs. For the calv-

ing fronts of thick glaciers to remain stable, 

they need to be grounded in deep water (6). 

Thicker ice or shallower water increases the 

height of the ice cliff exposed above water, 

and where this exceeds the threshold for 

structural stability (~100 m), the cliff may 

collapse through slumping (7) (see the fig-

1Antarctic Research Centre, Victoria University of 
Wellington, Wellington 6140, New Zealand.
 2GNS Science, Avalon, Lower Hutt 5011, New Zealand. 
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INSIGHTS   |   PERSPECTIVES

A new model helps explain ice 

cliff collapse, such as the ice 

calving from the Perito Moreno 

Glacier, Argentina, in 2010.
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The idea that brittle failure of vertical ice 

cliffs could lead to catastrophic collapse of 

a large part of the West Antarctic Ice Sheet 

has recently been put forward and is used 

to project sea level contributions from 

Antarctica of as much as 1 m by 2100 (4), 

under a future greenhouse gas emissions 

scenario that leads to an increase in radia-

tive forcing of 8.5 W/m2. These studies have 

done much to catalyze and focus research 

efforts within the glaciological community, 

and to highlight to policy-makers the deep 

uncertainty associated with Antarctic ice 

sheet retreat in particular. But parameter-

ized models that use extrapolations from 

sparse observations of a poorly understood 

process mean that resulting predictions 

of retreat rates vary considerably between 

model versions (1, 4, 5), so the impact of 

ice cliff collapse on future sea level rise re-
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ure). The rate at which such calving pro-

ceeds is governed by the yield strength of 

ice (8), as well as the geometric configura-

tion of the glacier front and the environ-

mental forcing.

Experimentation has also revealed that 

the critical height required for collapse of 

a marine ice cliff depends on how rapidly it 

becomes exposed (9). The sudden break-up 

of buttressing ice shelves, such as witnessed 

in the Antarctic Peninsula over recent de-

cades, could expose a new ice cliff within 

days or weeks. This “preconditioning” 

means that cliffs could fail at lower heights 

than if ice shelf collapse proceeded more 

slowly. A “speed limit” for how quickly an 

ice shelf can collapse has been recently com-

puted (10), but one of the key difficulties in 

accurately modeling or predicting any ice 

cliff failure that then follows is that the 

calving process itself comprises 

two distinct modes of failure. 

Thick and undamaged ice has a 

high tensile strength and tends 

to fail through shearing (defor-

mation) (11), whereas rapidly 

sliding glaciers are prone to 

tensile failure (fracturing) be-

cause of their extensional flow 

regime and the intersection of 

crevasses that develop as the 

glacier is “stretched.” 

This dual mode of failure is 

where Bassis et al. make such 

an important advance. The au-

thors’ “m-ice” model simulates 

ice as a viscous material whose 

deformation rate is described 

by a power law only until its 

yield strength is reached, at 

which point it then deforms 

rapidly. Accumulation of plas-

tic strain in the failed ice re-

duces its strength, allowing it 

to deform even more rapidly, 

progressively localizing failure 

within discrete bands. Thus, al-

though not explicitly modeling 

the brittle processes of ice frac-

turing, the m-ice model uses a 

pioneering composite rheology 

that allows the flow and failure 

modes of ice cliff calving to be 

captured in a single continuum 

framework.

Bassis et al. use their model 

to explore the environmental 

and geometric controls on how 

a range of marine-terminating 

glacier margins might evolve. 

The authors find that resistive 

forces at the ice front, caused 

either by sea ice or the calved 

debris that typically chokes nar-

row fjords during winter months, can slow 

or even completely prevent the retreat of an 

ice cliff. But even without this kind of but-

tressing, Bassis et al. conclude that ice cliffs 

may be inherently stable if the speed of ice 

flow or slope of the bed underlying the ice 

are within certain bounds. Specifically, the 

authors find that the upstream gradient of 

ice thickness exerts a first-order control on 

the tendency of an ice cliff to reach a criti-

cal (collapse-prone) height, and that the 

rate at which ice flows toward the calving 

front exerts a secondary control. For the 

majority of thickness gradients considered, 

faster-flowing ice allows ice margins to ad-

vance, whereas slower-flowing ice produces 

cliff retreat. Where ice thickness gradients 

are greater than about 30 m per kilometer, 

ice cliffs tend to collapse regardless of the 

inflowing ice velocity.

Standard model

Standard ice clif modeling assumes no vertical diference in the internal stress. This 
leads to failure at a critical height above the ocean surface as a result of tensile 
stresses. The whole ice column retreats by a time-averaged horizontal wastage rate.

Dual-mode model

Dual-mode modeling simulates diferences in the internal stress regime within the 
vertical ice column. This continually tracks the accumulation of plastic strain during
deformation and allows zones of damaged ice to develop, which localize
subsequent failure. The failure occurs by slumping, or by slumping and 
buoyant uplift of submerged blocks if the water is deeper.

Slab calving

Ocean

Glacier

Crust

Buoyant calving

Rotational

slumping

mains uncertain (2, 12). What 

is certain, however, is that if 

the processes involved in ice 

cliff collapse are to be included 

in models used for future sea 

level projections, they need to 

incorporate robust physics and 

be well-validated by compari-

son to observations. Bassis et 

al. have made a substantial leap 

forward in both of these areas 

with the m-ice model that offers 

exciting avenues for better un-

derstanding ice cliff behavior.  j
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A refined mechanism of marine ice cliff retreat  
The manner in which ice cliffs fail is important for projecting glacier retreat

in a warming environment.
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By Robert E. Continetti 

M
arye Anne Fox, a leading force in 

the development of organic photo-

chemistry, died on 9 May at the age 

of 73. Fox conducted groundbreak-

ing research with applications in 

renewable energy and environ-

mental chemistry, and she was a gifted uni-

versity administrator and national leader. 

A pioneering woman in a male-dominated 

field, Fox freely gave advice to early-career 

women about how to become successful 

chemists while balancing both career and 

family. She was an outstanding educator 

who taught chemistry at all levels from 

middle school to graduate school, and she 

was an effective advocate for broadening in-

clusion in chemistry education and beyond.

Born in Canton, Ohio, on 9 December 

1947, Fox was inspired by Sputnik to pursue 

a career as a scientist. She received her BS in 

chemistry from Notre Dame College in Ohio 

in 1969, her MS degree in chemistry from 

Cleveland State University in 1970, and her 

PhD in chemistry in 1974 from Dartmouth 

College in New Hampshire. In 1976, Fox 

joined the faculty at the University of Texas at 

Austin as the first female assistant professor 

and rose through the ranks; she was named 

to her first endowed chair in 1986 and was 

appointed as the first vice president for re-

search in 1994. She then served as chancellor 

at both North Carolina State University and 

University of California San Diego (UCSD) 

before her retirement in 2012.

Fox made fundamental discoveries related 

to the mechanisms of chemical reactions that 

were initiated by light absorption or the ap-

plication of electric fields. She built a career 

that went beyond the traditional bounds of 

condensed-phase organic chemistry to en-

able applications in biological and materials 

chemistry. A hallmark of her research was a 

desire to understand and exploit the chemis-

try of electronically excited states and charge 

transfer processes in molecules and mo-

lecular assemblies. She is credited with the 

origination of organic photoelectrochemistry, 

a technique that can purify organic-contam-

inated materials by exploiting wide bandgap 

semiconductor substrates to control the ini-

tiation of oxidative reactions. Fox aimed to 

address the grand challenge of efficient solar 

energy conversion, and her work on photo-

cells that produce both electrical current and 

hydrogen gas achieved that goal by facilitat-

ing the development of clean energy sources. 

Moving into ever-larger systems while 

maintaining a focus on mechanisms, Fox’s 

laboratory gained insights into the role 

that electron–hole pair formation plays in 

conductivity at semiconductor–liquid in-

terfaces in a variety of materials. This work 

yielded a panoply of tools for influencing 

interfacial electron transfer over long dis-

tances. The contributions made by Fox and 

her co-workers will have a lasting impact on 

these important fields. 

In addition to being a distinguished re-

searcher and administrator, Fox was a 

gifted teacher and mentor. She was a certi-

fied secondary school chemistry and math-

ematics teacher in Ohio, and her teaching 

experiences in a disadvantaged school in 

East Cleveland shaped her understand-

ing of education, the effort required for 

classroom instruction, and the principle 

that communicating clear expectations for 

strong student performance was essential. 

In her academic career, she supervised the 

graduate research of more than 75 students 

and many postdocs, and she coauthored 

a widely adopted textbook on organic chemis-

try that focused on the mechanistic approach, 

the hallmark of her own research program.

As the scientific impact of her research 

grew, Fox was increasingly called on to 

serve a broader mission. As vice president 

for research at the University of Texas at 

Austin, she supported the creation of new 

interdisciplinary institutes and improved 

technology transfer. As the 12th chancellor 

of North Carolina State University, she pro-

moted the expansion of research, the educa-

tional mission, and the commercialization 

of intellectual property for the benefit of so-

ciety. A science teaching laboratory building 

on that campus is now named in her honor. 

In 2004, Fox became the first woman to 

serve as permanent chancellor of UCSD. 

We met while I was serving as chair of the 

Department of Chemistry and Biochemistry. 

I found her to be an inspiring role model 

who persevered through challenging times 

with vision and a steady hand. She had a 

calm demeanor that lent itself well to en-

gagement, and she was a gifted administra-

tive leader. She led the university during 

an era of extraordinary campus growth 

while dealing with unprecedented financial 

challenges. She used her position to make 

UCSD one of the greenest campuses in the 

nation and to combat racism on campus. 

She engaged in  dialogue with student lead-

ers and empowered the campus community 

to address difficult issues. By instituting 

systemic changes in leadership with a fo-

cus on improving the campus climate, she 

paved the way for the establishment of a 

vice chancellor for equity, diversity, and in-

clusion to promote sustained progress. She 

also championed programs to support out-

reach to underrepresented communities in 

the broader San Diego region.

Fox served as an adviser to Governor 

George W. Bush of Texas and later served 

the nation on the National Science Board 

and the President’s Council of Advisors on 

Science and Technology. She was elected, in 

1994, to both the US National Academy of 

Sciences and the American Academy of Arts 

and Sciences and, in 1996, to the American 

Philosophical Society. In 2010, she was 

awarded the National Medal of Science by 

President Barack Obama, the highest honor 

bestowed by the United States on a scientist.

Fox was a scientific pioneer in physical 

organic chemistry, an exceptional educa-

tor, and a gifted academic leader. She was 

motivated by a desire to discover and build, 

and thereby leave the world a better place. 

She was a role model for aspiring young sci-

entists, especially women. Her efforts were 

fruitful, and the discipline of chemistry, in-

stitutions of higher education she served, 

and society overall continue to benefit im-

mensely from her contributions. j

10.1126/science.abj7318
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n Mexico, the Aztecs are far from lost, 

argues archaeologist and anthropolo-

gist Frances Berdan in The Aztecs, her 

contribution to the Lost Civilizations se-

ries. The current Mexican flag shows an 

eagle and a serpent on top of a cactus—a 

clear reference to a famous 16th-century Az-

tec depiction of the founding of their capi-

tal city, Tenochtitlan (now the site of Mexico 

City), in 1325. Moreover, the Aztec language, 

Nahautl, is still spoken by 2 million people. 

The Nahautl word for “email,” for example, 

is “tepozmecaixtlatiltlahcuilloli” (“apparatus 

where writing is delivered to your face”).

Knowledge of the pictographic and allu-

sive Aztec script—which is no longer used, 

unlike its spoken counterpart—is to a great 

extent lost, however. The script has been re-

constructed several times by various schol-

ars, most recently by Gordon Whittaker 

in his painstaking book Deciphering Aztec 

Hieroglyphs (1). Spanish sources have proved 

crucial to the decipherment. The eagle-on-a-

cactus hieroglyph, for instance, appears in the 

first folio of a postconquest Aztec manuscript 

known as the Codex Mendoza—created dur-

ing the rule of Antonio de Mendoza, viceroy 

of New Spain from 1535 to 1550, following the 

Spanish conquest of the Aztec em-

pire in 1521—in which the Spanish 

annotator comments that the im-

age stands for Tenochtitlan, which 

“means, in our Castilian, ‘prickly 

pear cactus growing on a stone.’” 

We are lucky that the codex 

survived, notes Berdan. After its 

completion around 1541, it is be-

lieved to have been carted by mule 

train down from the mountains to 

Veracruz, where it was loaded onto 

a Spanish treasure ship headed to 

Spain. The ship apparently fell victim to a sea-

borne attack by French privateers, and the co-

dex ended up in France in the hands of a cleric 

and cosmographer to King Henry II. Having 

passed through four subsequent owners, all 

of whom fortunately acted as good stewards, 

it eventually came into the collections of the 

Bodleian Library in Oxford in 1659. Published 

in the mid-19th century, it appeared in 1992 in 

a definitive facsimile edition edited by Berdan 

and anthropologist Patricia Rieff Anawalt.

From this and other early colonial sources, 

we learn that the Aztecs had a strong inter-

est in the natural world, including the heav-

ens, although there is no evidence that they 

separated the natural from the supernatural. 

“They drew on their predecessors’ fount of 

knowledge based on millennia of celestial 

observations,” writes Berdan, including solar 

and lunar movements, patterns of eclipses, 

the repeated appearance of comets, and the 

occurrence of meteor showers. Using this in-

formation, they calculated the lengths of the 

lunar month and the solar year and the syn-

odic period of Venus. Instead of a man in the 

Moon, the Aztecs saw a rabbit. (According to 

their creation mythology, the gods hurled a 

rabbit onto the Moon to dim it.) 

Aztec physicians developed treatments for 

headaches, stomachaches, coughs, fevers, 

parasites, skin sores, insomnia, and unsta-

ble mental states, as well as for snakebites, 

broken skulls, and severed noses. According 

to one study, 85% of 118 plants used by the 

Aztecs that are “ethnohistorically identified 

with curative properties” are efficacious in 

modern medical terms (2). The hot sap of the 

maguey (agave), for example, was applied to 

wounds and is known today to inhibit bac-

terial growth. “Without the concept of bac-

teria at hand, the Aztecs could not phrase 

this cure in those terms, but their experience 

taught them that it worked,” notes Berdan.

Most of this knowledgeable and accessible 

introduction to the Aztecs—the fruit of a life-

time’s study—is concerned with matters such 

as food and drink, textiles and dress, pottery 

and art objects, dwellings and architecture, 

the social divisions of society, trade 

and the economy, religion and my-

thology, and, inevitably, the noto-

rious Aztec penchant for human 

sacrifice. This latter custom was in-

tegral to Aztec myths and ceremo-

nies. “Humans were burdened with 

a debt to their gods for their very 

existence,” and they believed they 

must repay it with their blood— 

and sometimes with their lives.

Some excellent illustrations 

add to the volume’s readability, 

yet one cannot help but notice the surpris-

ing absence of any substantial discussion of 

Aztec script. For that, the interested reader 

must turn instead to Whittaker’s highly de-

tailed study (1). j
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Nahua people, shown here celebrating Earth Day in 

2016, still speak Nahuatl, the language of the Aztecs. 

The Aztecs
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Skilled naturalists and healers, the Mesoamerican 
society left behind a rich cultural legacy

By Andrew Robinson

Examining the Aztecs
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I
n The Economics of Sustainable Food, 

editor Nicoletta Batini, a leading expert 

in designing macroeconomic strategies 

to deal with issues at the nexus of cli-

mate change and public health, argues 

that macroeconomic policy has largely 

overlooked food systems—a perplexing 

oversight, given that the agriculture-food 

system is the largest industry in the world 

and considering the substantial threats 

that unsustainable food systems pose to 

economies and people. Batini argues that 

we need a “Great Food Transformation” to 

support healthy and sustainable food sys-

tems that meet targets outlined in both the 

United Nations Sustainable Development 

Goals and the Paris Agreement. 

The book brings together a collection 

of essays on how to make food production 

sustainable, highlighting important differ-

ences between proposed implementation in 

advanced economies and in less-advanced 

economies. Examples of the “sustainable 

farming trends” discussed include small 

and polyfunctional farming (in contrast 

to monocultural models promoted by agri-

business); urban, vertical, and controlled-

environment farming; regenerative ocean 

farming; and alternative protein cultiva-

tion (e.g., plant-based “meat” and cultured 

animal tissues). The essays emphasize the 

benefits of these trends, with minimal dis-

cussion of the complex politics underlying 

their implementation. Nevertheless, they 

succeed in highlighting important alterna-

tives to our current production practices.

The volume also proposes ways of “green-

ing” food demand through a diverse range 

of economic policies. These include rethink-

ing taxes, subsidies, standards and quality 

metrics, labeling and marketing regula-

tions, and broader structural reforms. 

The authors are sensitive to contexts. 

Multiple essays explicitly argue that those 

currently following meat-centered Western 

diets must move toward plant-based nu-

trition for the benefit of their health, to re-

duce global emissions, to increase land use 

efficiency, and to help make healthy food 

more affordable globally. In less-advanced 

economies, food systems will need to meet 

nutritional needs, address existing issues 

of access, and improve sustainability while 

ensuring socioeconomic development. In 

an essay titled “Greening food demand in 

less-advanced economies,” Divya Mehra and 

colleagues go so far as to argue that low- 

and middle-income countries will require 

a substantial increase in greenhouse gas 

emissions and water use to achieve healthy 

diets, which will necessitate a faster shift to 

plant-forward diets in more-advanced econ-

omies to ensure equity. 

In 2015, 1.6 billion tons of food were lost 

or wasted, about a third of all the food 

that was produced. Despite growing calls 

to address food waste, the factors that 

contribute to it are highly complex and 

context dependent. In their essay “Elim-

inating food waste,” Geeta Sethi and col-

leagues argue that “FLW [food loss and 

waste] realities vary so significantly across 

regions that they might be thought of as 

completely separate phenomena, affect-

ing different types of food for different 

reasons—and even with different conse-

quences.” Although greater attention is 

being paid to addressing FLW, more in-

vestment in empirical research is needed 

to identify the most appropriate strategies 

for reducing waste according to context, 

commodity, and stage in the supply chain.

The volume’s final essays focus on con-

serving land, sea, mammals, and insects to 

ensure food security. The contributions in 

this section examine the big-picture links 

between biodiversity, climate, and food sys-

tems, drawing on fascinating case studies 

from a range of geographical contexts. By 

highlighting global environmental issues, 

policy frameworks, and economic measures, 

the authors illuminate how policy-makers 

and stakeholders who focus on the food sec-

tor can play a meaningful role in supporting 

broader biodiversity initiatives.

A particular strength of this volume is the 

numerous case studies cited by the authors 

that demonstrate the feasibility of alterna-

tives to unsustainable food system models, 

countering mainstream political economic 

narratives, which often bemoan the lack of 

a better system. This is a timely and impor-

tant book that makes bold statements to 

which macroeconomists and development 

practitioners should pay attention. j

10.1126/science.abi9163

FOOD POLICY

By Izabela Delabre

The economist’s guide to feeding the world
A new tome offers a road map for sustainable food production policies

The Economics of 

Sustainable Food: Smart 

Policies for Health and 

the Planet

Nicoletta Batini, editor

Island Press, 2021. 320 pp.

Caterers discard expired ingredients in March 2020. The causes of food waste are highly context dependent.
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though these eels are active in Baltic 

waters from October to November (9). 

Denmark, which harvested 180 tons of 

commercial eels in 2020 alone, has no 

restrictions on nor inventory of recre-

ational fishing (10). In 2019, the total EU 

harvest of commercial adult and juvenile 

eels was more than 2000 tons and 55 

tons, respectively, and another 1625 tons 

were lost to hydropower plants and their 

pumps (11). 

To protect the European eel from 

further decline, the EU must implement 

either a complete ban or restrictive quotas 

on harvesting. Conserving this species will 

help to meet Sustainable Development 

Goal 14, Life below Water (12). 

Christian Sonne1,2* Wan-xi Peng2, 
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Disability in space: 
Aim high
In February, the European Space Agency 

(ESA) announced the Parastronaut 

Feasibility Project (1), a plan to make 

every reasonable effort to send astronauts 

with disability to space. This idea is a 

step in the right direction, but ESA is 

framing the decision as a way to be more 

inclusive rather than a way to make all 

astronauts safer and more effective. This 

short-sighted perspective may explain why 

the fine print of the announcement limits 

“acceptable” disabilities to lower-limb 

deficiencies. By not including a range of 

disabilities, ESA is discounting the poten-

tial of people with disabilities , ignoring 

the fact that disabilities are in great part 

barriers imposed by society (2), and miss-

ing an opportunity to better prepare all 

LETTERS

Edited by Jennifer Sills

European eel population 
at risk of collapse
The European eel (Anguilla anguilla) 

population has declined by 98% since 

1980 (1). The trade of European eels 

requires permits from the Convention on 

International Trade in Endangered Species 

(CITES), and importing and exporting the 

species have been illegal in the EU since 

2010 (2). However, illegal export of the 

eels to Asia continues, and they have been 

found in major supermarkets across Hong 

Kong, Malaysia, and China (3, 4). Without 

additional regulations, the European eel 

population is at risk of collapse (5).

Adult European eels breed in the 

Sargasso Sea. Their larvae travel thousands 

of kilometers over the course of 2 years 

to reach the European fresh and brackish 

waters (1), where they mature. After 5 to 

20 years, they migrate back to the dense 

sargassum weed. This complicated meta-

morphic life cycle puts the population under 

substantial stress, which is exacerbated by 

global warming, biotope degradation, pollu-

tion, and heavy fishing (6–8). 

In addition to a ban on importing and 

exporting eels, EU countries must further 

regulate the fishing of these eels in all 

their metamorphic stages. In the Baltic 

countries, fishing for European eels is 

forbidden from November to February 

to ensure their population growth, even 

Illegal trade and compromised habitats threaten the survival of the European eel (Anguilla anguilla).  



astronauts to adapt to in-flight trauma. To 

live up to its own standards, provide inspira-

tion to the next generation [including the 

15% (2) who have a disability], and improve 

mission safety, the ESA should broaden its 

criteria for eligible disabilities.

ESA is planning to make minor adjust-

ments to existing launch vehicles, an 

approach that hardly ever leads to useful 

design (3). Furthermore, adaptation to a 

single disability is a dead end: When a per-

son with a different disability is selected, 

the whole adaptation process would have 

to be repeated. As a result, future space-

craft will be as inaccessible in design as 

the International Space Station and launch 

vehicles are today.

Instead, development in space should 

be with, not for, people with disabilities. 

Integrating astronauts with disabilities 

that they have learned to live with into 

spaceflight programs today may help save 

a non-disabled astronaut with mission-

acquired trauma tomorrow. For example, 

during a proof-of-concept ground mission 

in 2017 (4, 5), a blind analog astronaut 

with significant hand deformities helped 

identify design flaws in a habitat, leading 

to improvements that benefited his non-

disabled successors (6).

ESA should consider disabilities that 

include blindness, deafness, upper leg 

deficiencies, upper limb deficiencies, para-

plegia, multi-morbidity, and even cognitive 

or neurological (sensory and motor) defi-

ciencies. All of these would help prepare 

for health issues that have been previously 

observed in astronauts [e.g., (7–12)].
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Time to amend the 

US Clean Water Act
On 3 June, the National Oceanic and 

Atmospheric Administration released 

its forecast for the size of this summer’s 

hypoxic zone (known as the “dead zone”) 

in the Gulf of Mexico (1). The dead zone, 

which is largely the result of pollution 

from agricultural and urban runoff, recurs 

every summer primarily because the 

Clean Water Act has failed to address this 

kind of pollution. When the Clean Water 

Act was passed in 1972 (2), unregulated 

pollution from sites such as factories and 

sewage treatment plants—point source 

pollution—was causing widespread water 

quality degradation across the nation (3). 

Today, the leading cause of compromised 

water quality is rainwater or snowmelt 

that picks up contaminants as it flows 

across the land surface and carries them 

into bodies of water—nonpoint source pol-

lution—as happens in the Gulf of Mexico 

and countless other inland and coastal 

waters (4). Because the primary cause of 

pollution has changed, the Clean Water 

Act should be updated.

In 1987, the Clean Water Act was 

amended to provide limited funding to 

address nonpoint source pollution (5). 

Outcomes have been mixed and difficult 

to track (6). To address nonpoint source 

pollution, the Act promotes voluntary 

actions by those generating the pollution. 

Agricultural runoff, a substantial source 

of nonpoint source pollution, is largely 

exempted from the Act’s provisions (7). 

Given that climate change is expected to 

exacerbate water quality problems that 

are driven by nonpoint source pollution, 

particularly nutrient runoff (8), the strate-

gies and resources put in place by the 

1987 amendment are insufficient. 

The Clean Water Act’s weak approach 

to nonpoint source pollution hinders 

its ability to improve water quality and 

protect aquatic ecosystems. To address 

agricultural runoff and other types of 

nonpoint source pollution in the face 

of a changing climate, Congress should 

amend the Act to provide regulatory 

tools and innovative market-like policies 

[e.g., (9)] to complement the voluntary 

approaches that alone have proved 

inadequate. An amendment would also 

provide the opportunity to address 

threats to water quality such as pharma-

ceutical compounds, nanomaterials, and 

other micropollutants (10) that were not 

recognized 35 years ago when the Act was 

last updated.
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C
limate-induced relocation. Managed retreat. Facilitated migra-

tion. Climate-related displacement. These terms describe as-

pects of what may be beyond words to millions of people whose 

homes, communities, and cultures are, or could soon be, pro-

foundly threatened by climate change. These people must de-

cide whether, where, when, and how to move, and to thrive, out 

of harm’s way. Communities facing an infl ux of uprooted people 

are no less challenged. Although no single term has been legally 

defi ned and universally accepted to describe people on the move 

as a result of environmental drivers, the global community has made com-

mitments to support them. 

This special issue examines how research can engage with and sup-

port communities and governments navigating this uncertain landscape. 

Researchers are interweaving science and governance for community 

decision-making, improving integration of global and local analyses of 

human habitability, estimating the largely unmeasured costs of human 

displacement, mapping policy pathways toward retreat from rising seas, 

preparing destination regions to be migrant friendly, incorporating de-

sign and decision support into retreat planning, and more. 

The direction, quality, legitimacy, and impact of such research may de-

pend not only on the creativity of its formulation and the rigor of its execu-

tion but also on its assumptions about who makes decisions. This is because 

many groups whose lives will be disproportionately disrupted by climate 

change have also historically experienced hardships under decisions im-

posed upon their communities by outsiders. Thus, we must consider not 

only what science can do but also how science is done, and by whom.

By Brad Wible

   1275

OUT OF 

HARM’S WAY
POLICY FORUMS

Planned relocation: pluralistic and integrated 

science and governance  p. 1276

Assessing human habitability 

and migration  p. 1279

Addressing the human cost 

in a changing climate  p. 1284

Pathways to coastal retreat  p. 1287 

High-density population and displacement 

in Bangladesh  p. 1290

REVIEW

Reframing strategic, managed retreat for 

transformative climate adaptation  p. 1294

RELATED ITEMS

EDITORIAL  p.  1245 

NEWS STORY  p.  1254

EDITOR’S BLOG

PODCAST

INSIDE

Faced with permafrost melt and erosion, 

and after many years of discussion 

and planning, ethnically Yup’ik people 

of Newtok, Alaska, have begun to 

relocate. The process of settling in a 

new village, Mertarvik, is underway.  

Final judgment of the process and 

outcomes lies with Newtok’s citizens.



sciencemag.org  SCIENCE

P
H

O
T

O
: 

J
O

S
H

 H
A

N
E

R
/

T
H

E
 N

E
W

 Y
O

R
K

 T
IM

E
S

/
 R

E
D

U
X

By R. H. Moss1,2, P. M. Reed3, 

A. Hadjimichael3, J. Roz  enberg4

A
lthough relocation of human popu-

lations is nothing new, global envi-

ronmental changes such as climate 

change, sea level rise, and land use 

change are increasing the likelihood 

of relocation for potentially millions of 

people, especially in coastal regions. Globally, 

sea level rise alone could place 340 million 

people on land projected to be below annual 

flood levels  by 2050 (1). The need for reloca-

tion will increase because of such risks, the 

lack of funding for protection and accom-

modation strategies, and/or the reality that 

sea walls and other measures will eventually 

be ineffective. Thus, current approaches to 

planned relocation such as buyouts for indi-

vidual households are likely to be “woefully 

inadequate” in the future (2). We discuss how 

science, governance, and their interactions 

need to evolve to make planned relocation a 

strategic option that leaves people, commu-

nities, and the environment better off. The 

starting point is to acknowledge that reloca-

tion involves a physical transition away from 

locations exposed to global change hazards, 

as well as the need for transformation of in-

stitutions, social networks, cultural associa-

tions, economic relationships, and other as-

pects of a community’s way of life. 

 Given that relocation is a life-altering 

change, organizations such as the United 

Nations (UN) High Commission on Refugees 

mandate that it needs to be planned and im-

plemented with meaningful engagement of 

affected parties and carried out to improve 

(or at least maintain) their quality of life. To 

ensure responsiveness to changing condi-

tions and preferences, relocation should be 

part of a flexible, nested, and interconnected 

set of adaptation strategies that also include 

coping (reactive, short-term risk-reduction 

measures) and incremental adjustments 

(measures to increase resistance and/or re-

silience) (3). How to combine these differ-

ent measures into a strategic portfolio of 

policies and actions places demands on sci-

ence and governance to support open-ended 

adaptive planning processes that manage 

trade-offs across interests, uncertainties in 

knowledge, and institutional ambiguity cre-

ated by overlapping jurisdictions, authori-

ties, and expertise.

Planned relocation is a complex social 

dilemma that involves many structural, 

perceptual, economic, and interpersonal dy-

namics that discourage collective action. It 

will involve resolving fraught questions such 

as what decision processes are used, who 

relocates (and when), how are they com-

pensated, where will they move, what assis-

tance is provided (and to whom) in receiv-

ing communities, how abandoned wastes 

and environmental legacies are remediated, 

and how agreements are monitored and 

enforced. There is no single best approach 

to move a community—stakeholders with 

conflicting objectives will see it differently 

even when they share basic world views. 

The interaction of social and environmen-

tal triggers and lack of a preferred pathway 

make planned retreat similar to other  global 

change dilemmas. But the potential scope, 

existential character of needed transforma-

tions, and complexity of governance chal-

lenges make it especially demanding. 

1Joint Global Change Research Institute, Pacific Northwest 
National Laboratory, College Park MD, USA. 2Andlinger 
Center for Energy and Environment, Princeton University, 
Princeton NJ, USA. 3School of Civil and Environmental 
Engineering, Cornell University, Ithaca, NY, USA.4World 
Bank, Washington, DC, USA. Email: rmoss@princeton.edu
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 GOVERNANCE  PARTNERSHIPS

Despite the immensity of the challenge, it is 

vital now to constructively engage science 

and governance to plan physical transitions 

and socioeconomic transformations that 

reduce risk and make people, communities, 

and the environment better off. Here, we of-

fer several ideas for improving governance 

partnerships in developing strategies for 

planned relocation. 

Eliminate perverse incentives and 

establish inclusive governance

Existing institutions and processes of gov-

ernance will be stretched to address the 

challenges of planning and implementing 

relocation in a way that meets basic hu-

manitarian principles and good practices. 

This is because current mixes of policies, 

institutions, and relationships are respon-

sible for producing the prevailing distri-

bution of privilege and vulnerability in 

society. Although climate change plays a 

role, it amplifies present challenges that 

are an amalgam of past governance, en-

trenched inequities, and norms. The sheer 

potential scale of relocation globally is be-

yond anything our modern global society 

has experienced. For example, the megac-

ity Jakarta is actively considering reloca-

tion because of growing climate hazards, 

aquifer subsidence, and the density of 

a highly vulnerable low-income popula-

tion. These challenges are not limited to 

the developing world, as evidenced by the 

mounting annual damages and recovery 

costs of climate extremes on populations 

in the United States. 

Improving governance will require ad-

dressing structural inequalities and many 

perverse incentives and behavioral dynam-

ics that continue to drive people to settle in 

areas exposed to hazards. Innovations are 

needed to address organizational silos, poor 

planning and risk communication, psycho-

logical attachments to place, and depen-

dence on continued occupation for tax rev-

enues. These challenges can be exacerbated 

with well-intentioned coping strategies 

(e.g., the “levee effect” that reduces accurate 

perception of risk). In the United States, for 

example, federal programs including subsi-

dization of beach nourishment, the National 

Flood Insurance Program, and the federal-

ization of natural disaster recovery encour-

age settlement of risky areas. Planned relo-

cation toolkits (4) are beginning to emerge 

that orient the challenge within domestic 

legal frameworks and international organi-

zations (e.g., the UN Office for Disaster Risk 

Reduction) and the experiences garnered 

from existing national efforts (e.g., Fiji’s ef-

forts to move 46 villages).

Making and implementing decisions in 

which communities voluntarily relocate 

will require inclusive, deliberative processes 

that emphasize transparency, engagement, 

trust building, accountability, and an inter-

active approach for engaging with science. 

Policy or legislative frameworks are critical 

to defining long-term targets and providing 

credible commitments to maintain the  con-

tinuity of objectives across institutions and 

political mandates (5). Strategies will need 

to accommodate changing circumstances 

(new scientific evidence, technological 

change, new preferences) and the man-

agement of implementation tactics based 

on expert advice, monitoring and report-

ing, and accountability. In most countries, 

new institutions and funding are required 

to improve access to expert advice, coor-

dination, and consultation. Governance 

frameworks for relocation will need to in-

clude periodic communication about future 

risks, engagement with private sector and 

civil society, and oversight mechanisms to 

monitor and enforce the implementation of 

agreed plans. 

ACTION-ORIENTED KNOWLEDGE  

Diverse perspectives in problem framing 

Defining the problem and its context is the 

central challenge posed by planned reloca-

tion. Framing a problem establishes what is 

prioritized (and what is treated as unimport-

ant), what the objectives are, and what ques-

tions will be asked and answered. Framing is 

often contested, and to avoid marginalizing 

communities, it needs to incorporate diverse 

perspectives, start from the specific local con-

text of ongoing systemic challenges, enhance 

stakeholders’ agency, and bring together di-

verse sources of knowledge (6, 7). 

It is particularly challenging to carefully 

analyze the diverse stakeholders and the 

types of knowledge that are pivotal to un-

derstanding and framing planned relocation 

(e.g., capturing perspectives from the relocat-

ing, receiving, and remaining populations). 

Problem framing could consider the need for 

expertise, tactical engagement, and sustained 

advocacy to catalyze plans into transforma-

tive actions (6, 8). In addition, emerging in-

novations in computational social science 

and “coproduction” of research (in which 

stakeholder communities are involved in dif-

ferent aspects of the scientific process) offer 

opportunities for formalizing stakeholder 

analysis. Analyses could improve stakeholder 

identification, categorization, and relation-

ship (power) mapping. 

Account for power dynamics 

Decades of research in planning, public ad-

ministration, sustainability science, and sci-

ence and technology studies have examined 

how to improve the relevance and effective-

ness of science to inform planning and policy 

for a wide range of social, environmental, and 

sustainability challenges. Several prominent 

strands of this work focus on coproduction as 

being more than a means to produce science, 

providing a mechanism to generate public 

goods, services, and institutions (7). Accord-

ingly, the design of coproduction processes is 

not just about how the interactions of policy-

makers, stakeholders, and scientists affect 

the usability of science. It is also about the 

process of social change—how epistemolo-

gies, social and cultural norms, institutions 

and policies, and power relationships among 

communities and stakeholders interact to de-

termine who is involved in the process, which 

types of knowledge are seen as legitimate, 

what is produced, and what outcomes result. 

For challenges as fraught as planned 

relocation, this more expansive approach 

provides a foundation for codeveloping 

knowledge and action. It requires engaging 

multiple perspectives on values and knowl-

edge where the actors involved in coproduc-

tion of planned retreat must work together 

to explore normative and political differ-

ences inherent in their different visions of 

the future (6). 

A critique of coproduction processes is 

that they can depoliticize discourse by using 

scientific arguments to evoke universalized 

ideas of what is “best.” They can be struc-

tured as if all participants have an equal role 

when in fact governments, large nongovern-

mental organizations, and economic inter-

ests have disproportionate power and greater 

opportunities for participation (7). This is 

not just a process issue but can also affect 

the outcomes of coproduction—for example, 

favoring the use of narrow cost-benefit fram-

ings that conclude that protective measures 

such as beach nourishment or construction 

of sea walls are economically justified only 

for high-value assets. 

Empirically informed awareness of the di-

verse roles and dimensions of power in copro-

duction and social change offers an avenue 

for rebalancing problematic relationships 

that lead to inequality or exclusion, or at least 

avoiding their unintended consequences (7). 

Modest steps such as providing funding to en-

able underserved communities to participate 

in coproduction, or formalizing the participa-

tion of Indigenous advisory councils, can also 

help level the playing field (9).

Diversify knowledge sources and types 

To support planned relocation, science needs 

to deliver not just technical solutions but also 

CLIMATE-INDUCED RELOCATION      SPECIAL SEC TION

A $48 million grant from the US Federal 

government in 2016 is aimed to assist relocation 

of the residents of Isle de Jean Charles,

Louisiana, including members of the Biloxi-

Chitimacha-Choctaw tribe. 
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knowledge of how to relocate and transform 

communities, including the willingness and 

capacities of different groups and institutions 

to support fundamental change over time 

(6). Providing this knowledge will require a 

transdisciplinary approach to research that 

broadens the array of scientific disciplines 

and other sources of knowledge engaged. 

Government bodies and stakeholders (e.g., 

real estate interests, businesses, community-

based organizations) will need to be inte-

grated into research not just as “users” but 

as knowledge holders and experts in com-

munity needs, preferences, norms, and evolv-

ing capacity to implement solutions. When 

relocation involves Indigenous communities, 

rather than integrating traditional knowl-

edge into Western science, scientists involved 

in coproduction arrangements should foster 

mutual respect on the multiple 

ways of knowing, by engaging in 

tribal avenues, such as regional 

newsletters and talking circles at 

tribal meetings (9, 10).

Informing social and econom-

ic transformation will require 

research into the capacities and 

values of different populations 

and institutions. This requires 

understanding issues such as 

what will motivate people to 

make changes, the capacity of in-

dividuals and institutions to act 

on their preferences, and how 

current conditions and path de-

pendencies affect the viability of 

future options (6). It will be nec-

essary to “think critically about 

outcomes as well as processes, 

about institutional and process 

designs, [and] about power and 

performance” (11). 

Sample from a range of 

plausible futures to evaluate 

decision options

Science can better inform action if it stops 

trying to predict inherently unpredictable 

phenomena. Currently, many decision-mak-

ers frame their questions to scientists as 

“what will happen,” and scientists respond 

with “projections” (possibilities based on 

assumptions about future radiative forc-

ing), which are often used as predictions. 

This framing, in addition to putting science 

in the dangerous position of speculating, 

is not necessarily as helpful to decision-

makers as “what if” questions about the 

consequences of options under many 

plausible futures. Science can be more use-

ful by changing the objective of collaboration 

from “predict then act” to the exploration of 

hypothetical questions about what short-

term actions would be consistent with long-

term objectives and perform well under a 

diverse range of plausible futures (12). 

As a specific example, the State of 

Louisiana has been confronting sea level 

rise, land subsidence, accelerating losses 

of coastal lands, and increasing risks from 

storm surge. The state has initiated an in-

novative and collaborative planning process 

that budgets $50 billion in a portfolio of 

projects to be adaptively implemented over 

the next 50 years (13). Unlike traditional 

cost-benefit–driven risk planning efforts 

based on a specific expected future (“what 

will happen”), the Louisiana master plan 

has engaged broad stakeholder participa-

tion to map what project investments hold 

immediate benefits while providing flexibil-

ity to confront a broad range of plausible 

future scenarios that could reshape their in-

vestment priorities as well as future stake-

holder needs (“what if” planning). 

This approach recognizes that many types 

of uncertainty will impede judgment and 

decision-making (12). The natural stressors 

that can trigger the need for evacuation are 

uncertain because they are emergent, com-

pounding, and cascading outcomes of com-

plex human–environment interactions. But 

the implications of changes in future values 

and behaviors are also uncertain and argu-

ably just as important for evaluating deci-

sion options. Even in well-documented his-

torical instances of relocation, it is difficult 

to understand how outcomes emerged from 

the actions taken—let alone anticipate with 

any certainty how desired outcomes arise 

from future actions (14). 

One important opportunity is to more 

widely apply decision-making under deep 

uncertainty (DMDU) methods (12). These 

exploratory approaches draw on local-scale 

stakeholders’ knowledge of the key factors 

and dynamics (human and natural) and 

provide a promising mechanism for inform-

ing planned relocation. Models and sce-

narios serve as focal points to build shared 

understanding about the potential impli-

cations of the different values and options 

preferred by stakeholders. 

Social learning to build local capacity 

Relocation is a complex process that will 

benefit from expanding the range of inter-

mediaries and services available to facilitate 

production and application of knowledge. 

Those involved will need to know not only 

what scientifically robust sources of infor-

mation are available for the hazards they 

face, but also how this information should 

be used to assess vulnerability, revise flood 

maps or zoning, evaluate financial risks 

to reset insurance rates and bond ratings, 

redesign infrastructure systems, update 

capital improvement and other plans, or 

establish thresholds and monitoring sys-

tems to trigger the next phase of agreed 

measures. Much attention has focused on 

providing climate scenarios and data, but 

to meet the needs of relocation, the range 

of services must be expanded. Needed ser-

vices include not only identifying good 

practices in engineering, financial risk, and 

other technical analyses but also support-

ing transformation, capacity building, and 

SPECIAL SEC TION CLIMATE-INDUCED RELOCATION   

Amiya Brunet sits outside her home in Isle de Jean Charles, Louisiana, 7 April 2016.
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establishment of standards for different 

types of deliberative and analytic processes. 

Research, case studies, and pilot projects 

are testing approaches to meet these chal-

lenges, and a useful next step is to organize 

evaluation and social learning to establish 

good practices and technical guidance. One 

option is to incorporate evaluation into as-

sessments such as the Intergovernmental 

Panel on Climate Change and the US 

National Climate Assessment to establish a 

knowledge foundation for climate services. 

This would create standards for services 

delivered through international organiza-

tions, the private sector, academia, and 

public agencies (to ensure availability of 

services for underserved, low-income com-

munities) (15). Another is an open-source 

wiki for climate solutions that would enable 

a more diverse range of knowledge holders 

to interact and curate guidance on good 

practices on an ongoing basis, emphasizing 

sources of credible information.

Another opportunity is to expand the use 

of intermediaries—individuals and institu-

tions that facilitate interactions between 

stakeholders and experts (8). Many interme-

diary skillsets are necessary for the different 

stages of deliberative planning, financing, 

tactical implementation, and ex-post moni-

toring of relocation actions. Given the po-

tential for contested needs and values, it is 

important that intermediaries be aware of 

how they can unintentionally affect power 

relationships or outcomes—for example, by 

using types of knowledge, analysis metrics, 

or visualizations that favor the perspectives 

of one group or another. A “critical prag-

matic approach” highlights the importance 

of this awareness and of designing and criti-

cally evaluating deliberative processes where 

conflicts between parties are not reduced 

to simple consensus-driven debates (11). A 

variety of measures are needed to increase 

the number and efficacy of intermediaries, 

including professional certification; greater 

recognition, including in promotion and ten-

ure processes; and increased funding. 

Harness emerging innovations in 

community science and data analytics

Innovations in community science, sensing, 

and data analytics hold great promise in 

providing insights for planned relocation if 

privacy, equity, and other concerns such as 

maladaptive applications of generic algorith-

mic or sensing tools are addressed (15). Com-

bining these innovations with monitoring 

investments in socioeconomic data offers the 

potential to better capture the interdepen-

dent evolution of human and natural systems 

that shape the experiences and prospects of 

populations facing relocation. For example, 

high-resolution models of flooding magni-

tude and extent might be available for an 

area, but data are missing on how inequities 

in agency and justice interact with exposure 

to hazards to shape the prospects of using 

planned relocation to improve people’s lives. 

These innovations will increase the util-

ity of standard modes of multidisciplinary 

scientific research that combine hazard 

predictions, engineering, financial, and 

other analyses to inform technical solu-

tions that contribute to physical transitions. 

Additional methodological advances that 

have not yet been fully exploited include 

improved projections of hazards at various 

spatial scales; research on coastal habitat 

loss and nature-based solutions; new data 

sources, indicator-based assessments, and 

demographic modeling to identify vulnera-

ble populations; and practice standards for 

using global change risk analytics in engi-

neering and other professions. This contex-

tualized technical knowledge can provide 

insights for sequencing transitional risk re-

duction and protection measures.

REALIZING JUST RELOCATION 

Revolutionizing the role of science to focus 

on conditions that will affect the ability of 

society to identify just relocation pathways, 

build agency, and implement strategies un-

der uncertainty will require a “pluralistic 

and integrated approach to action-oriented 

knowledge” (6). Such an approach will in-

crease confidence in the ability of com-

munities to successfully navigate planned 

relocation on the massive scales at which 

it is likely to be required. It must build a 

more ethical and responsible approach that 

serves those affected. j
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Assessing 
human 
habitability 
and migration
Integrate global top-down 
and local bottom-up analyses

By Radley M. Horton1, Alex de Sherbinin2, 

David Wrathall3, Michael Oppenheimer4

 H
abitability loss is increasingly recog-

nized as an important dimension of 

climate risk assessment and one with 

complex linkages to migration. Most 

habitability assessments, like climate 

risk assessments more generally, are 

based on “top-down” approaches that apply 

quantitative models using uniform meth-

odologies and generalizable assumptions at 

global and regional scales, privileging physi-

cal sciences over social science–informed 

understandings of local vulnerability and 

adaptive capacity. Many assessments have 

focused on a single climate hazard threshold 

(such as permanent inundation or the 1-in-

100-year flood), and a subset have implied 

that outmigration may be one of the few vi-

able adaptation responses (1). There is a risk 

that such climate determinism minimizes the 

potential for human agency to find creative, 

locally appropriate solutions. Although top-

down modeling can serve a useful purpose 

in identifying potential future “hot spots” for 

habitability decline and potential outmigra-

tion, only by integrating “bottom-up” insights 

related to place-based physical systems and 

social contexts, including potential adaptive 

responses, will we arrive at a more nuanced 

understanding. This integrated framework 

would encourage development of policies 

that identify the most feasible and action-

able local adaptation options across diverse 

geographies and groups, rather than options 

that are deterministic and one-size-fits-all 

and encourage binary “migrate or not” deci-
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of Geosciences and School of Public and International 
Affairs, Princeton Univeristy, Princeton, NJ, USA. Email: 
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sions. We propose a set of recommendations 

centered around building the research and 

assessment knowledge base most needed to 

inform policy responses around habitability 

loss and migration.

DEFINING AND ASSESSING HABITABILITY

We define habitability as the environmental 

conditions in a particular setting that support 

healthy human life, productive livelihoods, 

and sustainable intergenerational develop-

ment. Climate change may undermine one 

or more of the following associated, inter-

acting, dimensions of habitability: basic hu-

man survival (2), livelihood security (3), and 

societies’ capacity to manage environmental 

risks (4). Rapid rates of climate change and 

departures from historical variability ranges 

can increase risks, especially when coupled 

with nonclimate stressors. In such instances, 

threats to habitability may be evident in 

changing flows of human migration, whether 

forced or voluntary (5). 

Most habitability assessments have relied 

on outputs from top-down models. This ap-

proach is conducive to system-level predic-

tion, producing quantitative outputs that are 

globally comparable, such as single physical 

hazard thresholds that are either assumed 

or empirically based. Much recent work re-

flects a blend of long-term, high-resolution 

historical climate data where available, com-

bined with projections across a large suite of 

global climate models driven by multiple rep-

resentative concentration pathways (RCPs) 

representing trajectories of greenhouse gas 

concentrations. Another critical element is 

inclusion of extreme events, often expressed 

as a frequency of occurrence or a magnitude 

associated with a given recurrence period. In 

turn, top-down demographic and economic 

models, which form the basis for the shared 

socioeconomic pathways (SSPs) projecting 

global socioeconomic trajectories, provide 

a picture of future population and develop-

ment that can also inform projections of 

people and assets at risk. Climate projections 

can also drive sectoral impact assessments—

for example, empirically by extending histori-

cal statistical relationships between climate 

variability and the affected sector. More com-

monly, projections from standardized climate 

simulations drive sectoral impact models 

that dynamically simulate key features, such 

as crop growth. Top-down migration mod-

els use relative changes in sectoral impacts 

across regions along with other information 

as a means of projecting future population 

flows. Thus, these models project responses 

to habitability changes in regions where vary-

ing conditions may lead to outmigration, in-

migration, or both.

The standardized nature of top-down meth-

ods facilitates comparisons—for example, of 

regions most at risk of crossing habitability 

thresholds associated with a climate hazard, 

and when. The top-down perspective can also 

reveal large-scale trends and interconnected 

features of global systems. However, there are 

several limitations. First, local and regional 

geophysical and sector-specific factors can 

drive hazards and risks at scales missed by 

global analyses. Second, less-modeled, place-

specific characteristics of populations, such 

as health and socioeconomic status, shape 

both exposure and vulnerability. Third, adap-

tation choices and activities are embedded in 

historical context and culturally specific indi-

vidual and community values and objectives 

that cannot easily be incorporated in models. 

Fourth, high-impact outcomes—associated, 

for example, with compound extreme events 

and abrupt changes in climate, ecological, 

and social systems—may be underestimated 

because of top-down model limitations such 

as the inability to credibly resolve evolving 

correlation structures across variables, space, 

and time, and key system sensitivities and 

feedbacks within and across systems (6). For 

example, climate phenomena teleconnected 

across great distances may lead to “breadbas-

ket” failures in key food-producing regions 

and price shocks that can seriously reduce 

food security among vulnerable populations 

far away from the regions experiencing the 

climate stress.

Fortunately, top-down approaches are 

increasingly being paired with bottom-up 

approaches that offer a specificity that can 

help address these challenges. Bottom-up 

conceptual and/or computational modeling 

of complex adaptive systems can be designed 

to simulate the local experience of losing 

habitability over time. In the breadbasket 

case above, models of local responses can be 

paired with global models of international 

food trade that set boundary conditions. For 

example, agent-based models (ABMs) set 

up simulations with agents empirically cali-

brated to behaviorally respond to changing 

environmental conditions: the loss of assets 

and livelihood opportunities, threats to life, 

and changing structure of social networks. 

Modeling can be trained on local data to un-

derstand and predict important feedbacks at 

higher spatial and temporal resolution than 

is possible with global models. ABMs can be 

calibrated to examine a range of individual-

actor preferences and test the effect of local 

decision-making to plausibly depict trade-

offs among adaptation options, including mi-

gration (7). As another bottom-up example, 

qualitative information can be coproduced 

with diverse stakeholders, including sub-

ject matter experts, to explore high-impact 

scenarios and local solutions that will be 

missed by top-down approaches. Of course, 

bottom-up approaches have their limitations 

as well. For example, their specificity makes 

it difficult to compare across geographies and 

groups, and individual methodological deci-

sions can appear arbitrary. Furthermore, bot-

tom-up computational models such as ABMs 

are still limited by a lack of empirical data 

with which to calibrate model parameters.

CLIMATE HAZARDS AND HABITABILITY

Here, we walk through the habitability 

challenges of two climate hazard examples, 

demonstrating the strengths and limita-

tions of top-down approaches and how 

bottom-up perspectives lead to different 

policy-relevant insights.

Sea level rise and extreme sea level events 

Recent years have seen growing complexity 

and nuance in assessments. Global assess-

ments have supplemented climate model 

outputs by considering a broad range of sea 

level change components and including, for 

example, expert elicitation as a means of es-

timating low-probability, high-consequence 

outcomes (8). High-spatial-resolution digi-

tal elevation models and consideration of 

changes in the frequency and intensity of 

societally relevant metrics such as recur-

rence intervals and extreme values of coastal 

high water have been integrated into global 

products. Using many of the above advances, 

Kulp and Strauss estimated that the number 

of people exposed annually to coastal flood-

ing under constant population could increase 

from 250 million people today to, by 2100, 

310 million to 420 million under an interme-

diate scenario to 380 million to 630 million 

under a high-end scenario (1). Other studies 

have included changes in storms, hyper-local 

positive correlations between population 

density and subsidence, population projec-

tions consistent with SSP-RCP combinations, 

and assets at risk. 

Additional refinements have focused on 

specific coastal locations, adding critical 

context at the expense of global informa-

tion. For example, Storlazzi et al. framed 

their assessment of tipping-point risks to 

atolls around two metrics—annual over-

wash events that threaten infrastructure, 

and salinization of groundwater—that are 

specifically relevant for atolls given their 

small size, uniformly low elevation, and 

relative isolation and found that habitabil-

ity is threatened in most atoll islands by 

the middle of the 21st century, far sooner 

than permanent-inundation–based stud-

ies would suggest (9). Some local studies 

have included dynamic interaction between 

coastal waters and adjacent landforms. 

Other local and regional studies have con-

sidered social dimensions of human vulner-

ability, as well as in situ adaptation, using 

empirically calibrated agent-based liveli-
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hood decision models that span multiple 

climate, RCP, and SSP scenarios (7). 

The three dimensions of habitability 

demonstrate why no single coastal flood 

metric threshold can be determined in a 

top-down way. For the direct survivability 

dimension, key factors include future flood 

control, feasibility of evacuation, and the 

stochasticity of individual storms. For live-

lihood, saline intrusion, for example, could 

benefit some sectors such as specialized 

aquaculture, even as it harms most sectors 

and people. And for the societal resilience 

dimension, large-scale factors such as lev-

els of inequity, strength of governance and 

social networks, and quality of infrastruc-

ture will be critical. As sea levels rise and 

coastal flooding becomes more common, 

social, economic, and political factors in 

some locations will conspire to induce 

sudden loss of habitability far sooner than 

physical hazard–based thresholds such as 

permanent inundation would suggest, as 

risk perception and long-term economic 

viability shift. For example, increases in in-

surance premiums could negatively affect 

asset values and tax revenues, leading to 

deteriorating infrastructure and services. 

The timing of such threshold-crossing can-

not be predicted on the basis of top-down 

models alone. In some instances, shocks 

can lead to rapid learning, adjustment, and 

in situ adaptation, at least temporarily.

Extreme heat

Most assessments of future heat hazards have 

considered temperature only, although recent 

efforts are increasingly adopting a compound 

events framework—for example, considering 

how co-occurring extremes of high tempera-

ture and high humidity can modulate threats 

to habitability. Humid heat is particularly 

harmful to human health and the ability to 

engage in outdoor activities. Sherwood and 

Huber described a wet bulb temperature of 

35oC as a threshold above which humans 

could not survive beyond approximately 6 

hours owing to physiological and thermody-

namic limits on the ability to cool through 

perspiration (2). Model-based studies have 

projected that this threshold could be crossed 

in the Persian Gulf and South Asia during the 

second half of the 21st Century under a high-

emissions scenario (10). However, a finer-

scale study found that this threshold has 

already been briefly crossed multiple times 

in populous cities. 

Although an absolute habitability thresh-

old exists for the survivability dimension of 

extreme humid heat, some people will lose 

their ability to thermoregulate at much lower 

wet bulb temperatures. Mortality rates of the 

elderly, those with chronic health conditions, 

and those involved in strenuous activity rise 

dramatically well below the 35oC wet bulb 

threshold. In terms of the livelihood dimen-

sion, at ~3.5oC of global warming above pre-

industrial levels, de Lima et al. project that 

in Sub-Saharan Africa and Southeast Asia 

increases in humid heat may decrease ag-

ricultural labor productivity by 30 to 50%, 

leading to larger agricultural sector impacts 

than are associated with direct temperature 

and CO
2
 effects on crops (11). However, air 

conditioning and other adaptations will en-

able—indeed, have enabled—some people 

to continue to live in places that exceed the 

35oC threshold. Such an outcome increases 

inequity because those with no option but 

to work outdoors, or no access to affordable 

air conditioning, would be forced to migrate. 

And even for those with air conditioning, the 

third dimension of habitability—society’s ca-

pacity to manage environmental risks—will 

be tested in unforeseen ways because it will 

be critical that air conditioning not fail.

Sea level rise and extreme humid heat are 

far from the only climate hazards that have 

been assessed in the literature for potential 

habitability thresholds. For example, changes 

in surface moisture fluxes as mean precipita-

tion and temperature shift are projected to 

have large impacts on dryland agriculture, 

fire regimes in forests, and water availability 

downstream from snow and glacier reser-

voirs. These and other hazards and impacts 

may overlap and interact across scales to af-

fect habitability in complex ways, such as by 

potentially increasing the risk of conflict. 

Areas where current-day rare extreme sea 

level and humid heat events will occur with 

high frequency by the end of the century un-

der a high emissions scenario of sea level rise 

and warming are identified in the figure (8, 

12). The two metrics, corresponding to the 

current 1-in-100-year extreme sea level event 

and a wet bulb globe temperature of 33oC, 

respectively, are emblematic of top-down 

approaches. They thus represent an impor-

tant point of entry for engagement with the 

bottom-up insights described above, as a step 

toward more nuanced habitability and mi-

gration assessments. 

LINKING HABITABILITY TO 

CLIMATE MIGRATION

Migration may result from threats to sur-

vival, upended livelihoods, or the breakdown 

in the collective capacity to adapt (5). How-

ever, research on climate change and migra-

tion makes clear that an even broader set of 

factors undergird migration decision-mak-

ing. A decision to move is ultimately a per-

sonal or household judgment on factors that 

include local habitability. Involuntary migra-

tion occurs when people lack agency about 

the key dimensions of mobility, including the 

timing, destination, or duration of mobility 

or whether to migrate at all. Where agency 

is extremely low, involuntary migration may 

take different forms, including temporary or 

1–3 >3–6 >6–9 >9–12 >12 >50 >40–50 >30–40 >20–30 >10–20 >5–10 >0–5

Extreme sea level (occurrences per year) WBGT return periods (occurrences per year)
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Frequent exceedance by 2100 of historically rare climate thresholds
Under the high-emissions scenario RCP8.5, at most coastal locations extreme sea level events historically 

defined as 1-in-100-year events are projected to range in frequency from once per year to more than 10 times 

per year due to the effects of sea level rise alone. Only point locations where historical event data are available 

are shown.  Projected number of days per year by 2100 exceeding a 33°C wet bulb globe temperature (WBGT) 

in a high-emissions scenario are also depicted. Under standard assumptions of wind and solar radiation, a 

WBGT of 33°C corresponds to a wet bulb temperature of roughly 31.5°C. [Sea level data are from  figure 4.12 in 

(8); WBGT data are from fig ure 3 in (12).]
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permanent displacement and distress migra-

tion. Distress migration—mass migration or 

displacement related to rapid deterioration 

in local circumstances—is a humanitarian 

concern because of the need for emergency 

interventions to avoid poor outcomes. Dis-

tress migration has been a common phenom-

enon throughout history but has risen and 

fallen on the global policy agenda largely as 

a function of whether or not wealthy indus-

trialized countries are destinations. Also of 

humanitarian concern is the phenomenon of 

involuntary immobility, in which people are 

unable to move without help—the population 

most likely to require assistance relocating 

under managed retreat programs. Avoiding 

distress migration and involuntary immobil-

ity in favor of safe and orderly migration, as 

advanced by the Global Compact on Migra-

tion, is now a global policy priority, and the 

Compact calls on governments to “strengthen 

joint analysis and sharing of information to 

better map, understand, predict, and address 

migration movements” as a result of climate 

change impacts—all of which are essential as-

pects of habitability assessment.

Many assessments posit some form of 

forced migration as an inevitable outcome 

of declining habitability. Yet, environmental 

stress rarely directly results in migration but 

works through a complex array of economic, 

demographic, social, and political proximate 

determinants that both initiate and sustain 

or modify flows. In any given population 

exposed to climate risks, different segments 

of the population respond to hazards dif-

ferently and at different points in time, and 

as such, migration evolves with habitability 

through time. Whereas some may be able 

to migrate from deteriorating conditions 

without assistance, others may become im-

mobile owing to limited options and insuf-

ficient resources, suffering progressive im-

poverishment and vulnerability unless social 

protection or planned relocation efforts are 

implemented (5). In situ adaptation, facili-

tated migration, and improving reception of 

migrants in (largely urban) destination areas 

are often more appropriate policies in these 

regions. Managed retreat has been proposed 

as a strategy for regions with declining hab-

itability, but as a largely technical package 

of responses that includes buyouts, incen-

tives, and planned relocation, among others, 

it does not currently translate well to most 

developing-world circumstances. 

The relationship between habitability and 

migration may be counterintuitive, as illus-

trated by the lack of evidence for migration 

away from low-lying delta areas despite acute 

risks (7). Migration itself affects habitability 

for those who are unable or unwilling to leave 

increasingly vulnerable circumstances, either 

positively, such as through incoming remit-

tances, or negatively, such as through outmi-

gration of the working-age demographic stra-

tum and subsequent changes in economic 

dynamism and livelihood options. Flows may 

begin owing to entrenched poverty and envi-

ronmental risks and then be sustained as mi-

grant social networks lower barriers for those 

who initially remained behind. 

Although migration offers possibilities for 

advancing human well-being, as multiple di-

mensions of habitability are compromised, 

resulting forced migration will negatively 

affect human well-being. Migrants risk new 

constraints in urban informal settlements, 

and displaced persons may become per-

manently disconnected from their original 

communities and livelihoods in resettlement 

communities or refugee camps (13). Although 

top-down assessments oversimplify likely mi-

gratory responses to habitability declines, 

this does not necessarily imply that migration 

flows are overestimated. Multiple factors are 

driving migration in developing regions to 

varying degrees, including poor governance, 

perceived lack of opportunities, conflict, in-

dividual extreme events, and in some cases, 

climate-catastrophic discourses that add to a 

sense of hopelessness (14). Deeper and more 

contextualized understandings of migra-

tion dynamics aid in policy design, but the 

threats that result from declining habitability 

in combination with other drivers are real 

and may lead to substantial displacement of 

populations across a range of spatial scales. 

A PATH FORWARD

Top-down, threshold-based habitability as-

sessments can serve a critical role in helping 

to identify priority regions and groups for 

integrated bottom-up work while revealing 

interactions in global systems that cannot be 

gleaned from the bottom-up work alone. In-

tegration not only leads to better predictions 

of when and where habitability may dimin-

ish but also can be used to inform adaptation 

responses that themselves help preserve or 

restore habitability. Bottom-up assessments 

by definition provide finer, local resolution, 

and their richness of detail means that they 

require diverse participation and methods. 

To date, most locales have not been subject 

to such integrated habitability assessment. 

We thus encourage transdisciplinary, long-

term coupled top-down and bottom-up hab-

itability assessment [for example, (15)] to 

complement and augment efforts such as the 

Inter-Sectoral Impact Model Intercompari-

son Project (ISI-MIP), which has contributed 

so much to our understanding of potential fu-

ture climate impacts on sectors such as agri-

culture, water, ecosystems, and health. Initial 

model intercomparison could focus on what 

regions and groups face diminishing habit-

ability under different model configurations. 

Particularly where models agree on poten-

tial habitability hot spots, bottom-up mod-

eling experiments could be conducted and 

compared on specified challenges to human 

survival, livelihoods, and capacity to man-

age risk, although standardization would be 

needed. The Intergovernmental Panel on Cli-

mate Change (IPCC) and national efforts can 

also help to develop this still inchoate middle 

space between top-down and bottom-up ap-

proaches to habitability and migration. Mi-

gration is emerging as a cross-cutting theme 

throughout the current IPCC assessment, 

and a special report on habitability and mi-

gration would both advance the knowledge 

base and showcase emerging methodologies. 

As one example, a climate change detection 

and attribution dimension would help in-

form dialogues about loss and damage under 

the Paris Agreement. Likewise, a discussion 

on migration across the Reasons for Con-

cern commonly used in IPCC assessments (5) 

would allow us to distinguish how climate-

induced migration, distress or otherwise, is 

distinct from other forms of migration. 

The complexity of the assessment chal-

lenge calls for a holistic, people-centric ap-

proach in which models, data aggregation, 

and ethnographic work are all advanced. 

Sectors such as engineering, hydrology, and 

reinsurance, that have historically been 

overreliant on physical models and hazard 

thresholds, operate at a scale that is ripe for 

habitability-relevant innovations at the in-

terface between top down and bottom up. In 

this middle space, models could be used to 

examine policy scenarios instead of learning 

occurring exclusively from costly, time-con-

suming, real-world policy interventions that 

may put vulnerable people at risk. Greater 

communication among modelers will be key, 

and models must be validated with on-the-

ground local research. To support migration 

and habitability modeling specifically, this 

would include data on when, where, and why 

people have moved or considered moving, 

how they define habitability, and the policy 

conditions that determine mobility outcomes 

(14). Furthermore, bottom-up research must 

account for the place-specific characteristics 

of populations—such as assets, livelihood op-

portunities, and social networks—that shape 

both exposure and adaptation. Investments 

in place-based social science thus help ad-

dress data gaps, providing ground-truthing 

that will strengthen simulations of the out-

comes of interventions. Investments in early-

warning systems could help to anticipate 

where distress migration may happen, a key 

step in informing policy. 

The shortcomings of adaptation planning 

and policy at current risk levels in wealthy 

countries hint at the global challenges ahead 

in a changing climate. In the United States, 
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for example, federal and local risk assess-

ments—let alone policies—are not presently 

centrally coordinated or comparable. There 

is woefully insuf  cient funding available 

for bottom-up adaptation ef orts from the 

better-fi nanced federal level. Policies toward 

population mobility—whether planned, in-

ternal responses or immigration from other 

countries—vary from inconsistent over time 

to incoherent and sometimes inhumane. 

Coproduction of knowledge across diverse 

groups will be a precondition for any break-

throughs. In some instances, a starting point 

may be to bring preexisting top-down habit-

ability and migration assessments to commu-

nities, provided that community feedback is 

collected and integrated iteratively and be-

fore key policy decisions are made. In other 

instances, stakeholder engagement may be-

gin with fewer top-down, nonprobabilistic 

approaches that can be developed with com-

munities, such as storylines and scenarios. 

Storylines and scenarios lend themselves to 

exploration of the uncertainties that most in-

fl uence habitability locally (for example, the 

potential for changing correlation structures 

in models) and which adaptation strategies 

should be explored for which groups. Deeper 

stakeholder engagement, coupled with the 

other recommendations above, thus provides 

a foundation for colearning, iteration, and 

developing fl exible approaches to the chal-

lenge of diminishing habitability.

To the extent that top-down, threshold-

based approaches are used to define habit-

ability universally, there is a risk of assuming 

a high likelihood of uniform outmigration or 

concluding with blanket policy recommenda-

tions around managed retreat. Basing assess-

ments on nuanced definitions of habitability 

and integrating top-down with bottom-up 

approaches could encourage a broader range 

of policies tailored to specific locations and 

groups, including regions that have been 

put forth as likely receiving areas. A focus 

on the dimensions of habitability presented 

here, and bottom-up approaches, will invari-

ably alter top-down projections of migration. 

Under wetbulb temperatures exceeding 35°C, 

high levels of outmigration from the Persian 

Gulf may be avoided if air conditioning is 

widely available and alternative livelihood 

options develop for those who would oth-

erwise work outdoors. However, there will 

be regions where social tipping points and 

a sense of prevailing pessimism about the 

future—for example, owing to evolving risk 

perception or disinvestment by the private or 

public sectors—could contribute to outmigra-

tion far sooner and more suddenly than top-

down habitability threshold–based methods 

would suggest. Global, regional, and national 

migration policies themselves will also play 

an important role in facilitating or impeding 

migration. 

What is already clear is that climate 

change will result in shifting population dis-

tributions and that this process will overall 

be harmful to the most vulnerable, including 

those who may be “trapped” in deteriorat-

ing circumstances. For the reasons described 

here, and as a matter of climate justice, many 

semi-arid regions, much of the tropics, and 

some low-lying deltas and islands should 

be high priorities for integrated transdisci-

plinary work on habitability risks and major 

investments in adaptation. But only by tak-

ing into account the complexities described 

here will we avoid climate determinism and 

instead implement proactive policies on ad-

aptation and migration that in particular will 

address the needs of the most vulnerable. j
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Air conditioning, such as in Rajasthan, Udaipur, India, will enable some people to continue to live in places that 

exceed the 35°C threshold. Those with no access to affordable air conditioning could have little choice but to migrate. 
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limate change is leading to sys-

temic and existential impacts, and 

evidence is mounting that these can 

result in the displacement of human 

populations. There is a rapidly grow-

ing demand for comprehensive risk 

assessments that include displacement 

and its associated costs to inform humani-

tarian response and national planning and 

coordination. However, owing to complex 

causation, missing and incomplete data, 

and the political nature of the issue, the 

longer-term economic impacts of disaster- 

and climate-related displacement remain 

largely hidden.  Current approaches are 

rarely ex ante and prospective and do not 

consider systemic risk management. Not 

surprisingly, response-based approaches 

have shown mixed results, repeatedly de-

manding substantial resources while not 

addressing the root causes of displacement.

Climate change is not only affecting the 

intensity, frequency, and duration of haz-

ards that trigger displacement but is also 

eroding already fragile livelihoods and eco-

systems, acting as an aggravator of existing 

vulnerability and contributing to chronic 

poverty and conflict in affected countries 

(1). Although disaster risk reduction as a 

cross-sectoral issue has gained consider-

able attention over the past two decades, 

disaster displacement risk is still not fully 

integrated in national policies and plan-

ning.   Out of 46 countries included in the 

2020 Internal Displacement Index, most 

acknowledge disaster displacement in 

principle and have climate policies or na-

tional adaptation plans in place. However, 

only 27 recognize the link between the 

gradual impacts of climate change and dis-

placement (2). 

With an evidence-based, longer-term vi-

sion and investments, climate-related dis-

placement—the forced movement of peo-

ple in response to a hazard—can be averted 

and replaced by a range of measures such 

as planned relocation that is voluntary (at 

least to a large degree) and financially sup-

ported, or by building the resilience of at-

risk populations, reducing vulnerability to 

such an extent that moving is not required. 

What is missing is a risk-informed frame-

work for country-led, forward-looking ap-

proaches to make the case for substantial 

investment in effective risk reduction, du-

rable solutions for those displaced, and the 

prevention of new displacement. 

Applied risk science, using probabilis-

tic models and large empirical datasets 

compiled over the years, combined with 

insights from local empirical research and 

community assessments, now offers the op-

portunity for a step change in informed de-

cision-making. For example, the shift from 

deterministic disaster risk assessments, 

based on historical data, to state-of-the-art 

probabilistic modeling used by the insur-

ance industry, calibrated with historical 

data but including randomness to encom-

pass all possible scenarios, presents a no-

table advance in risk science that is yet to 

be fully applied to displacement risk. New 

tools and risk modeling platforms, such as 

CLIMADA run by ETH Zürich or CAPRA of 

the World Bank, can now be adapted for 

displacement risk assessments. Further, 

assessing the social and economic cost 

of displacement can provide incentives 

for transformational action and change, 

from mere response to disaster displace-

ment to proactively addressing vulner-

ability and exposure, thereby reducing dis-

placement risk.

DISASTER DISPLACEMENT 

AND CLIMATE CHANGE

Disaster displacement is a global reality 

and everyday occurrence. Millions of di-

saster displacements have been system-

atically recorded since 2008—on average, 

24.5 million new movements every year 

(3). Weather-related hazards account for 

almost 90% of all these displacements 

(2), with climate change and the increas-

ing concentration of populations in areas 

exposed to storms and floods, coupled 

with socioeconomic drivers of vulnerabil-

ity, meaning that more people are at risk 

of being displaced. Demographic, histori-

cal, political, and socioeconomic factors 

determine whether people can withstand 

the impacts of a physical hazard or envi-

ronmental stressor or have to leave their 

homes. Climate change interacts with all of 

these factors, particularly where resources 

and the capacities of humans and systems 

are already stretched (4). For example, sea 

level rise results in loss of land in coastal 

areas and low-lying atolls of island states, 

forcing communities to retreat or leave the 

land altogether. Salinization can reduce 

crop yields, undermine arable land and 

freshwater availability, and force people to 

move. Increasing temperatures affect soil 

moisture and degradation, which make 

the soil susceptible to nutrient loss and 

erosion, thereby destroying the livelihood 

basis for rural communities. Glacial retreat 

and melt, loss of biodiversity, and land and 

forest degradation mean decreased eco-

system services and provisioning services, 

pushing people to move. Because climate 

change can also alter the intensity, fre-

quency, and duration of hazard events, 

climate anomalies and more devastating 

sudden-onset disasters may follow.

Most of the impacts of climate change 

only result in displacement for those vul-

nerable to them. This essential point is re-

peatedly forgotten, with important policy 

implications (5). A prosperous farmer with 

access to drip irrigation and fertilizers, re-

liable buyers, loans, and insurance will not 

be as affected by changes in rainfall pat-

terns as a smallholder subsistence farmer 

relying on the regularity of seasonal rains 

or a pastoralist in search of pasture for his 

herd. An urban dweller with an office job 

and regular income will not need to leave 

his home because of the loss of mangroves, 

which are providing sustenance to mil-

lions in coastal communities. Nonetheless, 

although individual vulnerability leads to 

a risk of adverse displacement outcomes, 

disaster and climate risks are increasingly 

becoming systemic because high-level and 

widespread impacts may ripple through 

social and economic networks, incurring 

1Internal Displacement Monitoring Centre (IDMC), Geneva, 
Switzerland. 2Eidgenössische Technische Hochschule 
(ETH) Zürich, Zürich, Switzerland. 3International Institute 
for Applied Systems Analysis (IIASA), Laxenburg, Austria. 
4Potsdam Institute for Climate Impact Research (PIK), 
Potsdam, Germany. Email: bina.desai@idmc.ch

POLICY FORUM

Addressing the human cost in a changing climate
Displacement costs remain largely invisible, hindering effective action 

“Applied risk science…
now offers the opportunity 

for a step change in 
informed decision-making.”
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further adverse micro and macro impacts 

and disruptions (6).

Climate change is thus a displacement 

trigger in its own right (e.g., loss of coast-

lines through sea level rise and coastal 

erosion), a visible aggravator (e.g., when 

livelihoods are eroded because of soil deg-

radation and loss of ecosystem services), 

and a hidden aggravator (e.g., increas-

ing the intensity of cyclonic winds and 

shifting rainfall patterns that result in 

floods). But the impacts of climate change 

interact with broader changes in the physi-

cal and social environment, resulting in 

potentially rising costs associated with fu-

ture displacement.

A HEAVY BURDEN…ON NOBODY’S 

BALANCE SHEET

Disaster displacement often undermines 

the welfare and well-being of affected in-

dividuals and communities and can also 

incur a substantial social and economic 

burden on countries. Although many 

countries have begun to plan for t he risk 

of extreme events in one way or another, 

governments typically do not formally ac-

count for displacement risk and their asso-

ciated costs in national development plans 

and annual budgets of line ministries. 

Even without taking into account the ag-

gravating forces of climate change, there 

is growing evidence that displacement not 

only severely disrupts the lives of those 

forced to flee their homes but also has an 

economic impact on local communities 

and national economies (7). The direct cost 

of providing every internally displaced 

person (totaling more than 55 million in 

2020) with support for housing, education, 

health, and security has been estimated at 

US$370 per person per year, accumulating 

to more than US$20.5 billion for 2020 (2). 

These figures are mostly based on infor-

mation available from protracted conflict-

related displacement situations because 

the economic impacts of displacements 

linked with disasters and climate change 

usually go unrecorded. A key knowledge 

gap exists here because only limited event-

based or nationally aggregated data is 

available on how long people remain dis-

placed after a disaster, despite ample evi-

dence that this type of displacement is of-

ten long-term and can become protracted 

(2). These impacts can add up to billions of 

dollars worldwide. Each time one person is 

displaced, even for a few days, costs arise 

for transportation, shelter, food and non-

food items, and the loss of income if the 

person cannot continue their usual work. 

Adding in long-term consequences, such 

as lack of schooling, training, and on-the-

job experience, increases this economic 

impact. These costs should be on national 

balance sheets but are instead most often 

borne by communities themselves, by local 

governments that have to divert already 

limited development funds to response, 

and by humanitarian actors. In the face of 

increasingly severe disaster- and climate-

related displacement, these costs are only 

set to rise.

The highest economic impacts usually 

stem from the loss of income and the need 

to provide displaced people with shelter 

and health care. Disaster-resilient housing 

and livelihoods, as well as strong primary 

health care systems, are also where invest-

ments are needed most ahead of disaster 

events to reduce displacement and enable 

lasting solutions. By nature of its mandate, 

humanitarian response is not set up to in-

vest in resilient livelihoods or infrastruc-

ture and service development.

It is not only low-income nations that 

are at risk of economic impacts due to dis-

placement. During the 2019–2020 bushfires 

in Australia, the loss of economic produc-

tion as a result of people missing just one 

day of work during displacement was esti-

mated to be about US$510 per 

person (8). These costs add up, 

particularly if a disaster causes 

considerable housing destruc-

tion, which may delay people 

from returning to their homes 

for months. The cost of cover-

ing housing needs resulting 

from Australia’s Black Summer 

bushfires was estimated to 

be between US$44 million 

and US$52 million for a year, 

posing a substantial financial 

burden, given that previous 

recovery efforts indicate that 

it can take people between 

1 and 4 years to rebuild their 

homes (8). 

ASSESSING 

DISPLACEMENT RISK

These numbers and examples 

from across the globe highlight 

that we need to get better at 

understanding and assessing 

the nature and scale of disas-

ter displacement risk. The 

coverage and detail of relevant datasets 

have improved, and various models and 

approaches exist at regional and global 

scales, although their time frames, meth-

ods, and resulting estimates vary enor-

mously. For example, the World Bank, 

using a gravity model and new data on cli-

mate change, water availability, and crop 

production, has estimated that slow-onset 

climate hazards such as water scarcity and 

declining crop yields could lead to more 

than 100 million additional internal mi-

grants in Latin America, South Asia, and 

sub-Saharan Africa by 2050 should neither 

accelerating climate impacts nor unequal 

development be adequately addressed (9).

In many such assessments, there is a 

strong focus on environmental stressors 

and hazards, and on climate change’s im-

pacts on their intensity and frequency. This 

may have potentially resulted in inflated 
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Global disaster displacement risk relative to population size
Average Annual Displacement (AAD) risk is a compact metric that represents the estimated effect, accumulated over a long 

time frame, of future small to medium and extreme events and estimates the likely displacement associated with them on 

a yearly basis for sudden-onset hazards such as tsunamis, cyclonic winds, storm surges, and riverine floods. See (10) for 

details. Each country’s AAD risk relative to its population size is shown (expected annual displacements / 10,000  people). 

Country income group classification from the World Bank.
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numbers and certainly in an 

inflated perception regarding 

the role of climate change in 

the dynamics of human mo-

bility and forced movements 

today and in the coming de-

cades. Estimates from a proba-

bilistic model that takes hous-

ing rendered uninhabitable as 

a proxy for displacement in 

sudden-onset disasters, such 

as floods and cyclones, suggest 

that  an average of around 14 

million displacements can be 

expected each year (a conser-

vative approach that is highly 

likely to be an underestimate) 

(10). This displacement risk 

is heavily  concentrated in the 

Asia-Pacific region, where both 

exposure and vulnerability are 

high. Even in relative terms—

that is, numbers of potential 

displacements in relation to 

population size—displacement 

risk is high not only for South 

and East Asia but also for 

Pacific and other small island 

states (see the first figure).

Climate change as well as 

changes in population size and 

composition and of key social 

and economic indicators all 

affect how this displacement 

risk may change in the future. 

According to  probabilistic, spatially ex-

plicit risk modeling that uses ensembles of 

climate models and hydrodynamic model-

ing to quantify flood hazard, is calibrated 

on past events, and incorporates commonly 

used climate change and development sce-

narios, rapidly increasing exposure due 

to population growth may be the largest 

driver of displacement risk in the future 

(11). Nevertheless, this strong role of popu-

lation size should not overshadow the fact 

that the substantial increase related to cli-

mate change is not trivial (see the second 

figure). New assessments show that we can 

expect a 50% increase in displacement risk 

related to floods for each degree of tem-

perature increase (11). Although, currently, 

various epistemic uncertainties need to be 

reckoned with, such projections serve to il-

lustrate the future burden to consider in 

a rapidly warming and changing climate.

Beyond probabilistic and deterministic 

disaster displacement risk models, there 

are other modeling approaches that can in-

creasingly be put to the task. Agent-based 

network models can assess individual-level 

impacts and costs through a bottom-up 

methodology that can reflect how shocks 

to one part of a system (community, 

economy, country, or region) can cascade 

through the whole system and also spill 

over into other systems (12). Further, a sys-

tem dynamics approach can describe in a 

relatively comprehensive manner the rela-

tionships between a wide range of dimen-

sions and indicators, although it requires 

granular datasets that are often unavail-

able and is highly cost- and labor-intensive 

to develop.

Finally, integrating risk estimates with 

analysis of public finance allows quanti-

fication of the relevance and “additional-

ity” of internal displacement impacts on 

governments’ (and often donors’) budgets. 

First attempts at undertaking this analy-

sis, adapting the International Institute for 

Applied Systems Analysis (IIASA)  catastro-

phe simulation model (CatSim) in support 

of public financing strategies in pre- and 

postdisaster contexts, have shown that the 

cost of internal displacement can substan-

tially increase national and global budget 

gaps (fiscal gaps) and the chance of budget 

crises (13). F or example, in Bangladesh, a 

disaster with a return period of 50 years 

can be expected to incur costs related to 

internal displacement of nearly US$4.1 bil-

lion per year of subsequent displacement; 

a smaller magnitude but more 

frequent disaster with a return 

period of 10 years would incur 

more than US$1 billion. The 

estimated possible amount of 

funding that the country may 

be able to divert from exist-

ing development budgets and 

credit buffers adds up to just 

over US$1 billion of fiscal re-

silience, which means that 

Bangladesh is likely to be un-

able to cover the costs associ-

ated with internal displace-

ment for events that occur 

every 10 years on average. 

Further estimates of such 

costs can provide the basis for 

making the case for preven-

tive action and for developing 

appropriate financial instru-

ments such as national reserve 

funds, enhanced social protec-

tion schemes, and catastro-

phe bonds, as well as regional 

or global sovereign insurance 

pools (14). Beyond these first 

steps in developing basic esti-

mates of the costs, further work 

is required to better under-

stand who bears these and how 

benefits from improved policies 

would be distributed across dif-

ferent segments of society.

INVESTING IN THE FUTURE

Comprehensive risk assessments that ac-

count for displacement risk and estimate 

its economic costs signal a need to improve 

coordination on budget allocations and 

cooperation in program execution across 

ministries and public and private sectors. 

This would enable the explicit inclusion of 

these contingent risks into budget stress-

testing procedures and other risk-man-

agement planning processes. It would also 

provide incentives for managing risk with 

an ex ante approach, because it anticipates 

the ex post consequences and trade-offs in-

volved in responding to shocks (13). 

Risk assessments should help communi-

ties and local and national governments 

grappling with immediate displacement 

risk or the prospect of intensifying natu-

ral hazards or loss of territory or habitats. 

More financing must be made available for 

localized, granular displacement risk as-

sessments, which municipalities can use to 

inform urban development plans, zoning 

regulations, and local building codes and 

for forward-looking, long-term planning 

for relocation where necessary.

Recent attempts at providing a measure 

for displacement risk and its impacts are 
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from 1976 to 2005, combined with population data for 2000. RCPs reflect different 

trajectories of variation in atmospheric GHG concentrations. SSPs reflect different 

scenarios of global socioeconomic development. Modified from (11). 
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only the first step. In the coming years, fur-

ther investment should build on the prom-

ises of longer-term risk modeling and cou-

ple its results with impact assessments so 

that countries can build displacement es-

timates into their multiyear development 

plans (15). Understanding needs and pri-

orities in the decision-making processes of 

affected populations, institutional capaci-

ties, and socioeconomic dynamics, even if 

less systematically assessed, will be at least 

as important at indicating what the future 

holds. Given the scope and complexity of 

the problem, a pluralistic methodological 

setup is required to contribute to a better 

understanding of displacement risk and to 

inform effective policy and response under 

a broad range of circumstances. j
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POLICY FORUM

Pathways to coastal retreat
The shrinking solution space for adaptation calls for 
long-term dynamic planning starting now

By Marjolijn Haasnoot1,2, Judy Lawrence3, 

Alexandre K. Magnan4,5

T
here is an urgent need to take coastal 

retreat more seriously as an option 

for adapting to sea level rise (SLR) 

and as a strategy capable of provid-

ing positive outcomes, if planned 

ahead. Early signs of such think-

ing are emerging. We demonstrate how 

exploring pathways to managed retreat 

adds value in the context of irreversible 

long-term SLR. Retreat is typically framed 

and understood as a single action, largely 

used after events rather than preemptively, 

and considered as a last resort. However, 

implementing managed retreat constitutes 

a multidecadal sequence of actions (i.e., 

across pathways) including community en-

gagement, vulnerability assessment, land 

use planning, active retreat, compensa-

tion, and repurposing. This Policy Forum 

advances practical knowledge on what 

pathways to coastal retreat may look like 

and how they can pave the way for flexible 

and positive transformational adaptation, 

if started now.

SHRINKING SOLUTION SPACE

SLR globally accelerated from 1.4 mm/year 

(1901–1990) to 3.6 mm/year (2006–2015) 

and will continue to do so during this cen-

tury (10 to 20 mm/year in 2100) ( 1). Sea 

levels could rise between 0.43 and 0.84 m 

globally by 2100, relative to 1986–2005, 

as a median estimate under low and high 

emission scenarios, respectively. However, 

a rise of 2 m by 2100 cannot be ruled out 

(1). There is also a clear commitment to 

SLR centuries into the future due to iner-

tia in both the climate and ocean systems; 

for every degree of warming, sea levels will 

eventually rise ~2.3 m (2).

Inexorable SLR makes some degree of re-

location of coastal residents, buildings, in-

frastructure, and activities inevitable, even 

if global warming is mitigated to 1.5° or 2°C. 

The necessity of paying more serious atten-

tion to pathways to managed retreat is be-

coming urgent (3). To begin with, observed 

coastal flooding is already reaching unac-

ceptable levels for communities and infra-

structure in many low-lying coastal settle-

ments around the world (1), and unless 

adaptation starts now, in a few generations, 

more regions (e.g., small islands, parts of 

the US coast, major deltas) will be at risk of 

coastal flooding (1). Additionally, retreat re-

quires decadal lead time to plan and imple-

ment equitably (3, 4). Furthermore, many 

decisions taken today have a long legacy ef-

fect and create path dependencies, closing 

off some options in the future. For example, 

coastal defenses last for many decades and 

protected areas attract people and assets, 

which lead to expectations of further pro-

tection. On the other hand, creating space 

for wetlands to grow as sea levels rise pro-

vides a temporary buffer, keeping future op-

tions open for later development or a lower 

barrier to retreat. 

Ongoing and accelerating SLR, com-

pounded with other climate-related 

changes (e.g., intensification of extreme 

events such as storms, heavy rainfall, and 

river flows) and increasing population at 

the coast, is already progressively shrink-

ing the solution space of available adap-

tation options. Accommodation options 

(e.g., elevated buildings, early warning, 

and shelter) will not be enough to reduce 

coastal risks to acceptable levels under 

SLR-induced flooding and erosion. As sea 

levels rise, groundwater salinization will 

render water supplies unusable and limit 

food production to saline-tolerant crops. 

Nor will nature-based solutions, such as 

offshore reefs or wetland restoration, be 

likely to keep pace with combined climate 

change impacts (1) and human pressures 

that have reduced space and sediment sup-

ply to the coast. Such responses are there-

fore expected to be only temporary adapta-

tions in many places (5). 

Hard protection, either through holding 

the line (protect) or advancing seaward 

(advance) using levees, barriers, or artifi-

cial islands, can be beneficial, for example, 

in resource-rich megacities but also has 

limitations, as sustained and rapid SLR 

would make it increasingly difficult to ex-

tend infrastructure within available time 

frames (6). Also, hard protection will not 

be an affordable long-term solution for 

1Deltares, Delft, Netherlands. 2Faculty of Geosciences, 
Utrecht University, Utrecht, Netherlands . 3New Zealand 
Climate Change Research Institute, Te Herenga Waka–
Victoria University, Wellington, New Zealand. 4IDDRI 
(Sciences Po), Paris, France. 5LIENSs, La Rochelle University, 
La Rochelle, France. Email: marjolijn.haasnoot@deltares.nl
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every community, nor will it address the 

impacts of rising groundwater and river 

flows in every coast (6) or the existing and 

increasing residual risks (e.g., when levees 

fail). In low-lying coastal areas across dif-

ferent geomorphologies and levels of de-

velopment, retreat offers an alternative 

option (see the first figure) that ultimately 

removes vulnerability and risk in situ. 

A DYNAMIC STRATEGY

Retreat is not easy, for various reasons, 

including attachment to place, high costs, 

lack of risk awareness, impacts on inland 

settlements, and political resistance (3). 

For example, retreat means sunk costs of 

existing investments in public infrastruc-

ture and private property and does not ad-

dress the risk to cultural assets that cannot 

be relocated. However, among the reasons 

that make managed retreat beneficial is 

that it enables long-term change at the 

coast to be anticipated and planned for in 

an orderly way, which can minimize both 

stress on people and agencies and inequi-

table outcomes. 

Exploring pathways can support stag-

ing retreat and help to break retreat into 

manageable steps over time, align it with 

maintenance or other social goals (e.g., 

economic development or environmental 

conservation), and implement retreat de-

pending on how the future unfolds. This 

could help to overcome the societal resis-

tance to retreat. Dynamic Adaptive Policy 

Pathways (DAPP) (7) planning is a practi-

cal approach developed to do exactly this 

and is increasingly used to support cli-

mate change adaptation decision-making. 

To date, DAPP planning has been used to 

address adaptation to SLR in several loca-

tions, including the Netherlands, the UK, 

the US, and New Zealand, where measures 

have included no-build zones and com-

munity and assets relocation (5, 6, 8). The 

long-term perspective puts retreat on the 

table next to protection and accommoda-

tion measures (see the first figure), avoid-

ing increasing investments that eventually 

become higher sunk costs.

A first step in pathways planning is to 

assess the hazard, vulnerabilities, and 

uncertainties and to identify adaptation 

options. An adaptation option may fail 

to achieve objectives and/or may reach a 

performance limit or threshold (also re-

ferred to as an adaptation tipping point) as 

conditions change (e.g., SLR); a new or ad-

ditional measure is then needed. Similarly, 

opportunities may arise (e.g., when infra-

structure needs replacing or when people 

cannot tolerate SLR impacts and the need 

for retreat becomes obvious). The first fig-

ure presents some thresholds and oppor-

tunities for adaptation to SLR that change 

the solution space. 

Next, by sequencing options, starting with 

low-regret and preparatory actions that can 

and/or need to be taken in the near term, 

pathways are designed while also testing op-

tions for their sensitivity to a range of SLR in-

crements and to their path dependency. Path-

ways design is often done in a staged manner, 

with increasing depth of analysis. For part of 

the city of Miami, Florida, potential pathways 

were first developed using narratives, by ask-

ing stakeholders: What could be short-term, 

mid-term, and long-term adaptation options? 

What is the next option? Promising options 

and pathways were then further assessed us-

ing detailed models. In the Netherlands, a 

study assessed the solution space for multi-

ple meters of SLR before exploring pathways. 

The study concluded that spatial planning 

that recognizes the consequences of long-

term SLR is needed, because of the uncertain, 

potentially high SLR.

 Monitoring is typically used to evalu-

ate success of implementation but is also 

needed for detecting early warning sig-

nals on approaching thresholds and win-

dows of opportunities for preemptive ac-

tions (e.g., new insights on future risks or 

new social values). This helps to identify 

when a decision to shift to another ac-

tion is necessary. For adaptation to SLR, 

signals can be derived from climate driv-

ers (e.g., mass loss from Antarctica, local 

SLR), impact signposts (e.g., flooding or 

freshwater availability) based on observa-

tions, and scientific studies and assess-

ment [e.g., the Intergovernmental Panel on 

Climate Change (IPCC)] and, maybe more 

critically, from social, economic, and cul-

tural signposts (e.g., insurance withdrawal, 

increased costs, and others developed 

with communities). Monitoring levels of 

(in)tolerable risk, increasing exposure to 
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The evolving and shrinking solution space to address sea level rise
The colored areas show how the solution space to protect or advance, accommodate, and retreat changes as sea level rises. Different drivers and soft or hard 

limits shape this space. The figure highlights, first, a general narrowing of the solution space as a whole and, second, a change in the ratio between the three adaptation 

strategies, with retreat becoming dominant. This applies differently across coastal archetypes [derived from (1); see inset] owing to local contexts.
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damage through population changes, and 

infrastructure aging could warn about po-

tential lock-in or lock-out situations. Poten-

tial signals need to be evaluated for timeli-

ness and reliability, while considering the 

required lead time for planning and imple-

mentation of next actions. This is problem-

atic in a context of increasing and acceler-

ating coastal risks, where physical and so-

cietal thresholds occur close together, with 

limited time left for implementation, and 

where communities are dependent on criti-

cal infrastructure, the functioning of which 

is already threatened. For example, in Flor-

ida, several water infrastructure thresholds 

are close or have been reached, where nui-

sance flooding is observed and the septic 

systems are being compromised by rising 

groundwater tables. New infrastructure 

with pumps and drainage can only buy a 

limited amount of time (8). 

Beyond mapping the solution space that 

includes retreat, pathways thinking is also 

critical to supporting the design and imple-

mentation of the transition to retreat, as 

presented with the nested path-

ways in the second figure. 

PRACTICAL PATHWAYS 

INSIGHTS 

Although the relevance, extent, 

rate, and modalities of managed 

retreat will vary depending on 

SLR and local context, three ge-

neric steps can be highlighted 

across coastal settlements: 

preparation, active retreat, and 

cleanup (5). Enabling decision-

makers to progressively prepare

includes engagement to gain 

community understanding of 

the risks and to understand 

social values and vulnerabili-

ties; planning to identify op-

tions, exploring pathways, and 

establishing monitoring plans 

to detect signals of opportu-

nities (e.g., early moves, end 

of lifetime of infrastructure); 

funding for property acquisi-

tion and infrastructure provi-

sion in alternative areas; and 

adjustment of land use plans 

and regulations. These prepa-

ratory actions support active 

retreat, which comprises the 

acquisition of property, buyout, 

and removal of structures or re-

location of houses, people, and 

economic activities. The last 

step, cleanup, comprises land 

rehabilitation and repurposing 

(e.g., for coastal amenity and 

recreational uses that can relo-

cate readily) until that land is permanently 

flooded by the sea. 

Because implementing managed retreat 

can take decades, it needs to be considered 

well ahead of any climate-induced soci-

etal and physical thresholds (9). The time 

needed depends on each society’s willing-

ness and ability to anticipate the climate 

risks and to act on them before observed 

impacts. Time is also needed to plan and 

engage with those affected about the ur-

gency to start the retreat process now, so 

that individuals can make relocation deci-

sions as opportunities arise. For example, in 

the Netherlands and New Zealand, retreat 

to enable river floodplain restoration was 

signaled well ahead of project implementa-

tion in anticipation of the effects of climate 

change (5, 10), which gave time (25 and 10 

years, respectively) for eventual removal of 

houses and purchase of at-risk properties 

on a voluntary basis. This contrasts with 

instances where retreat has been triggered 

after damaging climate events (e.g., after 

hurricanes Sandy in New York and Katrina 

in New Orleans (4, 10); where protection 

proved ineffective and retreat was forced, 

creating additional community stress and 

costs [e.g., after a storm and mudslide in 

New Zealand (11)]; or where forced retreat 

to a flood-safe area was unsustainable be-

cause work was unavailable in the new lo-

cation [e.g., in the Philippines (12)]. In the 

Carteret Islands, Papua New Guinea, reset-

tlement of island populations created nega-

tive outcomes owing to a lack of economic 

opportunities in the relocation areas, land 

tenure conflicts with established popula-

tions, and disruptions to local communities 

that were not planned for (13). These exam-

ples illustrate the social consequences of re-

treat if it does not take a planned and staged 

pathways approach.

To determine when to start active retreat, 

one can assess under what conditions retreat 

is required because of limitations of other 

strategies, indicating the latest moment at 

which active retreat should be realized. An-

other way is to assess the conditions under 

which retreat becomes more beneficial than 
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Transfer to new portfolio or action

Adaptation threshold

Portfolio or action efective

Uncertainty in efectiveness

Adaptation signal

Decision node

Design plan

No-build zone and temporary 
protection or accommodation

Land rights 
negotiation, 
property acquisition 

Engagement

Monitoring

Buyout, relocation of 
public infrastructure

Development  of 
alternative land

Displacement and 
relocation of people

Removal

Repurposing

Historic 
pathway

Enabling 
investments 
and regulations

Frequent or 
high Hooding

Unafordability; pumping;
lack of time, support, 
knowledge, material

Unafordability, salinization,  
pumping, lack of support

Long lead time

Preparation Active retreat Cleanup

Advance

Protect

Accommodate

Retreat

Retreat pathway in more detail

No-build zone

Indicative adaptation pathways of retreat
Retreat is presented as a nested pathway within a broader pathways map, including advance, protect, and accommodate. 

Retreat comprises three stages: preparation, active retreat, and cleanup. Engagement and monitoring support planning and 

implementation (gray lines). After designing a plan, land use regulations and temporary measures can be implemented, 

followed by buyout. Enabling investments and regulations are precursor actions.
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other strategies accounting for flood risk, 

alignment with social goals, and costs. For 

example, Kool et al. (14) worked backward 

from an infrastructure threshold for SLR of 

30 cm, at which point a gravity-based storm-

water and wastewater system would need to 

be replaced by a pumped system. Before that 

point, the costs for a new system, its lifetime, 

and the opportunity costs to the community 

would need to be assessed against the costs 

and benefits of a retreat option that helps re-

move the ongoing impacts from SLR. Using 

pathways for adjacent locations, they iden-

tified opportunities for drainage system re-

design to buy time for engagement with the 

community before eventual retreat. Such a 

strategy consisting of progressive steps can 

result in a beneficial transition that is sup-

ported by the community.

An increasing number of studies (3, 5, 10, 

15) provide lessons for developing robust 

pathways to coastal retreat: (i) engaging 

early with affected communities to build 

understanding of their risk tolerance, vul-

nerabilities, and values; (ii) enhancing the 

policy and public understanding of higher 

risk levels than in the past; (iii) early design 

of and contributions to design of funding 

mechanisms and regulations that can en-

able implementation of retreat; (iv) avoid-

ing developments in places recognized 

as risky and where existing urbanization 

trends can be reversed through no-build 

zones and prohibited land uses; (v) con-

sidering locations for new developments 

or designing them to be movable; and (vi) 

considering whether buying time through 

temporary accommodation, protection, or 

nature-based measures will trigger greater 

risk exposure and therefore worsen the 

problem over time, or whether these ap-

proaches facilitate a transition to retreat. 

NECESSARY ENABLERS

Inexorable SLR that will continue for centu-

ries means that for many low-lying coastal 

areas worldwide, retreat is an inevitable 

adaptation action. If planned now and in-

tegrated with social, economic, and cultural 

goals, the anticipatory and dynamic path-

ways to retreat can be a positive approach 

to reduce coastal risks and minimize regret 

of investments and social inequities. 

To allow retreat to be considered a se-

rious option and implemented where ap-

propriate, there are a number of necessary 

enablers that require further attention by 

the research and policy communities. These 

include: (i) improved understanding of how 

SLR is a changing risk over time that re-

quires a shift from static to dynamic path-

ways decision-making and how this affects 

communities differently now than in the 

past; (ii) improved understanding of what 

managed retreat comprises and how it can 

be staged over time through monitoring and 

sharing experiences; (iii) development of 

policies and regulations that are grounded 

in anticipatory planning supported by sus-

tainable funding arrangements; (iv) further 

development of analytical methods relevant 

to changing risk, such as for mapping the 

shrinking solution space and identifying if 

and when retreat will be needed; (v) further 

assessment of the effectiveness of the range 

of adaptation responses under alternative 

futures and how retreat can be integrated 

with wider societal goals; and (vi) enhance-

ment of the role of political leadership in 

building community trust in preparation 

for managed retreat, and embedding com-

mitment devices to maintain the long-term 

dynamic approaches for reducing SLR risks.

Notably, the development and the imple-

mentation of any retreat pathway funda-

mentally depends on the past trajectory of 

coastal risks; the present situation (gover-

nance, coastal strategy, observed impacts, 

individual and institutional values and at-

titudes toward climate-related risks); the 

envisioned future; and when and under 

what conditions adaptation opportunities 

and limits appear. Whatever the context 

considered, it is increasingly evident that 

the shrinking solution space for adaptation 

in low-lying coastal areas calls for long-

term dynamic pathways planning now. j
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POLICY FORUM

High-density 
population and 
displacement 
in Bangladesh
The strategy promotes 
“migrant friendly” towns and 
selective relocation abroad

By Mizan R. Khan, Saleemul Huq, 

Adeeba N. Risha, Sarder S. Alam

A
mong the many adverse impacts of 

climate change in the most vulner-

able countries, climate change–in-

duced displacement increasingly 

caused by extreme weather events 

is a serious concern, particularly in 

densely populated Asian countries. Reports 

by the Intergovernmental Panel on Climate 

Change (IPCC) project a grim picture for 

South Asia, the most populous region on 

Earth, home to about one-quarter of global 

population, with the highest poverty in-

cidence. A combination of poor socioeco-

nomic indicators and increased frequency 

and intensity of cyclones and floods renders 

the region extremely vulnerable. Mean-

while, slow-onset climate hazards, such 

as sea level rise, salinity intrusion, water 

stress, and crop failures gradually turn into 

larger disasters. Within South Asia, Ban-

gladesh stands as the most vulnerable: 4.1 

million people were displaced as a result 

of climate disasters in 2019 (2.5% of the 

population), 13.3 million people could be 

displaced by climate change by 2050, and 

18% of its coastland will remain inundated 

by 2080 (1). We describe how, faced with 

such natural and human-made adversities, 

Bangladesh can stand as a model of disaster 

management, adaptation, and resilience.

The Paris Agreement goal of keeping the 

temperature rise at 1.5°C or well below 2°C 

compared to pre-industrial times may not 

be achieved, given the lack of ambitious 

mitigation. As a result, the number of peo-

ple estimated to be displaced by slow-onset 

events will stand at ~22.5 million by 2030 

and ~34.4 million by 2050 (2). A combi-
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nation of  sudden and slow-onset climate 

events, which affect all elements of the en-

vironment, becomes the main driver of en-

vironmental displacement. 

Migration is an adaptation strategy. An 

estimated half a million people move to 

Dhaka, the capital city of Bangladesh, each 

year. Migration of this magnitude presents 

a challenge for Bangladesh given its small 

land area (147,570 km2) and high population 

density (~1100/km2). There is simply little 

space for retreat: Bangladesh’s population 

is half that of the United States, living on 

~1.5% of the land area of the United States. 

Usually, three pathways can be discerned 

with respect to how displaced people are 

settled: autonomous relocation by dis-

placed individuals (without much govern-

ment support), government-supported tem-

porary settlement, and planned relocation. 

In Bangladesh, the first option overwhelms, 

followed by efforts for temporary settle-

ment, until the government rehabilitates 

their former residences. Planned relocation 

or managed retreat in response to climate 

change (3) is not yet happening widely be-

cause of space and resource constraints. 

Since the founding of Bangladesh in 1971, 

and even earlier in Pakistan, government-

planned relocation of people displaced by 

riverbank erosion has fueled ethnic conflicts 

in the Chittagong Hill Tracts in the south-

east part of the country, because the move 

was not backed by consultations with tribal 

communities. About 100,000 of more than 

a million Rohingya refugees in Bangladesh, 

fleeing persecution in Myanmar, are being 

relocated to Bhasan Char, an island in the 

Bay of Bengal. In land-hungry Bangladesh, 

most of the 30+ such Chars/mudflats in the 

bay are already inhabited at different de-

grees by people displaced by riverbank ero-

sion and climate change. 

Despite these odds, Bangladesh is a 

leader in economic growth among devel-

oping countries and in mainstreaming cli-

mate change into its development strategy. 

Partially in response to scientific findings, 

the National Strategy on the Management 

of Disaster and Climate Induced Internal 

Displacement (N SMDCIID) adopted in 

2015 incorporated disaster risk reduction 

and rights-based approaches, so that vul-

nerable communities can enjoy their basic 

rights to livelihood, food, health, and hous-

ing. The Strategy is built on an integrated 

Displacement Management Framework, in 

line with the migration management cycle of 

the International Organization of Migration 

(IOM). This Framework elaborates responses 

during the three phases of mobility manage-

ment: pre-displacement [disaster risk reduc-

tion (DRR)], displacement (emergency), a

nd post-displacement (rehabilitation/reloca-

tion). Under the Strategy, the government 

has initiated support for livelihood opportu-

nities, housing, and human development of 

displaced people in vulnerable hotspots. It is 

likely that the government-supported com-

munity mobilization and disaster manage-

ment and DRR policies, both before and af-

ter adoption of this Strategy, were helpful in 

lessening the number of casualties from the 

supercyclone Amphan in May 2020. 

MIGRANT-FRIENDLY TOWNS 

One way to address displacements under 

increasing urbanization across the world 

could be the establishment of peri-urban 

growth centers and transformation of cit-

ies and towns to be migrant-friendly. This 

option appears practicable for populous 

countries such as Bangladesh, having little 

space for retreat from vulnerable hotspots. 

To achieve this, institutional changes in a 

city need to be fostered by research, plan-

ning, design, and capacity building. Ex-

amples from cities such as Durban, Quito, 

Semarang, and Malé indicate that cities 

may need to develop general as well as 

sector-based strategies to manage effec-

tive climate change adaptation (4). This 

warrants the linking of adaptation plan-

ning and implementation to city priorities. 

Cities must have access to reliable infor-

mation and opportunities to share expe-

riences through local, regional, national, 

and international networks (4). 

National and local governments should 

develop migrant-friendly plans along three 

lines: building of resilient hardware, such 

as low-cost housing, industries for employ-

ment generation, and other infrastructure; 

software, such as legal, policy, and institu-

tional frameworks; and “heart-ware”—the 

promotion of awareness, reflecting values 

and ethics. The basic parameters for safe 

and orderly movement for migrants are 

to ensure employment, social protection, 

access to education, housing, health ser-

vices, utilities, etc. Although government 

support is important, engagement of the 

private sector, nongovernmental organiza-

tions (NGOs), civil society, and university-

led research can strengthen municipal ad-

aptation efforts. 

This is what the International Centre for 

Climate Change and Development (ICCCAD) 

in Bangladesh has been doing—to facilitate 

the transformation of smaller peripheral 

towns to be migrant-friendly as a climate ad-

aptation strategy (see the figure). Our work 

has multiple purposes: to shift the tide of mi-

gration away from Dhaka and other large cit-

ies toward smaller towns, and to decentralize 

climate-resilient development and facilitate 

planning for basic services and amenities. 

In Bangladesh, a majority of those dis-

placed by climate change prefer non-migra-

tion from their ancestral roots (5) if they are 

provided support for improving their liveli-

hood, housing, etc. Settlement of displaced 

people in a town nearer to their ancestral 

home allows them to maintain psychologi-

cal kinship and cultural comforts. On the 

basis of such local context and needs, each 

migrant-friendly town needs its own devel-

opment and adaptation plans to address cli-

mate risks and economic opportunities. 

RajshahiRajshahi

1  Rajshahi (city)

RangpurRangpur

DhakaDhaka

MymensinghMymensingh
SylhetSylhet

ChittagongChittagong

KhulnaKhulna

BarisalBarisal

2  Noapara

7  Satkhira

3  Mongla 6  Barisal (city)

5  Khulna (city)

4  Sirajganj
Provision for diversifed 
livelihoods; training for 
skill development; access 
to health services and 
education.

Investments in fsh and shrimp 
export industries attract 
migrants; municipal 
authorities have improved 
water supply and drainage 
systems, reducing 
waterlogging and vulnerability.

A baseline study is in preparation; a 

community-managed piped water 

supply network is arranged.

Community-led, low-cost, 
climate/disaster-resilient housing.

Flood-resilient systems in slums; 
sanitation; training on climate- 
adaptable livelihood options; access 
to fnancial products in government- 
approved fnancial institutions and 
microcredits.

Investments in infrastructure 
projects attract migrants; 
government is building a 
vocational training institute; 
municipality and NGOs work 
to improve education and 
slum housing.

Assessment of climate/disaster 
vulnerability; preparation and 
implementation of a risk reduction 
action plan at community and 
household levels.

1
4

2

5

7 3 6

Building migrant-friendly, climate-resilient cities in Bangladesh
The map shows some activities being undertaken to build migrant-friendly and climate-resilient cities in 

Bangladesh. Descriptions of activities are based on publicly available information about the programs, and on 

discussions with representatives of the NGO BRAC.
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The NGO BRAC has initially identified 

about 20 towns and municipalities, consid-

ering their economic potential and climate 

stress, to determine whether they can ab-

sorb a sizeable number of displaced people. 

A number of satellite towns adjacent to eco-

nomic hubs, such as relatively elevated sea 

and river ports and export processing zones 

(EPZs), can potentially employ millions of 

migrants. Investment in manufacturing 

and/or services is generating jobs through 

public, private, and community partner-

ships, such as private investments, govern-

ment support, and microfinancing from 

BRAC and Grameen Bank. ICCCAD has for-

mal agreements with many ministries and 

agencies including the Local Government 

Engineering Department (LGED), the 

agency for building and maintenance of 

rural infrastructure. ICCCAD has been 

working as an advisor and co-implementer 

of programs with all stakeholders, includ-

ing mayors in two small towns in coastal 

Bangladesh, Mongla and Noapara (see the 

figure). It is helping town authorities in 

planning and implementing initiatives that 

are intended to be hospitable to incoming 

settlers, so that they can gradually be main-

streamed into citizenship (6). The process 

is based on a participatory, consultative 

process involving the municipal authorities, 

host community leaders, and settlers. 

The Strategy (NSMDCIID) includes op-

tions such as supporting livelihood for new 

settlers and skill development, both in dis-

placement hotspots and in new settlements. 

Although these towns do not yet have adap-

tation plans as such, the programs consider 

risk-informed and socially conducive adapta-

tion measures. BRAC with its Climate Bridge 

Fund is also currently implementing dif er-

ent programs in fi ve cities: Khulna, Rajshahi, 

Satkhira, Barisal, and Sirajgonj. For programs 

under implementation in these cities, the 

target groups are incoming migrants, who 

crowd the slums. The activities undertaken 

in these cities are similar, with some specifi c 

activities in each town (see the fi gure). Most 

of the new settlers have moved from rural ar-

eas rendered inhospitable as a consequence 

of slow and sudden-onset climate impacts. 

ICCCAD started facilitating this program 3 

years ago with a strategy of learning by do-

ing. Among the lessons learned: (i) Vibrant 

economic activities in these rapidly growing 

towns are absorbing increasing numbers of 

migrants from vulnerable hotspots, and (ii) 

migrants with energy and agency are engag-

ing themselves in dif erent small businesses, 

with government support and microcredits 

from Grameen Bank and BRAC. 

The fact that an overwhelming share of 

those displaced by climate change around 

the world resettle internally indicates that 

adaptation in-country is the most viable 

option. The global community dealing with 

disaster displacement, including the United 

Nations Framework Convention on Climate 

Change (UNFCCC), primarily recommends 

this option. However, it requires adequate 

international support, which developed 

countries are obligated to deliver (with the 

language “shall provide”) under the UNFCCC 

and the Paris Agreement. Unfortunately, ad-

aptation finance continues to remain the 

“poor cousin” of mitigation, the ratio remain-

ing 20:80 despite repeated pledges by devel-

oped countries and agencies. For domestic 

resource mobilization, some countries (for 

example, Fiji) have introduced an adaptation 

levy on all goods and services produced and 

consumed in the country. 

SELECTIVE RELOCATION ABROAD

There are limits to relocation in-country; 

sudden and slow-onset events sometimes 

trigger cross-border movement of individu-

als seeking jobs and protection. The UN 

Commission on Human Rights argues for 

looking at such mobility from a human-

rights perspective (i.e., the space for real-

izing the basic human rights of livelihood, 

health, housing, etc.). Currently, those dis-

placed by climate change suffer an interna-

tional protection deficit, not qualifying as 

“refugees” under the 1951 Geneva Conven-

tion. Consideration of those displaced by 

climate change began in 2008 under the 

UNFCCC, with research and advocacy. The 

Cancun Adaptation Framework (Decision 

1./CP16, paragraph 14f) provides for differ-

ent types of climate-induced human mobil-

ity (displacement, migration, and planned 

relocation), different scales of mobility 

(national, regional, and international), and 

different actions (research, cooperation, 

and coordination). This decision recog-

nized migration as an adaptation strategy. 

The Nansen Initiative in 2011–2012 focused 

on promoting research and planned relo-

cation. The Paris Agreement established 

a Task Force on Displacement under the 

Warsaw International Mechanism, with 

mandates to make recommendations for 

averting, minimizing, and addressing cli-

mate change–induced displacement. Fi-

nally, the Global Compact on Safe, Orderly, 

Regular and Responsive Migration was 

adopted in 2018 as the first multilateral 

framework to cooperate on migration, in-

cluding in response to climate change. 

Many major countries and think tanks 

started looking at climate displacement 

through a lens of national security, with its 

characterization as a “threat multiplier,” and 

a number of nationally determined contri-

butions under the Paris Agreement refer to 

those displaced by climate change as poten-

tially fueling national and regional conflicts 

(7). However, climate security can be looked 

at either from a conflict perspective or from 

a lens of vulnerability-focused human and 

global security (8). The “conflict view” pro-

ponents call for closing the borders, but still 

the result of such a policy ends up being a 

humanitarian disaster, caused primarily by 

actions beyond the control of those being 

displaced or of their home countries. Should 

we see more of these displaced and disgrun-

tled youth as victims in the hands of human 

traffickers? If not, we then argue—viewing 

this displacement in terms of vulnerability-

focused human security—that planned re-

location internationally can be an effective 

way forward under paragraph 14f of the 

Cancun agreement. 

As multilateral processes are typically 

very cumbersome and painstakingly slow, 
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bilateral action can be more rapid and ef-

fective, and may then gradually feed into 

regional and global initiatives. For example, 

the Seasonal Migrant Worker Program in 

Australia and New Zealand, or New Zealand’s 

Climate Visa Program (9), attract migrants 

from the Pacific Small Island States (al-

though these initiatives are not solely meant 

for absorbing migrants displaced by climate 

change). Canada and the United States of-

fered immigration opportunities to typhoon 

Haiyan victims, but these were based on kin-

ship relations (10). Although the EU does not 

have a common policy, Finland and Sweden 

changed their earlier liberal policies on cli-

mate-induced displacement after the refugee 

influx from Syria (11). There are also provi-

sions of circular migration, as between Spain 

and Colombia. The IOM continues recom-

mending such migration between developed 

and developing countries as an adaptation 

response to climate-induced vulnerability. 

The Bangladesh Strategy recommends such 

options as well.

Many developed countries already suffer 

from demographic deficits, with negative 

growth, and increasingly aging cohorts. The 

rhetoric in many of these counties, which of-

ten is anti-immigrant, cannot change the re-

ality that these countries will need more and 

more young and skilled labor. Using projected 

needs of specific skills, developed countries 

could thus enter into bilateral agreements 

with climate-vulnerable countries, where 

those displaced by climate change may be 

trained in jointly supported educational and 

training institutions, either for permanent 

or for circular migration. For example, under 

the “Triple Win” program, Germany recruits 

nurses from Serbia, Bosnia-Herzegovina, 

and the Philippines to meet their nursing 

shortage, while reducing unemployment 

and contributing to economic development 

in the countries of origin (12). It is only just 

and fair for developed-country emitters of 

greenhouse gases to take some responsibil-

ity under Article 3.1 of the UNFCCC for their 

disproportionate contributions to generating 

this increasing number of people displaced 

by climate change. 

Lessons suggest that migration to rich 

countries can have strong positive impacts 

on labor market, GDP growth, and public 

revenue for host countries (13, 14). Mig ration 

is also typically positive for countries of ori-

gin, through remittance, transfer of technol-

ogy, skills, domestic consumption and GDP 

growth, housing, children’s education, and 

more. In 2017, low- and middle-income coun-

tries received more than $466 billion in re-

mittances, three times the amount of official 

aid (15). This presents an important indica-

tor of the effects that bilateral agreements 

on migration of climate-displaced people 

may have on promoting many different 

Sustainable Development Goals. Such migra-

tion should be framed as a win-win option, 

not as climate humanitarianism (10). 

The Bangladesh Strategy (NSMDCIID) 

argues for creating “opportunities for in-

ternational labor migration by one or few 

members of families from the displacement 

hotspots” (p. 115). Older and underage fam-

ily members and spouses can stay behind 

and rebuild their lives with remittance sup-

port. We believe this option of selective, not 

wholesale, relocation as a pragmatic policy 

can be scaled gradually, as warranted by pro-

jected demands of skills over time in devel-

oped countries. This relocation is based on 

bilateral planning and preparation, unlike 

the conventional, voluntary migration of 

skilled labor to industrial countries. 

This option is challenging, though mutu-

ally rewarding. However, acceptance of this 

proposal by Western democracies depends 

on whether they are ready to embrace and 

enjoy more of “smart/pooled” sovereignty, 

with enlightened self-interests under cli-

mate-induced vulnerability interdependence, 

rather than holding on to a centuries-old 

“Westphalian” model of a zero-sum game in 

global cooperation. Many have argued that 

with the increasing number of global com-

mons problems, we now live in a positive-

sum world. But such a paradigm shift war-

rants a vigorous campaign to raise awareness 

among citizens in industrial countries about 

the “new normal” of increasing extreme and 

ever-growing slow-onset events. Those citi-

zens and politicians must face the lead and 

obligatory responsibility their countries have 

assumed under the international climate 

regime to support adaptation in vulnerable 

countries. Such awareness must confront and 

overcome the xenophobia and anti-immigra-

tion sentiments that often surface in many 

countries, inhibiting the enjoyment of mu-

tual dividends, which can contribute to real 

and sustainable global peace and security.

GERMINATE COORDINATION

Successful implementation of the two op-

tions raised above (migrant-friendly towns 

and bilateral agreements for international 

migration) could help to germinate coordi-

nated implementation, as stipulated in the 

Cancun agreement, of global policy frame-

works on climate change (UNFCCC), di-

saster risk reduction (Sendai Framework), 

and human migration (Global Compact for 

Migration). As many ideas and actions on 

planned internal or international relocation 

of climate change–induced displacement 

are relatively new in the national and global 

policy domains, continued research and sci-

ence-policy interface are essential in order to 

determine the feasibility, efficacy, and scal-

ability of these options. j

REFERENCES AND NOTES

 1.  K. Rigaud et al., “Groundswell: Preparing for Internal 
Climate Migration” (World Bank, 2018).

 2.  H. Singh, J. Faleiro, T. Anderson, S. Vashist, “Costs of 
Climate Inaction Displacement and Distress Migration” 
(Actionaid, 2020).

 3.  J. Carmin, D. Roberts, I. Anguelovski, “Planning Climate 
Resilient Cities: Early Lessons from Early Adapters” 
(2011), pp. 5–8.

 4.  S. Weerasinghe et al., “Planned Relocation, Disasters 
and Climate Change: Consolidating Good Practices and 
Preparing for the Future” (UNHCR, 2014).

 5.  B. Mallick, K. G. Rogers, Z. Sultana, Ambio 10.1007/
s13280-021-01552-8 (2021). 

 6.  S. S. Alam, S. Huq, F. Islam, H. M. A. Hoque, “Building 
Climate-Resilient, Migrant-Friendly Cities and 
Towns” (International Centre for Climate Change and 
Development, 2018).

 7.  E. Wright, D. Tänzler, L. Rüttinger, “Migration, 
Environment and Climate Change: Responding 
via Climate Change Adaptation Policy” (German 
Environment Agency, 2020).

 8.  M. R. Khan, Toward a Binding Climate Change Adaptation 
Regime: A Proposed Framework (Routledge, 2014), 
chapter 6.

 9.  H. Dempster, “New Zealand’s ‘Climate Refugee’ Visas: 
Lessons for the Rest of the World” (Centre for Global 
Development, Washington, DC, 2020).

 10.  D. M. S. Matias, Clim. Change 160, 143 (2020). 
 11.  A. Kraler, K. Caitlin, M. Wagner, “Climate Change and 

Migration: Legal and Policy Challenges and Responses 
to Environmentally-Induced Migration” (European 
Union, 2020).

 12.  German Development Agency, “Sustainable 
Recruitment of Nurses (Triple Win)” (2019); www. giz.
de/en/worldwide/41533.html.

 13.  E.-j. Quak, “The effects of economic integration of 
migrants on the economy of host countries”(Institute of 
Development Studies, London, 2016).

 14.  V. Grossmann, “How Immigration Affects Investment 
and Productivity in Host and Home Countries” (IZA, 
2016); https://wol.iza.org/articles/how-immigration-
affects-investment-and-productivity-in-host-and-
home-countries.

 15.  World Bank, “Record high remittances to low- and 
middle-income countries in 2017” (2018); www.
worldbank.org/en/news/press-release/2018/04/23/
record-high-remittances-to-low-and-middle-income-
countries-in-2017.

10.1126/science.abi6364

CLIMATE-INDUCED RELOCATION      SPECIAL SEC TION

Floods and erosion—such as along the Padma River 

in Louhajang, Munshiganj, on 23 July 2020—ravage  

communities, whose residents must retreat.
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REVIEW

Reframing strategic, managed retreat for
transformative climate adaptation
Katharine J. Mach1,2* and A. R. Siders3,4

Human societies will transform to address climate change and other stressors. How they choose to

transform will depend on what societal values they prioritize. Managed retreat can play a powerful role in

expanding the range of possible futures that transformation could achieve and in articulating the values

that shape those futures. Consideration of retreat raises tensions about what losses are unacceptable and

what aspects of societies are maintained, purposefully altered, or allowed to change unaided. Here we

integrate research on retreat, transformational adaptation, climate damages and losses, and design and

decision support to chart a roadmap for strategic, managed retreat. At its core, this roadmap requires a

fundamental reconceptualization of what it means for retreat to be strategic and managed. The

questions raised are relevant to adaptation science and societies far beyond the remit of retreat.

E
volving social norms, technologies, and

economies will create futures that fun-

damentally differ from our world today.

Climate change constrains the range of

possible futures and affects the level of

transformation societies will experience. Ex-

treme humid heat (1), limited freshwater

availability (2), wildfire (3Ð5), sea level rise,

and flooding (6Ð10), among other climate-

exacerbated hazards, threaten relationships

among people and places, the persistence of

human settlements, and even human surviv-

ability in some locations. The extent of climate

change, and how societies respond, will de-

pend on which risks people decide not to

tolerate and which valuesÑand whoseÑare

prioritized (11Ð14).

Numerous adaptation actionsÑoften cate-

gorized as resistance, accommodation, avoid-

ance, retreat, and advance (7, 15)Ñcan address

climate risks. Resistance reduces exposure by

armoring or keeping hazards at bay, whereas

advance builds into hazardous areas (e.g.,

through land reclamation). Accommodation

measures such as infrastructure elevation or

warning systems reduce sensitivity to hazards.

Avoidance limits new development in hazard-

ous locations, and retreat removes people and

assets from hazardous places after develop-

ment has occurred. Each adaptation action

represents a distinct value-laden decision about

what to preserve, purposefully change, or al-

low to change unguided (16). Retreat has often

been viewed as a failure to adapt or considered

only when all other options are exhausted

(12, 17Ð21). But this conceptualization ignores

lessons fromnumerous disciplines drawing on

a long history of human movement and limits

adaptation researchers and decision-makers

in preparing for a broad range of futures.

The term ÒretreatÓ refers both to autonomous

relocations and to coordinated movements

supported by governments and organizations

at multiple scales (17, 22, 23). Relatively mo-

dern social institutions, such as borders and

policies designed for a climate assumed to be

unchanging, now hinder rapid relocations

(14, 24Ð26), but throughout history, people

have moved and retreated in response to

climate (27, 28). Retreat occurs today in the

face of relatively moderate climate change

(17, 23, 29, 30). In the future, retreat will be a

component of many climate-driven transfor-

mations that involve fundamental shifts in

societies. Whether as aminor element or a sub-

stantial factor in portfolios of response, history

suggests that movement will occur (Fig. 1).

Retreat can bemore effective at reducing risk,

more socially equitable, and more economi-

cally efficient if it is managed and strategicÑ

i.e., if it is designed and executed in ways that

promote broader societal goals (30, 31). Serious

consideration of retreat, even if subsequently

rejected, can help communities articulate why

remaining in place is a core value, what costs

they are able to endure or what opportunities

they can forego to remain in place, and what

responses sustainably support individual and

community priorities (7, 14, 32). Achieving this

potential requires a reconceptualization of re-

treat, not as failure to adapt or last resort but

as an adaptive option that can proactively sup-

port social values through a plurality of spe-

cific measures.

In this Review, we draw on empirical and

theoretical literature to argue that societies will

adapt more effectively and equitablyÑas eval-

uated against the values of individuals, com-

munities, and societiesÑif they consider the

potential role of strategic, managed retreat.

We (i) outlineways inwhich strategic,managed

retreat diverges from past practice; (ii) reframe

two often-posed questions to demonstrate how

a reconceptualization of retreat drives a value-

informed and radically interdisciplinary adap-

tation science agenda; and (iii) discuss the role

of retreat in creating adaptation visions and

pathways that bridge the chasms between the

present and long-term resilience.

Strategic, managed retreat differs from

past practice

To date, managed retreat projects have been

largely incremental,minor adjustments imple-

mented using a handful of policy tools, guided

by a limited set of social values, and small scale

in their contributions to climate change adapt-

ation (15, 23, 33). For example, in the United

States, voluntary home buyouts have helped

~45,000 familiesmoveout of flood-pronehomes

over the past 30 years; this represents a tiny

fraction of the millions at risk and is fewer

than the number of homes experiencing re-

peat flood damage and the number of new

homes built in floodplains. Buyout programs

often affect just a handful of households with-

in a flood-prone community, while simulta-

neously raising equity concerns about who is

offered buyouts and how they are treated in

the process of relocating (19). Around the

world, retreat programs frequently involve rel-

atively few people, compared with the number

of people at risk, and are disconnected from

larger strategies for climate adaptation (17).

Although many retreat programs have re-

duced risk exposure and economic losses, their

effects on broader individual and social goals

are contested (7, 14, 21, 29). ÒSuccessfulÓ retreat

will be defined differently by diverse stake-

holders and may change over time and across

contexts (11, 13, 34). Nevertheless, the litera-

ture offers key areas for improvement, which

we review in turn below: (i) proactively en-

visioning managed retreat as a feature of

climate-driven transformations, (ii) engaging

a diversity of approaches for strategic retreat,

and (iii) coordinating across disciplinary and

governance silos to connect societal priorities.

We posit that these changes have not occurred

because addressing them requires difficult sys-

temic and structural adjustments and because

retreat has not yet been adequately prioritized

despite substantial efforts of some commun-

ities, practitioners, and researchers to over-

come the barriers. Nevertheless, there are

reasons to believe changes may yet occur.

Retreat as a feature of transformations

Retreat has figured into disaster risk man-

agement and adaptation portfolios largely as

a deprioritized, politically perilous option

(7, 15, 20, 32, 33), in part because the moti-

vation in most cases has been to avoid trans-

formation: to enable people to continue living

where and how they have in the past. Yet as

climate conditions shift outside the bounds of
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historical human experience, the need for trans-

formational adaptation that fundamentally alters

systems will likely increase (5, 9, 11, 14, 35, 36).

Societies will shape how they transform and

what tools they use, depending on the evolving

values they prioritize (e.g., economic growth,

social justice, environmental health, cultural

heritage, and public safety).

Most climate-driven transformations will

involve some degree of retreat in combination

with measures to resist, accommodate, avoid,

or advance (Fig. 1) (19, 22, 35). New or cheaper

technologies may keep high waters out of

coastal settlements for longer periods (9, 37),

enable inhabitants of wildland-urban interfa-

ces to better live with fire threat (38), or sup-

port outdoor work in locations where extreme

humid heat exceeds human physiological tole-

rances (1). However, even where technological

solutions work and predominate—in creating

floating settlements, encircling cities with

storm or fire barriers, or enclosing workers

in chilled suits—some retreat will occur to

create room for technological adaptations

or to increase their potential (Fig. 1). In other

transformative futures, retreat is likely to be-

come a core component rather than a support-

ing element. The extent and nature of retreat

will depend on progress, breakthroughs, and

constraints that shape myriad forms of adap-

tation (7).

The diversity of strategic retreat

Retreat to date has taken multiple forms, such

as mandatory resettlements of communities

and home buyouts post-disaster (17, 23, 29, 39),

but managed retreat can take even more forms

(14, 22, 28, 30) such as restrictions on rebuild-

ing in hazardous locations; setbacks limiting

development near areas prone to erosion,

flooding, or wildfire; downzoning encouraging

decreases in asset exposure over time; ease-

ments supporting ecological conservation and

risk reduction; or community relocation (40,41).

Empirical studies on managed retreat note

the need to tailor programs to local contexts

(7, 15, 29), and increasing the types of retreat

drawn upon is essential for adaptation that

effectively manages current, much less future,

climate risks (42).

Practitioners are experimentingwith retreat

policies, and retreat in the future will likely

combine social, financial, legal, engineering,

andconservation innovations (Fig. 1) (7, 19,22,41).

Future retreat could involve more frequent or

bigger applications of existing practices (36).

For example, future strategic retreat could be

extremely targeted to small, specific locations

that create space for systems of retention ponds

and pumps or downsize asset exposure in fire-

prone locations (7, 14, 38). Practitioners and

communities are already finding innovative

ways to use small parcels of open land created

through targeted buyouts (43). In some cases,

strategic retreat might shift the core of a city,

preserving the general location of the city

while relocating neighborhoods. In others,

such a rolling shift may be of limited utility,

and strategic retreat might entail massive de-

ployments, such as moving an entire city or

converting roadways into lakes and canals,

removing farms and shifting into aquaculture,

or restricting power lines to amore limited set

of fire-proofed enclosures (36). Managed re-

treat projects have helped people move as
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individuals by providing job training to faci-

litate migration, have relocated whole commu-

nities by constructing new towns nearby, and

have developed new communities for people

arriving frommultiple locations (30, 44). Prog-

rams have attempted to promote social justice

by prioritizing voluntary choices and social

support. They have aimed tomaintain cultural

heritage through relocation or documentation

of cultural resources or to use newly open land

effectively by establishing community gardens

or endangered species habitats. Future man-

aged retreat programs may engage these aims

evenmore directly; for example, by addressing

historic forced resettlements through repar-

ations, preserving cultural sites, or facilitating

ecosystem migration.

How retreat occurs will depend on the na-

ture of the hazards to which it responds, their

intensities, return periods, temporal and geog-

raphical trends, and the potential for other

adaptation options to reduce risk (1, 4, 6, 38).

For example, wildfires affect communities

through both fire and smoke, which threaten

people in varying ways at differing geographic

scales and with variable recurrence frequen-

cies. Becausemost retreat to date has occurred

in response to flooding, future retreat in re-

sponse to a wider range of threats is likely to

inspirenovel formsand innovations (9, 14,38,45).

Future retreat may also increasingly result

from slower-onset trends, such as continu-

ing subsidence, recurrent high-tide flooding,

permafrost melt, groundwater salinization,

or desertification (2, 7, 19). Proactive retreat,

planned before slow-onset changes severely

threaten lives, livelihoods, and other things

people value, is likely to be more effective

and to reduce the psychological, sociocul-

tural, and implementation burdens of retreat

(19, 28, 42).

Coordination across silos

Retreat to date has focused on reducing risks

and economic losses, responding to disaster

impacts, or creating habitat—values defined

by a narrow set of stakeholders and often

disconnected from other societal objectives

such as cultural or community cohesion, live-

lihoods, ecosystem health, and housing secu-

rity (21, 29). In the future, strategic, managed

retreat must attend to a more extensive set of

goals and stakeholders, from localities where

retreat occurs to regional, national, and inter-

national communities involved in funding and

implementation (17, 19, 33). In practice, achiev-

ing strategic retreat has been very difficult.

Mostmanaged retreat programs have lacked a

holistic plan (17, 39), and retreat efforts with

strategic plans have been stymied by systemic

implementation barriers and siloed govern-

ance systems (23). In rare cases such as the

relocation of small towns away from flood-

prone rivers or coastlines, retreat has promoted

more holistic values, providing hope that strat-

egic retreat could become more common.

Climate adaptation in unambiguous forms

such as managed retreat raises multitudes of

existing societal challenges, such as inadequate

housing, energy access, or immigration law

(17, 19, 28). For example, perhaps more than

any other adaptation strategy, retreat has gen-

erated debate and discord related to equity

(7, 14, 21, 28). Categories of concerns include

the locations where governments make (or

do not make) managed retreat available; fail-

ures to recognize historic injustices shaping

current conditions and stressors; lack of trans-

parency, fairness, or voice; retreat processes

or outcomes compromising the capabilities

of people; or insufficient consideration of eco-

systems (17, 29, 39, 46, 47). Equity considera-

tions will be magnified as increasing climate

change disproportionately affects low-income

regions, marginalized populations, and future

generations that have contributed little to

cumulative greenhouse gas emissions and

may less readily finance and pursue responses

(25, 34, 35, 48, 49). Equitable approaches to

retreat require considering social justice in

both the outcomes and process of retreat:

Transformations are inherently political, and

without deliberate approaches, they risk exa-

cerbating historic wrongs (7, 12, 25, 29, 48, 50).

Future strategic retreat could be a proactive

process for addressing inequities; opening up

opportunities; grappling with climate losses;

and holistically supporting health, well-being,

livelihoods, and security (12, 13). For example,

over decades and centuries, governments in

many regions have displaced marginalized

communities, including Indigenous peoples

and racialized groups, and have failed to equit-

ably serve them; where these communities

now face immense climate risks, strategic re-

treat led by these communities could be a

proactive process for recognition of historic

injustices, reparations, and reconciliation that

supports social healing. Achieving equita-

ble, strategic retreat requires innovations,

learning, and substantial deviations from

the past.

Multiple levels and agencies of government,

the private sector, and individuals all must

reckon with the impacts and losses associ-

ated with climate change and adaptation

(7, 13, 24, 42, 45, 51). Retreat, as for much of

adaptation, cannot be siloed (14, 21, 25), yet

mainstreaming into ongoing decision-making

involves pervasive, structural challenges. Socio-

political and cultural barriers to transformative

adaptation may be particularly salient for re-

treat because of its stark deviations from

prevalent norms. Major efforts are underway

to address these challenges for adaptation

generally—by building capacity, increasing

funding, raising awareness, and developing

decision-making tools—and these efforts to

facilitate equitable, transformational adapta-

tionwillmake strategic, managed retreat easier

(though not easy). Reforms are more likely to

facilitate strategic, managed retreat if it is seen

as a viable or even desirable adaptation option,

rather than a fate to be avoided (19, 21, 28, 51),

but how communities and decision-makers

might be inspired to reconceptualize retreat

is an open question. In the following sections,

we make two suggestions: (i) changing the

way retreat is researched and evaluated to

enable clearer comparisons to its alternatives

and complements; and (ii) engaging in bold,

long-term visioning of adaptation futures to

help stakeholders identify which aspects of the

present should be preserved andwhich should

be actively changed, perhaps through retreat.

Adaptation science for strategic,

managed retreat

Research on managed retreat has not ade-

quately answered numerous questions that

are critical in reshaping how and why retreat

is considered by practitioners and communi-

ties. We argue that greater progress can be

made by reframing existing questions, by ask-

ing a broader set of questions, and by engag-

ing with a range of connected disciplines. To

demonstrate, we reframe two questions often

asked about retreat and identify several un-

answered questions that need greater attention.

Where will climate retreat occur?

The question of where retreat will occur as a

result of climate change is frequently posed.

This underscores a crucial but often under-

appreciated distinction: Unmanaged retreat as

a default that occurs when other options are

absent is fundamentally different from man-

aged retreat as multiple tools strategically de-

ployed in pursuit of desired futures. There are

at least two important reframings of the ques-

tion: (i) Where will resources be allocated to

prevent unmanaged retreat? and (ii) Where

will strategic, managed climate retreat occur?

Adaptation resources are finite, and decisions

about where to resist, accommodate, advance,

andmanage retreat are therefore also choices

about where to allow unmanaged retreat

(Fig. 1). Mapping where unmanaged retreat

will occur requires numerous assumptions

about the types and magnitudes of climate

impacts that cause relocation, capacities to

invest in alternative adaptations, future devel-

opment patterns, and local goals. Estimates of

sea level rise displacement by 2100 range from

88 million to 1.4 billion people, depending on

whether the estimate assumes that all people

in low-elevation coastal areas will be affected

or only people in areas permanently inun-

dated or historically flooded (14). These num-

bers could be substantially lower, depending

on how much shoreline armoring or infra-

structure elevation occurs and how effective
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those strategies prove. One analysis estimated

that, for 13% of the world’s coastline, armoring

is an economically robust adaptation strategy

tominimize total costs of sea level rise, and for

65% of the global coastline, allowing un-

managed retreat minimizes total costs (7, 35).

The geographic disparities are notable, with

shoreline armoring primarily in high-income

countries and unmanaged retreat economi-

cally implied for small islands and rural coast-

lines. Notably, these estimates assume that

retreat requires little or no public expenditure

and occurs when resources are not available

for other options.

Attempting to estimate where retreat will

occur on the basis of where other adaptation

strategieswill not occur frames these approaches

as alternatives when, in reality, retreat inter-

mingles with armoring, accommodation, and

advancemeasures (15,39). Even inplaceswhere

armoring is the economically robust decision,

retreat is likely to occur to create space for

infrastructure or floodplains (Fig. 1). Moreover,

individual and community decisions about

whether to remain or retreat are not exclu-

sively driven by risk exposure. People decide to

relocate formany reasons: e.g., risk perceptions,

place attachment, social norms and networks,

livelihoods, institutional responses, resources

and capabilities, and opportunities available

elsewhere (14, 18, 26, 32, 52). To identify a place

where retreat will or “should” occur purely on

the basis of exposure to hazards or economic

efficiency is to erase the lived experiences and

factors central to relocation (12). In fact, iden-

tifying places where retreat “should” happen

may inspire public resistance or investments to

avoid retreat in those very places (47). Instead,

asking where unmanaged retreat can be pre-

vented creates agency: It highlights that unman-

aged retreat can be limited throughdeployment

of in situ adaptations and managed retreat.

The second way to reframe the question of

where retreat will occur is even more difficult:

“Where will strategic, managed retreat occur?”

or, to be more precise, “Where and in what

forms will managed retreat support futures

desired by the populations involved?”Answers

to this question require understanding of the

full set of societal goals to be pursued and the

transformative pathways that could promote

them (Fig. 1). These determinants of strategic,

managed retreat, both priorities and processes,

cannot be readily mapped or deduced at large

scales to provide probabilistic, geographically

explicit estimates. Even if they could, the ways

in which people relate to place, their aspira-

tions, and the values they ascribe to mobility

or stability will be dynamic through time and

sometimes contradictory (13, 53). Assessing fu-

ture needs for managed retreat requires inte-

gration of compound-hazards climate science;

studies of dynamic socioeconomic develop-

ment and migration; techno-economic eval-

uation of engineering solutions; and analysis

of sociocultural, psychological, political, in-

stitutional, and financial factors central to

the viability—or lack thereof—of protecting

societies in place as climate risks increase

(14, 37, 52). Where retreat will occur is a be-

guilingly simple question that requires ad-

vances across adaptation-relevant disciplines

and adaptation options.

Is retreat beneficial or harmful?

Climate-related transformations and adapta-

tion are all about change, which involves losses

and gains, sometimes for different groups (e.g.,

creating winners and losers) and sometimes

both simultaneously for a given person, house-

hold, or community (12). In this regard, retreat

is exceptional but not unique among adaptation

approaches. Dialogues and debate about reloca-

tion, however, frequently hang on whether re-

treat is a benefit or a harm: whether or not it

was a “success.”Themore powerful framing is,

first, whether the benefits or harms ofmanaged

retreat are greater or lesser than for other ac-

tions and, second, how retreat can be managed

to maximize benefits and minimize harms.

This reframing explicitly acknowledges that

retreat intrinsically creates opportunities and

losses simultaneously (12). Compassionate, pro-

active implementation of managed retreat

must therefore recognize the incommensura-

bility of some losses and the importance of

engagement with them (13, 42). Insights from

the emerging science of climate change loss

underscore the importance of recognizing the

changing relationships among people and with

places, the necessary and dynamic trade-offs

among valued things, and the contested power

relations that prioritize some people’s losses

over others’ (7, 13, 52).

Crucially, transformation affects many in-

tangible values—such as sense of belonging

or identity, shared histories and heritage, or

the intrinsic value of biodiversity—which are

difficult, if not impossible, to measure and

therefore generally overlooked (52). A situated

approach to retreat reflects context and the

narratives through which needs and non-

substitutability are explored, and it is im-

plemented by or with those who are affected

(28, 44, 48, 50). For example, through com-

munity partnerships and citizen science,

threatened heritage sites can be monitored,

records created, and losses acknowledged

and memorialized (54). Intentionally loosen-

ing attachments with a given place and

context, choosing elements to retain, and

proactively forming new relationships in

another location can reduce pain and

enable people to work through loss and

grief in adaptation and retreat (12, 13, 51).

The methods by which decisions to retreat

are made, at individual or collective levels, are

important. Having control over their destinies

is essential in people’s identities and relation-

ships with place, yet further research is nec-

essary to understand how retreat decisions are

bestmade and howpower dynamics affect how

retreat conversations should be initiated—for

example, with governments offering retreat or

as grassroots efforts emerging from commu-

nity requests (14, 19, 33, 46, 51). Voluntariness

of retreat is often assumed to maximize bene-

fits andminimize losses, but empirical work is

needed to explore exactly what voluntariness

entails. Is it enough that retreat is the best

financial option available? Or does voluntar-

iness require something more, and if more,

what? Should a person suffering solastalgia

[the pain of watching an environment change

and degrade (55)] and unable to reclaim the

old community be helped to move? Whether

households andcommunitieshave the resources

and capabilities to adapt in place, retreat on

their own, or adjust to a new locationmay also

influence perceptions and limits of voluntar-

iness (12, 21, 29, 49). Numerous communities

are likely to require assistance in managing

strategic retreat, so who should pay, and how

should decision-makers prioritize allocation of

resources? Research is also essential for endur-

ing questions of how to address historical injus-

tices that have shapedwho is at risk from current

and future climate-related hazards (25, 29, 48).

Concerns about retreat, as both beneficial

and harmful, should be asked about every

type of adaptation, especially transforma-

tional adaptations that fundamentally alter

systems. Academic evaluations of managed

retreat tend to consider a fuller range of

harms and benefits—e.g., how retreat af-

fects identity and connection to place, agency,

equity, and property rights, leading to harms

even where flood risk has been reduced

(7, 14, 15, 21, 28, 29, 37)—than government

agencies’ evaluations of managed retreat and

other adaptation options. Protective struc-

tures, such as levees, can alter place attachment

when they fundamentally change a commun-

ity’s layout or reduce access to open spaces,

but it is relatively uncommon to consider the

implications of in situ adaptation for place

attachment (52). Remaining in a place that ex-

periences environmental degradation can cause

painful emotions as relationships with that

place are altered (55). Practitioners frequently

ask how retreat can be financed, and the same

question applies to how in situ adaptation ap-

proaches will be financed, who will pay, and

whether the costs and benefits are equitably

distributed. Comparing the answers for retreat

with those for other adaptation approaches

provides much more information than ask-

ing about retreat in isolation. Future research

can help communities and decision-makers

consider retreat more carefully by compar-

ing opportunities and losses across the full

portfolio of options, including resistance,
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accommodation, advance, and avoidance as

well as retreat (15).

Other unanswered questions

Retreat, as for most transformational adapta-

tions, forces consideration of difficult questions

that have far-reaching implications for numer-

ousdisciplines and areas of adaptationpractice.

How can agency and mental health be main-

tained under climate-driven transformations

(12Ð14, 42, 52)? What engineering innovations

will be needed to support infrastructure that

is permanently inundated, sited on melting

ground, or repeatedly exposed towildfire?What

are the economics of retreating versus staying

in place, where mismatched incentives or risk

perceptions lead to market failures? What are

the legal implications of a country that loses

its territory (14)? Howmight local jurisdictions

bemerged? Supporting societal deployments of

strategic, managed retreat requires advances

in adaptation science and should draw from

the vanguard of political science, economics,

migration studies, sociology, and cultural heri-

tage studies, among other fields.

Implications for adaptation now

Most climate adaptation to date has been small

scale and short term, involving minor mod-

ifications to standard practices such as plant-

ing crops earlier in the season or building

floodwalls to address storms (56). The level of

ambition and innovation in adaptation falls

substantially short of the challenges posed by

current, much less future, climate risks (7, 56).

Designing bold, innovative, and adequate adap-

tation strategies, including retreat and other

transformational options, involves both moti-

vating visions (i.e., future states that represent

the goals and values of the people adapting)

and pathways (i.e., series of steps that connect

present actions with possible futures). Incorpo-

rating retreat into these visions and pathways

will require widespread implementation of

acknowledged best practices from adaptation

science and innovations from other disciplines.

Adaptation visions

Adaptation science can tap bolder visions and

pathways by implementing lessons learned

from design-thinking and planning and by

integrating insights from a range of social

sciences and the arts. Methods such as sce-

nario analysis and iterative, participatory de-

liberations geared toward decision-making

under deep uncertainty (7, 19, 45, 57) are fre-

quently used in adaptation, although not con-

sistently in accordancewith acknowledged best

practices. For example, planning activities that

consider how the future may unfold too often

constrain the range of futures being consi-

dered or do not represent the values of the

participants. Approaches from architecture,

design, environmental engineering, anthro-

pology, archaeology, climate fiction, futurism,

and security assessments, which are increas-

ingly considering climate change, can offer

rigorous, structured ways to question assump-

tions, generate creative ideas, and explore op-

portunities in future visions or scenarios (Fig. 2)

(58Ð62). Disciplines central to social change

can help people trust and use climate science

in envisioning the futures they want to pursue

through adaptation. Artists visualize the con-

sequences of climate change through instal-

lations, such as lights representing future

tidemarks (60). Climate fiction imagines dys-

topian and utopian visions of the future and

pathways leading to beneficial change (61).

Divides drawn between science and the arts

blur when scientists consider future social con-

ditions (e.g., the shared socioeconomic path-

ways) and related narratives (62).

Creating visions of the future to guide ad-

aptation should not be a top-down process.

Effective processes can reduce political polar-

ization, involve marginalized groups, address

historic wrongs, situate local concerns within

broader contexts, highlight interactions and

interdependencies within and across systems,

and collaboratively construct future visions

(7, 33). Expanding the option set depends

fundamentally on participant goals, and the

process of eliciting and constructing these

goals is inherently interactive. Listening across

political differences or documenting a com-

munityÕs reality and valued attributes through

photos or videos, as well as future storylines,

heritage discussions, and participatory map-

ping, can be (and in some cases is being) used

to create space for conversations about losses

and damages, justice, culture, and curative and

adaptive approaches for the future (19, 45, 54).

Dialogue in such interactions supports open-

ended consideration of what is valued and
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Fig. 2. Future visions for retreat in transformational adaptation. (Left) A

floating city; (right) urban green space. These images illustrate the creativity that

can be applied in imagining different relationships between people and places.

We are not advocating for either of these visions, specifically. Rather, creatively

imagining futures beyond the constraints of the present in equitable, participatory

processes can enable new ideas, individually and collectively, about how to stay

in place or how to preserve communal practices, cultural well-being, and other

valued attributes even where retreat or other climate-driven transformations occur.
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how creative options could preserve relation-

ships under change and support the collective

good (13). Iterative consideration of goals is

crucial because visions for the future evolve

through time, including through the process

of adaptation itself (53).

Dynamic adaptation pathways

Articulating and pursuing visions can lead to

harms as well as beneficial outcomes (53), and

top-down or overly techno-optimistic visions,

in particular, may continue colonialist, auto-

cratic, or otherwise unjust traditions. Some

of these concerns can be mitigated through

participatory visioning processes. Other con-

cerns, especially those about unintendedharms,

may be addressed by developing flexible path-

ways: steps bridging the present and future

that allow for and even encourage revision

(7, 45, 57). Current choices create path depend-

ence and potential maladaptation, equally

through conversations that are not happening

right now as through those that are (20, 22).

For example, conversations about how to help

shrinking settlements thrive or how to address

historic injustices may be crucial for future

adaptation responses, and these options may

be limited because such discussions are cur-

rently inhibited by social or political risks. Key

features of effective adaptation processes and

decision support therefore involve: (i) flexible,

diverse responses that can be adjusted through

time; (ii) active monitoring and evaluation to

guide necessary changes along the way; (iii)

integration of local, Indigenous, scientific, and

other scholarly knowledge to assess context-

specific risks; and (iv) meaningful public de-

liberation to promote learning, consensus

building, conflict resolution, and fair and just

responses (7, 20, 24, 28, 45, 48, 50, 57).

Retreat in adaptation visions and pathways

Retreat offers a valuable set of tools for both

creating visions for adaptation (i.e., articulat-

ing goals and values) and navigating flexible

pathways. Creative processes such as design

often begin by considering wide ranges of

possible options before narrowing down, en-

couraging participants to question assumptions

and ignore limitations (59). Many large-scale

adaptation strategies will involve managed re-

treat, as either a central feature or a minor but

critical component, so refusing to consider

managed retreat as a possibility limits the op-

tions available and the range of possible out-

comes (Fig. 1). Thinking outside the box requires

a willingness to embrace change, or at least to

think critically about which elements of the cur-

rent system should be maintained and which

should be purposefully altered. Retreat—even

discussion of the potential for retreat—engages

some of these difficult conversations.

Our goal in authoring this article is not to

suggest that managed retreat will be the opti-

mal adaptation in any given place, but to

encourage serious consideration of retreat

in climate-related transformations: to bet-

ter understand why remaining in place is a

core value; which valued relationships should

be maintained in adaptation portfolios; and

what costs communities are able or willing to

endure, or what opportunities they can forego,

to remain in place. Early conversations about

managed retreat—and where, when, and why

its use could be considered acceptable (or

not)—substantially increase the likelihood

that future climate retreat will promote so-

cietal goals.

Adaptation visions have the potential to be

bold, in pursuit of futures prepared for climate

shocks that promote social justice, improve

quality of life, and foster stronger relation-

ships between peoples and between people

and nature. Retreat is controversial because

it challenges the status quo and has poten-

tial to cause major and inequitable losses.

Conversely, retreat has enormous potential to

inform adaptation precisely because it chal-

lenges the status quo, raises difficult questions

about justice, forces people to confront the

inevitability of change, and encourages people

to make mindful choices about trade-offs and

losses in the futures they pursue. Strategic,

managed retreat may not be implemented in

many places. Yet bringing it into adaptation

conversations now, despite (or even because

of) its complexities, creates better chances of

long-term, sustainable well-being under inten-

sifying climate risks.

REFERENCES AND NOTES

1. C. Raymond, T. Matthews, R. M. Horton, Sci. Adv. 6, eaaw1838

(2020).
2. J. Elliott et al., Proc. Natl. Acad. Sci. U.S.A. 111, 3239–3244

(2014).
3. J. J. Sharples et al., Clim. Change 139, 85–99 (2016).
4. T. Kitzberger, D. A. Falk, A. L. Westerling, T. W. Swetnam,

PLOS ONE 12, e0188486 (2017).
5. J. Dupuy et al., Ann. For. Sci. 77, 35 (2020).
6. B. Neumann, A. T. Vafeidis, J. Zimmermann, R. J. Nicholls,

PLOS ONE 10, e0118571 (2015).
7. M. Oppenheimer et al., in IPCC Special Report on the Ocean

and Cryosphere in a Changing Climate, H.-O. Pörtner et al., Eds.

(Intergovernmental Panel on Climate Change, 2019),

pp. 321–446; www.ipcc.ch/site/assets/uploads/sites/3/2019/

11/08_SROCC_Ch04_FINAL.pdf.
8. M. E. Hauer, J. M. Evans, D. R. Mishra, Nat. Clim. Chang. 6,

691–695 (2016).
9. C. D. Storlazzi et al., Sci. Adv. 4, eaap9741 (2018).
10. F. V. Davenport, M. Burke, N. S. Diffenbaugh, Proc. Natl. Acad.

Sci. U.S.A. 118, e2017524118 (2021).

11. K. Dow et al., Nat. Clim. Chang. 3, 305–307 (2013).

12. K. E. McNamara, R. Bronen, N. Fernando, S. Klepp, Clim. Policy

18, 111–117 (2018).

13. P. Tschakert et al., WIREs Clim. Change 8, e476 (2017).

14. M. E. Hauer et al., Nat. Rev. Earth Environ. 1, 28–39

(2020).

15. B. Doberstein, A. Tadgell, A. Rutledge, J. Environ. Manage. 253,

109753 (2020).

16. G. Schuurman et al., “Resist-accept-direct (RAD)—a framework

for the 21st-century natural resource manager” (Natural

Resource Report NPS/NRSS/CCRP/NRR—2020/2213,

National Park Service, 2020); doi:10.36967/nrr-2283597.

17. S. Greiving, J. Du, W. Puntub, J. Extreme Events 05, 1850011

(2018).

18. R. McLeman, Popul. Environ. 39, 319–338 (2018).

19. A. R. Siders, One Earth 1, 216–225 (2019).

20. R. Anderson, K. Patsch, C. Lester, G. Griggs, Shore Beach 88,

13–33 (2020).
21. C. Farbotko, O. Dun, F. Thornton, K. E. McNamara,

C. McMichael, Nat. Clim. Chang. 10, 702–704 (2020).
22. C. S. Dyckman, C. St. John, J. B. London, Ocean Coast.

Manage. 102, 212–223 (2014).
23. M. Hino, C. B. Field, K. J. Mach, Nat. Clim. Chang. 7, 364–370

(2017).
24. R. K. Craig, Harvard Environ. Law Rev. 34, 9–74 (2010).
25. M. Burkett, Harvard Civil Rights-Civil Lib. Law Rev. 53, 445–493

(2018).
26. J. McAdam, Am. J. Int. Law 114, 708–725 (2020).
27. A. Timmermann, T. Friedrich, Nature 538, 92–95 (2016).
28. J. Lawrence et al., Curr. Clim. Change Rep. 6, 66–80

(2020).
29. I. Ajibade, Clim. Change 157, 299–317 (2019).
30. A. R. Siders, M. Hino, K. J. Mach, Science 365, 761–763

(2019).
31. C. Kousky, Clim. Change 124, 9–20 (2014).
32. W. H. Butler, R. E. Deyle, C. Mutnansky, J. Plann. Educ. Res. 36,

319–332 (2016).
33. B. Burson, W. Kälin, J. McAdam, S. Weerasinghe, Refug. Surv.

Q. 37, 379–407 (2018).
34. J. Blythe et al., Antipode 50, 1206–1223 (2018).
35. D. Lincke, J. Hinkel, Glob. Environ. Change 51, 67–73

(2018).
36. R. W. Kates, W. R. Travis, T. J. Wilbanks, Proc. Natl. Acad. Sci.

U.S.A. 109, 7156–7161 (2012).
37. J. Hinkel et al., Nat. Clim. Chang. 8, 570–578 (2018).
38. M. A. Moritz et al., Nature 515, 58–66 (2014).
39. K. J. Mach et al., Sci. Adv. 5, eaax8995 (2019).
40. M. Scott et al., Plann. Theory Pract. 21, 125–154 (2020).
41. A. R. Siders, “Managed Coastal Retreat: A Legal Handbook on

Shifting Development Away from Vulnerable Areas” (SSRN

Scholarly Paper ID 2349461, Social Science Research Network,

2013), doi:10.2139/ssrn.2349461.
42. J. Barnett, P. Tschakert, L. Head, W. N. Adger, Nat. Clim.

Chang. 6, 976–978 (2016).
43. E. Zavar, R. R. Hagelman III, Disaster Prev. Manag. 25, 360–374

(2016).
44. A. Forsyth, R. Peiser, Landsc. Urban Plan. 205, 103957 (2021).
45. C. Raymond et al., Nat. Clim. Chang. 10, 611–621 (2020).
46. C. Mortreux et al., Glob. Environ. Change 50, 123–132

(2018).
47. Z. Lamb, in Louisiana’s Response to Extreme Weather: A

Coastal State’s Adaptation Challenges and Successes, S. Laska,

Ed. (Extreme Weather and Society Series, Springer, 2020),

pp. 65–91; https://doi.org/10.1007/978-3-030-27205-0_3.
48. J. T. Malloy, C. M. Ashcraft, Clim. Change 160, 1–14 (2020).
49. J. Martinich, J. Neumann, L. Ludwig, L. Jantarasami,

Mitig. Adapt. Strateg. Glob. Change 18, 169–185 (2013).
50. I. Scoones et al., Curr. Opin. Environ. Sustain. 42, 65–75

(2020).
51. J. McAdam, E. Ferris, Camb. Int. Law J. 4, 137–166 (2015).
52. D. Clarke, C. Murphy, I. Lorenzoni, J. Environ. Psychol. 55,

81–89 (2018).

53. B. Taebi, J. H. Kwakkel, C. Kermisch, WIREs Clim. Change 11,

e666 (2020).

54. T. Dawson, J. Hambly, A. Kelley, W. Lees, S. Miller, Proc. Natl.

Acad. Sci. U.S.A. 117, 8280–8286 (2020).

55. G. A. Albrecht, Am. Imago 77, 9–30 (2020).

56. United Nations Environment Programme, “Adaptation Gap Report

2020” (United Nations Environment Programme, 2021);

www.unenvironment.org/resources/adaptation-gap-report-2020.

57. V. A. W. J. Marchau, W. E. Walker, P. J. T. M. Bloemen,

S. W. Popper, Eds., Decision Making Under Deep Uncertainty:

From Theory to Practice (Springer, 2019); https://doi.org/10.

1007/978-3-030-05252-2_4.

58. J. G. Carter et al., Prog. Plann. 95, 1–66 (2015).

59. R. Razzouk, V. Shute, Rev. Educ. Res. 82, 330–348 (2012).

60. P. Niittyvirta, Lines (57° 59′ N, 7° 16′W). Pekka Niittyvirta;

https://niittyvirta.com/lines-57-59-n-7-16w/.

61. M. Schneider-Mayerson, Environ. Humanit. 10, 473–500

(2018).
62. J. Hinkel, D. Mangalagiu, A. Bisaro, J. D. Tàbara, Clim. Change

160, 495–506 (2020).

ACKNOWLEDGMENTS

We thank E. Hartley for graphical illustration and J. Niemann for

formatting of references. Funding: The University of Miami

Rosenstiel School of Marine and Atmospheric Science and Leonard

and Jayne Abess Center for Ecosystem Science and Policy

provided funding for this work. Competing interests: The authors

declare no conflicts of interest.

10.1126/science.abh1894

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1299



EPIDEMIOLOGY

Improved disease 
tracking with AI
Powerful machine-learning tools 

have the potential to improve 

real-time estimates of disease 

activity, such as for COVID-19 or 

influenza. Aiken et al. developed 

such a method that produces 

dynamic weekly and city-level 

forecasts of disease cases and 

is more accurate than existing 

techniques, including those 

that use real-time data from 

web searches. The research-

ers’ neural network integrates 

disease activity data across 

cities and time to produce highly 

SIGNAL TRANSDUCTION

Timing cues epigenomic 
reprogramming
Different temporal dynamics of 

activation of the transcription 

factor nuclear factor kB (NF-kB) 

can influence the inflamma-

tory response of activated 

macrophages. Cheng et al. 

report a mechanism by which 

oscillatory and sustained NF-kB 

signaling may produce distinct 

transcriptional responses (see 

the Perspective by Nandagopal 

et al.). Oscillatory activation of 

NF-kB activated poised enhanc-

ers to transcribe inflammatory 

genes in mouse macrophages. 

However, sustained activa-

tion of NF-kB produced in cells 

activated by other stimuli acted 

on the epigenome. These stimuli 

relieved chromatin silencing at 

enhancers and enabled regula-

tion of additional genes. —LBR

Science, abc0269, this issue p. 1349;

see also abj2040,  p. 1263

SURFACE CHEMISTRY

Imaging reactions 
across facets
Metal nanoparticles used in 

heterogeneous catalysis can bear 

different facets with different 

reaction kinetics. Suchorski et al. 

used field electron microscopy 

with high spatial (~2 nanometers) 

and time (~2 milliseconds) reso-

lution to study hydrogen oxidation 

on a curved rhodium crystal that 

displayed individual nanofacets. 

They also performed field ion 

microscopy of the water products. 

Periodic formation and depletion 

of subsurface oxygen blocked 

or allowed hydrogen adsorption, 

respectively, and led to oscillatory 

kinetics that could frequency lock 

between facets but at different 

frequencies. Surface reconstruc-

tions could also induce collapse 

of spatial coupling of oscillations. 

—PDS

Science, abf8107, this issue p. 1314 P
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RESEARCH

C
ooling objects to low temperature can increase the sensitiv-

ity of sensors and the operational performance of most 

devices. Removing most of the thermal vibrations—or 

phonons—such that the object reaches its motional quan-

tum ground state has been achieved but typically with tiny, 

nanoscale objects. Using the suspended mirrors of the Laser 

Interferometer Gravitational-Wave Observatory (LIGO) that form 

a 10-kg optomechanical oscillator, Whittle et al. demonstrate the 

ability to cool such a large-scale object to nearly the motional 

ground state. An upgrade to LIGO with such a modification could 

increase its sensitivity and range to gravitational waves but also 

extend studies of quantum mechanics to large-scale objects. 

—ISO   

Science, abh2634, this issue p. 1333

OPTOMECHANICS

Really cool mirrors

A technician’s image is ref ected while inspecting a set of mirrors at LIGO.
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accurate forecasts of activity up 

to 8 weeks in the future. These 

findings illustrate the potential 

of modern artificial intelligence 

(AI) to better track and predict 

local epidemic dynamics up to 

several weeks ahead of current 

health care–based surveillance 

systems, which would support 

better public health policy and 

individual decisions . —AJC

Sci. Adv. 10.1126/sciadv.abb1237 

(2021).

GENE THERAPY

Gene correction 
for SCD stem cells
Sickle cell disease (SCD) is an 

autosomal-recessive disease 

resulting from a point mutation 

in the b-globin gene that leads 

to sickle-shaped red blood cells, 

pain crises, and decreased life 

span. Lattanzi et al. studied ex 

vivo b-globin gene correction 

in autologous patient-derived 

hematopoietic stem and 

progenitor cells (HSPCs) as 

a potential cure for SCD. The 

authors demonstrated 20% 

gene correction after transplan-

tation of corrected HSPCs into 

immunodeficient mice, with 

no evidence of genotoxicity 

or tumorigenicity. The gene-

corrected HSPCs could also be 

reliably produced at scale. These 

studies lay the groundwork for 

a clinical trial of this gene cor-

rection strategy in patients with 

SCD. —MN

Sci. Transl. Med. 13, eabf2444 (202 1).

CORONAVIRUS

Shifting frames to make 
more proteins
Severe acute respiratory syn-

drome coronavirus 2 critically 

depends on the ribosomal frame-

shifting that occurs between 

two large open reading frames in 

its genomic RNA for expression 

of viral replicase. Programmed 

frameshifting occurs during 

translation, when the ribosome 

encounters a stimulatory 

pseudoknot RNA fold. Using a 

combination of cryo–electron 

microscopy and biochemistry, 

Bhatt et al. revealed that the 

Edited by Caroline Ash 

and Jesse Smith
IN OTHER JOURNALS

VACCINES

Cytokine vaccine 
for asthma
The cytokines interleukin-4 

(IL-4) and IL-13 play impor-

tant, nonredundant roles in 

the pathogenesis of asthma. 

Monoclonal antibodies against 

IL-4 receptor a (IL-4Ra), which 

inhibit both IL-4 and IL-13 signal-

ing, can effectively ameliorate 

severe asthmatic exacerba-

tions. However, monoclonal 

antibody therapy is expensive 

and requires regular injec-

tions. Conde et al. developed 

conjugate vaccines (“kinoids”) 

against IL-4 and IL-13 by coupling 

these cytokines with a nontoxic 

mutant of diptheria toxin. These 

kinoids were effective as both 

prophylactics and therapeutics 

in mouse models of allergic 

airway inflammation, durably 

reducing hallmarks of disease 

including serum immunoglobulin 

E, airway hyperresponsiveness, 

and mucus hypersecretion. 

Similar results were obtained 

with transgenic mice expressing 

human IL-4, IL-13, and IL-4Ra. 

Thus, dual IL-4/IL-13 vaccina-

tion may be a long-lasting and 

economical approach to the 

treatment of asthma and other 

allergic diseases. —STS

Nat. Commun. 12, 2574 (2021).

pseudoknot resists unfolding 

as it lodges at the entry of the 

ribosomal messenger RNA 

channel. This causes back slip-

page of the viral RNA, resulting 

in a minus-1 shift of the reading 

frame of translation. A partially 

folded nascent viral polyprotein 

forms specific interactions inside 

the ribosomal tunnel that can 

influence the efficiency of frame-

shifting. —DJ

Science, abf3546, this issue p. 1306

QUANTUM SIMULATION

A spinning quantum gas
Ultracold atomic gases are very 

good at simulating electrons in 

solids but lack one essential party 

trick: charge. Their neutrality 

makes it challenging to simulate 

phenomena such as the quantum 

Hall effect, which, in the case 

of charged electrons, is easily 

induced by an external magnetic 

field. One way to produce a simi-

lar effect in a neutral system is to 

rotate it, but achieving the equiva-

lent of strong magnetic fields 

remains difficult. Fletcher et al. 

rotated a gas of trapped sodium 

atoms, reaching a state in which 

the gas could be described by a 

single lowest Landau-level wave-

function. The system is expected 

to be a testbed for studying the 

behavior of strongly interacting 

many-body states. —JS

Science, aba7202, this issue p. 1318

MAGNETISM

Capturing exotic 
magnetism
Ferromagnetism is associated 

with the breaking of time-rever-

sal symmetry, most frequently 

by the spin degree of freedom. 

Although the orbital motion of 

electrons can also contribute 

to ferromagnetism, in most 

materials, it is small relative to 

the spin contribution. Tschirhart 

et al. showed that the reverse 

is true in an unusual magnetic 

state hosted by twisted bilayer 

graphene. Their scanning mag-

netometry measurements were 

consistent with ferromagnetism 

of predominantly orbital origin. 

—JS

Science, abd3190, this issue p. 1323

ECOLOGY

Persistent seeds predict invasiveness

U
nderstanding the biological traits that predict the 

potential of an organism to colonize and occupy new 

territory is key to ameliorating and combating the prob-

lem of alien species invasion, a problem that has been 

exacerbated by global networks of travel and trade. In 

an analysis of seed trait data from 2350 angiosperm species, 

Gioria et al. found that the ability of seeds to form a persis-

tent seed bank in the soil (where persistence was defined as 

>1 year) was strongly associated with potential to become 

naturalized or invasive. Adding seed persistence to the suite 

of plant traits that predict invasiveness may be beneficial to 

efforts to prevent or eradicate new introductions before they 

are beyond control. —AMS   

Ecol. Lett. 10.1111/ele.13783 (2021).

A germinating  

sunflower seed
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SOLAR CELLS

Efficient organic 
solar cells 
There is currently considerable 

interest in the development 

of organic solar cells (OSCs) 

because of the emergence of 

so-called non-fullerene acceptors, 

which has pushed the power con-

version efficiencies of OSCs close 

to those of inorganic and hybrid 

semiconductor solar cells. Chen 

et al. combined experimental and 

theoretical study of more than 

30 non-fullerene OSC devices to 

demonstrate the key electronic 

structure parameters of the 

donor-acceptor blends, establish 

the relationships between these 

parameters and the nonradiative 

voltage losses, and show that 

these losses can be reduced 

without sacrificing the charge-

generation efficiencies. This work 

opens the way for the future 

rational design of high-efficiency 

OSC materials. —YS

Nat. Energy 10.1038/

s41560-021-00843-4 (2021). 

METABOLISM

Innervating the gut
Sensory neurons that detect 

signals in the gut and relay them 

to the brain are an important fea-

ture of regulating food intake and 

metabolic responses to food. 

When such gut-brain signaling 

is impaired, overeating, weight 

gain, and metabolic dysfunc-

tion can occur. Borgmann et al. 

investigated feeding and glucose 

regulation by different sensory 

neurons that innervate the gut 

of mice. Their findings enabled 

reconstruction of peripheral and 

central sensory neuron projec-

tions and revealed differential 

innervation of the mucosal and 

muscular layers of the intestine 

and different regions of the 

gastrointestinal tract, likely 

reflecting distinct responses to 

specific signals in the gut. These 

subsets of neurons may provide 

targets for controlling metabolic 

diseases in the future. —GKA

Cell Metab. 10.1016/

j.cmet.2021.05.002 (2021).

BIOMATERIALS

Magnetic guidance 
for nerve repair
After an injury, peripheral 

nerve regeneration is possible 

but often fails to fully restore 

function, in part because of the 

need for slow-moving axons to 

traverse long distances. Although 

adult stem cell therapies have 

shown some promise, there is a 

challenge in getting enough cells 

to the injury. Soto et al. enhanced 

adipose-derived mesenchymal 

stem cell delivery by loading 

the cells with citric acid–coated 

superparamagnetic iron oxide 

nanoparticles. Tests were done in 

rats using a Wallerian degenera-

tion model of the sciatic nerve. 

By magnetically guiding the 

cells to the injury site, they were 

able to improve recovery, with 

partial conservation of the nerve 

structure and indications of 

remyelination. —MSL

Acta Biomater. 10.1016/

j.actbio.2021.05.050 (2021).

COSMOLOGY

Sounding out the Universe
Propagation of sound waves in 

the early Universe imprinted 

characteristic density fluctuations 

known as baryon acoustic oscilla-

tion (BAO). Galaxies preferentially 

form in higher-density regions, 

so BAO can be measured using 

galaxy redshift surveys. Alam et 

al. report the final cosmological 

parameters from the extended 

Baryon Oscillation Spectroscopic 

Survey (eBOSS) both indepen-

dently of other datasets and in 

combination with alternative cos-

mological techniques. The authors 

found strong support for standard 

cosmology with cold dark mat-

ter, a flat Universe, and dark 

energy described by a cosmo-

logical constant. The only notable 

inconsistency was the well-known 

tension in measurements of the 

Hubble constant, which persists in 

the new data. —KTS

Phys. Rev. D 103, 083533 (2021). P
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FOREST ECOLOGY 

Losing trees despite the forest

W
hen we think of human impacts on forests, we usually think of whole-scale destruction from 

logging or other habitat destruction. However, loss of individual trees within a persistent 

forest can have unforeseen effects. Such losses occur through drivers such as disease and 

drought and can occur within a specific tree species or across species. Fleming et al. con-

ducted a large meta-analysis of mostly North American and Australian studies and found 

both positive and negative impacts on forest animal abundance. Species that rely on specific living 

tree resources such as nectar and pollen declined, whereas those that rely on resources such as tree 

cavities, open canopies, and ground resources increased. Impacts also shifted over time, with indi-

vidual tree deaths leading to increases that eventually shifted to overall decline. Although sometimes 

occurring in opposite directions, species responses were substantial enough that increased tree loss 

could lead to altered forest communities. —SNV   Biol. Rev. Camb. Philos. Soc. 10.1111/brv.12725 (2021).

A fallen dead and rotted tree in the Białowieża Forest
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Neutrophils self-limit swarming to contain bacterial
growth in vivo
Korbinian Kienle, Katharina M. Glaser, Sarah Eickhoff, Michael Mihlan, Konrad Knöpper,

Eduardo Reátegui, Maximilian W. Epple, Matthias Gunzer, Ralf Baumeister, Teresa K. Tarrant,

Ronald N. Germain, Daniel Irimia, Wolfgang Kastenmüller, Tim Lämmermann*

INTRODUCTION: The collective behavior of cells

and insects often relies on self-organizing pro-

cesses. By releasing attractant signals, a few

individuals can initiate the accumulation and

aggregation of a whole population. Neutrophils,

key players in the innate immune response, in-

filtrate inflamed and infected tissues in large

numbers. These cells make use of such positive

feedback amplification to find and kill bacteria

in tissues. By secreting attractants that act

through cell surface–expressed G protein–

coupled receptors (GPCRs) onneighboring cells,

neutrophils use this form of intercellular com-

munication and coordinate their hunt for path-

ogens as a swarm.How this swarming response

is terminated to avoid uncontrolled neutrophil

accumulations and prevent excessive inflamma-

tion is currently unknown.

RATIONALE: The stop signals for neutrophil

swarming in mammalian tissues have not yet

been defined. They may be derived from cells

of the surrounding inflammatory environment

or from neutrophils themselves. We reasoned

that the attractants released by neutrophils

may becomehighly concentrated at siteswhere

these cells cluster in larger numbers. It is well

established that high chemoattractant concen-

trations can attenuate cellular responses by

a process termed GPCR desensitization. We

hypothesized a self-limiting mechanism for

swarming: The local accumulation of the same

neutrophil-expressed attractants that amplify

swarming during early stages would cause

desensitization of their respective GPCRs at

later stages of neutrophil clustering. This

led us to investigate the role of GPCR de-

sensitization in neutrophil tissue navigation

and host defense.

RESULTS: We generated mouse strains whose

neutrophils were deficient in GPCR kinases

(GRKs), critical enzymes formediating the GPCR

desensitizationprocess.Of the fourGRKisoforms

tested, in vitro experiments identified GRK2

as the kinase necessary to desensitize GPCRs

activated by swarm-released attractants (LTB4

and CXCL2). When neutrophils sense high

concentrations of swarm attractants in vitro,

GRK2 desensitizes the corresponding recep-

tors to induce migration arrest. Two-photon

intravital imaging of injured skin and infected

lymph nodes of mice showed that GRK2 and

GPCR desensitization play critical roles during

neutrophil swarming in physiological tissue. At

sites where swarming neutrophils accumulate

and self-generate local fields of high swarm at-

tractant concentration, GPCR desensitization

was crucial to stop neutrophilmigration arrest.

Desensitization-resistant neutrophils moved

faster and explored larger areas of lymph node

tissue infected with the bacterium Pseudomonas

aeruginosa. Such behavior suggested more effec-

tive bacterial sampling throughout the infected

organ. Surprisingly, mice with GRK2-deficient

neutrophils showed impaired rather than im-

proved bacterial clearance. This finding could

not be explained by altered antibacterial effector

functions. In vitro assays for the detailed anal-

ysis of swarming behavior and bacterial growth

revealed that GPCR desensitization to swarm

attractants is required to induce neutrophil

arrest for optimal bacterial phagocytosis and

containment in swarm clusters.

CONCLUSION:We describe a cell-intrinsic stop

mechanism for the self-organization of neu-

trophil collectives in infected tissues, which is

based on sensing the local accumulation of the

same cell-secreted attractants that amplify

swarming during early stages. GPCR de-

sensitization acts as a negative feedback con-

trol mechanism to stop neutrophil migration

in swarm aggregates. This navigation mecha-

nism allows neutrophils to self-limit their dy-

namics within forming swarms and ensures

optimal elimination of bacteria. Desensitiza-

tion to a self-produced activation signal as

a principle of self-organization is important

for immune host defense against bacteria,

and likely informs other categories of collec-

tive behavior in cells and insects.▪
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Migration arrest

Bacterial containment

Self-organization of neutrophil swarms. Top: Swarming neutrophils self-amplify their highly chemotactic

recruitment toward sites of tissue injury or bacterial invasion by releasing attractants that act on

neighboring neutrophils. Neutrophils are displayed as spheres with migration tracks (right). Bottom: The local

accumulation of the same cell-secreted attractants stops neutrophils when they accumulate and form

clusters, a process important for the containment of bacteria in infected tissues.
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Common genetic variation influencing human white
matter microstructure
Bingxin Zhao†, Tengfei Li†, Yue Yang, Xifeng Wang, Tianyou Luo, Yue Shan, Ziliang Zhu, Di Xiong,

Mads E. Hauberg, Jaroslav Bendl, John F. Fullard, Panagiotis Roussos, Yun Li, Jason L. Stein, Hongtu Zhu*

INTRODUCTION: White matter in the human

brain serves a critical role in organizing distrib-

uted neural networks. Diffusionmagnetic reso-

nance imaging (dMRI) has enabled the study of

whitematter invivo, showing that interindividual

variations in white matter microstructure are

associated with a wide variety of clinical out-

comes. Although white matter differences in

general population cohorts are known to be heri-

table, few common genetic variants influencing

whitemattermicrostructure have been identified.

RATIONALE: To identify genetic variants influ-

encing white matter microstructure, we con-

ducted a genome-wide association study (GWAS)

of dMRI data from 43,802 individuals across

five data resources. We analyzed five major

diffusion tensor imaging (DTI) model–derived

parameters along 21 cerebral white matter

tracts.

RESULTS: In the discovery GWAS with 34,024

individuals of British ancestry, we replicated

42 of the 44 genomic regions discovered in

the largest previous GWAS and identified 109

additional regions associated with white mat-

termicrostructure (P< 2.3 × 10
−10

, adjusted for

the number of phenotypes studied). These

results indicate strong polygenic influences on

white matter microstructure. Of the 151 re-

gions, 52 passed the Bonferroni significance

level (P < 5 × 10
−5
) in our analysis of nine

independent validation datasets, including

four with subjects of non-European ancestry.

On average, common genetic variants ex-

plained 41% (standard error = 2%) of the

variation inwhitematter microstructure. The

151 identified genomic regions can explain

32.3% of heritability for white matter micro-

structure, whereas the 44 previously identi-

fied genomic regions can only explain 11.7%

of heritability. As a biological validation of

our GWAS findings, we observed heritabil-

ity enrichment within regulatory elements

active in oligodendrocytes and other glia,

whereas no enrichment was observed in neu-

rons. These results are expected and suggest

that genetic variation leads to changes in white

matter microstructure by affecting gene regu-

lation in glia.

We observed genetic correlations and co-

localizations of white matter microstructure

with a wide range of brain-related complex

traits and diseases, such as cognitive functions,

cardiovascular risk factors, as well as various

neurological and psychiatric diseases. For

example, of the 25 reported genetic risk regions

of glioma, 11 were also associated with white

matter microstructure, which illustrates the

close genetic relationship between glioma

and white matter integrity. Additionally, we

found that 14 white matter microstructure–

associated genes (P < 1.2 × 10
−8
) were targets

for 79 commonly used nervous system drugs,

such as antipsychotics, antidepressants, anti-

convulsants, and drugs for Parkinson’s dis-

ease and dementia.

CONCLUSION: This large-scale study of dMRI

scans from43,802 subjects improved our under-

standing of the highly polygenic genetic archi-

tecture of human brain white matter tracts. We

identified 151 genomic regions associated with

white matter microstructure. The GWAS find-

ingswere supported by enrichmentswithin cell

types that make up white matter microstruc-

ture. Moreover, we uncovered genetic relation-

ships between white matter and various clinical

endpoints, such as stroke, major depressive

disorder, schizophrenia, and attention deficit

hyperactivity disorder. The targets of many

drugs commonly used for disabling cognitive

disorders have genetic associations with white

matter, which suggests that the neurophar-

macology of many disorders can potentially

be improved by studying how these medi-

cations work in the brain white matter.▪
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Identifying genetic variants influencing human brain white matter microstructure. (Top left) Quantifying

the microstructure in white matter tracts using DTI models. (Bottom left) Genomic locations of common genetic

variants associated with white matter microstructure. (Top right) Selected genetic correlations between

white matter microstructure and brain disorders (stroke and major depressive disorder). (Bottom right)

Partitioned heritability enrichment analysis in brain cell types. FDR, false discovery rate.
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Echolocation in soft-furred tree mice

Kai He†, Qi Liu†, Dong-Ming Xu†, Fei-Yan Qi†, Jing Bai, Shui-Wang He, Peng Chen, Xin Zhou,

Wan-Zhi Cai, Zhong-Zheng Chen, Zhen Liu*, Xue-Long Jiang*, Peng Shi*

INTRODUCTION: Echolocation is a form of ori-

entation behavior in which some animals can

assess environments in which vision is ineffec-

tive. Echolocatingmammals have been recog-

nized for decades, including microbats and

toothedwhales. Recently, the Chapa soft-furred

treemouse (Typhlomys chapensis) of the rodent

family Platacanthomyidae was suggested to

echolocate but thiswasnotpractically evidenced.

There are three other recognized species in the

soft-furred tree mice genus (Typhlomys) that

share similar ecological and morphological

traits, suggesting that echolocation may be

a general trait within this genus. In this study,

we performed behavioral, morphological, ge-

nomic, and functional analyses to test whether

echolocation is present across the four species

of soft-furred tree mice.

RATIONALE: Echolocation occurswhen emitted

sonic signals are compared with received sig-

nals to facilitate orientation and object iden-

tification. This adaptive trait is expected to be

reflected at the behavioral, morphological, and

molecular levels of the organism. To testwheth-

er soft-furred tree mice generally have evolved

echolocation, we conducted multiple behav-

ioral experiments to assess the performance

of different species in detecting and avoiding

obstacles dependent on hearing and examined

the anatomical structures of their vocal and

hearing apparatus. We further investigated

genome-wide convergence in hearing-related

genes and the functional convergence of a well-

documented echolocation-related gene,prestin,

between the soft-furred treemouse and other

known echolocating mammals.

RESULTS: All four recognized soft-furred tree

mouse species were capable of emitting reg-

ular ultrasonic vocalizations (USVs) with a

peak frequency of ~98 kHz.When thesemice

explored in a cluttered environment and ap-

proached an obstacle, they produced USVs

with a significantly larger pulse rate. In tests

for echolocation, the soft-furred treemice spent

a longer time exploring and emittedmore sonic

pulses in the sector of the central disk over the

escaping platform, consequently dropping to

the platform. When their ears were plugged,

they lost the preference for the over-platform

sector, as shown by exploration time and emit-

ting pluses, and could not land on the platform.

The above preference was regained when the

earplugs were removed or a plastic tube was

inserted into the ear canals. The stylohyal bone

fuses with the tympanic bone in soft-furred

treemice, which is an anatomic characteristic

previously exclusively observed in laryngeally

echolocating bats. By sequencing a high-quality

genome of the soft-furred treemouse, we found

a significant genome-wide convergence in

hearing-related genes with other echolocat-

ing mammals, including the well-documented

echolocation-related gene prestin. In vitro ex-

perimental analyses also showed a functional

convergence of prestin between the soft-furred

tree mouse and other echolocating mammals,

which was largely contributed by the identified

convergent amino acids.

CONCLUSION: Our findings from behavioral ex-

periments, anatomical structures, evolutionary

genomics, and gene functional analyses provide

strong evidence that soft-furred tree mice are

a new echolocating lineage within mammals.

The discovery of this echolocating rodent genus

suggests that echolocation may be an under-

appreciated trait in mammals. The genome-

wide convergent evolution in hearing-related

genes implicates a similar molecular mecha-

nism underlying the origination or elaboration

of this complex adaptive phenotype.▪
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Multiple lines of evidence for echolocation in soft-furred tree mice (Typhlomys). When the soft-furred

tree mice explored on a central disk, they spent more time exploring and emitted ultrasonic pulses at a higher

rate in the sector over the escaping platform. The stylohyal bone fuses with the tympanic bone in soft-furred

tree mice, which was previously observed exclusively in laryngeally echolocating bats. Significant molecular

convergence in hearing-related genes and functional convergence of the well-documented echolocation-related

gene prestin were found between the soft-furred tree mouse and known echolocating mammals.
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Structural basis of ribosomal frameshifting during
translation of the SARS-CoV-2 RNA genome
Pramod R. Bhatt1,2,3†, Alain Scaiola1†, Gary Loughran2, Marc Leibundgut1, Annika Kratzel4,5,6,

Romane Meurs7, René Dreos7, Kate M. O’Connor2, Angus McMillan8, Jeffrey W. Bode8, Volker Thiel4,5,

David Gatfield7, John F. Atkins2,3,9*, Nenad Ban1*

Programmed ribosomal frameshifting is a key event during translation of the severe acute

respiratory syndrome coronavirus 2 (SARS-CoV-2) RNA genome that allows synthesis of the viral

RNA-dependent RNA polymerase and downstream proteins. Here, we present the cryo–electron

microscopy structure of a translating mammalian ribosome primed for frameshifting on the viral

RNA. The viral RNA adopts a pseudoknot structure that lodges at the entry to the ribosomal

messenger RNA (mRNA) channel to generate tension in the mRNA and promote frameshifting,

whereas the nascent viral polyprotein forms distinct interactions with the ribosomal tunnel.

Biochemical experiments validate the structural observations and reveal mechanistic and regulatory

features that influence frameshifting efficiency. Finally, we compare compounds previously shown

to reduce frameshifting with respect to their ability to inhibit SARS-CoV-2 replication, establishing

coronavirus frameshifting as a target for antiviral intervention.

R
ibosomal frameshifting, a process dur-

ing which the reading frame of transla-

tion is changed at the junction between

open reading frames (ORFs) 1a and 1b,

is one of the key events during transla-

tion of the severe acute respiratory syndrome

coronavirus 2 (SARS-CoV-2) positive-sense

single-strandedRNAgenome. This programmed

−1 translational frameshifting is conserved in

all coronaviruses and is necessary for the syn-

thesis of viral RNA-dependent RNA polymer-

ase (RdRp or Nsp12) and downstream viral

nonstructural proteins that encode core en-

zymatic functions involved in capping of viral

RNA, RNA modification and processing, and

RNA proofreading (1). Although the transla-

tional machinery typically prevents frame-

shifting as a potential source of one of the

most disruptive errors in translation (2, 3),

many viruses rely on programmed ribosomal

frameshifting to expand and fine-tune the re-

pertoire and stoichiometry of expressed pro-

teins (4).

Programmed−1 frameshifting in SARS-related

coronaviruses occurs at the slippery sequence

U_UUA_AAC in the context of a 3′ stimulatory

RNA sequence that was predicted to form a

three-stemmed pseudoknot structure (5) and,

in parallel, was independently tested by our

lab and others (6–8). The frameshifting occurs

with high efficiency (25 to 75%), depending

on the system used (6, 7, 9–11), and changes

the reading frame to UUU_AAA_C (12) (Fig.

1A). Consequently, two viral polyproteins are

synthesized: one encoded by ORF1a when

frameshifting does not take place, and ORF1ab,

which is expressed as a result of frameshifting.

Translation of ORF1a produces polyprotein 1a,

which ends with Nsp10 followed by the short

Nsp11. Conversely, when the frameshift occurs,

the polyprotein 1ab is generated, which con-

tains almost 2700 additional amino acids and

in which the viral RdRp, Nsp12, is produced

after Nsp10 as a consequence of translation in

the −1 frame. A putative secondary structure

element in the viral RNA that forms a loop

upstream of the shift site has been proposed

to play an attenuating role in frameshifting

and is referred to as the 5′ attenuator loop (8).

Maintaining the precise level of coronavirus

frameshifting efficiency is crucial for viral

infectivity, as evidenced by the fact that

mutation of a single nucleotide in the frame-

shifting region of the SARS-CoV-1 RNA re-

sults in a concomitant abrogation of viral

replication (13). Therefore, the importance

of three-stemmed pseudoknot-dependent −1

ribosomal frameshifting for the propagation

of SARS-related coronaviruses, a process

that has not been seen to occur on any en-

dogenous human transcript in human cells,

presents itself as an opportune drug target

with minimal tolerance for drug-resistant

mutations.

Because of its importance in the life cycle

of many important viruses and coronaviruses

in particular, programmed frameshifting has

been extensively studied using a range of

structural and functional approaches (4). The

structure of a 3′ stimulatory pseudoknot in

isolation or in context of the viral genome has

been proposed recently by various groups

using techniques that include molecular dy-

namics, nuclease mapping, in vivo selective

2′-hydroxyl acylation analyzed by primer ex-

tension (SHAPE), nuclear magnetic resonance

(NMR), and cryo–electron microscopy (cryo-

EM) (7, 14–17). Furthermore, a ribosomal com-

plex with a frameshift stimulatory pseudoknot

from the avian infectious bronchitis virus was

reported at low resolution (18). Here, to pro-

vide a structural and mechanistic description

of the events during ribosomal frameshift-

ing, we investigated mammalian ribosomes

captured in distinct functional states during

translation of a region of SARS-CoV-2 ge-

nomic RNA where −1 programmed frame-

shifting occurs.

Structure determination of a

frameshifting-primed ribosomal complex

We captured a 0 frame, preframeshift riboso-

mal complex by introducing a stop codon in

place of the second codon of the slippery site

(U_UUA_AAC to U_UUA_UAA) (Fig. 1A) and

adding mutant eukaryotic release factor 1

[eRF1 (AAQ)] that is unable to release the

nascent polypeptide. Translating complexes

were prepared in an in vitro translation re-

action using an in-house–generated rabbit

reticulocyte lysate (RRL) system that sup-

ported efficient frameshifting in the previ-

ously reported range of around 50% (19)

according to dual luciferase experiments

(see methods). The ribosomes were pro-

grammed with mRNA encoding an affinity

tag and harboring a region of the SARS-

CoV-2 genome that encodes proteins Nsp10

(C terminus), Nsp11, and most of Nsp12.

Western blotting showed that when using

the wild-type (WT) RNA template, frame-

shifting was efficient, whereas the stop

codon mutation prevented frameshifting

and led to ribosome pausing. This effect

was further enhanced when eRF1 (AAQ)

was present in excess over endogenous WT

eRF1 (Fig. 1B).

The cryo-EM three-dimensional (3D) recon-

struction of ribosome–nascent chain complexes

affinity-purified from the reactions supple-

mentedwith eRF1 (AAQ) revealed two distinct

ribosomal complexes captured in the process

of translating the slippery sequence (figs. S1

and S2). One represented a termination com-

plex that contained the ATP-binding cassette
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transporter 1 (ABCE1), which is known to be in-
volved in terminationandrecycling togetherwith
mutant eRF1 interacting with the stop codon
(fig. S3). The second reconstruction resolved
translating 80S ribosomes containing bound
P- and E-site tRNAs (fig. S2). This reconstruc-
tion at 2.2-Å resolution allowed us to build the

most accurate structure of a mammalian 80S
ribosome so far and directly visualize many
protein and virtually all rRNA modifications
identified for the human ribosome based on
quantitative mass spectrometry and as inter-
preted in a recent human ribosome structure
(20, 21), consistent with the complete conser-

vation of all modified residues between rabbit
and human ribosomal RNAs (rRNAs) (figs. S4
and S5; and tables S1 to S3). Importantly, this
reconstruction also featured additional density
at the entrance to the mRNA channel sugges-
tive of a structured RNA, which, after focused
classification, revealed a prominent density for
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Fig. 1. The SARS-CoV-2 pseudoknot

interacts with the ribosome and

pauses translation upstream of

the slippery site. (A) Schematic of
the SARS-CoV-2 main ORF. In the
close-up view of the frameshift event,
codons and corresponding amino
acids are shown. During −1 frame-
shifting, the slippery site codons UUA
(Leu) and AAC (Asn) are the last
codons decoded in the 0 frame.
Upon −1 frameshifting of the AAC codon
to AAA, translation resumes at the
CGG (Arg) triplet, where elongation
proceeds uninterrupted to produce full-
length Nsp12. (B) In vitro translation
reaction depicting pausing at the
frameshift site, as shown with
Western blotting. Efficient frameshift-
ing is observed for the WT template,
consistent with our dual luciferase
assays (see methods). Samples for
cryo-EM originally intended to be
trapped by dominant negative eRF1
(AAQ) show a tRNA-bound pause in
proximity of the frameshift site. The
tRNA-associated band is lost upon
RNase treatment. Reactions without
added eRF1 (AAQ) produce a similarly
paused product. (C) Overview of the
density low-pass filtered to 6 Å with
the pseudoknot found close to
the entry of the mRNA channel on the
small subunit (SSU). The SSU pro-
teins are colored in yellow, the large
subunit (LSU) proteins in blue, and
the rRNA in gray. The pseudoknot is
colored according to its secondary
structure as in (F), and the P-site
tRNA is colored in green. (D) Close-up
view of the pseudoknot from the
solvent-exposed side of the SSU. Helix
h16 of the 18S rRNA interacts with
the base of Stem 1. Unpaired loop-
forming nucleotides are colored in cyan.
(E) P-site codon-anticodon interactions
reveal a Phe (UUU) codon interacting
with tRNA(Phe). yW37, wybutosine
at position 37. (F) Schematic of the
revised secondary structure elements
in the pseudoknot necessary for
−1 programmed ribosomal frameshift-
ing, with different functional regions
labeled and colored accordingly.
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a complete 3′ frameshifting stimulatory pseu-
doknot at the entry of the mRNA channel on
the 40S subunit (Fig. 1, C and D). The resolu-
tion of this reconstruction ranged from 2.4 Å

at the core of the ribosome to ~7 Å at the peri-
phery, where the most flexible regions of the
pseudoknot are located (figs. S2 and S6). Based
on the high-resolution maps that allowed vis-

ualization of the codon-anticodon interac-
tions and modifications in the tRNA (Fig. 1E
and fig. S6, A and B), we could unequivocally
determine that a Phe-tRNA(Phe) was bound at
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Fig. 2. Critical features

of the ribosome-bound

pseudoknot. (A) Overview

of the frameshift-primed

state. The stimulatory

pseudoknot pauses the

ribosome at the penulti-

mate codon (UUU) of the

slippery site (red), with

P-sites (green) and E-sites

(pink) occupied by tRNAs

and an empty A-site

awaiting decoding in the

nonrotated state. The

length of the spacer region

(gray) is critical for exact

positioning of the pseudo-

knot as the spacer exerts

tension at the entry of the

mRNA channel (fig. S6C).

The inset shows a

secondary structure

depiction of the

frameshift-stimulating

pseudoknot colored

accordingly. PTC, peptidyl

transferase center.

(B) The backbone of Loop

1 (UGC) (cyan) of the

pseudoknot interacts with

the N-terminal domain of

uS3 (red) and the C-

terminal tail of eS10

(orange). mRNA residue

G13486 is flipped out and

interacts with uS3 (fig.

S6D). (C) Mutagenesis

experiments using dual

luciferase assays in

HEK293T cells indicate

that the G13486 interac-

tion is specific. Mutation of

G13486 to other residues

leads to a marked reduc-

tion in frameshifting effi-

ciency, and deletion of

Loop 1 (DL1) completely

abolishes frameshifting.

Similarly, deletion of a

single nucleotide (A13537)

in Loop 2 reduces frameshifting, whereas deletion of the entire loop (DL2) abolishes

frameshifting. Normalized (Firefly-Renilla) luciferase activities were calculated for

each construct as a percentage of their individual normalized in-frame controls.

Data are presented as mean values ± standard deviations of three biological

replicates (sets of translation reactions) averaged after three measurements, with

error bars representing standard deviations. ****P < 0.0001 by Student’s two-

tailed t test. (D) Mutagenesis experiments using dual luciferase reporter assays

in HEK293T cells show that the position of the 0 frame stop codon influences

frameshifting. When leaving the pseudoknot unaltered, an incremental increase in the

distance of the 0 frame stop codon from the frameshift site leads to a concomitant

decrease in frameshifting levels. Loss of the stop codon in the 0 frame leads to a sharp

decline in frameshifting levels. This reduction is rescued by ~45% upon decreasing

ribosome loading levels by implementing weaker initiation codons. The graph is

normalized relative to the WT frameshifting of 25%. Mutations and complementary

mutations are shown in fig. S8. Error bars represent standard deviation. NS, not

significant; *P < 0.1; and **P < 0.01 by Student’s two-tailed t test.
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the P-site (22). The mRNA does not adopt any

unusual structure in the A-site of the ribosome

as was observed for the HIV-1 frameshifting

sequence visualized on the bacterial ribosome

(23). This implied that the ribosome is paused

by the downstream pseudoknot located at the

entrance to the mRNA channel such that the

P-site tRNA interacts with the UUU codon just

prior to the first codon, UUA, of the slippery

site (Fig. 2A).

The pseudoknot causes ribosomal pausing

prior to −1 frameshifting

The observation that the pseudoknot acts as

an obstacle to slow down translation as the

ribosome approaches the slippery site ismech-

anistically reasonable. Because the pseudoknot

is a stable structural element in the mRNA, it

will resist unfolding and consequently gener-

ate a back-pull on the viral RNA, resulting in

an increased chance of −1 frameshifting as the

tRNAs are translocated. A pause in transloca-

tion at a codon that precedes the slippery site,

characterized by a >10 times longer occupancy

prior to the slippage event, was observed in an

analogous case of heptanucleotide −1 frame-

shifting on the bacterial dnaX gene using single-

molecule experiments (24). According to this

model, it would be anticipated that a fur-

ther round of translocation results in unwind-

ing of Stem 1 of the downstream stimulatory
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Fig. 3. Pseudoknot-mediated pause occurs prior to the −1 frameshifting event.

(A and B) Footprint coverage for WT and mutant constructs determined by

monosome-selective (A) and disome-selective (B) ribosome profiling. Pileup of reads

from the indicated areas are plotted separately for reads that overlap (pink) or

do not overlap (gray) the frameshift site (indicated by red bar below the x axis). The

predicted A-sites of the ribosomes that give rise to the footprints are depicted as

blue peaks. A-site predictions were carried out as described in the supplementary

materials. (C) In high-resolution cryo-EM reconstructions of disomes at the

frameshift site, the P- and A-sites of the trailing ribosome show occupancy of CCC

and AUG codons, respectively, corresponding to the positions estimated by disome

profiling. Disome maps were calculated by separately refining the orientational

parameters for each ribosome. (D) Magnification of the frameshift region from (A)

and (B) reveals that monosome profiles show transient occupancy in the vicinity

of the frameshift site, whereas disome profiles, which are indicative of strong pause

sites, show a similarly enhanced occupancy at the first codon (UUA) of the

frameshift site in both WT and mutant constructs. A-site codons of the leading and

trailing ribosome are highlighted with a translucent bar and correspond to those

seen in the disome structure in (C).

RESEARCH | RESEARCH ARTICLE



1310 18 JUNE 2021 • VOL 372 ISSUE 6548 sciencemag.org SCIENCE

Fig. 4. The nascent viral polypeptide cotranslationally folds and specifically

interacts with the ribosomal tunnel. (A) Cross-section of the pseudoknot-paused

ribosome structure showing the exit tunnel. The nascent C terminus of Nsp10

(orange) and the N terminus of Nsp11/Nsp12 (purple) are visible from the PTC to the

periphery of the ribosome exit tunnel (LSU in blue). (B) Schematic representation

of the path of nascent peptide along the exit tunnel. Arg4387 stacks with 28S rRNA

residue A1555 at the constriction site. Further down, where the tunnel widens, the

C-terminal zinc finger domain of Nsp10 folds cotranslationally, with Trp4376 stacking on

A2261 of 28S rRNA. (C) A well-ordered density is visible for Arg4387 of Nsp10 as it stacks

onto A1555 of 28S rRNA at the constriction site and is stabilized by Leu4386. The

structure is shown within the cryo-EM map contoured at two different levels (gray

and red). (D and E) The overlay of the cotranslationally folded zinc finger domain with

the crystal structure of Nsp10 [green, PDB 2FYG (37)] reveals the structural

similarity. (F) Probing the role of nascent chain interactions with the ribosome exit

tunnel using an RRL in vitro system. Mutations of the interacting residues were

tested for their effect on frameshifting shown in comparison to the WT

frameshifting (41% frameshifting was normalized to 100%). Replacement of the

entire nascent chain with an unrelated sequence leads to a 35% relative increase in

frameshifting, which is only in part due to the loss of the 5′ attenuator loop.

Interactions around the constriction site likely serve to attenuate frameshifting,

because replacement of the interacting Arg4387 and stabilizing Leu4386 (LR) with Ala

(AA) increases frameshifting by 30%. Error bars represent standard deviation. NS,

not significant, and **P < 0.01 by Student’s two-tailed t test. (G) Alignment of SARS2

with closely related sequences of other coronaviruses highlighting the conservation

of the mutated residues [colored as in (F)]. The shown sequence stretch encompasses

the C-terminal zinc finger domain of Nsp10 (orange) and parts of Nsp11/Nsp12

(purple) visible in our reconstruction. Nascent-chain residues Leu4386 and Arg4387

that interact with the ribosomal exit tunnel are strictly conserved, whereas the

conservation of neighboring residues is lower. Stars represent the four cysteines of

the Nsp10 zinc finger. Single-letter abbreviations for the amino acid residues are

as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;

M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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pseudoknot structure. Consistently, in our
structure of the eRF1 (AAQ)–bound ribosome
that advanced one codon further along the
mRNA, no clear secondary structure is visible
at the entrance to themRNA channel because
the mRNA now becomes disordered at this
position (figs. S1 and S3, A and B).
To investigate the slowdown of translation

on the WT slippery sequence, we performed
disome footprint profiling, a method that
identifies translational pause sites through
the analysis of transitory ribosome collisions
(25–27) (see methods). Notably, recent studies
using conventional ribosome profiling meth-
odology reported a lack in monosome foot-
print coverage across the frameshifting region
on the SARS-CoV-2 RNA (11, 28), possibly be-
cause ribosomes in this area became trapped
in temporary collisions. Moreover, the high-
ly structured pseudoknot at the entry to the
mRNA channel would likely preclude efficient
trimming by ribonuclease I (RNase I), the en-
zyme used for footprint generation, further
reducing efficient monosome footprint cap-
ture. Using a modified nuclease treatment
protocol (see methods) that recovered mono-
some footprints from the frameshift region
(Fig. 3, A and C), our experiments revealed
that ribosome collisions occur as a result of
ribosomal pausing at the same position that is
observed in the structure of the pseudoknot-
engaged ribosome (Fig. 3, B and D). Appar-
ently, although the base substitutions creating
a stop codon in the 3′ adjacent slippery site
did not change the features of pausing, they
increased the dwell time of the ribosomes at
the pause site sufficiently to allow visualiza-
tion in the cryo-EM experiment.
The results of our disome profiling exper-

iments prompted us to structurally investigate
disomes by cryo-EM.Wewere able to visualize
the pseudoknot-paused ribosome followed by
a closely trailing ribosome. Upon focused re-
finement, we obtained a high-resolution (3.1 Å)
structure of the trailing ribosome in a rotated
state (fig. S1). In congruencewith our estimated
positioning of the ribosomes in disome profil-
ing (Fig. 3D), the purine-pyrimidine pattern of
codon-anticodon pairs in the structure of the
colliding ribosome revealed that the pause oc-
curs with CCC and AUG triplets in the P- and
A-sites, respectively (Fig. 3C).

The SARS-CoV-2 RNA pseudoknot

specifically interacts with ribosomal

proteins and 18S rRNA

The intermediate local resolution (5 to 7 Å) of
the cryo-EM map in the area of the pseudo-
knot allowed us to visualize the overall fold of
the RNA and readjust its previously predicted
secondary structure (14–17, 19) (Fig. 1, C, D,
and F). The stimulatory pseudoknot forms an
H-type pseudoknot with Stem 1 and Stem 2
coaxially stacked on top of each other to form

a quasi-continuous helix, whereas Stem 3
stands out almost perpendicular to this plane
(Figs. 1D and 2B). This corkscrew-like forma-
tion provides a bulky and well-structured ob-
stacle wedged at the mRNA entry channel,
which has the potential to resist unwinding
by the helicase activity of the ribosome and
generate tension on the upstream mRNA up
to the decoding center. Stem 1 of the pseudo-
knot forms a 9–base pair helix that is GC rich at
the bottom (Fig. 1F). The penultimate nucleo-
tides of the “spacer region” before Stem 1 are
located at the mRNA entry tunnel, where they
interact with several basic residues in the
C-terminal domain of uS3 on one side and are
supported by uS5 from the other, with an
additional weak contact contributed by the
C-terminal end of eS30. uS3 and eS30 are pri-
mary components of the ribosome helicase,
and uS5 has been proposed to be a component
of the ribosomal helicase processivity clamp
at the mRNA entry site (29, 30). The observed
distance between the P-site UUU codon and
Stem 1 of the pseudoknot underscores the
critical dependence of the frameshifting effi-
ciency on the length of the spacer region (31).
Translocation to the next codon would place
the frameshifting codon UUA into the P-site,
with a simultaneous increase in the tension of
the mRNA and unwinding of the GC-rich base
of Stem 1 upon entering the mRNA entry
channel, comparable to the situationwhen the
ribosome proceeds to the engineered stop
codon, as observed in our eRF1 (AAQ)–stalled
structure (fig. S3).
The pseudoknot structure also reveals a hit-

herto unobserved and possibly unappreciated
role for the distal site of the mRNA entrance
channel in helicase activity. Although mRNA
unwinding studies outside the mRNA en-
trance channel have so far implicated only a
helix in the C-terminal domain of uS3 (32), we
noticed that Loop 1 of the pseudoknot contacts
the N-terminal domain of uS3 as well as the
C-terminal tail of eS10 (Fig. 2B and fig. S6D),
whereas the flipped-out base G13486 in this
loop forms specific interactions (Fig. 2B). Fur-
thermore, because the pseudoknot is located
at the entry to themRNA channel, helix h16 of
the 18S rRNA is noticeably pushed outward
owing to a direct contact with the minor
groove of Stem 1 (Fig. 2B and fig. S7A). Because
the pseudoknot wedges between the head and
the body of the small ribosomal subunit, it
would restrict their relative motions that need
to take place during translocation. This is con-
sistent with the studies on dynamics of corona-
virus frameshifting, which revealed that the
mechanism of −1 frameshifting involves re-
striction of small subunit head motion (33).
The structure also reveals another key as-

pect of the architecture of the pseudoknot as
the ribosome encounters it. The start of the
pseudoknot is shifted relative to the predicted

secondary structure (14–17, 19) by two nucleo-
tides. The two opposed nucleotides, which
were assumed to base pair with Stem 1, are
actually forming the start of Stem 3 by pairing
with bases predicted to be in the single-
stranded linker 2 (Fig. 1F and fig. S7, B and
C). Our cryo-EM density reveals that Loop 3
accommodates a total of four nucleotides,
three of which were originally attributed to
Stem 2. Thus, we observe that Loop 3 is shifted
and expanded relative to the initially pre-
dicted secondary structures (14–17, 19).
To functionally support our structural find-

ings and confirm the nature and specificity
of the pseudoknot interactions, we performed
structure-guidedmutagenesis experiments using
dual luciferase reporter assays in human em-
bryonic kidney (HEK) 293T cells (see methods)
and monitored the frameshifting efficiency rel-
ative to theWT (Fig. 2C).Mutation of G13486 of
Loop 1 to another purine reduced the frame-
shifting efficiency to 30% of the WT level, and
mutation of this base to a pyrimidine further
reduced frameshifting to 15%. As expected
from our structural data, deletions of the nu-
cleotides of the spacer regions also had a de-
teriorating effect on frameshifting. Loss of
Loop 1 entirely abolished frameshifting. Dele-
tion of a single nucleotide of Loop 3 in agree-
ment with its proposed role in forming the
base-pairing interactions diminished the frame-
shifting rate to 25% of theWT level. Loss of the
entire Loop 3 reduced frameshifting to 10% of
WT levels.

Frameshifting efficiency depends on the

position of the 0 frame stop codon

In SARS-CoV-2, the 0 frame stop codon is lo-
cated five codons downstream of the frame-
shift site and is a constituent of Stem 1. The
placement of the stop codon in such proximity
to the frameshift site is a common feature in
coronaviruses, and its presence in a critical re-
gion of the stimulatory pseudoknot prompted
us to probe the effect of the distance of the 0
frame stop codon on frameshifting. To this end,
knowledge of the 3D structure of the pseudo-
knot helped us to confidently manipulate the
stop codon without hampering pseudoknot
formation. We introduced mutations to incre-
mentally extend the stop codon from the WT
position and to completely remove the occur-
rence of a stop codon in the 0 frame (Fig. 2D
and fig. S8).Whereas introducing a stop codon
six nucleotides downstream of the WT posi-
tion only marginally decreased the frameshift-
ing rate (98% of WT), a stronger attenuation
was observed when the distance of the stop
codon was increased to 15 nucleotides from
theWT stop (80% ofWT). Finally, removal of
the stop codon by two different point muta-
tions led to a reduction of frameshifting ef-
ficiency to 50% of WT levels. To test whether
reduced ribosomal loading rescues the effect
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of stop codon removal, we analyzed the frame-

shifting efficiency in the context of weaker

initiation codons such as CUG and AUU (Fig.

2D). These constructs led to a 45% rescue of

the reduction in frameshifting compared

with stop codon mutants initiating at an

AUG start.

Taken together, these observations suggest

that the stop codon position plays an impor-

tant role in maintaining optimum frameshift

efficiency. We propose that the stop codon

serves to prevent the closely trailing ribosome

from encountering a viral RNA that was un-

folded by the leading ribosome. In this case,

upon encountering a stop codon, termination

and subunit disassembly will occur, which will

provide an opportunity for the pseudoknot to

refold without the constraints of the mRNA

channel (see Conclusions). According to this

model, although theWT stop codon will make

the frameshifting efficiency less sensitive to

ribosome loading in the “no-frameshifting”

scenario, the frameshifting events that occur

after a −1 frameshift will nevertheless be more

likely when the ribosomes are spaced further

apart. Our measurements of the efficiency of

frameshifting for the WT sequence in the con-

text of different rates of translation initiation

are in agreement with this hypothesis (fig. S9).

This mechanism, consistent with our biochem-

ical data, increases the efficiency of frameshift-

ing to the levels required by SARS-CoV-2 and

may be used by viruses in general when high-

efficiency frameshifting is required.

Nascent chain forms specific interactions with

the ribosomal exit tunnel

Notably, in the reconstruction of the paused

translating ribosome, the nascent chain that

corresponds to the viral polyprotein was vis-

ible along the entire length of the ribosomal

exit tunnel (Fig. 4A). The density corre-

sponds to the C-terminal region of Nsp10,

which is the activator of the viral proofreading

exonuclease and N7-methyltransferase Nsp14

(34, 35), and then (depending on the frame-

shifting event) continues as either the viral

RNA-dependent RNA polymerase Nsp12 (6)

or as protein Nsp11, whose function is still

unknown (Figs. 1A and 4B). The nascent

chain makes several specific interactions

with the ribosomal tunnel, one of which is at

the constriction site where Arg
4387

of Nsp10

interacts with A
1555

of the 28S rRNA [cor-

responding to A
1600

in humans, numbering

according to PDB 6EK0 (36)] and is stab-

ilized by the preceding Leu
4386

(Fig. 4C).

Notably, these two amino acids are highly

conserved across multiple coronaviruses (Fig.

4G), although they are located in the un-

structured C-terminal region of Nsp10 and

therefore considered not to be important

for the fold of the protein (37).

Further down the tunnel, the C-terminal

end of Nsp10 adopts a partially folded zinc

finger motif (Fig. 4, D and E), which, upon

superposition, reveals similarity with the cor-

responding fully folded C-terminal domain

previously observed in the crystal structure

of SARS-CoV-1 Nsp10 (37). Trp
4376

, which is

located between the two pairs of cysteines

that form the zinc finger, stacks with A
2261

(A
2418

), an interaction that might serve to

promote the change of nascent chain direction

and facilitate folding of the zinc finger at the

end of the exit tunnel. Cotranslational events,

such as insertion of a transmembrane domain

at the exit of the ribosomal tunnel, were

shown to promote −1 ribosomal frameshifting

in alphaviruses (38).

To investigate whether the observed con-

tacts between the nascent chain and the ribo-

somal tunnel are specific and whether these

interactions and cotranslational folding of

Nsp10 might play a role in modulating the

frameshifting process, we used our dual luci-

ferase reporter assay to measure the frame-

shifting efficiency of WT and mutant nascent

chain sequence constructs. Because our mea-

surements in HEK293T cells did not reveal an

appreciable change of frameshift efficiency, we

carried out the same experiments in vitro

using RRL to monitor the effects in a single

mRNA setup. Replacement of the entire nas-

cent chain with an unrelated sequence leads

to a 35% increase in frameshifting (Fig. 4F).

Importantly, this effect was provoked by the

change in peptide sequence and not simply

by the loss of the 5′ attenuator loop, given

that a reporter containing silent attenuator

loop mutations resulted in only a slight in-

crease in frameshifting (Fig. 4F). Mutation of

the Leu
4386

and Arg
4387

to alanine led to a

considerable (30%) increase in frameshifting

(Fig. 4, F and G), implying that these nascent

chain interactions with the ribosomal exit tun-

nel play an important role in regulating frame-

shifting levels, possiblymechanistically akin to

the well-studied SecM stalling system in bac-

teria (39), where it was shown that cotrans-

lational folding and the translocon-induced

mechanical force can rescue the stall induced

by interactions between the nascent chain and

the ribosomal tunnel (40). These observations

also suggest that any cellular nascent chain

factors (41, 42) might influence the rate of

frameshifting.

1312 18 JUNE 2021 • VOL 372 ISSUE 6548 sciencemag.org SCIENCE

Fig. 5. Structure-based model for

−1 programmed frameshifting

in coronaviruses and its regulation.

The observed interactions between the

pseudoknot and the ribosome prime

the system for frameshifting. The

features of the pseudoknot and the

interactions between the nascent chain

and the ribosomal tunnel play a role in

the efficiency of frameshifting. The

efficiency of frameshifting is increased

by the presence of a stop codon near

the frameshifting site. Ribosomes

that progress beyond the frameshifting

site in the 0 frame quickly terminate and

disassemble, thereby increasing the

chances that the pseudoknot will refold

before it is encountered by the closely

trailing ribosome. The trailing ribosome

in turn encounters the pseudoknot,

which increases the possibility of

undergoing −1 frameshifting.
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Inhibition of viral replication by a

compound that targets the

SARS-CoV-2 pseudoknot

The sensitivity of the coronavirus to the finely

controlled frameshifting levels (13) may present

an opportunity to develop compounds that

interfere with the frameshifting process and

thus inhibit replication of the virus. Using

computational modeling and reporter assays,

compounds that have been predicted to bind

the pseudoknot and inhibit SARS-CoV-2 frame-

shiftingwere described (19, 43) but never tested

with respect to their ability to inhibit viral rep-

lication. Furthermore, the fluoroquinolone com-

pound merafloxacin was recently reported to

also inhibit−1 frameshifting efficiency of SARS-

CoV-2 and other betacoronaviruses (44). To

demonstrate that the inhibition of frame-

shifting is a plausible strategy for drug de-

velopment, we compared two of the previously

described compounds with respect to their

ability to reduce viral levels in infected African

greenmonkey VeroE6 cells (fig. S10 andmeth-

ods). Our experiments demonstrate that

merafloxacin is a better candidate compound

because it showed a concentration-dependent

inhibition of frameshifting, whereas, contrary

to earlier reports (19, 43), the small-molecule

ligandMTDBdid not specifically inhibit frame-

shifting under our experimental conditions

(fig. S10). The two compounds showed no

cellular toxicity and resulted in a three to four

orders of magnitude reduction of SARS-CoV-2

titer, with a half-maximal inhibitory concen-

tration (IC50) of 48 mΜ forMTDB and an order

of magnitude higher efficacy for merafloxacin,

with an IC50 of 4.3 mΜ (fig. S10). Because

MTDB did not appear to affect frameshifting

in our reporter construct experiments in vitro

and in vivo, it is possible that it inhibits SARS-

CoV-2 replication by a different mechanism.

Although the potency range for these com-

pounds is not what would be expected from

potential drug candidates, it nevertheless pro-

vides a starting point for high-throughput

screening and establishes that frameshifting

is a viable target for therapeutic intervention

against SARS-CoV-2.

Conclusions

Our results provide a mechanistic description

of frameshifting that occurs during translation

of the SARS-CoV-2 genome and reveal the fea-

tures that may be exploited by the virus to

finely control the stoichiometry of viral pro-

teins at different stages of infection (Fig. 5).

Interfering with the frameshifting process at

the level of nascent chain interactions with

the ribosomal tunnel, at the level of RNA fold-

ing that leads to the formation of the frame-

shift stimulatory pseudoknot, or to perturb the

interactions between the pseudoknot and the

mRNA channel represent viable strategies in

our search for new drugs against SARS-CoV-2,

the virus that is currently causing the global

COVID-19 pandemic. Our results will also be

useful for understanding the mechanism of

programmed ribosomal −1 frameshifting (4),

including that used by many other medically

important viruses.
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SURFACE CHEMISTRY

Resolving multifrequential oscillations and nanoscale
interfacet communication in single-particle catalysis
Y. Suchorski1, J. Zeininger1, S. Buhr1, M. Raab1, M. Stöger-Pollach2, J. Bernardi2,

H. Grönbeck3, G. Rupprechter1*

In heterogeneous catalysis research, the reactivity of individual nanofacets of single particles is

typically not resolved. We applied in situ field electron microscopy to the apex of a curved rhodium

crystal (radius of 650 nanometers), providing high spatial (~2 nanometers) and time resolution

(~2 milliseconds) of oscillatory catalytic hydrogen oxidation, to image adsorbed species and reaction

fronts on the individual facets. Using ionized water as the imaging species, the active sites were directly

imaged with field ion microscopy. The catalytic behavior of differently structured nanofacets and the

extent of coupling between them were monitored individually. We observed limited interfacet coupling,

entrainment, frequency locking, and reconstruction-induced collapse of spatial coupling. The

experimental results are backed up by microkinetic modeling of time-dependent oxygen species

coverages and oscillation frequencies.

T
he overall reactivity of a technological

catalyst results from the superposition

of the activity of a huge number of oxide-

supportedmetal nanoparticles (NPs) that

can vary in size, shape, and type of ex-

posed facets. Furthermore, the properties of

each single NP result from the superposition

of its individual facets and their interfaces. In

the course of a reaction, the different metal

NPs and facets may even respond differently

to the reaction conditions, such as through re-

structuring (1), oxidation (2), coking (3), or

sintering (4). All of these effects limit the valid-

ity of ensemble-derived structure-performance

relations.

Several methods have been used to study

the catalytic properties of single-catalyst par-

ticles, including electronmicroscopy (5–7), nu-

clear magnetic resonance (8), Raman, infrared

and nano-infrared (9), x-ray scattering and

nanotomography (10, 11), fluorescence (12),

and plasmonic nanospectroscopy (13). Our

recent studies of individual palladium (Pd)

NPs by means of photoemission electron mi-

croscopy (PEEM) revealed, using the “kinetics

by imaging” approach, a long-ranging com-

munication effect of the metal-oxide interface

in carbon monoxide (CO) oxidation (14). In

this approach, single-particle kinetic measure-

ments were based on the local PEEM image

intensity variation during the reaction. How-

ever, the individual facets of the Pd particles

could not be resolved because of the resolution

limit of the PEEM used.

In the present work, this approach is refined

by resolving even the individual (hkl) nano-

facets of a single catalytic particle. We applied

in situ field electron microscopy (FEM), which

provided high spatial (~2 nm) and time reso-

lution (~2ms) and allowed imaging of adsorbed

species and reaction fronts, to catalytic hydrogen

oxidation on a hemispherical apex of a curved

rhodium (Rh) crystal (radius of 650 nm). The

FEM studies were complemented by directly

visualizing the active sites using the ionized

reaction product (H2O molecules) as imaging

species in the field ion microscopy (FIM).

Altogether, we obtained a comprehensive

picture of the ongoing oscillatory hydrogen

oxidation, visualizing the working surface,

reactants, and even the products. Dozens of

nanofacets could be individually resolved, re-

vealing their reactivity (active sites) and the

nanoscale communication between them dur-

ing the reaction in real time. Furthermore,

we detected how just a few atomic rows on

the surface could influence the local activ-

ity, leading to frequency locking and entrain-

ment effects and eventually to a collapse of

spatial coupling. The experimental results

were supported by microkinetic modeling of

time-dependent oxygen coverages and oscilla-

tion frequencies.

Like a smaller multifaceted catalytic NP, the

curved Rh crystal exhibited several nanometer-

sized facets (10 to 100 nm in diameter) of

different crystallographic orientations [Fig. 1A,

scanning electron microscopy (SEM) image].

The surface of the apex of the Rh specimen

could be imaged with FEM (Fig. 1B), allowing

monitoring of the facet-resolved kinetics, trans-

fer of species, and reaction coupling between

facets. In FEM, the electric field applied to the

sample deforms the potential barrier on the

surface, leading to tunneling of electrons into

vacuum. The emitted electrons are accelerated

toward a screen, where they form a magnified

projection image of the surface with ~2-nm

resolution.

The image contrast in a FEM results from

the local work function convoluted with the

local electrostatic field. As a result, FEMallows

direct identification of adsorbed reactants on

the sample surface, provided the work func-

tion differences are large enough for detect-

able image-contrast. In addition to “static”

imaging, FEM can also monitor dynamic sur-

face processes in real time, such as diffusion

(15, 16) or catalytic surface reactions (17–20).

The specimens used in previous FEM and

FIM studies (17–21) were typically nanotips

with a radius of curvature one magnitude

smaller (25 to 50 nm) than the curved crystal

of the present study, so that the effects pre-

sented here could not be observed. Catalytic H2

oxidation is a well-suited reaction for FEM

imaging because there is a sufficient work

function difference between the catalytically

inactive, oxygen-covered Rh surface (high Oads

coverage, high work function, and dark con-

trast) and the active surface (lowHads andOads
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Fig. 1. Apex of a curved Rh crystal as a single

catalytic particle. (A) SEM micrograph of the Rh

specimen with a crystallographic net as overlayer

(radius of the hemispherical apex, 650 nm). (Inset)

The corresponding FEM micrograph with nanofacets

indicated. (B) Schematics of the experiment.

Electrons, field-emitted from the sample surface,

create a projection image on the screen. The FEM

chamber is used as a flow reactor, and the FEM image

brightness reflects the local reaction rate. The locally

magnified schematic shows a Rh(111) nanofacet with a

reaction front between the catalytically active and

inactive surface.
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coverage; low work function, and bright con-

trast) (20). Unlike scanning techniques, FEM

provides parallel imaging; the electrons form-

ing the image are emitted from each atomic

site simultaneously.

The experimental approach is illustrated in

Fig. 1B: The sample was characterized by SEM

(Fig. 1A), and the surface crystallography was

deduced from the stereographic projection by

combining SEM and FEM images (Fig. 1A, in-

set; supplementary text S1; and fig. S1) (22).

The FEM chamber was operated as flow re-

actor under reactant pressures in the 10
−5

to

10
−6

mbar range (Fig. 1B). The local reaction

kinetics of individual nanosized Rh(hkl) do-

mains of the surface sample were extracted

from real-time FEM video files following the

recently developed approach (23).

Catalytic hydrogen oxidation follows the

Langmuir-Hinshelwoodmechanism: The re-

actants hydrogen and oxygen both first dis-

sociatively adsorb on the catalyst surface before

they react to water, which desorbs immedi-

ately at the given reaction temperatures (24).

Under specific conditions (both in vacuum

and atmospheric pressure, temperatures above

300 K), the H2 oxidation reaction rate on pla-

tinum (Pt) and Rh may oscillate between its

catalytically active and inactive states in a self-

sustained way despite constant external pa-

rameters, such as temperature and pressure

of reactants (25–27). Different feedback mech-

anisms governing the oscillations in surface

reactions—such as surface reconstruction, sub-

surface oxygen, and oxide formation—were

discussed in the literature (25–29). In the

present case, fine tuning of experimental con-

ditions plays a crucial role, allowing subsurface

oxygen formation but preventing oxidation of

the specimen surface. Apart from fundamen-

tal science, oscillating modes of catalytic re-

actions may also have technological impact:

Periodic operation regimes can improve cata-

lytic reactor performance (30) or enable tu-

ning of surface activity (31).

We studied the oscillating mode of H2 oxi-

dation on the facetted Rh particle at con-

stant partial pressures of oxygen (PO2) = 4.4 ×

10
−6

mbar and hydrogen (PH2) = 4.8 × 10
−6

mbar and different constant temperatures of

413, 433, and 453 K. At 413 K, oscillations

occurred in a synchronized way on almost all

particle facets, apart from the central non-

oscillating Rh(001) facet (Fig. 2A). This is

evident from the FEM intensity curves for

regions of interest (ROIs) placed on the Rh(135),

Rh(111), Rh(115), and Rh(001) nanofacets.

The parallel imaging principle of FEM allowed

the construction of a frequency map (Fig.

2A, bottom) that showed synchronized oscil-

lations on different individual facets. Details

on the construction of the frequency map

are presented in supplementary text S2 and

fig. S2 (22).

Previous nanometer-scale FIM studies of

the oscillating hydrogen oxidation on sharp

Pt and Rh nanotips revealed that kinetic tran-

sitions between the catalytically active and

inactive steady states occurred always in a

spatially synchronized way over the entire

sample surface (26, 32, 33). High-vacuum con-

ditions excluded gas-phase reaction coupling,

so the spatial coupling was provided by sur-

face diffusion of hydrogen (34, 35). Similar

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1315

Fig. 2. Oscillations in the catalytic H2 oxidation reaction. Imaging of the curved Rh crystal shown in Fig. 1A,

observed with FEM at PO2 = 4.4 × 10−6 mbar, PH2 = 4.8 × 10−6 mbar, and at constant temperatures (413, 433,

and 453 K). (Left) FEM intensity curves. (Top right) FEM video frames (1.1 by 1.1 mm each). (Bottom right)

Frequency maps and crystallography. (A) Temperature (T) = 413 K. ROIs (40 by 40 nm) for the FEM intensity curves

are placed in the (135), (111), (115), and (001) regions (compare with Fig. 1). (B) T = 433 K. All ROIs are the same

as in (A). (C) T = 453 K. ROIs correspond to those in (A) and (B). (Insets at bottom right) (A) Unreconstructed

and (B) reconstructed stepped (113) and (111) facets as well as (C) arrangements of Rh(hkl) facets within a

segment indicated with the white dotted line, with positions of ROIs indicated with red squares.
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global synchronization on the nanometer-

scale was observed in CO oxidation and nitric

oxide (NO) reduction, suggesting that cata-

lytic reactions (and therein occurring self-

sustaining oscillations) in nanosystems are

spatially synchronized over the entire particle

surface (21, 33–37). However, as shown below,

this does not hold true under certain conditions.

When the sample temperaturewas increased

from 413 to 433 K, the reaction exhibited local

multifrequential oscillations (Fig. 2B), in which

the peripheral {111} regions (Fig. 2B, frequency

map, blue) oscillated independently from the

surrounding extended (Fig. 2B, frequency map,

yellow) sample region, despite being separated

only by tens of nanometers. The independence

of oscillations on different facets demonstrates

the intraparticle heterogeneity. The frequen-

cies differed up to 3.8-fold, as illustrated by

the FEM intensity curves in Fig. 2B, middle.

The oscillations from the extended area also

partially permeated into the central region, so

that the nonoscillating area shrank. The nas-

cent oscillating part of the previously non-

oscillating central region (Fig. 2B, frequency

map, green) showed a double-period–like fea-

ture, presumably resulting from the interac-

tion of perturbing reaction fronts (infiltrating

from the surrounding yellow region in Fig. 2B)

and the natural period of {115} regions, which

is governed by the local feedback mechanism

involving the formation of subsurface oxygen

(27, 38).

At 453 K, the region with the double-period

became synchronized with the ring-shaped

surrounding (Fig. 2C, red region), which in

turn contracted and increased in its frequency

from 2.7 to 4.3 mHz. The peripheric {111} re-

gions continued to oscillate fully independent-

ly from the rest of the sample and each other,

but with increased frequencies (supplemen-

tary text S3 and fig. S3) (22).

The observed behavior was unexpected be-

cause the surface diffusion length of hydrogen

(in the submicrometer range) greatly exceeded

the distance between any two sample facets

and would have synchronized the oscillations

on the different nanofacets. Apparently, the

spatial coupling collapsed in the present case,

even though obstacles that can cause such

collapse, such as grain boundaries between

micrometer-sized domains of a polycrystal

(39), were not present on the curved Rh par-

ticle. The nanofacets were separated solely by

nano-ridges and nanometer-sized regions of

stepped surfaces.

As demonstrated recently (27, 38), the oscil-

lations inH2 oxidation on Rh are generated by

the periodic formation and depletion of sub-

surface oxygen, so the observed behavior may

be related to local peculiarities of periodic

subsurface oxygen formation and depletion

and to the coupling of this process with neigh-

boring regions. Under the pressure conditions

used, qualitative changes in oscillations oc-

curred between 413 and 433 K, whereas the

changes observed between 433 and 453 K

were mainly quantitative, so we focused on

processes on the Rh surface occurring be-

tween 413 and 433 K. In this temperature in-

terval, the (1×2) missing row reconstruction on

Rh{011} and Rh{113} facets (40, 41) and step-

doubling reconstruction on the (111)-oriented

terraces of vicinal Rh surfaces (42) take place.

Thus, at the two different temperatures (Fig. 2,

A and B), the reaction proceeded on crystallo-

graphically differing surfaces (Fig. 2, corre-

sponding ball models).

These changes in surface crystallography

and temperature altered the propagation of

reaction fronts and impeded their spreading

to certain areas. Because the oscillation fre-

quencies are transported with reaction fronts,

the synchronized regions in the frequency map

corresponded to the areas of front circulation

(supplementary text S4 and figs. S4 and S5)

(22). The protruding atomic rows created by

the reconstruction effectively hindered the ex-

pansion of oscillating fronts from or toward

the {111} regions and decoupled these regions

1316 18 JUNE 2021 • VOL 372 ISSUE 6548 sciencemag.org SCIENCE

Fig. 3. FIM mapping of active sites on the curved Rh crystal during hydrogen oxidation by using

ionized product (water) species as imaging ions. (A) FIM images taken during the kinetic transition from

the inactive to the active state (frame size, 1.1 by 1.1 mm). The evolution of water production over the

whole Rh curved crystal surface is shown. (B) Slow-motion snapshots of the magnified yellow square region

(580 by 580 nm) indicated in (A) taken at 0, 1.8, and 2.2 s. (C) (Left) Crystallographic map according to

the FIM images in (A). (Right) Magnified region from (B) with contours of the reaction front, demonstrating

the predominant directions of the reaction front propagation. The numbered front contours 1 to 9 correspond

to 1.8, 1.9, 2.0, 2.1, 2.2, 2.4, 2.7, 3.0, and 3.6 s, respectively.
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from the central oscillating area. The pro-

truding atomic rows functioned as nanosized

frequency transformers and allowed differ-

ent nanofacets to support different oscilla-

tory regimes.

The increased local roughness of the particle

surface also modified the local kinetics of sub-

surface oxygen formation and changed the

frequency of oscillations (compare Fig. 2, A

and B). This reaction does not oscillate on a

Rh(111) single crystal surface nor on the (111)-

oriented domains of a Rh foil (38). The unex-

pectedpresent oscillations of theRh{111} regions

can be explained by the regular steps on these

regions caused by the hemispherical particle

shape (as marked in Fig. 1), whereas sporadic

steps on the planar Rh{111} surfaces cannot

generate oscillations. The sufficient density

of steps facilitating subsurface oxygen forma-

tion was shown to be a requirement for oscil-

lations in H2 oxidation on Rh surfaces (38).

Under the present conditions, subsurface oxide

formation does not result in surface oxide for-

mation owing to kinetic limitations of sur-

face oxide formation (43). Because the reaction

does not oscillate on the oxidized Rh surface,

balancing the narrow range between the sub-

surface oxygen formation and Rh surface oxi-

dation is crucial for the present observations.

To reveal the reactivity and decoupling func-

tion of the highly corrugated regions between

the {111} facets and the central part of the

sample, the catalytically active sites were di-

rectly imaged. For the visualization of cat-

alytically active sites, the ionized reaction

product water, forming H3O
+
and a small

amount of H2O
+
ions (44), was used as im-

aging species in the FIM mode of our mi-

croscope. Corresponding water-FIM images

obtained in situ during the kinetic transition

from the inactive (O covered) to the active

state (Fig. 3) at 393 K not only illustrate the

transition itself but also revealed the decou-

pling function of the highly corrugated regions

that separate the {111} facets and the central

area of the sample. The water production

(bright regions) started in the vicinity of {112}

facets, which appeared to be the most active,

and then spread over almost the entire surface.

The “slow-motion” frames (Fig. 3B) and a

scheme showing the front propagation (Fig.

3C, numbered front contours) demonstrate

that the reaction front did not cross the (113)

facet (because of the presence of protruding

atomic rows) and hence did not proceed

toward the central (001) plane. Rather, the

front propagated toward the (111) facet (Fig.

3C, front contours 1 to 5) and was eventually

diverted around the (111) facet because of the

double-step reconstructions surrounding the

(111) vicinals (Fig. 3C, front contours 6 to 9).

To deepen the understanding of the ob-

served effects, we performed microkinetic

simulations within a model describing oscil-

lations in H2 oxidation on Rh caused by field-

enhanced surface oxidation of Rh and observed

with FIM (37). In the present FEM studies,

such effects that result from the field-induced

electron-density redistribution cannot occur

because the field strengths were considerably

lower and, evenmore notably, because of the

opposite direction of the field vector (unlike

FIM, the sample is negatively charged in FEM).

The electrostatic field of ≤4 V/nm applied in

the FEM did not influence the catalytic H2

oxidation (supplementary text S5) [(20) and

discussion therein], so we modified the model

for the present quasi field-free case (supple-

mentary text S6).

In this subsurface oxygen feedback model,

two steady states (high activity ↔ low ac-

tivity) periodically switch through a coverage-

dependent sticking coefficient of oxygen. The

high initial sticking coefficient of oxygen on

metallic Rh leads to a high coverage of ad-

sorbed oxygen Oads (inactive state) and sub-

sequent formation of subsurface oxygen Osub

(38). The presence of Osub reduces the stick-

ing of oxygen on the surface, and hydrogen

competitively coadsorbs with oxygen and re-

duces the coverage of Oads and Osub to their

initial values to start the next cycle (details

of the cycle and of the model calculations are

provided in supplementary text S6 and fig. S6)

(22). The calculated oscillations in oxygen cov-

erage on the Rh surface for the present con-

ditions are shown in Fig. 4A. Such oscillations

of the oxygen coverage caused oscillating var-

iations of the surface work function, which are

captured in the experiments as variations of

the FEM image intensity. To represent differ-

ent facets, the temperature dependence of the

oscillation frequency is shown in Fig. 4B for

three different activation energies of subsur-

face oxygen formation Eox in comparison with

the experimental data from Fig. 2.

Solitary atomic-size surface features were

shown to govern the catalytic behavior of an

entire submicrometer particle through inter-

facet communication. Choosing a surface con-

taining “pacemaker nanofacets” large enough

to undergo surface reconstruction, but still

with a curvature radius that enabled FEM

imaging, was crucial for revealing the new

effects. The interfacet communication ensured

that oscillations remained single frequency

within the unicolor areas in the frequency

maps (Fig. 2B, compare the yellow, blue, and

green regions), although differently oriented

nanofacets within these areas should in prin-

ciple exhibit different frequencies (as the dif-

ferent domains of a polycrystal do) (27, 38).

The “natural” frequencies would be governed

by the rate of subsurface oxygen formation

and depletion, which is structure dependent

(38). In the present case, many differently

oriented facets of the Rh particle oscillate

with a “forced” rather than their “natural” fre-

quency. The heterogeneous surface thus be-

haves as an extended system of diffusively

coupled oscillators, exhibiting effects such as

entrainment and frequency locking that are

characteristic for these systems (45, 46).
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QUANTUM SIMULATION

Geometric squeezing into the lowest Landau level
Richard J. Fletcher*, Airlia Shaffer, Cedric C. Wilson, Parth B. Patel, Zhenjie Yan, Valentin Crépel,

Biswaroop Mukherjee, Martin W. Zwierlein

The equivalence between particles under rotation and charged particles in a magnetic field

relates phenomena as diverse as spinning atomic nuclei, weather patterns, and the quantum Hall effect.

For such systems, quantum mechanics dictates that translations along different directions do not

commute, implying a Heisenberg uncertainty relation between spatial coordinates. We implement

squeezing of this geometric quantum uncertainty, resulting in a rotating Bose-Einstein condensate

occupying a single Landau gauge wave function. We resolve the extent of zero-point cyclotron

orbits and demonstrate geometric squeezing of the orbits’ centers 7 decibels below the standard

quantum limit. The condensate attains an angular momentum exceeding 1000 quanta per particle

and an interatomic distance comparable to the cyclotron orbit. This offers an alternative route toward

strongly correlated bosonic fluids.

I
n 1851, Foucault directly demonstrated the

rotation of Earth via the precession of a

pendulum’s oscillation axis. This occurs

because in the rotating frame, counter-

and corotating motions no longer oscil-

late at the pendulum’s natural frequency w.

Instead, their frequencies are increased and

decreased, respectively, by Earth’s rotation

frequencyW, which leads to the bob performing

epicycles (Fig. 1A). In Foucault’s experiment,

for which W << w, this manifests as an ap-

parent precession of the oscillation axis. If

we imagine instead that W = w, the centrif-

ugal force exactly cancels the restoring force.

The pendulum can still perform cyclotron orbits

against the frame’s rotation, but the motion of

the orbit’s guiding center is free. In a quantum

mechanical description, the energy spectrum

is analogous to that of charged particles in a

magnetic field and forms discrete Landau

levels spaced by 2ħw, where ħ is the reduced

Planck constant. The levels correspond to dif-

ferent states of cyclotron motion, each with a

large degeneracy arising from the possible

guiding-center positions.

An intrinsic characteristic of both neutral

particles under rotation and charged particles

in a magnetic field is the noncommutativity

of space. This can be seen from the quan-

tized Hamiltonian of a pendulum of massm

viewed in the rotating frame,

Ĥ ¼
p̂
2
x þ p̂

2
y

2m
þ

1

2
mw2 x̂

2 þ ŷ
2

� �

�WL̂z ð1Þ

where p̂x;y are the canonical momenta along

x and y, and L̂z is the axial angularmomentum.

The rotational term WL̂z mixes spatial and

momentumcoordinates into newnormalmodes,

and one decouples Eq. 1 by transforming into

cyclotron coordinates x = ½[x – (py/mw)]

and h = ½[y + (px/mw)], and guiding-center

coordinatesX =½[x + (py/mw)] and Y =½[y –

(px/mw)], yielding

Ĥ ¼ mw wþWð Þ x̂
2
þ ĥ2

� �

þ

mw w�Wð Þ X̂
2
þ Ŷ

2
� �

ð2Þ

(1). Because x̂ ¼ X̂ þ x̂ and ŷ ¼ Ŷ þ ĥ , the

particle’s motion is the sum of a fast cyclotron

motion and a slow drift of the guiding center

(Fig. 1A). Crucially, while the absolute spatial

coordinates x̂ and ŷ always commute, the

two pairs of cyclotron and guiding-center co-

ordinates separately do not. Each pair spans

the phase space of a one-dimensional harmonic

oscillator, and consequently

x̂; ĥ
h i

¼ � X̂ ; Ŷ
� �

¼ i‘2B ð3Þ

where ‘B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ħ= 2mwð Þ
p

is the rotational analog

of the magnetic length. If an applied po-

tential V̂ x̂; ŷð Þ varies little over this length
scale, it cannot resolve the cyclotron motion

and only couples to the guiding centers. In

this case, V̂ x̂; ŷð Þ→ V̂ X̂ ; Ŷ
� �

, and the result-

ing dynamics occurs within a noncommuta-

tive space (2).

This noncommutativity of guiding-center

motion lies at the heart of the Hall effect.

Each spatial variable generates translations

in the orthogonal direction, meaning that a

force along X effects motion along Y. Particles

therefore drift along isopotentials of V with a

velocity vd =W × ∇V/(2mWw) in analogy to the

E × B drift of electromagnetism. This flow is

divergence-free, reflecting the incompressibility

of phase-space distributions (3), and defines a

one-to-one mapping between a particle’s initial

position and its final position. Time evolution

therefore always results in a purely geometric,

equiareal transformation of the guiding-center

distribution.
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These concepts are relevant to atomic nuclei

(4–6), astrophysical phenomena (7, 8), quan-

tum Hall systems (9), and ultracold atomic

quantum gases, which offer a highly versa-

tile experimental arena for studying rotating

quantum fluids (10). In Bose-Einstein conden-

sates rotating close to the trap frequency, sig-

natures of the gas approaching the lowest

Landau level (LLL) were seen in a softening

of the vortex lattice (11, 12). A principal goal is

to address the quantum Hall regime, but the

exacting requirements on the trap isotropy

and rotation speed present a major challenge.

Synthetic magnetic fields (13–15) have also been

engineered by othermethods, such as spin-orbit

coupling (16, 17), and by direct phase-imprinting

in both optical lattices (18–21) and synthetic

dimensions (22). Experiments have shown a

transverse Hall response in lattice transport

(23) and superfluid collective modes (24), as

well as chiral edge states in synthetic dimen-

sions (25, 26).

Here, we directly exploited the noncom-

mutativity of guiding-center motion to realize

geometric squeezing, cleanly distilling a single

Landau gauge wave function in the lowest

Landau level (1). In comparison to previous

work in azimuthally symmetric condensates

(11), this obviates delicate fine-tuning of trap-

ping and rotation parameters, and offers a

complementary “Landau gauge” starting point

from which to investigate interaction-driven

physics in quantum Hall systems. To begin

our experiment, we prepared a condensate

of NTot = 8.1 (±0.1) × 10
5
atoms of

23
Na in

an elliptical time-orbiting-potential (TOP)

trap (27), with trap frequencies wx;wy;wzð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi

1þ e
p

;

ffiffiffiffiffiffiffiffiffiffiffi

1� e
p

;

ffiffiffi

8
p� �

w . Here, w = 2p × 88.6

(±0.1) Hz and the trap ellipticity is e = 0.125 ±

0.004. We smoothly ramped the trap’s rota-

tion frequency from zero to w, waited for a

variable time t, and then obtained an absorption

image of the in situ density distribution. Our

imaging resolution was sufficient to observe

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1319

A

C
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Fig. 1. Geometric squeezing of a rotating Bose-Einstein condensate.

(A) Viewed in a frame rotating at W, the motion of a Foucault pendulum with

natural frequency w separates into a slow corotating drift of the guiding center

(X, Y), in blue, and fast counterrotating cyclotron orbits with relative coordinates

(x, h), in red. For W < w, the pendulum performs skipping orbits, whereas if W =

w, the guiding-center motion is free. (B) Atoms in an elliptical harmonic trap

rotating at W = w evolve under both a vector potential and a scalar saddle

potential Vs, whose isopotentials are shown as red (Vs > 0) and blue (Vs < 0)

dashed lines. Particles perform cyclotron orbits whose guiding centers drift along

isopotentials with a velocity vd (white arrows) orthogonal to the local force F =

–∇Vs (green arrow). (C) In situ images of the condensate in the rotating frame.

During the hold time at W = w, the atoms flow out along one diagonal and in

along the other, mediating squeezing of the distribution in guiding-center phase

space. The final image is overlaid with the isopotentials of Vs.

Fig. 2. Isopotential drift

velocity. The main plot shows

the particles’ radial speed vd in

response to the azimuthal force

F, measured at distances of

(left to right) 4.1 mm, 12 mm,

20 mm, 28 mm, 36 mm, 44 mm,

52 mm, and 60 mm from the

trap center. The speed is inferred

from changes in the atom

number N inside a bounding

box (top inset) and the density

n at its boundary. The bottom

inset shows a typical plot

constructed from N(t) and

n(t), whose slope gives vd (see

text). The data show good

agreement with the theoretical

expectation (red line) without

any free parameters. The force

F is calculated assuming a

harmonic trap, but the quartic

corrections to the potential

reduce the velocity along x = y; this results in a small downward shift of the data, which is captured by a GP

simulation (1). Error bars show the variation in vd measured across different time intervals.
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vortices in situ with a contrast of ~60% (1).

These have a characteristic size set by the

healing length, which is ~300 nm in our

system. This is much smaller than the quan-

tummechanical ground-state size of cyclotron

orbits, set by the magnetic length ‘B = 1.6 mm.

In the frame rotating at W, the condensate

evolves under both a vector potential and a

scalar potential. The vector potential and

the associated synthetic magnetic field are

induced by the frame rotation (1). The scalar

potential V ¼ m w2 �W2
� �

X2 þ Y 2ð Þ=2
� �

þ
mew2 X 2 � Y 2ð Þ=2½ � arises from both the

TOP trap and the centrifugal force. For

W=w <
ffiffiffiffiffiffiffiffiffiffiffi

1� e
p

, the isopotentials of V are

closed; the condensate remains confined but

deforms into an ellipse. In earlier experiments,

unstable density modulations mediated the

nucleation of vortices for rotation frequencies

W/w ≳ 0.8 (28, 29). By ramping sufficiently

quickly, we precluded breakup of the conden-

sate while allowing its ellipticity to adiabati-

cally follow the equilibrium value (30).

When W = w, the scalar potential forms a

saddleVs=mew2
(X

2
– Y

2
)/2 (Fig. 1B).Without

a vector potential, atoms would be lost along

the anti-trapped y-direction. Instead, the guid-

ing centers drift outward along the x = y con-

tours and inward along the x = –y contours.

This flow (illustrated by white arrows) medi-

ates squeezing of the spatial distribution. In

Fig. 1C we show the evolution of the conden-

sate density viewed in the rotating frame. The

final image is overlaid with the known iso-

potentials of Vs, whose coincidence with the

atomic density provides a qualitative signature

of isopotential drift. The small curvature of

the diagonal contours arises from the known

quartic corrections ~(X
2
+ Y

2
)
2
to the trapping

potential (27), and the spatial twisting of the

condensate lies in close analogy to the twist-

ing in optical phase space induced by the

Kerr effect (31).

To measure the transverse Hall response,

we obtained the radial drift speed as a func-

tion of the azimuthal force, which at a radius

r is F(r) = mew2
r. Our measurements are

shown in Fig. 2 along with the theoretical

relation vd = F/(2mw), valid for any quantum

state, which shows good agreement without

any free parameters. We used a continuity

equation to infer the drift speed; the atom

numberN inside a bounding box (Fig. 2, white

frame in top inset) centered on r = 0 and with

length 2R varies asN
�

¼ �2vdn, where vd and

n are the drift speed and one-dimensional

number density at r = R. Integrating once

gives 1 – [N(t)/N(0)] = 2vd ∫
t
0 dt′[n(t′)/N(0)],

allowing straightforward evaluation of vd as

shown in the lower inset. This method offers a

convenient protocol for measuring the Hall

response of any fluid.

Whereas the drift velocity determines the

local response to a force, the specific geometric

transformation of the cloud depends upon the

global shape of Vs. Qualitatively, isopotential

flow on a saddle in the presence of a magnetic

field results in elongation and contraction along

orthogonal diagonals. More quantitatively, in

terms of the oscillator ladder operators â ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

mw=ħ
p ðx̂ þ iĥÞ and b̂ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

mw=ħ
p

X̂ � iŶ
� �

,

the single-particle Hamiltonian is

Ĥ s ≈ 2ℏw â
†
â þ 1

2

� �

þ ℏz

2
b̂b̂ þ b̂

†

b̂
†

� �

ð4Þ

(1), where we define z = ew/2. Comparison

with the one-mode squeezing operator Ŝ að Þ ¼
exp½ða�b̂b̂ � ab̂

†

b̂
†Þ=2� reveals that time evo-

lution under a saddle potential is equivalent

to fully coherent squeezing of the guiding-center

phase space distribution, analogous to phase

squeezing in quantum optics (32–34). Con-

sistent with the perspective based on isopo-

tential flow, the imaginary squeezing parameter

a = izt describes dilation of the cloud along the

diagonals of phase space by factors exp(±zt).

In the limit zt >> 1, the particles’ guiding

centers become widely distributed along one

diagonal and sharply localized along the other.

The residual transverse width of the cloud

solely arises from the unsqueezed cyclotron

orbits, which have a size
ffiffiffiffiffiffiffiffiffi

x̂
2

D E

q

¼ ‘B
ffiffiffiffiffiffiffiffiffiffiffiffi

nþ1=2
p

in

the nth Landau level. The minimum orbit size
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Fig. 3. Squeezing into the

lowest Landau level.

(A) Evolution of the major and

minor cloud radii s± in

response to ramping the rota-

tional angular frequency W of

the trap from zero to the trap

frequency w (top). The gray

shading shows the time period

for which W < w. The left and

right insets show representa-

tive in situ images of the cloud

at early and late times,

respectively. Initially the con-

densate is approximately iso-

tropic, whereas for long times

the spatial aspect ratio

exceeds 100. The red line

shows the prediction of a

hydrodynamic model for

which the total atom number

is the only free parameter, and

whose behavior when W = w

follows simple scalings shown by the dashed and dotted lines (see text). The green line shows the result of a Gross-Pitaevskii simulation of our experiment (1) and

captures the deviation from classical hydrodynamic behavior as the LLL is approached. The gray data show a small cyclotron breathing oscillation driven by trap

imperfections (see text); the blue points are averaged over one period. (B) Top: A zoom-in of the minor width evolution. Bottom: The inferred number of occupied

Landau levels NLL ≡ m/(2ħw). As the condensate enters the LLL, its width saturates at sLLL = ‘B=
ffiffiffi

2
p

, shown by a solid line and corresponding to zero-point cyclotron

motion. For comparison, the dashed line shows the width of the two-dimensional harmonic oscillator ground state, s0 = ‘B. The blue arrow denotes the measured

imaging resolution obtained using vortex cores (1). (C) The transverse optical density (OD) profile of the cloud along with fits of Thomas-Fermi (red) and Gaussian

(green) functions. At early times, interactions dominate and the profile is Thomas-Fermi in character, whereas when NLL ≲ 1 we observe a Gaussian shape, which is

characteristic of wave functions in the LLL.
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sLLL = ‘B=
ffiffiffi

2
p

occurs in the LLL, where the

cyclotron wave function is Gaussian and sat-

urates the Heisenberg uncertainty relation

DxDh ≥ ‘B
2
/2. The density of any condensate

in the LLL is therefore a convolution of the

guiding-center distribution with a Gaussian of

width sLLL. In the quantum optics analogy,

this directly realizes the Husimi-Q representa-

tion of the guiding-center Wigner function

(1). In our case, at long times the cloud is an

extended strip of transverse width sLLL. Geo-

metric squeezing therefore coherently trans-

forms the condensate into a single Landau

gauge wave function within the LLL (1).

In Fig. 3A we show images of the conden-

sate before and after squeezing and plot the

major and minor cloud widths, s±, which are

defined as the e
–1/2

radii obtained from a

Gaussian fit. Initially the chemical potential

is m0 ≈ h × 3.4 kHz, where h is the Planck

constant, and the number of Landau levels

admixed into the condensate wave function

is ~m0/(2ħw) ≈ 20, hence the evolution is well

described by a hydrodynamic model that

neglects quantum pressure (29). The predic-

tion of this model is shown by the red line,

for which the only free parameter is the total

atom number (35).

For times t > 0, the cloud evolves under

the squeezing Hamiltonian of Eq. 3 and the

major width increases as s+ º exp(zt), il-

lustrated by the dashed line. However, the

minor width decays more slowly. This dif-

ference arises because the condensate size

contains contributions from both the guiding

centers, which are squeezed at a rate z, and the

cyclotron orbits, whose size depends on the

number of occupied Landau levels NLL ≡

m/(2ħw). In our experiment, s
–
is generally

dominated by cyclotron motion and its evol-

ution is captured well by a simple scaling

model. The chemical potential is proportional

to the atomic number density ~NTot/(s+s–sz),

where sz is the axial extent of the conden-

sate. Themajor width always increases as s+º

exp(zt), and s�;zº
ffiffiffi

m
p

when NLL >> 1. We

therefore predict a time dependence s
–
º

exp(–zt/4) at early times, which is shown by

the dotted line in Fig. 3A. The gray data show a

small breathing of the cloud at the cyclotron

frequency 2w. This is driven by imperfections

in the trap, which shows a ~0.3% root-mean-

square variation in w with ellipse orientation,

giving a perturbation in the rotating frame

with a frequency 2W. The blue points are

averaged over one period.

The falling chemical potentialmº exp(–zt/2)

guarantees that eventually m < 2ħw and the

condensate enters the LLL. As shown in Fig.

3B, we directly observe the saturation of s
–
at

the zero-point cyclotron width sLLL imposed

byHeisenberg uncertainty. Because the hydro-

dynamic model neglects quantum pressure, it

predicts that s
–
→ 0. On the other hand, the

saturation of the cloud width is captured very

well by a Gross-Pitaevskii simulation with

no free parameters (green solid line) (1). For

comparison, the dashed line shows the width

s0 = ‘B of the noninteracting harmonic oscil-

lator ground state, which corresponds tomini-

mal, but isotropic, Heisenberg uncertainty in

both cyclotron and guiding-center coordinates.

This lies above our data at long times, and from

the last five data points we infer squeezing

of the guiding centers by >7 dB below the

standard quantum limit.

In the lower panel of Fig. 3B, we plot the

number of occupied Landau levels, NLL, in-

ferred from the central density evaluated using

the fitted hydrodynamic model. We indeed
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Fig. 4. Squeezing of a vortex lattice. (A and B) In situ evolution in real space (A) and reciprocal space (B) after

suddenly applying the rotating saddle. Initially the cloud is round, and the reciprocal lattice vectors lie on a circle.

Squeezing is evident in both the condensate spatial envelope and the vortex lattice spacing. At longer times,

clustering of vortices causes the condensate to break up into droplets. (C) Time evolution of the major and minor

Thomas-Fermi radii of the condensate, R±, and the major and minor radii of the ellipse describing the lattice

vectors, b±. The black dashed lines show exponential functions A exp(±ζt), with A fixed by the data at t = 0;

the solid lines include the small contributions of quadrupolar collective modes and the nonzero size of the

cyclotron orbits (1). The longest squeezing time ζt = 1.8 corresponds to t ≈ 50 ms. The ellipse widths in reciprocal

space are shown for times for which the distribution of vortices remains periodic.
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find that the crossover to LLL behavior occurs

for NLL ~ 1; the dashed region corresponds to

NLL < 1, where the hydrodynamic model is not

applicable and this inference is no longer self-

consistent. We also see a qualitative change in

the shape of the cloud, which changes from a

Thomas-Fermi to a Gaussian profile. This is

shown in Fig. 3C, where we plot cuts along x =

–y at early and late times. IfNLL >> 1, the heal-

ing length is much smaller than the magnetic

length and the density profile is a Thomas-

Fermi function (red line). On the other hand, if

NLL < 1, the profile is Gaussian (green line),

reflecting the cyclotron ground state. We note

that at our latest times, the interparticle dis-

tance has grown to ~500 nm, close to half the

size of a zero-point cyclotron orbit ~sLLL. This

signals the approach of the Bose gas toward

the strongly correlated regime (10, 15, 36–40).

Microscopically, the squeezing operator

mixes higher–angular momentum states into

the condensate wave function, in analogy

to the admixing of higher Fock states in

squeezed light (32). In general, the angular

momentum of a superfluid can be carried

either by vortices or by deformations that

break rotational symmetry (41). Because ∇ ×

vd = 0, the induced flow is irrotational, but the

large aspect ratio gives a moment of inertia

Q ¼ mNTot s2þ � s2�
� �2

= s2þ þ s2�
� �

h i

≈mNTots
2
þ

which is close to the rigid-body value (41). For

clouds with s+ > 50‘B, this gives a per-particle
angular momentum hlzi > 1000ħ despite the ab-

sence of any vortices inside the condensate (42).

In the experiments above, geometric squeez-

ing was seen in the evolution of the condensate

widths. To directly observe the drift velocity

field inside the cloud, we now introduce a

dilute gas of vortices that correspond to nodes

in the atomic wave function and can serve as

“tracer particles” for the local flow.We prepare

a ground-state condensate rotating at 0.8w in

an isotropic trap and instantaneously apply

the saddle Vs rotating at W = w. The initial

chemical potential is m ≈ h × 2.2 kHz, giving a

cyclotron orbit size ∼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m= 2ħwð Þ
p

‘B = 5.5 mm.

This ismuch smaller than the cloud’s Thomas-

Fermi radius of 21 mm, hence the observed

width is dominated by the guiding-center dis-

tribution. In Fig. 4, A and B, we show the in

situ evolution in both real and reciprocal

space. Initially, the condensate is circular and

contains a triangular Abrikosov lattice with

six-fold–symmetric reciprocal lattice vectors.

Subsequently, squeezing is evident in both

the cloud shape and the vortex lattice. Be-

cause the vortices are distributed through-

out the whole cloud, this indicates that the

coordinates of all particles evolve under the

same squeezing transformation. For longer

times, while the overall spatial envelope con-

tinues to squeeze, the density profile exhibits

an intricate evolution. Squeezing of the ini-

tially triangular vortex lattice eventually leads

to the formation of vortex rows (43, 44). Sub-

sequently, a hydrodynamic instability drives

amalgamation of the vortices into clusters, as

well as an intriguing fragmentation of the

condensate into a persistent array of droplets.

In Fig. 4C, we show the evolution of the

major and minor Thomas-Fermi radii of the

cloud, R±, and the major and minor radii of

an ellipse fitted to the reciprocal lattice vectors,

b±. The dashed lines show exponential func-

tions A exp(±zt) (where the amplitude A is the

only free parameter), which capture the initial

evolution well. This confirms both the expected

rate of squeezing and the incompressibility

of the guiding-center distribution. The solid

lines show a fit that includes the excitation

of quadrupolar collective modes by the saddle

turn-on and trap imperfections (see above)

and additionally accounts for the nonzero

cyclotron orbit size (1). This results in a slight

reduction of the apparent squeezing rate and a

slowdown of the decay in R– as the guiding-

center width approaches the cyclotron size.

The geometric squeezing protocol estab-

lished here offers an alternative route to LLL

physics in quantum gases. Crucially, simply

turning off the saddle potential halts the

outward flow of atoms. This controllably pre-

pares an equilibrium condensate (1), which oc-

cupies a single Landau gauge wave function

whose purely interaction-driven evolution in

the flat single-particle dispersion of the LLL

can then be cleanly observed. Natural im-

mediate directions concern the collective exci-

tation spectrum (45), quantum hydrodynamic

stability, and the appearance of strongly cor-

related bosonic states (36–40, 42, 46). More

generally, the ability to resolve cyclotron mo-

tion and vortices in situ allows the study of

chiral edge states and quantum turbulence in

rotating gases. From a metrology perspective,

azimuthally squeezed condensates might offer

benefits for rotation sensing and a route to

spin-squeezing via a spatially dependent cou-

pling between internal atomic states (47).
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MAGNETISM

Imaging orbital ferromagnetism in a moiré
Chern insulator
C. L. Tschirhart1†, M. Serlin1†, H. Polshyn1, A. Shragai1‡, Z. Xia1‡, J. Zhu1‡, Y. Zhang1, K. Watanabe2,

T. Taniguchi3, M. E. Huber4, A. F. Young1*

Electrons in moiré flat band systems can spontaneously break time-reversal symmetry, giving rise to

a quantized anomalous Hall effect. In this study, we use a superconducting quantum interference device

to image stray magnetic fields in twisted bilayer graphene aligned to hexagonal boron nitride. We find

a magnetization of several Bohr magnetons per charge carrier, demonstrating that the magnetism is

primarily orbital in nature. Our measurements reveal a large change in the magnetization as the chemical

potential is swept across the quantum anomalous Hall gap, consistent with the expected contribution

of chiral edge states to the magnetization of an orbital Chern insulator. Mapping the spatial evolution of

field-driven magnetic reversal, we find a series of reproducible micrometer-scale domains pinned to

structural disorder.

I
n crystalline solids, orbital magnetization

arises from the Berry curvature of the

bands and intrinsic angular momentum

of the Bloch electron wave packet (1).

Although the orbital magnetization often

contributes—at times substantially (2)—to the

net magnetization of ferromagnets, all known

ferromagnetism involves partial or full polar-

ization of the electron spin. Theoretically,

however, ferromagnetism can also arise through

the spontaneous polarization of orbital mag-

netizationwithout involvement of the electron

spin. Recently, hysteretic transport consistent

with ferromagnetic order has been observed

in heterostructures composed of graphene and

hexagonal boron nitride (hBN) (3–7), neither

of which are intrinsically magnetic materials.

Notably, spin-orbit coupling is thought to be

vanishingly small in these systems (8), effec-

tively precluding a spin-based mechanism.

These results have consequently been inter-

preted as evidence for purely orbital ferromag-

netism (9–16).

To host purely orbital ferromagnetic order, a

system must have a time-reversal-symmetric

electronic degree of freedom separate from

the electron spin as well as strong electron-

electron interactions. Both of these qualities

are present in graphene heterostructures,

where the valley degree of freedom provides

degenerate electron species related by time-

reversal symmetry and a moiré superlattice

can be used to engineer strong interactions.

In these materials, a long-wavelength moiré

pattern, arising from interlayer coupling be-

tween mismatched lattices, modulates the

underlying electronic structure and leads to

the emergence of superlatticeminibandswith-

in a reduced Brillouin zone. The small Brillouin

zone means that low electron densities are

sufficient to dope the two-dimensional (2D)

system to full filling or depletion of the super-

lattice bands, which can be achieved using

experimentally realizable electric fields (17).

For appropriately chosen constituent mate-

rials and interlayer rotational alignment, the

lowest energy bands can have bandwidths

considerably smaller than the native scale of

electron-electron interactions, EC ≈ e
2
/lM,

where lM is the moiré period and e is the elec-

tron’s charge. The dominance of interactions

typically manifests experimentally through

the appearance of “correlated insulators” at

integer electron or hole filling of the moiré

unit cell (18, 19), consistent with interaction-

induced breaking of one or more of the spin,

valley, or lattice symmetries. Orbital magnets

are thought to constitute a subset of these

states, in which exchange interactions favor

a particular order that breaks time-reversal

symmetry by causing the system to polarize

into one or more valley-projected bands. No-

tably, the large Berry curvature endows the

valley-projected bands with a finite Chern

number (20, 21), so that valley polarization

naturally leads to a quantized anomalous Hall

effect at integer band filling. To date, quantum

anomalous Hall effects have been observed at

band fillings n = 1 and n = 3 in various hetero-

structures (4–6), where n = An corresponds to

the number of electrons per unit cell area A

with carrier density n.

Although orbital magnetism is generally ex-

pected theoretically in twisted bilayer graphene

(tBLG) (10–12), no direct experimental probes

of magnetism have been reported, because of

the relative scarcity of magnetic samples, their

small size, and the low expected magnetiza-

tion density. The resulting magnetization

density m ≲ 0.1 mB/nm
2
(22) (where mB ≈

0.06 meV/T is the Bohr magneton) is conse-

quently more than three orders of magnitude

smaller than in typical magnetic systems with

several spins per subnanometer-sized crystal

unit cell. The absence of magnetic studies

leaves open both quantitative questions, such

as themagnitude of the orbital magnetization,

and qualitative ones regarding the nature of

themagnetic phase transitions as a function of

magnetic field and carrier density.

In this study, we perform spatially resolved

magnetometry to image the submicrometer

magnetic structure of the same sample pre-

sented in (4) (see Fig. 1A), which consists of a

twisted graphene bilayer aligned to one of the

hexagonal boron nitride–encapsulating layers.

Figure 1B shows a schematic representation of

our experimental setup. We use a supercon-

ducting quantum interference device (SQUID)

fabricated on the tip of a quartz tube from

cryogenically deposited indium (23) with a

magnetic field sensitivity of ~15 nT/Hz
1/2

at

select out-of-plane magnetic fields of <50 mT

(see fig. S1). The SQUID ismounted to a quartz

tuning fork (24, 25) (see fig. S2) and rastered in

a 2D plane parallel to, and at a fixed height

above, the tBLG heterostructure. A finite elec-

trical excitation applied to the tuning fork

generates a lateral oscillation of the tip along

vector â, and wemeasure the SQUID response

at the tuning fork oscillation frequency,

BTF≈â �∇
→

rBz (see fig. S3).

Figure 1, C andD, shows images ofBTF taken

while the sample is doped ton=2.36× 10
12
cm

−2
,

near the quantized Hall plateau correspond-

ing to n = 3. Here, n is the nominal density

inferred from a parallel plate capacitor model,

with the capacitance determined from the low-

field Hall density (4). Images are acquired in

the same backgroundmagnetic field B = 22mT

but on opposite branches of the hysteresis

loop shown in Fig. 1A. As discussed in (24) and

fig. S7, the measured BTF contains contribu-

tions from magnetic signals as well as other

effects arising from electric fields or thermal

gradients (24). To isolate the magnetic struc-

ture that gives rise to the observed hysteretic

transport, we subtract the data in Fig. 1C and

Fig. 1D from each other. The result is shown in

Fig. 1E, which depicts the gradient magne-

tometry signal associated with the fully polar-

ized orbital ferromagnet. To reconstruct the

static out-of-plane magnetic field, Bz, we inte-

grate BTF along â from the lower and left

boundaries of the image (Fig. 1F). We infer the

total magnetization density m from the Bz

data using standard Fourier domain tech-

niques (24), as shown in Fig. 1G. Figure 1, H and

I, shows a comparison of BTF and m plotted

along the contours indicated in Fig. 1, E and G.

The shaded regions in Fig. 1I denote absolute
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error bounds from the dominant systematic

uncertainty in |â|.

Our measurements are taken close to n = 3,

equivalent to a single hole per unit cell rela-

tive to the nonmagnetic state at n = 4 that

corresponds to full filling of the lowest energy

bands. We find that the magnetization den-

sity is considerably larger than 1 mB per unit

cell area A ≈ 130 nm
2
, where we have taken a

g-factor of 2 as appropriate for graphene, in

which spin orbit coupling is negligible. With-

out any assumptions about the nature of the

broken symmetries, this state has a maximum

spin magnetization of 1 mB per moiré unit cell.

Our data reject this hypothesis, finding instead

amaximummagnetization density ofm in the

range of 2 to 4 mB per moiré unit cell, corre-

sponding to an orbital magnetization of 1.8 ×

10
−4

to 3.6 × 10
−4

mB per carbon atom. We

conclude that the magnetic moment asso-

ciatedwith the quantumanomalousHall phase

in tBLG is dominated by its orbital component.

In an intrinsic orbital magnet in which all

moments arise from conduction electrons, the

magnetization depends strongly on the den-

sity. Additional density dependence arises from

the fact that contributions to the orbital mag-

netization from bothwave-packet angularmo-

mentum and Berry curvature need not be

uniformly distributed within the Brillouin zone

(1). Transport observations of a quantum anom-

alous Hall effect measure only the total Berry

curvature of a completely filled band. At partial

band filling, however, extrinsic contributions

from scattering complicate the relationship be-

tween transport and band properties. In con-

trast, measuringm provides direct information

about the density-dependent occupation of the

Bloch states in momentum space. Figure 2A

shows repeated measurements of BTF for a

series of gate voltages in the vicinity of n = 3.

BTF is measured along a contour that runs

over a region of the device showing magnetic

inhomogeneity even at the saturation magne-

tization (Fig. 1E, solid black line; see also Fig. 1H).

Assuming that the saturated magnetic state

has density-independent spatial structure [i.e.,

m(n, r) = mBK(n)L(r), where K and L are func-

tions of density n and position r, respectively],

the amplitude of the position-dependentmod-

ulation of BTF functions as a proxy for m.

To compare magnetization at different n,

we fit the data for n = 2.57 × 10
12

cm
−2

to a

seventh-order polynomial (see Fig. 2A); all

other curves are then fit to the same poly-

nomial with an overall scale factor, which we

denote B̃TF and plot in Fig. 2B. Error bars
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Fig. 1. Imaging orbital ferromagnetism. (A) Hall resistance of a twisted bilayer

graphene device aligned to hexagonal boron nitride measured at T = 2.1 K and nominal

electron density n = 2.36 × 1012 cm−2. A thorough characterization of transport in

this exact device is reported in (4). Inset: Optical micrograph of the device with the scan

region marked in red. Scale bar, 4 mm. (B) Schematic illustration of the experimental

setup, with hexagonal boron nitride (hBN) dielectric, tBLG (twisted bilayer graphene),

and few-layer graphene (FLG) layers labeled. We raster a nanoscale indium SQUID

with diameter of d = 215 nm at a height of h ≈ 153 nm above the plane of the twisted

bilayer graphene. The SQUID is coupled to a quartz tuning fork whose excitation

causes the tip to oscillate mechanically at fTF ≈ 33 kHz in the plane of the sample. The

SQUID response at this frequency BTF≈â �∇
→

rBz, where Bz is the static magnetic field

and |â| ≈ 190 nm is the tuning fork oscillation amplitude. (C) BTF measured at B =

22mT after field training to +200mT and (D) −200mT on the area boxed in red in the

inset of (A). The black dashed lines in (C) to (G) indicate the edges of the sample.

(E) Half the difference between data shown in (C) and (D). (C) to (E) share the

same color scale. Inset: To-scale representations of the SQUID diameter and tuning

fork amplitude â. (F) Bz as determined by integrating data in (E). We assume

Bz = 0 along the bottom and left edges of the scan range. (G) Magnetization

densitym. Data are presented in units of Bohr magnetons per moiré unit cell (u.c.)

area A ≈ 130 nm2 (4). (H) BTF and (I) m plotted along the line segments indicated

in corresponding colors in (E) and (G). The shaded regions in (H) show absolute

bounds on m obtained by propagating the systematic uncertainty in |â| (24).
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reflect standard error of the mean of the resi-

duals of these fits. BTF is below our noise floor

for n ≲ 2.25 × 10
12
cm

−2
. For 2.25 × 10

12
cm

−2
<

n < 2.52 × 10
12

cm
−2
—a density range that

overlaps with the quantization of the Hall

conductivity (4)—BTF increases rapidly. For

n > 2.52 × 10
12
cm

−2
, BTF then slowly decreases

as a function of n, dropping below the noise

floor at n ≈ 2.9 × 10
12
cm

−2
, corresponding to a

superlattice filling of n ≈ 3.7 and approximate-

ly coinciding with the vanishing of ferromag-

netic signatures in transport. Comparing the

n-dependent B̃TF with the residual Hall resis-

tance shows that B̃TF grows slowly as density is

lowered toward n = 3 but then abruptly drops

below the noise floor of our SQUID measure-

ments within the range of n associated with

the quantized Rxy plateau.

The drastic change of the inferredm within

the quantum anomalous Hall plateau arises

from the contribution of the chiral edge state

to the total magnetization. Within an energy

gap, changes in the chemical potential induce

no additional charges in the sample bulk and,

consequently, no change in the bulk magneti-

zation. In a Chern insulator, however, charges

may accumulate on the sample boundary ow-

ing to the presence of chiral edge states. This is

predicted to give rise to a chemical potential–

dependent contribution to the magnetization

within the quantized transport plateau (22).

We interpret the sharp change we observe in

magnetization within the transport plateau

as evidence for this contribution to the mag-

netization by the topological edge states. As-

suming BTF to be a good proxy for m, our

measurements imply a Dm ≳ 3 mB per unit

cell across the quantum anomalous Hall gap.

The magnitude of the theoretically expected

jump in magnetization across a Chern insula-

tor gap is Dm = CEgap/F0, where C is the Chern

number, Egap is the topological band gap, and

F0 = h/e is the flux quantum. Thermally acti-

vated transport measurements of the quantum

anomalous Hall state at n = 3 in this sample

found Egap = 2.5 meV (4), corresponding to a

Dm of 1.4 mB per unit cell, somewhat smaller

than our local measurement and potentially

implying that the transport measurements

underestimate Egap.

The orbital magnetization contributed by

Bloch states within a valley-projected subband

is momentum dependent. As a result, the total

magnetization is expected to depend on elec-

tron density, although the precise trend is sen-

sitive to the details of themany-particle ground

state wave function. For 2.52 × 10
12
cm

−2
< n <

2.9 × 10
12
cm

−2
, the observed gradual decrease

in BTF is concomitant with the hysteresis in

transport. In contrast, no BTF signal is observed

for n < 2.25 × 10
12
cm

−2
despite hysteresis in

transport persisting until n = 2.05 × 10
12
cm

−2
.

Under the assumption that BTFº m, absence

of measured signal implies |m| < 0.2 mB per

moiré unit cell. Transport measurements in

this density range show that the anomalous

Hall effect changes sign at n ≈ 2.17 × 10
12
cm

−2
,

accompanied by a divergence in the coercive

field (fig. S8 and Fig. 2C). These phenomena,

observed in a regime of undetectably smallm,

point to a density-tuned transition in the val-

ley occupation mediated by a sign change in

the valley subband magnetization. In this pic-

ture, the sign change of the anomalous Hall

effect arises directly from the opposite Berry

curvatures of the contrasting valleys.

Although the coercive field behavior is dif-

ficult to model quantitatively, coercive fields

in general result from competition between

the energetic barrier to magnetic inversion

and the coupling of magnetic order to themag-

netic field: Bc ~ E/m. For densities where m

approaches zero and E does not, Bc will to a

leading order be sensitive to changes in 1/m.

The observation of a divergence in Bc concom-

itant with a sign change in the anomalousHall

effect is consistent with a vanishing m at this

point. Our observation of an undetectably

small magnetization in this regime strongly

suggests these anomalies arise from a sign

change in m at partial band filling rather

than from density-dependent extrinsic con-

tributions to the anomalous Hall effect or

domain pinning dynamics.

Across the range of densities at which mag-

netic hysteresis is observed, Bc is not simply

related tom, raising the question of the nature

ofmagnetic pinning. Previouswork ongraphene-

based Chern insulators has found Barkhausen

noise jumps comparable to h/e
2
(3, 4, 6), sug-

gesting a substructure of only a handful of

ferromagnetic domains comparable in size

to the distance between contacts. However,

our magnetometry data show considerable

submicrometer-scale inhomogeneity even at

full magnetic saturation. This is similar to

findings in transition metal–doped topological

insulators, where the magnetic structure is

dominated by inhomogeneous distribution

and clustering of the Cr or V dopants. In those

systems, magnetic imaging shows superpara-

magnetic dynamics characterized by the rever-

sal of weakly correlated point-like microscopic

magnetic dipoles (26–28). Transport, mean-

while, does not typically show substantial

Barkhausen noise (29), with the exception

of one study where jumps were reported in a

narrow range of temperatures (30).

To investigate the domain dynamics direct-

ly, we compare magnetic structure across dif-

ferent states stabilized in themidst ofmagnetic

field–driven reversal. Figure 3A shows a sche-

matic depiction of our transport measure-

ment, and Fig. 3B shows the resulting Rxy

data for both amajor hysteresis loop spanning

the two fully polarized states at Rxy = ±h/e
2
(in

purple) and a minor loop that terminates in a

mixed polarization state at Rxy ≈ 0 (in red). All

three states represented by these hysteresis

loops can be stabilized at B = 22 mT for T =

2.1 K, where our nanoSQUID has excellent

sensitivity, allowing a direct comparison of their

respective magnetic structures (Fig. 3, C to E).

Figure 3, F and G, shows images obtained by
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(A) Evolution of BTF with n in the vicinity of n = 3,

measured along the contour shown in Fig. 1E. The

data was taken at B = 44 mT and T = 2.2 K. The trace

corresponding to n = 2.57 × 1012 cm−2 is shown in

red on the right, along with a fit to a seventh-order

polynomial in black. (B) Comparison of magnetic

signal with the residual Hall resistance DRxy, shown

in red. BTF traces at different n are fit to the same

polynomial as in (A), with a scale factor ~BTF, which

serves as a proxy for m. Error bars measure standard error of the mean of the residuals of these fits,

normalized to the values shown in the inset of (A). This analysis is covered in more detail in fig. S11 (24).

(C) Coercive field Bc determined from transport measurements (24) (fig. S8) plotted alongside ~BTF. These

data also appear in the supplementary materials of (6) and are reproduced with permission.
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subtracting one of the images at full positive

or negative polarization from the mixed state,

as indicated in the lower-left corners of the

panels. Applying the same magnetic inversion

algorithm used in Fig. 1 produces maps of m

corresponding to these differences (Fig. 3, H

and I), allowing us to visualize the domain

structure generating the intermediate plateau

Rxy ≈ 0 seen in the major hysteresis loop. The

domains presented in Fig. 3, H and I, are dif-

ference images; the domain structures actually

realized in experiment (Fig. 3, C to E) are il-

lustrated schematically in Fig. 3, J to L. Evi-

dently, the Hall resistance of the device in this

state is dominated by the interplay of two

largemagnetic domains, each comprising about

half of the active area.

Armedwith knowledge of the domain struc-

ture, it is straightforward to understand the

behavior of the measured transport in the

mixed state imaged in Fig. 3D. In particular,

the state corresponds to the presence of a

single domain wall that crosses the device,

separating both the current and the Hall volt-

age contacts (see Fig. 3A). In the limit in which

the topological edge states at the boundaries

of each magnetic domain are in equilibrium,

there will be no drop in chemical potential

across the domain wall, leading to Rxy = 0.

This is very close to the observed value ofRxy=

1.0 kilohms = 0.039 h/e
2
. As shown in figs. S9

and S10, more-subtle features of the transport

curve can also be associated with the reversal

of domains that do not bridge contacts (24).

In the absence of substantial magnetic dis-

order, ferromagnetic domain walls minimize

surface tension. In two dimensions, domain

walls are pinned geometrically in devices of

finite size with convex internal geometry. As

discussed in fig. S10 (24), we observe pinning

of domain walls at positions that do not cor-

respond to minimal-length internal chords of

our device geometry, suggesting thatmagnetic

order couples to structural disorder directly.

This is corroborated by the fact that the ob-

served domain reversals associated with the

Barkhausen jumps are consistent over repeated

thermal cycles between cryogenic and room

temperatures.

Although crystalline defects on the atomic

scale are unlikely in tBLG thanks to the high

quality of the constituent graphene and hBN

layers, the thermodynamic instability of magic-

angle twisted bilayer graphenemakes it highly

susceptible to inhomogeneity at scales larger

than the moiré period, as shown in prior spa-

tially resolved studies (31, 32). For example,

the twist angle between the layers as well as

their position relative to the underlying hBN

substrate may all vary spatially, providing

potential pinning sites (33). Moiré disorder

may thus be analogous to crystalline disorder

in conventional ferromagnets, which gives rise

to Barkhausen noise as it was originally de-

scribed (34). A subtler issue raised by our data

is the density dependence of magnetic pin-

ning; as shown in Fig. 2, Bc does not simply

track 1/m across the entire density range, in

particular, failing to collapse with the rise inm

in the topological gap. This suggests nontrivial

dependence of the pinning potential on the

realized many-body state. Understanding the

pinning dynamics is critical for stabilizing

magnetism in tBLG and the growing class of

related orbital magnets, which includes both

moiré systems (3–6) as well as more-traditional

crystalline systems such as rhombohedral

graphite (35).
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SOLAR CELLS

Lead halide–templated crystallization of
methylamine-free perovskite for efficient
photovoltaic modules
Tongle Bu1,2,3, Jing Li1, Hengyi Li1, Congcong Tian1, Jie Su4, Guoqing Tong3, Luis K. Ono3, Chao Wang1,

Zhipeng Lin1, Nianyao Chai1, Xiao-Li Zhang5, Jingjing Chang4, Jianfeng Lu2,6, Jie Zhong1,2,

Wenchao Huang1, Yabing Qi3, Yi-Bing Cheng2, Fuzhi Huang1,2*

Upscaling efficient and stable perovskite layers is one of the most challenging issues in the commercialization

of perovskite solar cells. Here, a lead halide–templated crystallization strategy is developed for printing

formamidinium (FA)–cesium (Cs) lead triiodide perovskite films. High-quality large-area films are achieved

through controlled nucleation and growth of a lead halide•N-methyl-2-pyrrolidone adduct that can react in situ

with embedded FAI/CsI to directly form a-phase perovskite, sidestepping the phase transformation from

d-phase. A nonencapsulated device with 23% efficiency and excellent long-term thermal stability (at 85°C) in

ambient air (~80% efficiency retention after 500 hours) is achieved with further addition of potassium

hexafluorophosphate. The slot die–printed minimodules achieve champion efficiencies of 20.42% (certified

efficiency 19.3%) and 19.54% with an active area of 17.1 and 65.0 square centimeters, respectively.

H
ybrid organic-inorganic metal halide

perovskite solar cells (PSCs) have at-

tracted intensive interest during the past

decade, with power conversion efficien-

cies (PCEs) now greater than 25% (1).

Such a development is attributed to the in-

trinsically superior photoelectric properties

of the perovskite materials that possess tun-

able bandgaps, high absorption coefficients,

and long carrier diffusion lengths (2Ð4). In

particular, the PSCs can be fabricated through

a myriad of low-cost solution processes, which

offers great promise for future commercializa-

tion. However, scalability and stability issues

have impeded their industrialization.

The most important prerequisite for fabri-

cating large-area PSCs is the deposition of

high-quality perovskite thin films. The nucle-

ation and crystal growth of the perovskite in

solution are largely uncontrollable, often lead-

ing to a porous film that would greatly impair

the deviceÕs performance (5, 6). The larger the

area is, the harder it will be to achieve a uni-

form crystalline film. Various efforts have been

devoted to controlling the nucleation and crys-

tal growth for scaling up perovskite films.Many

strategiesÑincluding antisolvent bathing (7),

softcover coating (8), gas flow (9), vacuum (10)

or thermal assisting (11), and additive engi-

neering (12)Ñhave been successfully used to

fabricate high-quality large-area perovskite

films. For example, Hu and others used an

air blade to quickly remove the solvent of the

methylammonium lead triiodide (MAPbI3)

perovskite wet film to promote the concentra-

tion of the perovskite precursor and induce a

higher nucleation rate, forming a dense perov-

skite film (13). Huang and others reported a

thermally assisted blade-coated perovskite film

with an efficiency of 14.6% on 57.2-cm
2
perov-

skite solar modules (PSMs) using a surfactant-

added MAPbI3−xClx perovskite ink (11).

However, MAPbI3 perovskites have shown

poor stability at high temperatures or under

light illumination (14, 15). Instead, theMA-free

perovskites such as formamidinium lead tri-

iodide (FAPbI3) or formamidinium-caesium

lead triiodide [(FACs)PbI3] show promising

thermal stability owing to their higher phase-

transformation temperatures (16Ð18). In addi-

tion, the narrower optical bandgap of FAPbI3
with respect to that of MAPbI3 can contribute

to higher efficiencies (19). Recently, the FA-

based PSCs without MA have attracted inten-

sive attention, especially for large-area devices

(20). Unfortunately, the nucleation and crystal

growth of the FA-based perovskites are even

harder to control. Alternatively, it might be

feasible to control the nucleation of perov-

skite intermediates such as their solvent-

coordinated complexes (9, 21). However, the

nucleation rate of solvent-coordinatedFA-based

perovskite complexes is still not high enough.

Indeed, besides the one-step method, the two-

step method is also widely used in fabricating

small-area perovskite films. It is rather easy to

achieve a dense PbI2 film in the first step, but

it is hard for the FAI deposited in the second

step to diffuse into the bottom of the PbI2
film to induce a complete reaction (22). In the

perovskite precursor solution, if the FAI and

PbI2 species do not form perovskites or solvent-

coordinated perovskite complexes, the nuclea-

tionwill be dominated by PbI2 and therefore it

will be easier to form a dense film. Because

FAI is embedded during the formation of the

PbI2 film, it is easier to induce an in situ re-

action between the PbI2 and FAI by the sub-

sequent thermal annealing, resulting in a dense

perovskite film. Thus, the crystallization of

the perovskite is templated by the PbI2-derived

crystals.

Here, we report a lead halideÐtemplated

crystallization strategy to prepare compact

methylamine-free perovskite films for the

fabrication of antisolventÐfree and ambient

airÐprinted high-performance PSMs. The key

point to obtaining high-quality large-area FA-

based perovskite films is to completely inhibit

the formation of a solvent-coordinated perov-

skite intermediate complex via the formation

of a stable PbI2•N-methylpyrrolidone (NMP)

adduct, which can react in situwith embedded

FAI/CsI species. In addition, by using this pro-

cess, we can lower the formation energy of

a-phase perovskite, which is an unstable high-

temperature phase, thus converting the a-phase

FA-based perovskite film (FA0.83Cs0.17PbI3) even
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at room temperature. The resulting perov-

skite films are further passivated by a KPF6
salt, which contributes to high-performance

hysteresis-free PSCs with an efficiency of

23.35% and dramatically enhanced thermal

and light stability. Eventually, a slot die–

printed high-quality large-area perovskite

film is realized using this strategy. The cor-

responding solar minimodules demonstrate

efficiencies of 20.42% on 17.1 cm
2
and 19.54%

on 65.0 cm
2
, respectively.

FAPbI3has the narrowest bandgap (~1.48 eV)

among the Pb-based perovskites and much

better thermal stability than MA-based perov-

skite. However, pure a-FAPbI3 is unstable, so

Cs is normally introduced to stabilize the phase

(23). Here, FA0.83Cs0.17PbI3 perovskite is used to

study its nucleation and crystal growth kinetics.

N,N-dimethylformamide (DMF) is a commonly

used solvent for perovskite precursor ink be-

cause of its high solubility and volatility. We

found that during the natural drying process,

only a few nuclei form at the beginning (fig.

S1i), then several flat, needle-shaped crystals
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Fig. 1. Nucleation and crystallization of MA-free perovskites. (A and

B) Shown are (A) SEM and (B) in situ XRD patterns of 10-ml perovskite precursor

inks (1.1 M) with or without different additives drying on the 1.5-cm–by–1.5-cm

FTO/glass substrates: (i) FA0.83Cs0.17PbI3/DMF, (ii) FA0.83Cs0.17PbI3-NMP/DMF,

and (iii) FA0.83Cs0.17PbI3-NMP-10%PbCl2/DMF. Cs2Pb3I8•4DMF, solid blue

triangle; FA2Pb3I8•4DMF, purple circle; open triangle, d-(FACs)PbI3; solid green

diamond, PbI2•NMP; open diamond, PbX2•0.5NMP•0.5DMF; a.u., arbitrary units.

(C) SEM images of the corresponding perovskite ink spun onto FTO/glass

substrates at 3000 rpm. (D) The corresponding XRD patterns of spin-coated

(at 3000 rpm) perovskite films annealed at different temperatures for 10 min.

(E) Schematic diagram of crystal growth with or without NMP. (F) Free-energy

calculation for the formation of FAPbI3 perovskites with or without NMP.
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grow, surrounding every nucleus. After dry-

ing completely, a scanning electron micros-

copy (SEM) image (Fig. 1Ai) shows a rough

film with dendrites, large pores, and some den-

sely packed large grains lying underneath the

dendrites, clearly indicating that there are two

types of structures. To trace the formation pro-

cesses of such structures, in situ x-ray diffrac-

tion (XRD) was conducted to investigate phase

change during the natural drying process. Ac-

cording to the density functional theory (DFT)

fitting (fig. S2) and a comparison with the in

situ XRD patterns from different components

with additives (fig. S3), it can be inferred from

Fig. 1Bi and fig. S4 that at the beginning,

solvent-coordinated perovskite intermediate

phases of Cs2Pb3I8•4DMF and FA2Pb3I8•4DMF

form and then transform to d-(FACs)PbI3. Fi-

nally, FA2Pb3I8•4DMF and d-(FACs)PbI3 are

mainly present in the film. Although perov-

skites in the DMF form intermediate solvent-

coordinated complexes, the nucleation rate is

still too low during the natural drying process.

To accelerate the nucleation rate, the precur-

sor solution is spun at 3000 rpm to quickly

remove the solvent. Themorphology change is

shown in Fig. 1Ci. There are some large-area

dense zones that formed, with a few rods

randomly distributed. So even with the assist-

ance of solvent removal by spinning, the nu-

cleation rate is not high enough, because there

are still many large pores. This demonstrates

that it is hard to change the nucleation ki-

netics of FA-based perovskites through the

approach of forming intermediate solvent-

coordinated complexes. The XRD patterns

(Fig. 1Di) show the presence of major d-(FACs)

PbI3 in the final film.

In our initial study, we found that NMP

can form a strong PbI2•NMP adduct (fig. S3).

As proposed, if PbI2•NMP can remain in the

perovskite precursor solution, then the nu-

cleation will be dominated by the PbI2•NMP

adduct. After the formation of the film, the

FAI/CsI species are also homogeneously dis-

tributed in the film. It is very easy to induce

the reaction of PbI2 and FAI/CsI in the film

by thermal annealing. Thus, the film mor-

phology will be well controlled. Then NMP

with a molar ratio of 1:1 to PbI2 is added into

the FA0.83Cs0.17PbI3/DMF solution. Similar

studies are carried out, and we find that

there are two types of nuclei (fig. S1ii). The

nuclei that induce the growth of needle-shaped

crystals have no obvious changes, but the

length of the needle becomes a little shorter,

indicating that the growth of the solvent-

coordinated perovskite complexes is sup-

pressed. More importantly, a large number

of the second type of nuclei form, growing

into spherical particles. Through the in situ

XRD (Fig. 1Bii), we find that the initial strong

peaks of FA2Pb3I8•4DMF become weaker and

the later-appearing PbI2•NMP peaks become

stronger, leaving the final film consisting of

FA2Pb3I8•4DMF and PbI2•NMP. The SEM im-

age (Fig. 1Aii) also shows that there are two

types of structures in the rough film: densely

packed particles in the layered structure and

some dendrite structures that originated from

the FA2Pb3I8•4DMF. When the film is pre-

pared by spin-coating the precursor solution

at 3000 rpm, the film becomes smoother and

denser and has a light brown color (fig. S5),

but it still has some small pores and several

needles (Fig. 1Cii). XRD patterns (Fig. 1Dii)

show the presence of an almost pure PbI2•NMP

phase. Interestingly, we also find that minor

a-(FACs)PbI3 emerges in the film. When we

increase the spinning speed to 5000 rpm, the

peak intensity of the a-phase becomes stron-

ger (fig. S6). It is completely different from

that of the film derived from the pure DMF

solution. When the film is annealed at 70°C,

an obvious a-(FACs)PbI3 phase appears (Fig.

1Dii), and the film becomes a black color (fig.

S5). With a further increase in annealing tem-

perature to 150°C, the peak of the a-phase

becomes even stronger. For the DMF-derived

film, when annealed at 70°C, the peak of the

d-(FACs)PbI3 phase becomes stronger (Fig.

1Di) and the film still remains a yellow color

(fig. S5). However, when further annealed at

150°C, the d-phase is completely transformed

into a-phase (Fig. 1Di) and becomes a black

color (fig. S5). According to the DFT calcula-

tion (Fig. 1F), because a-FAPbI3 is a high-

temperature phase, the conversion energy

is high if it is from d-FAPbI3, which is rapidly

transformed from the DMF-coordinated com-

plexes. However, when PbI2•NMP reacts with

FAI to form perovskite, the a-FAPbI3 for-

mation energy is dramatically decreased. This

is why the addition of NMP can induce an

a-phase perovskite at room temperature with

the incorporation of Cs. The study of pure

FAPbI3 films growing from 2-methoxyethanol

(2-Me), an uncoordinated solvent, with or

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1329

Fig. 2. Photovoltaic

performance of antisolvent–

free coated PSCs with KPF6
passivation. (A) Schematic

of the PSC with the structure

FTO/SnO2/3D-perovskite/

2D-perovskite/spiro-OMeTAD/

Au. PVSK, perovskite. (B and

C) Champion J-V curves of

3D/2D perovskite–based devices

with or without KPF6 additive

tested using a metal mask

with an aperture area of (B)

0.148 cm2 and (C) 1.0 cm2.

(D) J-V characteristics of the

3D/2D perovskite films with

or without KPF6 additive derived

from the SCLC measurements

with a structure of ITO/

perovskite/Au (ITO, indium tin

oxide). VTFL, trap-filled limited

voltage. (E and F) Time-resolved

confocal PL lifetime maps of

(E) 3D/2D and (F) 3D/2D-KPF6
perovskite films, respectively.
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without corresponding coordination solvent

additives further confirms the above findings,

as shown in fig. S7. In short, the presence of

the intermediate phases (the perovskite-DMF

complexes) will result in porous d-phase perov-

skite films, whereas the existence of PbI2-NMP

will directly produce dense a-phase perovskite

films (fig. S4E). Therefore, an improved qua-

lity of perovskite film can be obtained by in-

hibiting the formation of the perovskite-DMF

complexes.

Thus, it is more preferable if a-(FACs)PbI3
is directly formed from the solution without

a second phase transformation, which would

suppress the formation of defects and traps

during the d- to a-phase transition. From the

above results, we can conclude that in the

(FACs)PbI3 perovskite DMF solution, solvent-

coordinated perovskite intermediate phases

of Cs2Pb3I8•4DMF and FA2Pb3I8•4DMF that

later convert to d-(FACs)PbI3 are likely to form

and thus result in poor morphology, as de-

picted in Fig. 1E. When NMP is added, the

intermediate phases of Cs2Pb3I8•4DMF and

FA2Pb3I8•4DMF are restrained by the com-

petition of PbI2•NMP, resulting in the for-

mation of a-(FACs)PbI3. To further improve

the film quality, the intermediate phase of

FA2Pb3I8•4DMF should be completely in-

hibited. By the further introduction of excess

PbCl2 to the precursor solution, we find that

the growth of the FA2Pb3I8•4DMF nuclei is

further suppressed by the formation of an ad-

ditional PbX2•0.5NMP•0.5DMF adduct, as

shown in fig. S1iii, and the film becomes

much denser (Fig. 1Aiii), more transparent,

and brown in color (fig. S5), indicating much

faster nucleation of lead halide–NMP adducts

and effective suppression of d-phase forma-

tion. Further evidence can be found from

the in situ XRD patterns (Fig. 1Biii), which

show the presence of a much lower peak of

FA2Pb3I8•4DMF, and the SEM image of the

spin-coated film, which shows negligible pores

(Fig. 1Ciii). The related XRD patterns (Fig.

1Diii) of the spin-coated film show the pres-

ence of PbI2•NMP and PbX2•NMP/DMF com-

plexes without FA2Pb3I8•4DMF. The XRD

patterns (fig. S6) and SEM images (fig. S8)

indicate that a relatively low volatilization rate

of the precursor solution during the deposi-

tion (spin rate >3000 rpm) is sufficient to

achieve dense perovskite films even without

an antisolvent process. The annealing even at

70°C could induce a stronger peak of a-(FACs)

PbI3 phase. The additional peak belonging

to PbI2 at 150°C is due to the added excess

PbX2. The excess PbI2 is generally benefi-

cial to the device because of the passivation

effect (24).

To study the corresponding film’s device

performance, we used a normal structure of

FTO/SnO2/perovskite/spiro-OMeTAD/Au [FTO,

fluorine-doped tin dioxide; spiro-OMeTAD,

2,2′,7,7′-tetrakis(N,N-di-p-methoxyphenyl-amine)

9,9′-spirobifluorene]. To facilitate industrial

production, we adopted a two-step annealing

process for perovskites, namely a 70°C anneal-

ing in the glovebox to dry the films followed

by another 150°C annealing in air to promote

crystal growthwith the assistance of humidity.

The champion current density–voltage (J-V)

curves of PSCs are shown in fig. S9. The de-

vicesmade from pure DMF-derived perovskite

films exhibit a poor PCE of 7.64%, whereas the

NMP-engineered perovskite devices show a

much higher efficiency of greater than 20%.

We further modulated the addition of PbCl2
and obtainedmirror-like black films (fig. S5).
The efficiencies are substantially improved

when the amount of PbCl2 is increased to no

more than 10% while the hysteresis continues

to decrease. A champion efficiency of 21.92% is

achieved by the addition of 10% PbCl2 (fig. S9).

After further characterization of the crystal

properties by XRD, UV-visible (UV-Vis) ab-

sorption spectroscopy, and SEM for perov-

skite films with different amounts of added

PbCl2 (fig. S10), we found that the intrinsic

reasons for the improved performance by in-

troducing PbCl2 are the suppression of d-phase

formation, the improvement of coverage with

increased grain size, and the in situ formation

of PbI2 at the grain boundary as a passivator

(fig. S10) due to the substitution of I
−

or I
−

vacancies by Cl
−

to form a FA0.83Cs0.17PbI3−xClx
perovskite (25, 26).

To further improve performance, we intro-

duced a posttreatment of bromide-based large

cation salt (isobutylamine bromide, iBABr) on
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Fig. 3. Thermal stability characterization. (A) Average PCE evolution of the unencapsulated devices

measured over a 500-hour stability test at 85°C in ambient air (relative humidity ~15 ± 5%). The shaded

regions represent the variation range of the PCE obtained from eight cells. (B) TOF-SIMS of Pb, P, and F ions

in the FA0.83Cs0.17PbI3−xClx perovskite film with KPF6 additive on a Si substrate (measurement area

80 mm by 80 mm). (C and D) Cross-sectional SEM images of different devices: (C) fresh 3D/2D device before

and after 360 hours of 85°C aging and (D) fresh 3D/2D-KPF6 device before and after 360 hours of 85°C

aging. (E and F) TOF-SIMS spectra of (E) 3D/2D and (F) 3D/2D-KPF6 devices after 360 hours of 85°C aging.

HTL, hole transport layer; ETL/FTO, electron transport layer/fluorine-doped tinoxide.
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the as-fabricated FA0.83Cs0.17PbI3−xClx [labeled

as three-dimensional (3D) perovskite] surface

to form a 3D/2D structured perovskite layer

according to previous reports (27, 28) (fig. S11),

which would contribute to stability improve-

ment and open-circuit voltage (Voc)–loss re-

duction for the solar cells. The corresponding

device structure is shown in Fig. 2A. An im-

proved efficiency of 23.02% under reverse scan

(RS) for the 3D/2D perovskite-based solar cells

is achieved, with aVoc of 1.166 V, a short-circuit

current density (Jsc) of 23.97 mA cm
–2
, and a

fill factor (FF) of 0.824. A lower efficiency of

20.71% is achieved under forward scan (FS),

with a Voc of 1.142 V, Jsc of 24.01 mA cm
−2
, and

a FF of 0.755, respectively (Fig. 2B and table

S1). An obvious hysteresis with a hysteresis

index (HI) of 0.10 is still present.

Hysteresis reflects the stability that is one

of the major obstacles to the commerciali-

zation of PSCs (29). To eliminate the hysteresis

and further improve the photovoltaic perform-

ance and stability, we used a potassium-based

salt, KPF6, as an additive to the perovskite

precursor solution. XRD, UV-Vis absorption

spectroscopy, and SEM characterizations (fig.

S12) confirm the incorporation of KPF6 to

perovskites. The corresponding photovoltaic

characteristics are shown in fig. S13. With the

addition of KPF6, the hysteresis continues to

decrease and the HI reaches 0.00 at a 5%

additive concentration. To accurately evalu-

ate the real PCE, steady-state power output

(SPO) measurements were conducted. With a

lower HI, the PCE from SPO becomes closer

to the PCE from J-V scans. When the con-

centration is above 0.5%, the hysteresis is

actually almost negligible. A champion effi-

ciency is obtainedwith the addition of 1.5mol%

KPF6 salts (labeled as 3D/2D-KPF6), showing a

higher Voc of 1.178 V, a Jsc of 24.03 mA cm
−2
, a

FF of 0.825, and a PCE of 23.35% under RS,

and a Voc of 1.175 V, a Jsc of 24.06 mA cm
−2
, a

FF of 0.818, and a PCE of 23.13% under FS.

The average PCE of 23.24% is very close to the

PCE from SPO of 23.2%, which is much higher

than the control device (21.9%) (fig. S14A). It is

not surprising to see that further addition of

KPF6 decreases the PCE, although there is no

hysteresis, because too much KPF6 will affect

the nucleation behavior and lead to poorer

film morphology (fig. S12C). The correspond-

ing external quantum efficiency spectra show

an integrated Jsc of 23.70 and 23.78 mA cm
−2

for devices with and without KPF6, respec-

tively (fig. S14B), which match well with the

measured Jsc. In addition, PSCs that are 1.0 cm
2

in size also exhibit substantial improve-

ments in PCE, increasing from 21.92% (RS)

and 19.31% (FS) to 22.53% (RS) and 22.27%

(FS) with the addition of KPF6 (Fig. 2C and

table S2). The distribution of J-V parameters

for both small-area and 1.0-cm
2
-sized cells

processed with or without KPF6 additives are

shown in fig. S15. Ultraviolet photoemission

spectroscopy (UPS) and UV-Vis absorption

spectroscopy (fig. S16) characterizations reveal

the lifted conduction band minimum from

−4.14 eV for 3D perovskite to −4.10 eV for 3D/

2D perovskite, and further to −3.94 eV for 3D/

2D-KPF6 perovskite, which contributes to the

enhanced Voc of the modified devices.

We further used the space charge–limited

current (SCLC) measurements to character-

ize the trap density of these different films

(30–32). The calculated defect density de-

creases from 6.17 × 10
15

to 4.97 × 10
15

cm
−3
,

indicating the reduced defects of the perov-

skite film with the addition of KPF6 (Fig. 2D).

Time-resolved confocal photoluminescence (PL)

microscopy measurements were also performed

to characterize the charge carrier properties of

these perovskite films in microsize (10 mm by

10 mm) (Fig. 2, E and F). The blue regionwith a

short PL lifetime for the pristine 3D/2D perov-

skite transits to a green region with a much

longer PL lifetime after the addition of KPF6.

It indicates a reduced trap-induced or non-

radiative recombination by the defect pas-

sivation due to the addition of KPF6, thus

resulting in a small Voc loss of ~0.37 eV (fig.

S17). This passivation strategy would be bene-

ficial to stability.

Figure 3A shows the thermal stability of

widely researched CsFAMA triple-cation-based

perovskite Cs0.05(FA0.85MA0.15)0.95Pb(I0.85Br0.15)3
and our MA-free perovskite (FA0.83Cs0.17PbI3)–

based solar cells measured at 85°C in ambient

air (15 ± 5% relative humidity). The efficiency

of CsFAMA devices quickly decreases to 2.9 ±

3.1% within 360 hours. Obvious holes are ob-

served from the cross-sectional SEM image

because of the degradation of the CsFAMA

device after aging at 85°C (fig. S18). Although

the MA-free 3D/2D devices exhibit a consid-

erable improvement and retain the black ap-

pearance, the devices still show a salient

decrease after aging at 85°C for 500 hours,

retaining less than 50%of the initial efficiency.

However, this degradation can be substantial-

ly suppressed with the addition of KPF6. The

3D/2D-KPF6 devices exhibit ~80% of the ini-

tial efficiency after aging at 85°C for 500 hours.

The J-V curves of different devices under the

thermal stability measurements are plotted in

fig. S19. There is a negligible change of FF in

the device processed with KPF6, indicating the

undamaged interfaces of devices.
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Fig. 4. Photovoltaic performance characterization of large-area modules. (A) Schematic illustration

for the slot-die printing of perovskite films with low-pressure dry air blowing. The inset shows a photo of a

printed 20-cm–by–20-cm perovskite film. (B) Champion J-V curves of the 5-cm–by–5-cm minimodules

based on the antisolvent-free spin-coating method and slot-die printing method. The inset shows the

schematic diagram of a six-subcell series-connected module. F, forward scan; R, reverse scan; P1, P2, and P3,

three laser scribing steps. (C) Champion J-V curves of the 10-cm–by–10-cm minimodule using the large-

scale perovskite film fabricated by the slot-die printing method. (D) Champion efficiencies of PSCs as a

function of the area from this work and recent representative reports (9, 11, 20, 25, 34–36).
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This substantial improvement in stability

can be ascribed to the PF6
−

-induced complex

in perovskite films. The complex stays on the

surface, passivating the grain boundaries, as

seen from the SEM images (fig. S12C). In ad-

dition, to unravel the distribution of the PF6
−

complex across the perovskite layer, we con-

ducted time-of-flight secondary-ion mass

spectrometry (TOF-SIMS) for 1.5 mol % KPF6–

contained FA0.83Cs0.17PbI3−xClxperovskite film

(Fig. 3B). A block-by-block distribution of the

agglomerated PF6
−

ions is shown in the 3D

visualization images. The corresponding depth

profiles of TOF-SIMS and x-ray photoelectron

spectroscopy also show detected signals of K

and F elements throughout the perovskite films

(fig. S20, A to C). In addition, Fourier transform

infrared spectra show that the N–H and P–F

corresponding peaks shift to lowerwavenumbers

with the increasing amount of KPF6 additives,

revealing the presence of the hydrogen bonding

between perovskite and PF6
−

(fig. S20, D to F).

Thus, the PF6
−

additives would greatly affect both

the perovskite grain boundary and the interfacial

properties of the devices, contributing to better

performance by passivating the surface defects.

The corresponding cross-sectional SEM im-

ages of the thermally aged devices with or

without KPF6 additives are shown in Fig. 3,

C and D. We found that there is no obvious

change of the perovskite/spiro-OMeTAD inter-

face with the KPF6 additive, whereas the in-

terface becomes intersected without the KPF6
additive. We further used TOF-SIMS charac-

terization to probe the thermally aged devices

and fresh devices (Fig. 3, E and F, and fig. S21).

In the device without KPF6, Cs, Pb, and I ions

are shifted toward the spiro-OMeTAD layer.

The Co ions that are a dopant in spiro-OMeTAD

diffuse into the perovskite layer after thermal

aging (Fig. 3E), matching well with the above

SEM finding. With KPF6, the diffusion of ions

is considerably suppressed (Fig. 3F).

We also measured the light illumination

stability of the devices. The solar cells were

continuously measured five times under 1 sun

AM 1.5G solar illumination. A rapid degrada-

tion ofVoc and FF for the 1.0-cm
2
3D/2D PSC is

observed, whereas the KPF6-modified device

exhibits negligible degradation (fig. S22). The

long-term light illumination stability was

also characterized, as shown in fig. S23A.

The champion device with KPF6 additives ex-

hibits a better photostability than the pristine

device, retaining 82% of its initial efficiency

after 500 hours under continuous 1 sun AM

1.5G solar illumination without a UV filter, at

an open-circuit condition that is harsher than

the operating condition (33). A more stable

statistic PCE evolution of the devices with KPF6
additive compared with the pristine devices is

shown in fig. S23B. Therefore, the KPF6 ad-

ditive plays an important role in improving

the stability of perovskite devices as well.

Just as the dense perovskite films can be

easily prepared by spin-coating with the de-

veloped ink at a relatively low speed, similarly

a moderate dry-air gas can also promote nu-

cleation (fig. S24A). Thus, a gas-assist slot-die

printing technology toward the continuous

deposition of large-area perovskite films is

developed here, as demonstrated in Fig. 4A.

With a low pressure of ~0.3-MPa dry air blow-

ing, the printed wet perovskite film quickly

changes to a brown color with a mirror-like

surface, as shown in movie S1. The inset in

Fig. 4A shows a photograph of the printed

large-area 20-cm–by–20-cm perovskite film.

A pinhole-free high-quality perovskite layer

with clear grain boundaries is shown in the

SEM image (fig. S24B).

The 5-cm–by–5-cmPSMs are then fabricated,

and the J-V curves are shown in Fig. 4B. The

inset shows the schematic diagram of a six-

subcell series-connected 5-cm–by–5-cm mod-

ule, and fig. S25 shows its photo. The slot die–

printed PSM shows comparable performance

to the spin-coated counterpart (Fig. 4B), with

efficiencies greater than 20.4% (table S3). Cer-

tified efficiencies of 19.3 and 18.9%with amask

area of 17.1 cm
2
are achieved, respectively, for

the slot die–printed and spin-coated PSMs

(figs. S26 and S27). The hysteresis-suppression

effect of KPF6 is also proven in large solar mo-

dules, which exhibit a very stable efficiency

(fig. S28, A and B). We also achieved a champ-

ion FF of 0.806 for a 4-cm–by–4-cm solar

module (mask area of 10.0 cm
2
) (fig. S28C),

which is the highest FF recorded among the

reported PSMs. Furthermore, the solar mod-

ule also shows excellent performance under

weak light illumination and continuousmulti-

ple testing (fig. S28D). Our results indicate

that the very high uniformity of large-area

perovskite films that is achieved from this lead

halide–templated crystallization strategy con-

tributes to high-performance solar modules.

We further scaled up the perovskite films

to print a 10-cm–by–10-cm solar module with

a series connection of 14 subcells and demon-

strated a hysteresis-free solar module with

high efficiency of 19.54% under RS and 19.22%

under FS with a mask area of 65.0 cm
2
(Fig.

4C). The module efficiencies from different

upscaling methods with different areas that

were achieved in the past several years are

summarized in Fig. 4D. The antisolvent-free

modulated high-quality perovskite films in

this work exhibit the highest efficiencies

among all the reported works, indicating the

high processability for achieving large-area

high-quality perovskite films.
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The motion of a mechanical object, even a human-sized object, should be governed by the rules of

quantum mechanics. Coaxing them into a quantum state is, however, difficult because the thermal

environment masks any quantum signature of the object’s motion. The thermal environment also

masks the effects of proposed modifications of quantum mechanics at large mass scales. We prepared

the center-of-mass motion of a 10-kilogram mechanical oscillator in a state with an average phonon

occupation of 10.8. The reduction in temperature, from room temperature to 77 nanokelvin, is

commensurate with an 11 orders-of-magnitude suppression of quantum back-action by feedback and

a 13 orders-of-magnitude increase in the mass of an object prepared close to its motional ground

state. Our approach will enable the possibility of probing gravity on massive quantum systems.

T
he apparent classical behavior of tangibly

massive objects is, according to conven-

tional quantummechanics, the symptom

of decoherence. Thermal decoherence,

caused by the interaction of a system

with a thermal environment, is by far themost

pervasive. For amechanical oscillator ofmassm

and natural frequencyW0, thermal decoherence

induces motion characterized by the spectral

densitySthx W0½ � ¼ 2nth W0½ � þ 1ð ÞSzpx W0½ �, where
nth[W0] ≈ kBT/ħW0 is the average thermal pho-

non occupation caused by the environment

(at temperature T) and Szpx W0½ � ¼ 8x2zp=G0 W0½ �
is its motional zero-point fluctuation, xzp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ= 2mW0ð Þ
p

, concentrated in a frequency band

of width G0[W0]. Thermal fluctuations obscure

signatures of decoherence that allegedly arise

from modifications of quantum mechanics at

large masses (1–4) and limit the sensitivity of

mechanical transducers in metrology applica-

tions (5). Techniques to probe both frontiers

call for largemassmechanical objects prepared

in pure quantum states.

Over the past decade, progressively larger ob-

jects all the way to nanomechanical oscillators

have been prepared in their motional ground

state (6–10). Most of these experiments relied

on isolating the oscillator in an elastic or elec-

tromagnetic trap in the ≥100-kHz frequency

range, embedded in a sideband-resolved electro-

magnetic cavity, typically in a cryogenic en-

vironment. These methods do not address a

number of technical challenges specific to me-

chanical oscillators above the milligram-to-

grammass scale. For one, the large optical power

required to trapmassive oscillators introduces

extraneous heating and other optomechanical

nonlinearities. Furthermore, the low resonant

frequency of large suspended oscillators dou-

bly compounds the problem of thermal deco-

herence by increasing the intrinsic thermal

motion (ntotº 1/W0) and precluding efficient

cavity sideband cooling. Therefore, a different

route is needed to prepare large-mass oscilla-

tors in pure quantum states.

The Advanced LIGO gravitational-wave de-

tectors offer a unique perspective on this prob-

lem. Advanced LIGO is a pair of Michelson

interferometers, each with 4-km-long Fabry–

Pérot arm cavities formed by 40-kg mirrors

that hang on fused silica fibers (Fig. 1A). The

differential motion of each pair of arm cavity

mirrors forms a mechanical oscillator with a

reducedmass of 20 kg; the differential motion

of each suchoscillator ineither arm, sensedby the

Michelson interferometer, forms a mechanical

oscillator of effective mass m = 10 kg that is

the object of our attention. The oscillator fol-

lows the pendulum-like motion of the sus-

pendedmirror at a frequencyW0 ≈ 2p · 0.43Hz;

gravitational stress dilution is expected to

realize a quality factor of Q0 ≈ 10
8
(11). Its
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displacement fluctuates because of the presence

of nth[W0] ≈ 10
13
phonons. The interferometer

resonantly transduces the differential arm mo-

tion into optical power fluctuations at the anti-

symmetric port, which is sensed by homodyne

detection. (During ordinary operation, these

fluctuations encode the gravitational-wave sig-

nals). In this state, the homodyne photocurrent

fluctuations bear the apparent displacement

dxobs = dx + dximp; here, dx is the physical

motion of the differential arm, which contains

the displacement of the oscillator, and dximp is

the measurement imprecision. The impreci-

sion noise, depicted in Fig. 1B, is
ffiffiffiffiffiffiffiffiffi

Si
mp
x

p

≈ 2 �
10�20m=

ffiffiffiffiffiffi

Hz
p

around 100 to 200 Hz and is

largely quantum shot noise, suppressed by

~3 dB by injection of squeezed light (12) and

shaped by the response of the signal recycling

cavity, with a secondary contribution from

mechanical dissipation in the mirror coatings

(13). This sensitivity is equivalent tonimp ≡ Simp
x =

2Szpx ≈ 3:5 � 10�13 phonons for a 10-kg oscilla-

tor at ~150Hz, a record lownumber [Rossi et al.

(9) demonstrated nimp ≈ 10
–7
] tantamount to

resolving the zero-point motion of the oscillator

with ~125 dB signal to squeezed-shot-noise ra-

tio and comparable to the requirement to feed-

back cool the oscillator to its ground state [nimp~

1/2nth, for a viscously damped oscillator (14)].

To take advantage of this precision, we ac-

tively stiffened the pendulummode by synthe-

sizing a force proportional to the observed

displacement (i.e.,º W2
fbdxobs) and in-phase

with the motion dx, trapping the pendulum

mode as an oscillator aroundWfb≈ 2p ⋅ 148Hz.

Two additional sources of decoherence plague

this scheme. First, suchmeasurement precision

comes at the expense of additional quantum

back-action on the pendulummode: Radiation

pressure shot noise from the 200 kW intra-

cavity power and the anti-squeezed intracav-

ity field produces motion (15) equivalent to

nba[W0] ≈ 1.0 ⋅ 10
12
phonons. However, as long

as the measurement record resolves the quan-

tum back-action at a rate comparable to the

thermal decoherence, active feedback can sup-

press it (9, 14, 16). Second, the feedback of am-

plified imprecision noise leads to an additional

“feedback back-action,”nfb ≈ Q2
0 Wfb=W0ð Þ4nimp

[see section S1 of the supplementary materials

(17)], which increases with the trap frequency.

However, this is partially compensated by the

Wfb/W0 ≈ 300-fold reduction in both the ther-

mal occupation and decay rate of the trapped

oscillator caused by structural damping (5).

To trap and damp the oscillator, we adjust

the feedback control so that dFfb ¼ c�1
fb dxobs,

with a feedback filter c�1
fb º W2

fb þ iWGfb be-

tween 100 and 200 Hz. This is implemented

by careful shaping of the control loop that is

otherwise used to stabilize the interferometer

at its linear operating point. The feedback force

is applied on the mirror electrostatically: Gold

electrodes on the reaction mass (Fig. 1A) are

held at a 400 V bias, and their fringing field

polarizes the dielectric test mass. Control volt-

ages added on interleaved electrodes produce

a proportional force [extraneous force noise

produces <1 phonon of excess occupation on

average, see section S1.1 of the supplementary

materials (17)]. The overall feedback gain is

adjusted so that the system’s effective suscep-

tibility takes the form, ceff W½ �º �W2 þW2
effþ

�

iWGeff W½ �Þ�1=m, of that of an oscillator with fre-

quency Weff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

W2
0 þW2

fb

q

≈ Wfb ≈ 2p � 148Hz.
Delays in the feedback loop limit the trap

frequency and cause the oscillator to be in-

trinsically “cold-damped.” In particular, the

phase response of the notch filters used to

prevent excitation of the violin modes of the

suspension (at 500 Hz and harmonics, featur-

ing quality factors ≥10
9
) in conjunction with

the feedback filter leaves the interferometer’s

length control system with a phase margin of

1° for a trap frequency of 148 Hz. Physical delay

in the loop also cold-damps the trapped oscillator

to a quality factor of ≈50 [Fig. 2B, red trace; see

section S1.2 of the supplementary materials (17)

for further details]. The oscillator is damped

further by modifying the imaginary part of the

feedback filter. Figure 2A shows the effective

susceptibilities of the trapped and damped

oscillator so realized. The largest damping rate,

corresponding to aquality factor of≈1, is limited

by the gain margin (≈10
–3
) of the control loop.

Around the trap frequency, 100 to 200 Hz, ad-

ditional force noise on the oscillator caused by

feedback is dominated by subquantum fluctua-

tions of the squeezed imprecision noise.

The calibrated in-loop signal, depicted in Fig.

2B, shows the apparent displacement fluctua-

tions of the trappedanddampedoscillator (dxobs).

This canbeunderstoodusing a simplemodel [see

section S1 of the supplementary materials (17)],

dxobs ¼ ceff dFth þ dFba � c�1
fb dximp

� �

þ dximp.

It describes the oscillator, characterized by in-

trinsic susceptibility c0, with a displacement

that responds through the feedback-modified

effective susceptibility ceff ¼ c�1
0 þ c�1

fb

� ��1
to

three forces: a frequency-dependent structural

thermal force (dFth), a white quantum mea-

surement back-action force (dFba), and an

additional force noise (ºc�1
fb dximp ) caused

by feedback of imprecision noise through the

feedback filter. These physical displacements

ride on the imprecision noise (dximp) to yield

1334 18 JUNE 2021 • VOL 372 ISSUE 6548 sciencemag.org SCIENCE

Fig. 1. Advanced LIGO

interferometer. (A) Laser

light is split and recombined

at a beam-splitter, forming

a Michelson interferometer.

Its response is shaped

by the Fabry–Pérot cavities

in the arms and the

signal-recycling mirror.

The power-recycling mirror

and injection of squeezed

light enhances the sensitivity.

Inset shows the suspension

system of each of the

four 40-kg mirrors. The final

mass on the forward

chain is the 40-kg mirror,

suspended on fused silica

wires (purple) featuring

a quality factor Q ≈ 8 ∙ 107;

they can be displaced by electrostatic forces caused by voltages applied on electrodes (yellow) etched onto the reaction mass suspended behind it; average adult human

sketched for scale. (B) The displacement sensitivity (red) of the interferometer is 2 � 10�20m=
ffiffiffiffiffi

Hz
p

at 100 to 200 Hz, where it is largely shot noise (light red), suppressed

by ~3 dB from injection of squeezed vacuum (red) and a combination of extraneous technical noises (gray). Blue band shows the frequency interval in which the pendulummode

is trapped and cooled.

A B
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the observed displacement dxobs. The spectra

of the observed displacementSobsx predicted by

this model are shown as solid lines in Fig. 2B.

In themodel, the effective susceptibility is fully

determined by the response measurements

shown in Fig. 2A and is independent of the

frequency-dependent force noise and impre-

cision noise. The latter, determined self-

consistently among the displacement noise

in Fig. 2B, shows a variation between the dif-

ferent feedback settings of <1%, consistent

with expected drift in the Advanced LIGO

interferometer over the ~2-hour time scale

over which the experiment was performed. Sev-

eral sources of uncertainty are accounted for

in this process. Calibration of the displace-

ment spectra contributes ≈2% uncertainty (18).

Uncertainties in the effective susceptibility

ceff, from fits to Fig. 2A, are at the 1% level,

limited by the 1-s averaging used per point

in measurements of the response [see sec-

tion S2 of the supplementary materials (17)].

The dominant uncertainty is in the fits to the

displacement spectra of Fig. 2B using themodel

for Sobsx : The frequency dependence of the

imprecision noise and structurally damped

thermal force noise produce a ≈5% variation

between the various spectra in Fig. 2B.

The effective phonon occupation (neff)

of the cooled oscillator can be defined by

ℏWeff neff þ 1
2

ð Þ ¼ p2= 2mð Þ þmW2
effx

2=2
� �

, where

x (p) is the physical displacement (momen-

tum) of the oscillator at the trap frequency.

Assuming the displacement and momentum

to be zero-mean, their second moments can

be estimated as the integral of their spectral

densities. In principle, two factors complicate

this procedure: At lower frequencies, structural

damping renders the displacement variance

singular (5), whereas at higher frequencies,

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1335

A B

Fig. 2. Trapping and cooling of a 10-kg oscillator to 10 quanta. (A) Effective

susceptibility of the oscillator for each setting of the damping filter, measured by

exciting the feedback loop at each frequency and demodulating its response at

the same frequency. The lines show fits to a model of the susceptibility of a

damped harmonic oscillator with an additional delay, i.e., ceff[W]e
iWt. Fits to the

phase response produce t = 0.9 ms. (B) Displacement spectrum of the oscillator

as the damping is increased. Solid lines show fits to a model of the observed

spectrum Sobs
x

(see text for details) where the effective susceptibility is

determined by the response measurements in (A) and only the frequency-

dependent imprecision noise and force noise are variable. Inset shows the

inferred average phonon occupation for each of the curves in the main panel as a

function of the damping quality factor. Also shown is a model (black dashed line)

with model uncertainties (gray band). [The disagreement between the simple

model and data, both in the transfer functions and spectra, around 150 to 155 Hz

arises from a coupling between the motion of the pendulum and the upper

intermediate mass of the suspension (18)].

Fig. 3. A selection of

oscillator cooling

experiments. The initial

occupations mentioned

are those of the relevant

oscillator mode as

defined by the natural

trap frequency at its

ambient temperature

(9, 10, 14, 20–30). For

atomic physics experi-

ments, this is usually at

room temperature in a

harmonic electromagnetic

trap. For most solid-state

mechanical oscillators,

it is the harmonic mode

defined by the Hookean

restoring force of its

elastic suspension and

typically at cryogenic

temperatures [the

exception is the recent

work from Delić et al.

(10), which demonstrated cavity cooling of an electromagnetically trapped nanoparticle to its ground state].

Our result (“aLIGO”) sets a new record in the macroscopic mass range, reaching 10.8 ± 0.8 phonons.

Experiments with future gravitational-wave interferometers (“3G”) will achieve occupations <1.
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feedback back-action precludes a finite mo-

mentum variance (19). In practice, the feedback

filter c�1
fbºW2

fb þ iWGfb is established around

100 to 200 Hz in an envelope that falls off at

least as W–2
(at frequencies <10 Hz, the inter-

ferometer's length control loop picks up again),

which regulates both of these problems. In

this fashion, within 100 to 200Hz, the trapped

oscillator approximately satisfies the equipar-

tition principle, so an effective phonon oc-

cupation can be assigned using the physical

displacement spectrum as follows:

neff ≈ ∫
Sx W½ �

2x2zp

dW

2p

Note that the 100-Hz frequency band in which

the oscillator is established is much larger than

the expected decoherence rate of the trapped

oscillator, nth Weff½ � þ nbaþð nfb Weff½ �ÞG0 Weff½ � ≈
2p � 10 Hz. We evaluated the integral using the

physical displacement spectrum reconstructed

from fits to the observed displacement. The

minimum phonon occupation of the 10-kg

oscillator, corresponding to the purple trace

in Fig. 2B, is thus inferred to be 10.8 ± 0.8;

this is equivalent to an effective mode temper-

ature of 77 nK. This demonstration sets a new

record for the quantum state purity (≈10%
ground state fidelity) for an object of such

large mass (Fig. 3).

The preparation of massive objects pro-

gressively nearer their ground state opens

the door for more sophisticated demonstra-

tions and applications of macroscopic quan-

tum phenomena and quantummetrology. The

most intriguing possibility, however, harnesses

the ready susceptibility of kilogram-scalemasses

to gravitational forces;with thiswork, it becomes

possible to prepare them in near-quantum

states. This hints at the tantalizing prospect of

studying gravitational decoherence on mas-

sive quantum systems.
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CORONAVIRUS

Clonal analysis of immunodominance and cross-
reactivity of the CD4 T cell response to SARS-CoV-2
Jun Siong Low1†, Daniela Vaqueirinho1†, Federico Mele1†, Mathilde Foglierini1, Josipa Jerak1,

Michela Perotti1, David Jarrossay1, Sandra Jovic1, Laurent Perez1, Rosalia Cacciatore2, Tatiana Terrot3,

Alessandra Franzetti Pellanda4, Maira Biggiogero4, Christian Garzoni4, Paolo Ferrari5,6,7,

Alessandro Ceschi3,5,8,9, Antonio Lanzavecchia10, Federica Sallusto1,11*‡, Antonino Cassotta1*‡

The identification of CD4+ T cell epitopes is instrumental for the design of subunit vaccines for

broad protection against coronaviruses. Here, we demonstrate in COVID-19–recovered individuals a

robust CD4+ T cell response to naturally processed severe acute respiratory syndrome coronavirus 2

(SARS-CoV-2) spike (S) protein and nucleoprotein (N), including effector, helper, and memory

T cells. By characterizing 2943 S-reactive T cell clones from 34 individuals, we found that the

receptor-binding domain (RBD) is highly immunogenic and that 33% of RBD-reactive clones and

94% of individuals recognized a conserved immunodominant S346–S365 region comprising nested

human leukocyte antigen DR (HLA-DR)– and HLA-DP–restricted epitopes. Using pre– and post–

COVID-19 samples and S proteins from endemic coronaviruses, we identified cross-reactive T cells

targeting multiple S protein sites. The immunodominant and cross-reactive epitopes identified can

inform vaccination strategies to counteract emerging SARS-CoV-2 variants.

T
he identification of T cell epitopes in

disease-causing organisms is challenging

in view of the polymorphism of human

leukocyte antigen (HLA) molecules and

the variability of rapidly mutating patho-

gens. In the context of the COVID-19 pan-

demic, bioinformatic analysis (1) has been

used to predict T cell epitopes in severe acute

respiratory syndrome coronavirus 2 (SARS-

CoV-2) proteins (2, 3) and to produce peptide

pools to stimulate peripheral blood mono-

nuclear cells (PBMCs) and enumerate antigen-

specific T cells. These studies revealed a robust

CD4
+
and CD8

+
T cell response against SARS-

CoV-2 proteins in recovered patients (2–6) and

a level of cross-reactivity with endemic coro-

naviruses in pre-pandemic samples (7–9).

A limitation of bioinformatics predictions

is the difficulty in identifying immunodomi-

nant epitopes, because immunodominance

is determined by multiple factors such as

antigen processing, T cell repertoire, HLA

alleles, and preexisting cross-reactive immu-

nity (10–12). To identify naturally processed

immunodominant CD4
+
T cell epitopes, we

took the unbiased approach of stimulating

T memory (TM) cells with protein-pulsed

antigen-presenting cells (APCs), followed by

the isolation of T cell clones to precisely map

the epitope recognized (13).
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PBMCs from a first cohort of 14 patients

who had recovered frommild to severe COVID-

19 (table S1) were used to isolate total CD4
+

TM cells or T central memory (TCM), T effector

memory (TEM), and circulating T follicular

helper (cTFH) cells (fig. S1A). The cells were

labeled with carboxyfluorescein diacetate suc-

cinimidyl ester (CFSE) and stimulated with

autologous monocytes in the presence of re-

combinant SARS-CoV-2 spike (S) protein or

nucleoprotein (N). In all individuals, we ob-

served a strong response to both antigens in

terms of proliferation and interferon-g (IFN-g)

production (Fig. 1, A and B, and fig. S1, B and

C). Proliferating cells were detected at dif-

ferent levels in TCM, TEM, and cTFH cells, con-

sistent with a recent report (14), and over a

1-year period (fig. S1D). By contrast, the CD4
+

TM cell response to SARS-CoV-2 proteins in

unexposed individuals was low or undetectable

(Fig. 1B and fig. S1C), consistent with the

presence of a few cross-reactive T cells primed

by endemic coronaviruses (4, 5, 9).

The clonal composition of SARS-CoV-2–

reactive T cells and the relationship between

different memory subsets was studied in three

individuals (P28, P31, and P33) by T cell recep-

tor (TCR) Vb sequencing. The TCM, TEM, and

cTFH cell lines comprised, on average, 908, 480,

and 697 S-reactive clonotypes and 1452, 623,

and 908 N-reactive clonotypes, respectively

(Fig. 1C and fig. S2). Unexpectedly, several of

the most expanded clonotypes were shared

between two subsets, and even among all three

subsets (Fig. 1, C and D), indicating a poly-

functional response consistent with previous

studies on intraclonal diversification of antigen-

primed CD4
+
T cells (15, 16).

In view of the interest in the design of a

subunit vaccine, we analyzed in depth the

CD4
+
T cell response to the S protein, in parti-

cular to the receptor-binding domain (RBD),

which is the main target of neutralizing anti-

bodies (17, 18). CD4
+
T cells from a larger cohort

of 34 COVID-19-recovered individuals (table S1)

were stimulated with S protein–pulsed mono-

cytes, and proliferating T cells were cloned by

limiting dilution.We obtained 2943T cell clones

and mapped their specificity using three pools

of peptides spanning S1DRBD, RBD, and S2 (Fig.

2, A and B). RBD-specific T cell clones were

found in 32 out of 34 donors, accounting for, on

average, 20% of the response to the S protein

(Fig. 2B). Using a matrix-based approach, we

mapped the epitope specificity of 1254 RBD-

reactive CD4
+
T cell clones (Fig. 2C) and found

that, in each individual, the clones recognized

multiple sites that collectively spanned almost

all of the RBD sequence. However, certain re-

gions emerged as immunodominant, such as

those spanning residues S346–S385 and S446–

S485. A 20–amino acid region (S346–S365) was

recognized by 94% of the individuals (30 out of

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1337

Fig. 1. Robust T cell response to SARS-CoV-2 S

and N proteins in CD4+ TM cell subsets. Total CD4
+

memory T cells from seven COVID-19–recovered

patients and six unexposed (pre–COVID-19) healthy

donors (HD) or CD4+ TCM, TEM, and cTFH cells from

seven COVID-19–recovered patients were labeled

with CFSE and cultured with autologous monocytes

in the presence or absence of recombinant SARS-

CoV-2 S or N protein. (A) CFSE profiles on day 7 and

percentage of CFSElo proliferating TCM, TEM, and cTFH

cells in a representative recovered patient. Negative

controls of T cells cultured with monocytes in the

absence of antigen are shown as red lines.

(B) Individual values and median and quartile

values of the percentage of CFSEloCD25+ICOS+ cells

in total CD4+ TM cells and CD4+ TCM, TEM, and cTFH cell

subsets in recovered patients and healthy donors.

Also shown are IFN-g concentrations in culture

supernatants of TM cell subsets from recovered

patients at day 7 post stimulation with SARS-CoV-2

S or N protein. IFN-g concentrations were below the

detection limit in HD and in negative control cultures.

****P < 0.0001, ***P < 0.001, and **P < 0.01 as

determined by two-tailed unpaired t test (total

CD4+ TM and IFN-g) or by two-tailed paired t test

(CD4+ TCM, TEM, and cTFH cells). (C) Pairwise compar-

ison of TCR Vb clonotype frequency distribution in

samples of T cells isolated from S protein–stimulated

TCM, TEM, or cTFH cell subsets (initial input, 5 × 105 cells

per subset) from P33. Frequencies are shown as a

percentage of productive templates. The total

number of clonotypes is indicated in the x- and y-axes. Values in the upper right corner represent the number of clonotypes shared between the two samples.

The Venn diagrams show the number of unique and shared clonotypes between the TCM, TEM, and cTFH cell subsets. (D) Bar histograms showing the Chao–Jaccard

similarity index between pairs of TCR Vb repertoires in three donors.
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32) and by 33% of the clones (408 out of 1254)

(Fig. 2D). This region is highly conserved among

human sarbecoviruses, including the recently

emerged variants of concern and zoonotic sar-

becoviruses (Fig. 2E) (19). RBD- and S346–S365-

specific T cell clones were found in different

memory subsets of COVID-19-recovered indi-

viduals and were also isolated from individuals

after SARS-CoV-2 mRNA vaccination (fig. S3).

Thus, RBD is highly immunogenic in vivo and

contains a large number of naturally pro-

cessed T cell epitopes, including a conserved im-

munodominant region.

To study the CD4
+
T cell response to the

immunodominant S346–S365 region, we

1338 18 JUNE 2021 • VOL 372 ISSUE 6548 sciencemag.org SCIENCE

Fig. 2. CD4+ T cell clones target multiple

sites on the S protein. (A and B) CD4+

T cell clones (n = 2943) were isolated

from S-reactive T cell cultures from

34 COVID-19-recovered individuals,

and their specificity was mapped by

stimulation with autologous B cells and

three pools of 15-mer peptides overlapping

of 10 amino acids spanning the S1–S325

and S536–S685 sequences (S1DRBD,

91 peptides), the S316–S545 sequence

(RBD, 44 peptides), and the S676–S1273

sequence (S2, 118 peptides), using

as readout 3H-thymidine incorporation.

(A) Characterization of representative

T cell clones (n = 72) from P20. Proliferation

was assessed on day 3 after a 16-hour

pulse with 3H-thymidine and is expressed

as counts per minute after subtraction

of the unstimulated control value (Dcpm).

(B) Percentage of T cell clones specific

for S1
DRBD (white), RBD (black), and S2

(gray) in the 34 individuals tested. The number

of clones tested is indicated on the right.

The distribution of all S protein–reactive

T cell clones isolated from all 34 individuals

(ALL, n = 2943) is also indicated. (C) RBD-

specific T cell clones (n = 1254) isolated

from 32 individuals were further characterized

for their epitope specificity using 15-mer

peptides overlapping of 10 amino acids

spanning the S316–S545 RBD sequence.

The 20-mer specificity of each clone is

represented by a horizontal line, and the

total number of clones mapped for each

individual is indicated on the right.

(D) Percentage of clones specific and

percentage of individuals carrying T cells

specific for different 20-mer segments

of the RBD. Data for the immunodominant

region S346–S365 is shown in black.

(E) Sequence alignments of the SARS-CoV-2–

immunodominant region S346–S365

with homologous sequences in different

sarbecoviruses, human and animal SARS-

related coronaviruses, and alpha and beta

coronaviruses. Dots indicate amino acid

residues identical to SARS-CoV-2 reference

strain; dashes indicate deletions.

CA
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sequenced TCR Vb chains of 329 specific T cell

clones. The 206 clonotypes identified used a

broad spectrum of TCR Vb genes and, even in

the same individual, carried different CDR3

sequences (Fig. 3, A and B, and table S2). In

P31 and P33, certain S346–S365 clonotypes

were detected among the top 5% expanded

TM cells ex vivo (Fig. 3C). Using blocking anti-

bodies, we determined that most of the T cell

clones analyzed (n = 247 from 22 individuals)

were HLA-DR restricted, whereas the remain-

ing clones (n = 50 from five individuals) were

HLA-DP restricted and one was HLA-DQ re-

stricted (Fig. 3, D and E). Using truncated

peptides and T cell clones from individuals

with different HLA types (table S3), we defined

two HLA-DR–restricted epitopes (VYAWNRK-

RIS and RFASVYAWNRKR) and oneHLA-DP–

restricted epitope (NRKRISNCVAD) (Fig. 3F).

Thus, the S346–S365 region comprises at least

three nested epitopes recognized in associa-

tion with different allelic forms of HLA-DR or

HLA-DP by T cell clones that use a large set of

TCR Vb genes and CDR3 of different sequence

and length.

To address the extent of T cell cross-

reactivity between different S proteins, SARS-

CoV-2 S protein–specific T cell lines from P28

and P33 were relabeled with CFSE and stimu-

lated with S proteins from endemic human

coronaviruses. In these secondary cultures, a

robust proliferation was observed in response

to SARS-CoV andHKU1 (Fig. 4A). Unexpectedly,

a sizeable fraction of clonotypes in SARS-CoV-

2 primary cultures (ranging from 7 to 25%)were

found in SARS-CoV and/or HKU1 secondary

cultures, consistent with a substantial degree

of T cell cross-reactivity (fig. S4). To corroborate

this finding, we isolated from secondary cul-

tures several T cell clones that proliferated in

response to two or even three different natu-

rally processed S proteins (Fig. 4B and table S4).
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Fig. 3. The immunodominant S346–S365 RBD

region contains nested epitopes targeted by a

diverse repertoire of T cells restricted by HLA-DR

and HLA-DP. (A and B) Rearranged TCR Vb

sequences of S346–S365-reactive CD4+ T cell clones

(n = 329) isolated from 25 COVID-19–recovered

individuals as determined by reverse transcription

polymerase chain reaction and Sanger sequencing.

(A) TCR Vb gene usage of the 206 unique

clonotypes. Slices in the chart represent different Vb

genes, and their size is proportional to the number

of clonotypes using that particular gene. Color-coded

legend is reported for the top 18 Vb genes (used

by at least five different TCR Vb clonotypes).

(B) Number of S346–S365-reactive T cell clones and

clonotypes identified in the 25 individuals. Slices in

the charts represent different TCR Vb clonotypes,

and their size is proportional to the number of sister

clones bearing the same sequence. The number

of clones is reported on the top and the number

of clonotypes at the center of the pie chart.

(C) Frequency distribution of TCR Vb clonotypes

from CD4+ TCM, TEM, and cTFH cell subsets sequenced

directly after ex vivo isolation from P31 and P33.

Colored circles mark the TCR Vb clonotypes found

among the S346–S365-specific T cell clones isolated

from the same individual. Dotted lines in the graphs

indicate the frequency threshold of the top 5%

expanded clonotypes. (D) HLA class II isotype

restriction of S346–S365-specific T cell clones

(n = 10) isolated from P33 as determined by

stimulation with peptide-pulsed autologous APCs in

the absence (control) or presence of blocking

antibodies to HLA-DR, HLA-DP, HLA-DQ, or pan–HLA

class II. Proliferation was assessed on day 3 after

a 16-hour pulse with 3H-thymidine. Data are

expressed as a percentage of control counts per

minute (cpm). (E) HLA class II isotype usage by

S346–S365-reactive CD4+ T cell clones (n = 298)

from 24 individuals as determined by >80%

inhibition of proliferation. (F) Identification of the

minimal peptide recognized by HLA-DR– or HLA-DP–

restricted S346–S365-reactive CD4+ T cell clones

(n = 23) isolated from seven individuals, as

determined by stimulation with autologous APCs

pulsed with a panel of truncated peptides. Proliferation was assessed on day 3 and is expressed as counts per minute (cpm). Bars indicate mean ± SD; circles indicate

individual clones. The minimal amino acid sequences recognized by T cell clones are highlighted with colored shading.
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Fig. 4. Identification of coronavirus S protein cross-reactive T cell

clones. (A and B) CFSE-labeled CD4+ TM cells from P28 and P33 were

stimulated with autologous monocytes pulsed with recombinant SARS-CoV-2

S protein. CFSElo cells were expanded with interleukin-2 for 10 days,

relabeled with CFSE, and restimulated with S proteins from human beta

(SARS-CoV, HKU1, and OC43) or alpha (NL63 and 229E) coronaviruses.

T cell clones from proliferating secondary cultures were isolated and tested

for cross-reactivity against different S proteins. (A) CFSE profiles from

primary and secondary stimulation in the absence or presence of the

indicated antigens. (B) Proliferative response of representative T cell clones,

isolated from secondary cultures, to autologous APCs pulsed with titrated

doses of recombinant S proteins from SARS-CoV-2, SARS-CoV, or HKU1.

Proliferation was assessed on day 3 after a 16-hour pulse with 3H-thymidine

and is expressed as counts per minute (cpm). (C to G) Multiple blood

samples were obtained from donor P34 several years before and 1.5 months

after COVID-19 (disease onset Oct 2020) and characterized regarding TM cells

and serum antibody levels. (C) T cell proliferation measured by CFSE dilution

in pre–COVID-19 (Dec 2018) and post–COVID-19 (Dec 2020) samples in

response to autologous monocytes pulsed with different S proteins. (D)

Time course of serum immunoglobulin G antibodies against different

coronavirus S proteins as determined by enzyme-linked immunosorbent

assay [half-maximal serum dilution (EC50) values]. These data demonstrate

that, together with a strong induction of serum antibodies to SARS-CoV-2,

antibody titers against HKU1 and OC43 also increased in the post–COVID-19

sample. (E) Proliferative response (day 3 cpm) to a pool of peptides spanning

SARS-CoV-2 S protein of T cell clones obtained from post–COVID-19 CFSElo

cultures stimulated by SARS-CoV-2, SARS-CoV, OC43, or NL63. Pie charts

show the total number of clones tested and the fraction of responsive clones

is shown in gray. (F) Specificity of SARS-CoV-2 S peptide pool-reactive

T cell clones isolated from each culture (E) was further mapped by stimulation
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Cross-reactive T cells may derive from pre-

existingmemory T cells or from the priming of

naïve T cells. We therefore analyzed a COVID-

19–recovered individual from whom we had

previously cryopreserved PBMCs. A robust

CD4
+
TM cell proliferation in the pre–COVID-

19 sample was detected against NL63 and 229E

S proteins, whereas the response to HKU1 and

OC43 was limited and the response to SARS-

CoV and SARS-CoV-2 undetectable (Fig. 4C).

Conversely, in thepost–COVID-19 sample, strong

T cell proliferation was observed not only in

response to SARS-CoV-2, but also in response

to all other alpha and beta coronavirus S

proteins (Fig. 4, C and D), and shared clono-

types were detected between SARS-CoV-2 and

endemic coronavirus S protein–stimulated cul-

tures (fig. S5A). Furthermore, T cell clones

isolated from cultures stimulated by SARS-

CoV, OC43, or NL63 proliferated in response

to the SARS-CoV-2 S peptide pool, and their

specificity was mapped primarily to the S2

region (Fig. 4, E and F), consistent with its

high degree of sequence conservation (20–22).

T cell clones that fully cross-reacted with all

S proteins weremapped to the highly conserved

fusion peptide (Fig. 4G).

To determine whether S-reactive T cells in

the post–COVID-19 sample could be detected

in pre-pandemic samples, we performed clono-

typic analysis of total TM cells on the post–

COVID-19 sample and on samples collected

in 2014 and 2017. Most of the SARS-CoV-2–

specific clonotypes identified above were found

only in the post–COVID-19 sample, consistent

with priming of naïve T cells (fig. S5B). By

contrast, clonotypes specific to endemic coro-

naviruses were found at a comparable number

at all time points. SomeT cell clonotypes against

the highly conserved fusion peptide could be

tracked back to the 2014 sample and were

found to be expanded in the post–COVID-19

sample (fig. S5C). These findings demon-

strate that preexisting cross-reactive TM cells

are recalled and expanded upon SARS-CoV-2

infection.

The robust CD4
+
T cell response to the

RBD and the identification of the S346–S365

immunodominant region conserved in the

emerging SARS-CoV-2 variants of concern

provide the rationale for the development of

a subunit vaccine based on the RBD because

it is the target of most neutralizing antibodies

(17, 18). These findings were not anticipated

in previous studies based on bioinformatics

predictions (2, 3) and short-term peptide stim-

ulation of PBMCs, highlighting the value of

combining T cell stimulation with protein anti-

gens with cloning and TCR sequencing for the

analysis of antigen-specific T cell repertoires.

The immunodominance of RBD S346–S365

at the individual level and at the population

level may be due to the presence of three

nested T cell epitopes presented by HLA-DR

and HLA-DP and to the relative abundance

of naturally processed peptides, as recently

reported in an immunopeptidomics study

(23). The S346–S365 region is also a contact

site for the broadly reactive neutralizing anti-

body S309 (24), providing a good example of

convergence of B and T cells around a con-

served epitope.

Our study also provides evidence for the

recall of preexisting cross-reactive TM cells

upon SARS-CoV-2 infection. However, this

phenomenon, reminiscent of the “original

antigenic sin” (25), does not prevent a robust

and persistent primary response to new epito-

pes of SARS-CoV-2 that is characterized by

extensive intraclonal diversification into TEM,

cTFH, and TCM cells, which represent inflam-

matory, helper, and long-lived TM cells, re-

spectively (26, 27). The availability of a large

number of cross-reactive T cell clones is not

only instrumental for defining target sites in

relevant pathogens but also for understand-

ing whether cross-reactivity is due to epitope

structural similarities or to TCR-binding de-

generacy (11, 28).

The possibility of leveraging a robust, cross-

reactive T helper cell function against con-

served sites will be instrumental in driving

neutralizing antibody responses to adaptive

vaccines that incorporate escape mutations

found in emerging SARS-CoV-2 variants.
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with pools of peptides spanning the S1DRBD, RBD, and S2 regions of the

SARS-CoV-2 S protein. Histograms show the percentage of clones specific for

each region. The total number of clones tested is indicated at the top.

(G) Characterization of representative cross-reactive T cell clones isolated

from P34 post–COVID-19 sample. Left panels report the proliferative

response (day 3 cpm) of T cell clones stimulated with titrated doses of

recombinant S proteins in the presence of autologous monocytes.

The peptides recognized are indicated on the right panels. Shown are

sequence alignments of the recognized SARS-CoV-2 epitopes (S816–S830

and S981–S1000) with homologous sequences of endemic alpha and

beta coronaviruses. Dots indicate amino acid residues identical to the

SARS-CoV-2 reference strain.
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ICE SHEETS

Transition to marine ice cliff instability controlled
by ice thickness gradients and velocity
J. N. Bassis1*, B. Berg1,2, A. J. Crawford3, D. I. Benn3

Portions of ice sheets grounded deep beneath sea level can disintegrate if tall ice cliffs at the ice-ocean

boundary start to collapse under their own weight. This process, called marine ice cliff instability,

could lead to catastrophic retreat of sections of West Antarctica on decadal-to-century time scales.

Here we use a model that resolves flow and failure of ice to show that dynamic thinning can slow

or stabilize cliff retreat, but when ice thickness increases rapidly upstream from the ice cliff, there is a

transition to catastrophic collapse. However, even if vulnerable locations like Thwaites Glacier start to

collapse, small resistive forces from sea-ice and calved debris can slow down or arrest retreat, reducing

the potential for sustained ice sheet collapse.

T
he Antarctic and Greenland ice sheets

are drained by glaciers and ice shelves

that terminate in near vertical ice cliffs

submerged in the ocean. The portions

of these ice sheets grounded beneath

sea level have the potential to catastrophically

collapse through a spectrum of instabilities,

including the marine ice sheet instability and

themarine ice cliff instability (MICI) (1–4). MICI

was only recently proposed and occurs because

the height of ice cliffs is limited by the strength

of ice (4). When glaciers retreat into an over-

deepening basin—or ice shelf collapse exposes

a tall ice cliff—cliffs become structurally unstable

at a threshold cliff height, leading to runaway

cliff failure and ice sheet disintegration (3, 4).

Because MICI proceeds through brittle fail-

ure, it could lead to rapid ice sheet mass loss,

with serious implications for sea level rise in

the 21st century and beyond (3). Although

there is evidence supporting the MICI in the

paleo-record (5), MICI remains controversial

because it has yet to be observed in modern-

day glaciers. Moreover, current models of

MICI rely on quasi-empirical parameteriza-

tions extrapolated from limited observations

to simulate retreat (3, 6, 7). Without under-

standing the processes that limit rates of

collapse, projections of sea level rise remain

uncertain.

Here we show that, contrary to the MICI

hypothesis, ice cliffs perched just above the

maximum cliff height will not always cata-

strophically collapse, even when grounded

on retrograde bed slopes with ice thickness

increasing upstream. Instead, we find that

catastrophic collapse is triggered when the ice

thickness gradient exceeds a critical threshold.

To probe ice cliff stability, we use the m-ice

model (8), which treats ice like a power-law

viscous material only until a yield strength is

reached (9, 10). Once the yield strength is

reached, the ice deforms rapidly and accumu-

lation of plastic strain in failed portions of

the ice reduces the strength of ice, resulting

in failure localization. Our m-ice simulations

neglect transient elastic stresses. The starting
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Fig. 1. Snapshots showing the evolution of the ice cliff for different water

depths and ice thicknesses. The color bar shows the effective strain rate DII

�

.

Dashed gray lines show the initial glacier geometry. (A to C) Initial slump for a dry

calving cliff 135 m high. After the slump, the ice cliff stabilizes and advances.

(D to F) A full-thickness berg detaching from an ice cliff 400 m high, grounded in

290 m of water. The calving event exposes thicker ice upstream, triggering runaway

failure and complete glacier disintegration. (G to I) Snapshots from an ice cliff 800 m

high, grounded in 690-m water depth. An initial slump triggers a buoyant calving

event. Continued erosion of mass from the top of the cliff eventually triggers another

buoyant calving event in a cyclical process. See movies S1 to S3.
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point of our simulations thus roughly cor-

responds to the end point of the viscoelastic

simulations in (11). Our simulations, however,

use a representation of the strength of ice that

is more appropriate for modern-day Greenland

calving glaciers and Antarctic ice shelves (8).

In our experiments, we first examined

idealized slabs of ice on a flat bed with varying

ice cliff thickness (H) and water depth (D),

with ice thickness increasing upstream. For

each simulation, the ice thickness or water

depth was chosen empirically so that the stress

at the ice cliff was initially perched slightly

above the failure threshold. This resulted in

simulations with an initially 135-m-thick dry

ice cliff, a 400-m-thick glacier grounded in

290 m of water, and an 800-m-thick glacier

grounded in 690 m of water.

In the dry case (D = 0, H ~135 m; Fig. 1, A

to C), failure occurs as a slump. Calved debris

accumulates ahead of the ice cliff, but the cliff

is stable. After the initial slump, the glacier

slowly thins and advances, with cascades of

smaller calving events avalanching from the

cliff top (movie S1 and Fig. 2A). The slope of

the cliff is ~55°, similar to observations of Eqip

Sermia, Greenland, which has a ~100-m-tall

cliff that terminates in tens of meters of water

(12). Moreover, additional simulations using

a discrete element model to simulate brittle

failure reveal similar patterns of failure, with

a stable slumped cliff (movies S4 and S5),

supporting the simplified continuum repre-

sentation of failure used here.

We next simulated cliff collapse from a

400-m-thick glacier terminating in ~290 m of

water (Fig. 1, D to F, and movie S2), compara-

ble to typical Greenland outlet glaciers. An

initial full-thickness fracture results in an iceberg

that detaches. The berg is buoyant, drifts away

and, unlike the dry case, does not provide a

stabilizing compressive stress. The new calving

face has a slight slope, resulting in buoyancy

forces that trigger a second calving event. This

exposes thicker ice upstreamandcauses another

full-thickness fracture, leading to a cycle of

catastrophic cliff collapse (Fig. 2B and movie

S2). However, the addition of a small ~25-kPa

back-stress at the ice cliff, similar to or smaller

than the back-stress inferred in iceberg-choked

Greenlandic fjords (13), slows retreat andprevents

complete collapse (Fig. 2B). Retreat continues

once the back-stress or “buttressing” is removed.

This is consistent with observations of Green-

landglaciers that showthat the seasonalpresence

of sea-ice and icebergs clogging fjords stabilizes

glacier retreat (13–16).

Finally, we examined an 800-m-tall cliff

terminating in 690 m of water (~25 m height-

above-buoyancy (Fig. 1, G to I), comparable to

Greenland’s largest outlet glaciers and to the

current grounding line thickness of Thwaites

and Pine Island glaciers. Here, calving initiates

with a subaerial slump,which triggers a buoyant

calving event (Fig. 1G and movie S3). This is

similar to the “footloose” theory of buoyant

calving and observations of large Greenland

glaciers (17–19). Thicker ice upstream is ex-

posed as icebergs are quickly evacuated. How-

ever, episodic “serac” failure from the ice cliff

results in a sequence of repeated events where

wasting from the top of the ice cliff exposes a

buoyant foot that episodically detaches (Fig. 1I).

A small 25-kPa back-stress again stabilizes the ice

cliff, this time resulting in cliff advance (Fig. 2C).

Our model predicts a distinct pattern of

uplift near the ice cliff associated with pro-

gressive “serac” failure that precedes calving.

This pattern of uplift is markedly similar to

observed patterns of uplift observed near the

cliffs of thick Greenland glaciers (Fig. 3), al-

thoughadditionalprocesses, like submarinemelt

and formation of a super-buoyant tongue, may

also play a role in Greenland calving cliff evolu-

tion. Nonetheless, the agreement between

observations and simulations hint that cliff

failure may already be underway in sections of

Greenland.

To determine if stable cliff positions are pos-

sible in the absence of buttressing, we varied

upstream velocity and bed slope to assess

stability of the 800-m cliff. We ran simu-

lations for at least 1 year or until the glacier

completely collapsed to determine mean rates

SCIENCE sciencemag.org 18 JUNE 2021 • VOL 372 ISSUE 6548 1343

Fig. 2. Change in ice cliff position

(DL) for the three ice thicknesses

and water depth combinations

shown in Fig. 1. (A) Initial retreat

followed by advance of the 135-m-thick

glacier. (B and C) The solid red lines

show retreat of the cliff for the

400- and 800-m-thick glacier without

buttressing. The dashed blue lines show the stabilizing effect of 25 kPa of buttressing. Buttressing was removed after day 90 (shown with a vertical gray line),

triggering subsequent retreat (dashed red line).

Fig. 3. Comparison between model snapshots (orange) and Operation IceBridge altimetry profiles

(blue) over Jakobshavn Isbræ (Sermeq Kujalleq) and Helheim Glacier, Greenland. (A and

B) Comparison of snapshots from simulations computed using a retrograde bed slope of 0.01 and upstream

velocity of 6 km/annum. Panel (A) shows a snapshot from a simulation with 25 kPa of buttressing at the

ice cliff, resulting in a flatter profile near the ice cliff. (C and D) Snapshots computed using a flat bed and

4 km/annum upstream velocity. Models and observations in (B) to (D) show substantial uplift at the terminus

that is especially pronounced for Helheim Glacier.
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of cliff advance (Fig. 4). Simulations were ini-

tializedwith identical surface slopes. To examine

the role of bed slope and ice thickness gradients

in controlling cliff stability, we also performed

a few simulations with half the initial surface

slope but equivalent ice thickness gradient

(Fig. 4, filled squares).

For modest ice thickness gradients, we see

patterns of retreat and advance largely con-

trolled by the upstream velocity rather than

the bed slope. Experiments performed with

identical initial thickness gradients, but dif-

ferent bed slopes, result in comparable rates of

terminus advance and retreat. For modest ice

thickness gradients, larger upstream velocities

result in advancing cliffs, whereas smaller up-

stream velocities result in retreating cliffs.

Glacier advance and retreat is separated by a

transition region, where rates of terminus

advance are small (<100m/annum) and quasi-

stable over our 1- to 2-year simulation period

(fig. S1).

As the ice thickness gradient becomes in-

creasingly negative—ice thickness increases

upstream faster—there is an abrupt transition

at a critical thickness gradient to catastrophic

collapse for all inflow velocities (Fig. 4). This

“marine ice cliff collapse” regime is a conse-

quence of retreat (by calving) exposing thicker

ice upstream much faster than dynamic thin-

ning can reduce the thickness of the upstream

ice exposed. Glacier advance on a steeply sloping

bed also increases cliff height, leading to run-

away cliff failure and retreat rates exceeding

tens of kilometers per year. This mechanism

suggests that cliff stability is a strong function

of dynamic thinning and hence, ice temper-

ature. We confirmed this hypothesis with an

additional set of simulations showing that

warmer ice stabilizes retreat and results in a

larger-magnitude (and flux dependent) crit-

ical thickness gradient (figs. S2 and S3).

Crucially, our results highlight the key role

that dynamic thinning of the ice plays in con-

trolling cliff failure. Resistance to collapse is

controlled by a balance between upstream flux,

dynamic thinning, and advection of thicker

ice from upstream (supplementary text). This

results in two regimes of cliff collapse. In the

first regime, dynamic thinning keeps pace

with calving, preventing runaway collapse by

restricting growth of the cliff height during

retreat. This regime is characterized by uplift

near the cliff that precedes calving and strongly

resembles observed patterns of uplift in thick

Greenland outlet glaciers (Fig. 3). The second

regime, marine ice cliff collapse, occurs when

ice thickness increases rapidly upstream. How-

ever, even if a glacier enters into a regime

where marine ice cliff collapse is imminent, a

relatively small back-stress on the ice cliff of

a few tens of kilopascals can slow or even

stabilize retreat, making sustained ice sheet

collapse less likely. This back-stress can be

provided by the mixture of icebergs, sea-ice,

and land-fast ice that abuts pinning points or

ice margins. We also examined the possibility

that gradual removal or weakening of an ice

shelf could stabilize and prevent runaway re-

treat (11). Initializing simulations with 25 to

50 kPa of buttressing and then ramping the

buttressing down over 1 to 50 days (fig. S4)

shows that, consistent with our previous ex-

periments, retreat and collapse can be post-

poned by a modest back-stress. The ice-cliff,

however, remains precarious and retreat even-

tually accelerates, leading to collapse. These

results support our previous interpretation

but further emphasize that glacier geometry

plays a dominant role in controlling rates of

retreat associated with the marine ice cliff

instability.

Thwaites Glacier, located in the Amundsen

Sea Embayment ofWest Antarctica, is hypothe-

sized to be one of the glaciers most vulnerable

to cliff collapse (3). Our results suggest that

disintegration or weakening of the floating

ice shelf that currently buttresses Thwaites

Glacier will expose a grounding line thickness

large enough to initiate cliff retreat. At present

grounding line conditions, Thwaites is unlikely

to initially collapse. However, exposing the

grounding line could trigger glacier retreat of

a few kilometers per year (Fig. 3), comparable

to the current retreat rate of large Greenland

outlet glaciers like Jakobshavn Isbræ (Green-

landic: Sermeq Kujalleq) (20). Thwaites, how-

ever, ismore than an order-of-magnitudewider

than Jakobshavn and, even if Thwaites does

not transition to catastrophic cliff collapse,

initiating retreat would result in a substan-

tial increase in the contribution of Thwaites

Glacier to sea level rise.
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Fig. 4. Average rate of terminus advance over 1 year for an initial 800-m-thick glacier terminating

in 690 m of water for a range of thickness gradients and upstream velocities. The bed slope is

shown on the top axis. The filled squares are color coded to show the rate of terminus advance computed for

half the initial surface slope. The approximate current thickness gradient and inflow velocity of the

Thwaites Glacier grounding line are also marked, indicating retreat at a few kilometers per year, but not

catastrophic collapse if the grounding line was exposed.
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HISTORY OF INNOVATION

Who do we invent for? Patents by women focus more
on women’s health, but few women get to invent
Rembrand Koning1*, Sampsa Samila2, John-Paul Ferguson3

Women engage in less commercial patenting and invention than do men, which may affect what is

invented. Using text analysis of all U.S. biomedical patents filed from 1976 through 2010, we found that

patents with all-female inventor teams are 35% more likely than all-male teams to focus on women’s

health. This effect holds over decades and across research areas. We also found that female researchers

are more likely to discover female-focused ideas. These findings suggest that the inventor gender gap is

partially responsible for thousands of missing female-focused inventions since 1976. More generally, our

findings suggest that who benefits from innovation depends on who gets to invent.

T
he inventor gender gap is well estab-

lished. Although progress has beenmade,

women are still less likely to enter STEM

(science, technology, engineering, and

mathematics) occupations, less likely to

continue in scientific careers, and less likely to

become inventors (1Ð6). Even today, only 35%

of STEM scientists and 13% of U.S. patent

inventors are women, suggesting that there

aremany Òlost Curies,Ó talented girls who never

grow up to discover and invent (7Ð9).

Although the gap itself is cause for concern,

its consequences may extend beyond the labor

market (10). It is possible that women are

more likely to invent for women, and if so,

the dearth of female inventors may cause

society to supply too few inventions that benefit

women. Recent work suggests a shortage of

projects, procedures, and products aimed at

female patientsÕ needs (11Ð13). Anecdotal evi-

dence abounds that a disproportionate share

of female-focused inventionsÑsuch as ovar-

ian cancer tests, personalized breast cancer

trials, and cataract-removal procedures [cat-

aracts are more common in women than in

men (14)]Ñare invented and brought tomarket

by women (15Ð17).

Yet, there is little systematic evidence on

whether female-invented products are more

likely to focus on the needs of women, es-

pecially in knowledge-intensive domains such

as biomedicine. On the one hand, the lived

experiences of female inventors may lead them

to see opportunities to invent for people like

themselves, specialize in clinical and disease

areas that men may overlook, and invent with

more knowledge of womenÕs health (18, 19).

On the other hand, medical inventors gener-

ally have extensive training in MD and PhD

programs,which could eliminate knowledge dif-

ferences between male and female researchers.

Furthermore, inventions followmarket demand

(20). It could be that inventors,male or female,

simply invent where the market pulls them.

We measured the gender of inventors and

the sex focus of their inventions for all U.S.

biomedical patents filed between 1976 and

2010. We found that in this field, inventions

by women are more likely to focus on the

medical needs of women. This pattern is

strongest for all-female invention teams, holds

over decades, and is present even within nar-

row areas of invention. This last finding sug-

gests that the female inventor-invention link

is both the result of women working in more

female-focused research areas and female in-

ventors identifying opportunities to invent for

women regardless of the area in which they

work. We also analyzed biomedical research

articles between 2002 and 2020 and found

that female-discovered ideas are also more

likely to be female-focused. That upstream

research ideas also exhibit a female inventor-

invention link further suggests that the gender

gap in who commercializes their ideas has con-

tributed to the sex gap in what types of ideas

become inventions.

The starting point for our analysis was a

new measure for a patentÕs focus on the med-

ical needs of men and/or women. We ex-

tracted the title, abstract, and start of the

summary text from the 441,504 ÒDrugs and

MedicalÓ patents in the PatentsView-NBER

(National Bureau of Economic Research) data-

set. We then fed this text through the National

Library of MedicineÕs Medical Text Indexer

(MTI) (21).

The MTI algorithm uses machine learning

to map text to the Medical Subject Heading

(MeSH) terms thatmost likely reflect the textÕs

content. More details are provided in supple-

mentary text S1.

The MeSH ontology includes two tags for

the sex focus of the patent. A patentÕs text

gets the ÒFemaleÓ tag when it covers Òfemale

organs, diseases, physiologic processes, genetics,

etc.Ó There is a parallel ÒMaleÓ tag. We refer

to the 12.76% of patents that the MTI tagged

ÒFemaleÓ as female-focused patents. Conver-

sely, 13.27% of patents are male-focused. In

supplementary text S2, we validate the MTI

algorithm, showing that it works well with

patent text and that its accuracy is unbiased

with respect to inventor gender. In supple-

mentary text S3, we show that although

the female and male MeSH tags are a coarse

measure of sex focus, they capture meaningful

differences in the likelihood that a patent

benefits women or men. For example, with

word-embedding methods and clinical-trial

data, we show that female- and male-tagged

patents are roughly 400%more likely to des-

cribe inventions that would be evaluated by a

female- or male-only trial. Furthermore, with

data on disease incidence, we show that patents

tagged as female address diseases that affect

roughly twice as many women; we found a

similar pattern for male-tagged patents and

men. We measured inventor gender using a

standard dictionary-matching process (sup-

plementary text S4). Our last sample includes

430,060 patents with inventor-gender and sex-

focus measures.

Our first set of analyses explored raw trends

in the gender composition of inventors. We

did so by splitting our data into two groups:

patents with majority-female inventing teams

(≥50% women) and patents with strictly more

male inventors (>50%men). In Fig. 1, we show

that women-invented biomedical patents are

on the rise, growing from 6.3% in 1976 to

16.2% in 2010. Yet the 3014 inventions by

female-majority teams in 2010 are still out-

numbered by the 3347 patents invented by

men nearly four decades earlier, in 1976. In

total, male-majority teams generated 373,774

patents, whereas female-majority teams gen-

erated 56,286.

Trends in the sex focus of invention for

male-majority teams are shown in Fig. 2A

and those of female-majority teams in Fig. 2B,

with the black solid line and gray dashed line

showing the percentage of patents that are

female-focused and male-focused, respectively.

Male-majority teams invented more for men

than for women in all but 1 year of our data

(Fig. 2A), although the difference has shrunk.

In 1976, patents by male-majority teams were

15% more male-focused (11.2%) than female-

focused (9.7%); in 2010, patents by male-

majority teams were 6.2% more male-focused

(13.7%) than female-focused (12.9%). This nar-

rowing follows efforts by the National Institutes

of Health and National Science Foundation

starting in the late 1980s to promote research

on womenÕs health (22). Overall, of the 373,774

patents invented bymale-majority teams, 49,886

(13.3%) weremale-focused, 46,453 (12.4%) were

female-focused, and the rest were tagged as

not sex-focused.

Female-majority teams are substantially

more likely to invent for women and only
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slightly less likely to invent for men than are

male-majority teams (Fig. 2B). In 1976, patents

by female-majority teams were 7%more male-

focused (12 versus 11.2%) and 37% were more

female-focused (13.3 versus 9.7%) than patents

bymen. As withmale-majority teams, by 2010,

female-majority teams invented more often for

both sexes. On average, of the 56,286 patents

invented by female-majority teams, 8246 (14.7%)

were female-focused, 7053 (12.5%) were male-

focused, and the rest were not tagged as sex-

focused. Compared with male-majority teams,

female-majority teams are only 6% (12.5 versus

13.3%) less likely to invent for men but are

18.5% (14.7 versus12.4%) more likely to invent

for women.

The inventor gender gap amplifies these in-

vention sex gaps (Fig. 3). The number of female-

focused minus male-focused patents invented

by male-majority teams over time is shown

in Fig. 3A. Such teams regularly invent more

than 100 additional male-focused inventions

per year. The same difference for female-

majority teams is shown in Fig. 3B. Male and

female inventors seem to have offsetting ten-

dencies, but because there have been so many

more male inventors, in aggregate invention

has been skewed towardmen’s health (Fig. 3C).

The rising share of female inventors, and their

increased focus on the needs of women, has

begun to close and in some years flip the

invention sex gap.

To further explore the magnitude and con-

sequences of this female inventor-invention

link, we turned to patent-level models that

regress a patent’s female focus on whether the

invention team falls into one of four buckets:

all female, majority (50% or more) but not all

female, minority female, and all male (our ex-

cluded baseline). Our model includes fixed

effects for the year interacted with the patent’s

subcategory (drugs, surgery and instruments,

biotechnology, or other) and the patent team’s

size (23). Additional details and tables are

provided in supplementary text S5. The esti-

mates from thismodel, shown inblack inFig. 4A,

show a clear dose-response relationship, in-

creasing from 1.3 ± 0.16 (±SE) (P < 0.001)

percentage points for minority-female teams

to 2.4 ± 0.19 (P < 0.001) for majority-female

teams, and to 4.6 ± 0.30 (P < 0.001) for all-

female teams. These reflect relative increases

of 10, 18, and 35% over the baseline female-

focused invention rate of all-male teams.

These estimates are the result of two pos-

sible pathways. First, women might work in

more female-focused research areas. Second,

women might draw on different experiences

and knowledge, regardless of their research

area. If the first pathway is the main one, then

the benefit to women of there being more

female inventors will be concentrated in

areas that are already female-focused (for

example, additional pre-eclampsia treatments).

If the second pathway matters more, then

women would also see benefits in research

areas without a strong prior sex focus (for

example, female-focused atrial fibrillation

treatments).

To isolate the within-research-area mech-

anism, we matched female-invented patents

to male-invented patents using the patent’s

publication year, subcategory, team size, and

the narrowMeSH level-four disease area most

associatedwith the invention [for example, 1983

drug patents for atrial flutter (C14.280.067.248)

with two inventors, or 1990 surgery patents

for atrial fibrillation (C14.280.067.198) with

three inventors]. The estimates in Fig. 4A in

gray come from this matched sample, which

is roughly 1/10th the size of our full sample

and includes year × subcategory × team size ×

disease fixed effects. After tightly matching

within research areas, just over half of the total

effect remains, with effect sizes for minority,

majority, and all-female teams of 0.67 ± 0.37

(P = 0.36), 1.3 ± 0.37 (P = 0.002), and 2.8 ± 0.55

(P < 0.001) percentage points, respectively. The

female inventor-invention link stems equally

from women working in female-focused re-

search areas and from women spotting op-

portunities in other research areas.

In the supplementary materials, we report

additional analyses. In supplementary text S6,

we show that inventions by women are not

merely more sex-focused in general, which

could be so if women work in applied areas

in which anatomical sex differences are more

central or if women are more likely to run sex

and gender analyses (24). Instead, and con-

sistent with Fig. 2, we found that teams with

female inventors, as compared with all-male

inventor teams, are neither more nor less

likely to invent formen. Robustness checks are

provided in supplementary text S7, including

analyses showing that patents with all-female

teams target diseases that affect 16% more

women and are roughly 40% more likely to

describe an invention that would be evaluated

by a clinical trial that only enrolls women. Our
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Fig. 1. Total number of U.S. biomedical

patents over time along with the number

of patents with majority female (≥ 50%

women) and majority male (> 50% men)

inventor teams. The figure includes

430,060 patents from 1976 through 2010.
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within-disease-area findings hold if we in-

stead rely on different matching criteria,

multidimensional disease fixed effects, or

lasso-stylemachine-learningmethods (supple-

mentary text S8), all of which further ac-

count for differences in which areas women

and men invent.

In supplementary text S9, we show our

exploration into heterogeneity in the female

inventor-invention link. We found little evi-

dence that the female inventor-invention link

has consistently increased or decreased with

time. We found suggestive evidence that all-

female teams are 2.4 percentage points more

likely to invent for women in noncorporate

than in corporate settings, which is consistent

with the idea that limited women’s represen-

tation in corporate management leads firms

to overlook female-focused research and devel-

opment opportunities (25). We also show that

all-female teams are 8.7 percentage points

more likely to invent for women in the surgery

subcategory, versus 2.3 percentage points in

drugs. This last difference is consistent with

the idea that the historical hostility toward

women in surgery (26) has both involved men

dismissing promising female-focused surgical

ideas and women being especially likely to

develop those ideas.

Overall, we found that women’s biomedical

inventions are more likely than men’s inven-

tions to focus on women’s needs. That said,

patents are a downstream outcome in the

process of discovery and invention. Perhaps

nascent female inventors discover ideas for

both sexes equally, but gender stereotypes

lead women to not patent their male-focused

ideas (ormen to not patent their female-focused

ones). Differential selection into patenting, not

differences in the knowledge and experiences

that women bring to the discovery process,

might be responsible.

To test for differential selection, we used

data on the upstream research ideas that

biomedical patents build on. Specifically, we

analyzed 2,062,695 original biomedical research

articles from the National Library of Medi-

cine’s PubMeddatabase that are at risk of being

commercialized and were published between

2002 (the first year we have data on the

authors’ gender) and 2020 (supplementary
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data. Black estimates come from a model fit by
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size fixed effects. The gray estimates are from

models that match teams with female inventors to

all-male teams by using the patent’s year, sub-

category, team size, and disease focus. The full

sample includes 430,060 patents; the largest

matched sample includes 45,751 patents.

(B) Estimates using the research article data. Black

estimates are from models fit by using OLS with

year × journal and year × team size fixed effects.

The gray estimates are similar but also match teams

with female scientists to all-male teams by using

the article’s year, team size, and disease focus. The

full sample includes 2,062,695 articles published in the 1000 journals in PubMed with the highest commercialization impact factors from 2002 through 2020;
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text S10). We again used theMeSH ontology’s

“Male” and “Female” check tags to asses

articles’ sex focus, but we did not use the

MTI algorithm because articles in PubMed

are assigned MeSH tags by human medical

indexers.

Research teamswithmore women aremore

likely to discover for women (Fig. 4, A and B).

There is again a clear dose-response relation-

ship, with the effect increasing from 0.84 ±

0.08 (P < 0.001) to 3 ± 0.08 (P < 0.001) to 4.5 ±

0.12 (P< 0.001) percentage points forminority,

majority, and all-female teams, respectively.

As in Fig. 4A, the gray estimates in Fig. 4B

involve matching and fixed effects to account

for differences in men’s and women’s publish-

ing rates in different narrow disease areas

(supplementary text S11). Although the coef-

ficients shrink, the differences are small and

nonsignificant. Compared with the baseline

female-focused publication rate, papers with

all-female teams are about 12% more likely to

focus on the health needs of women. Addi-

tional robustness tests are reported in sup-

plementary text S12, including analyses that

show that discoveries bywomen are notmore

likely to be male-focused, that our findings

hold under alternativematching schemes, and

that discoveries by all-female teams target

diseases that affect 47% more women and are

>40% more likely to describe an idea that

would be evaluated by a clinical trial that en-

rolls only women.

These findings imply that many promising

female-focused discoveries have yet to be com-

mercialized because women are less likely to

obtain patents (1, 27). Rough calculations (sup-

plementary text S13) suggest that if all the

patents invented between 1976 and 2010 had

been produced by men and women equally,

then there would have been around 6500

more female-focused inventions. Even when

we focused within research areas, thus holding

constant the number of patents produced

across areas, we still found that inventor gen-

der equality would have resulted in just over

3500more female-focused inventions. If research

articles were produced equally by men and

women, then from 2002 to 2020 there would

have potentially been 40,000 more female-

focused discoveries. This suggests that there

may still be many untapped market opportu-

nities to invent for women—opportunities that

could in turn improve women’s health.

These estimates of the number of lost female

inventions are suggestive. The primary goal

of this study is to establish a link between

the background of inventors and who might

benefit from their inventions. We did not ob-

serve the counterfactual world in which there

are more (or fewer) female inventors or scien-

tists. Hence, the evidence presented here cannot

tell us whether women’s female-focused inven-

tions could have instead been invented by all-

male teams, or the extent to which female

inventors might displace men from working

on women’s health, or whether women might

insteadpursue other, non–female-focused ideas

if therewere a greater share of female inventors

and inventions. Our analyses also cannot tell us

whether the gendermix of inventions is or ever

has been socially optimal. Last, although recent

work has found that demographic similarity

between doctors and patients improves fe-

male and African American health outcomes

(19, 28, 29), our analysis does not shed light on

whether female-invented and -focused patents

are more original or impactful. We see each

of these limitations of the present study as a

promising avenue for more research.

That research should not be limited to the

differences between men and women nor to

biomedicine. Our findings sketch a road map

for future research on demographics and in-

novation. Reducing the barriers that dis-

advantaged groups face when working and

inventing has accounted for a nontrivial share

of economic growth over the past century

(30). In virtually all cases, though, whether the

population under study has been 19th-century

Black inventors (31), early-20th-century Eastern

European scientists (32), or some other group,

the focus has been on how discrimination

has reduced the overall level of innovation.

By contrast, we found a robust and sizable

connection between inventor gender and the

sex focus of inventions. This is one step in

showing how labor-market bias might spill

over into product-market bias. Whereas earlier

work on gender and innovation has focused

on estimating biases against entrepreneurs and

inventors while holding the underlying idea

constant [for example, (33)], we hope that

future work will focus on understanding bias

against ideas that especially benefit histori-

cally disadvantaged groups (34). Our findings

here suggest that inequities in who invents

may lead to inequities in who benefits from

invention.
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SIGNAL TRANSDUCTION

NF-kB dynamics determine the stimulus specificity
of epigenomic reprogramming in macrophages
Quen J. Cheng1,2†, Sho Ohta1†, Katherine M. Sheu1, Roberto Spreafico1,3, Adewunmi Adelaja1,

Brooks Taylor1, Alexander Hoffmann1,3*

The epigenome of macrophages can be reprogrammed by extracellular cues, but the extent to which

different stimuli achieve this is unclear. Nuclear factor kB (NF-kB) is a transcription factor that is

activated by all pathogen-associated stimuli and can reprogram the epigenome by activating latent

enhancers. However, we show that NF-kB does so only in response to a subset of stimuli. This stimulus

specificity depends on the temporal dynamics of NF-kB activity, in particular whether it is oscillatory

or non-oscillatory. Non-oscillatory NF-kB opens chromatin by sustained disruption of nucleosomal

histone–DNA interactions, enabling activation of latent enhancers that modulate expression of

immune response genes. Thus, temporal dynamics can determine a transcription factor’s capacity to

reprogram the epigenome in a stimulus-specific manner.

T
he cellular epigenome, a regulatory net-

work involving transcription factors,

chromatin architecture, and histonemod-

ifications, contains stable, heritable infor-

mation that determines cell type–specific

programs of gene expression (1, 2). Neverthe-

less, the epigenome of differentiated cells re-

mains highly plastic, particularly in immune

cells such asmacrophages (3,4). These immune

sentinel cells detect microenvironmental im-

mune threats, mount appropriate gene expres-

sion responses, and reprogram their epigenomes

to tailor subsequent immune responses (5). At

a molecular level, this reprogramming is initi-

ated by the activity of signal-dependent tran-

scription factors (TFs) such as nuclear factor

kappa-light-chain-enhancer of activated B cells

(NF-kB) (6). In cooperationwith chromatinmod-

ifiers and pioneering TFs, signal-dependent

TFs increase chromatin accessibility andmod-

ify histones at previously silent regions of the

genome, thus converting latent enhancers to

poised or active states (7–9). NF-kB activated

by bacterial lipopolysaccharide (LPS) has

been a model TF in this field. However, the

degree to which NF-kB or other TFs can alter

the epigenome in response to different stimuli

is unknown.

To investigate the stimulus specificity of

epigenomic reprogramming, we stimulated

bone marrow–derived macrophages (BMDMs)

with five well-characterized ligands: tumor ne-

crosis factor (TNF) and the Toll-like receptor

agonists Pam3CSK, CpG, LPS, and Poly(I:C)

(polyinosinic: polycytidylic acid).We performed

chromatin immunoprecipitation sequencing

(ChIP-seq) using antibodies recognizing the

monomethylation of lysine 4 on histone H3

(H3K4me1) to identify latent enhancers that

were activated upon stimulation. We found

3978 enhancer regions that segregated into

two clusters by the k-means algorithm (Fig. 1A

and fig. S1). The latent enhancers in cluster 1

were most strongly activated in response to

LPS and Poly(I:C) and were enriched for in-

terferon response factor (IRF) motifs (Fig.

1B, top), consistent with the fact that these

stimuli activate IRF3 and type I interferon (10);

in Irf3
−/−

Ifnar
−/−

BMDMs, these regions no

longer acquired H3K4me1 (Fig. 1C, top). Weak

H3K4me1 signal was preserved in response to

TNF, which activates IRF1 but not IRF3 (11).

In contrast, the regions in cluster 2 were

highly enriched for NF-kBmotifs (Fig. 1B, bot-

tom), implying that these were latent NF-kB

enhancers. We examined the contribution of

other stimulus-responsive signaling pathways

and found that the gain of H3K4me1 was

preserved in Irf3
−/−

Ifnar
−/−

BMDMs (Fig. 1C,

bottom) but disrupted by pharmacologic in-

hibition of mitogen-activated protein kinase

(MAPK) pathways (fig. S2, A and B). MAPK

inhibition also blocked activation of latent en-

hancers in cluster 1, suggesting that theMAPK

pathway is generally critical for epigenomic

reprogramming (12) and does not specifically

collaborate with NF-kB.

We next examined the contribution of NF-kB

family members. RelA:p50 is the dominant

NF-kB dimer in macrophages (13), but cRel

also plays a role (14). We knocked out cRel

(Rel
−/−

) and found that H3K4me1 ChIP-seq

signals were unchanged (fig. S2C), including

at the Il12b promoter (14). Knocking out p50

(nfkb1
−/−

) only weakly diminished H3K4me1

signals, indicating that partial compensation

by RelA:p52 or RelA homodimers was suffi-

cient (15). These data indicated that RelA is the

primary activator of latent NF-kB enhancers

in macrophages.

To focus on latent NF-kB enhancers, we

used RelA ChIP-seq data (16) to identify 1071

regions in cluster 2 that contained a RelA bind-

ing event. Unexpectedly, these regions acquired

H3K4me1 in a stimulus-specific manner, even

though all five stimuli tested activate NF-kB

(17). Within these regions, the H3K4me1 signal

was strongly induced by Pam3CSK, CpG, and

LPS, with median log2 fold changes of 1.07,

1.16, and 1.33, respectively. TNF and Poly(I:C)

produced less H3K4me1, with median log2
fold changes of 0.60 and 0.70, respectively

(Fig. 1D, top). A pairwise comparison of sam-

ples quantitatively confirmed the stimulus

specificity of these NF-kB enhancers (Fig.

1D, bottom).

This stimulus specificity would be difficult

to explain if NF-kB acted as a binary on-off

switch, but NF-kB is activated with complex,

stimulus-specific temporal dynamics (17–19).

In response to various stimuli, NF-kB enters

the nucleus with distinct speeds, amplitudes,

and durations and may oscillate between the

nucleus and cytoplasm. To determine whether

stimulus-specific NF-kB dynamics play a role

in stimulus-specific activation of latent en-

hancers,we used live-cellmicroscopy of BMDMs

expressing NF-kB–RelA fused with the mVenus

fluorophore (mVenus-RelA) (20) tomeasure the

single-cell dynamics of NF-kB–RelA in response

to eachof the five ligands (Fig. 1E).Wequantified

the six NF-kB dynamic features that function

as signaling codons to encode ligand identity

and dose (20) and correlated them to mean

H3K4me1 counts in theNF-kB–activated latent

enhancers (fig. S3). Oscillatory power [correla-

tion coefficient (r) = −0.95], total activity (r =

0.77), and peak amplitude (r= 0.78)were highly

correlated with the capacity of a given stimulus

to activate latent enhancers (Fig. 1F).

We hypothesized that temporal dynamics of

NF-kB activitymight affect its interactionwith

chromatin. Crystallographic studies imply that

stable NF-kB–DNA binding requires the DNA

to be nucleosome-free, because NF-kB dimers

embrace the DNA double helix circumferen-

tially (21, 22) (Fig. 2A). However, NF-kB can

interact with nucleosomal DNA, particularly

when its binding site is distal to the nucleo-

some dyad (23). Indeed, the DNA-histone

interface is composed of low-affinity interac-

tions that allow spontaneous disassociation or

“breathing” (24). Thus, successive disruptions

of DNA-histone contacts by NF-kB, in collab-

oration with remodeling complexes such as

SWI/SNF (25), chaperone proteins such as FACT

(26, 27), and/or pioneer factors such as Pu.1

or CEB/Pa (28), may displace the nucleosome

(Fig. 2B). This may be followed by the depo-

sition of histonemodifications on neighboring

nucleosomes, resulting in a poised or active

enhancer (7).

We created a multistep model describing

how dynamical NF-kB activity might interact
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with nucleosomal DNA. A series of 14 Hill equa-

tions described the competition between NF-kB

and histone for interaction with DNA (Fig.

2C), reflecting the number of contact points in

the histone octamer–DNA crystal structure (29).

Relative rates of nucleosome wrapping and un-

wrapping were based on available biophysical

data (30). With measured single-cell NF-kB ac-

tivities (Fig. 1E) as inputs, the model simula-

tions reproduced the differences in experimental

H3K4me1 ChIP-seq data (Fig. 2, D and E, and

fig. S4, A and B).

We used the model to investigate which fea-

tures of NF-kB dynamics affect chromatin ac-

cessibility.We examined the three featuresmost

highly correlated with the H3K4me1 ChIP-

seq data (Fig. 1F): oscillations, amplitude, and

total activity. The model indicated that a non-

oscillatory dynamic produces a twofold greater

chromatin accessibility than an oscillatory

dynamic (Fig. 2F). The model also indicated

that NF-kB activity must have a minimal am-

plitude (Fig. 2G and fig. S4C) and extend for

a minimal duration (Fig. 2H and fig. S4D) to

open chromatin; but above these thresholds,

non-oscillatory NF-kB always has greater capa-

city to open chromatin than does oscillatory

NF-kB. This was consistent across a range of

parameter values (fig. S5). These simulations

predicted that the presence or absence of

oscillations, not the maximum amplitude or

duration of activity, is the key determinant of

whether NF-kB preserves or alters the chro-

matin state.

To test this prediction, we generated a mouse

in which NF-kB dynamics are perturbed. When

activated, NF-kB rapidly induces expression of

Nfkbia, whose gene product is the negative

regulator IkBa (Fig. 3A) (31). IkBa knockout

alone is perinatal lethal owing to persistent in-

flammation (32), but we rescued this lethality

by genetically ablating endogenous TNF ex-

pression (33). We then crossed the composite

knockout strain with mVenus-RelA knock-in

mice to examine the dynamics of NF-kB by live-

cell microscopy. IkBa
−/−

BMDMs responded to

TNF with altered NF-kB dynamics compared

with wild-type (WT) controls (Fig. 3B). We

quantified the differences in the distribution

of single-cell dynamic features by the non-

parametric Kolmogorov-Smirnov (K-S) test and

found that the greatest dynamic difference

between IkBa
−/−

and WT was a loss of oscilla-

tions, with a test statistic (D) of 0.85, cor-

responding to P < 10
−16

(Fig. 3C and fig. S6A).

Other dynamic featureswere either unaffected

or favored WT cells, as in the case of activa-

tion speed (D = 0.66) and early-versus-late

activity (D = 0.52). The area under the NF-kB

activity curve slightly favored WT cells at all

time points (Fig. 3C and fig. S6B). We con-

cluded that loss of IkBa abolishedNF-kB oscil-

lations without increasing its total activity.

We examined the chromatin state by stim-

ulating BMDMs from IkBa
−/−

and littermate

control mice with TNF and performed the as-

say for transposase-accessible chromatin using

sequencing (ATAC-seq) at 2, 4, and 8 hours.

This was followed by a 16-hour period without

TNF, after which a final ATAC-seq sample was

collected (fig. S7A). We identified 1443 genomic

regions that demonstrated TNF-inducible

chromatin accessibility in either genotype. Of

these, 332 were differentially inducible be-

tween control and IkBa
−/−

, and 97% of those

332 regions (n = 322) had greater chromatin

accessibility in the knockout than in the con-

trol (Fig. 3D), despite the slight reduction in

total NF-kB activity (fig. S6B). These differ-

entially inducible regions were enriched for

NF-kB motifs (Fig. 3E), and 311 of 322 regions

showed RelA binding by ChIP-seq (fig. S7B).

Ninety-six percent were located in intergenic

or intronic portions of the genome (fig. S7C),

suggesting that they function as cis-acting

enhancers of immune genes such as Ccl5 (Fig.

3F), which requires chromatin remodeling for

maximal expression (16).

Our model predicted that chromatin acces-

sibility is primarily determined by whether

1350 18 JUNE 2021 • VOL 372 ISSUE 6548 sciencemag.org SCIENCE
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Fig. 1. NF-kB–activated latent enhancers are stimulus-specific and corre-

late to dynamic features of NF-kB activity. (A) Heatmap of H3K4me1 ChIP-

seq inducible peaks from BMDMs stimulated with five ligands for 8 hours,

unsupervised k-means clustering. Average of two biological replicates. (B) Known

transcription factor motifs with greatest enrichment in cluster 1 and cluster 2

peaks. ISRE, interferon-stimulated response element; OCT4, organic cation/

carnitine transporter 4. (C) Heatmap of H3K4me1 ChIP-seq in Irf3
−/−

Ifnar
−/−

BMDMs, using the same clusters as in (A). (D) Violin and box plots of log2 fold

change in H3K4me1 signal of 1071 NF-kB enhancers from cluster 2 that also

contain an NF-kB–RelA binding event. Corresponding matrix of P values of

H3K4me1 ChIP-seq fold change, by two-tailed t test between pairs of conditions.

(E) Heatmaps of NF-kB activity in single cells by live cell microscopy of mVenus-

RelA BMDMs, showing nuclear abundance of NF-kB in response to five stimuli

over 8 hours. (F) Bar graph of correlation coefficients between mean H3K4me1

ChIP-seq counts of NF-kB enhancers and the six signaling codons of NF-kB

dynamics (20); see also fig. S3.
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Fig. 2. Mathematical model predicts epigenetic

response to distinct dynamic features of NF-kB.

(A) Crystal structures of nucleosomal DNA [Protein

Data Bank (PDB) ID 1F66] versus NF-kB–bound DNA

(PDB ID 1VKX), where the RelA:p50 NF-kB dimer is in

green. (B) Schematic of model illustrating NF-kB–

driven nucleosome displacement. (C) Multistep

model with 14 steps to complete nucleosome

unwrapping, each expressed as a Hill function (for

further explanation, see supplementary materials).

E
−14, fully closed state; E0, fully open state.

(D) Heatmaps of simulations of chromatin opening in

response to different stimuli, using single-cell

trajectories from NF-kB microscopy data as input.

(E) Model simulation versus ChIP-seq data. Mean

ChIP-seq counts from 1071 latent NF-kB enhancers

(Fig. 1D), background-subtracted and scaled to

maximum signal (LPS stimulation). Model simulations

are mean of maximum E0 fraction per cell (compare

with fig. S3A), scaled to LPS condition. (F) Model

simulation of predicted chromatin accessibility

comparing oscillatory versus non-oscillatory

input activities. (G and H) Model simulation

of predicted chromatin opening across a range

of amplitudes and durations.

A

D

F G

B

C

H

E

A B C

ED F H

G

Fig. 3. IkBa knockout abolishes NF-kB oscillations, increases chromatin

accessibility, and activates latent enhancers. (A) Schematic of IkBa as

inducible negative regulator of NF-kB. IKK, IkB kinase. (B) Heatmap of single-

cell NF-kB activity by live cell microscopy of mVenus-RelA BMDMs, comparing

TNF response in WT versus IkBa−/− macrophages. A.U., arbitrary units. (C) Bar

graph of K-S test statistic for difference in distribution of six signaling

codons and areas under NF-kB activity curve (AUC), comparing IkBa−/− and

WT. (D) Heatmap of ATAC-seq signal after TNF stimulation at 322 genomic

regions that are TNF-inducible and differential between IkBa−/− and control.

Average of two biological replicates. The term “wash” indicates 8 hours with

followed by 16 hours without TNF stimulation. (E) Known transcription factor

motifs with greatest enrichment in differentially inducible ATAC-seq regions.

(F) Genome browser tracks for representative differentially inducible

ATAC-seq regions, two replicates per time point. (G) Percentage of cells with

non-oscillatory NF-kB trajectories by microscopy, compared with relative

percentage of cells with accessible chromatin by ATAC-seq at Chr15 intergenic

peak (F). (H) Heatmap of H3K4me1 ChIP-seq signal after TNF stimulation

over the 322 regions defined as differentially inducible by ATAC-seq. Average of

two biological replicates. The term “wash” indicates 8 hours with followed

by 16 hours without TNF stimulation.
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NF-kB is oscillatory or non-oscillatory at the

single-cell level. We therefore considered that

the magnitude of ATAC-seq signal can be in-

terpreted as the proportion of cells in a sample

in which a particular region of DNA is acces-

sible. As determined by microscopy, 87% of

IkBa
−/−

cells had non-oscillatory NF-kB, com-

pared with 25% in WT cells. This was similar

to the magnitude of ATAC-seq differences be-

tween IkBa
−/−

and control. For example, at an

intergenic peak on chromosome 15, 67% of

IkBa
−/−

cells showed accessible chromatin,

compared with 22% of control cells (Fig. 3G).

To confirm that the negative feedback func-

tion of IkBa was indeed critical for the ob-

served effects, we used an IkBa
kB/kB

mutant

in which NF-kB binding sites in the promoter

of the Nfkbia gene are disrupted (34) (fig.

S8A). In this model, basal IkBa expression is

preserved, and the mice live into adulthood

without requiring compound suppressor mu-

tations. We found that upon TNF stimulation,

IkBa
kB/kB

BMDMs activated NF-kB in a non-

oscillatorymanner withminimal disruption of

other dynamic features (fig. S8, B to E). ATAC-

seq analysis of TNF-stimulated WT versus

IkBa
kB/kB

BMDMs recapitulated our findings

in the IkBa
−/−

system,with 131 genomic regions

demonstrating greater gain of chromatin ac-

cessibility in the mutant compared with WT

(fig. S8F). These regions were enriched for

NF-kB motifs, and 90% showed RelA binding

by ChIP-seq (fig. S8, G andH). Taken together,

the ATAC-seq data from both IkBa
−/−

and

IkBa
kB/kB

experimental models indicated

that loss of NF-kB oscillations results in

greater chromatin accessibility at NF-kB

binding sites.

We examined whether regions with differen-

tially inducible chromatin accessibility acquired

the corresponding histone mark of enhancers.

H3K4me1 ChIP-seq in TNF-stimulated BMDMs

showed that in the 322 differentially inducible

ATAC-seq regions there was also a greater gain

ofH3K4me1 signal in IkBa
−/−

than in littermate

controls (Fig. 3H). These histone marks per-

sisted for 16 hours after TNF was removed, sug-

gesting that chromatin opening facilitated by

NF-kB may be transient but leads to durable

H3K4 methylation even after the stimulus is

removed, thus activating a latent enhancer and

reprogramming the epigenome.

Because histonemethylation ismore durable

and more indicative of enhancer function, we

analyzed the H3K4me1 ChIP-seq data inde-

pendently and identified 2081 regions that

acquired more H3K4 methylation in IkBa
−/−

cells than did controls (Fig. 4A). These differen-

tially induced, dynamics-dependent enhancers

persisted after the TNF stimulus was removed,

were enriched for NF-kB motifs (Fig. 4B), and

showed significant overlap with the set of

stimulus-specific NF-kB enhancers identified
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Fig. 4. NF-kB dynamics-dependent enhancers are associated with

dynamics-dependent gene expression. (A) Heatmap of H3K4me1 ChIP-seq

signal after TNF stimulation at 2081 dynamics-dependent enhancers that are

differentially induced by TNF between IkBa−/− and control. Average of

two biological replicates. The term “wash” indicates 8 hours with followed by

16 hours without TNF. (B) Known transcription factor motifs with greatest

enrichment in dynamics-dependent enhancers. (C) Heatmap of H3K4me1

signal after 8-hour stimulation at regions that overlap between (A) and Fig. 1D

(n = 211 regions, P for overlap = 3.0 × 10−135). (D) Schematic of RNA-seq

experiment. (E) Heatmap showing expression of genes closest to dynamics-

dependent enhancers, where cluster 3 exhibits differential gene expression

between IkBa−/− and control. Average of two biological replicates. (F) Top

biological process ontology terms for genes in cluster 3 of (E). FDR, false

discovery rate. (G) Examples of genes differentially induced between

IkBa−/− and control, average and standard deviation of two replicates.

RPKM, reads per kilobase per million mapped reads. (H) Genome browser

tracks of differentially inducible H3K4me1 peaks near differentially inducible

genes, showing TNF-stimulated IkBa−/− versus control and stimulus-specific

response in WT BMDMs. More darkly shaded tracks indicate non-oscillatory

NF-kB conditions. Average of two biological replicates.
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previously (Fig. 1D, 211 genomic regions, P =

3.0 × 10
−135

). The inducible ChIP-seq signal

was consistently greater whenNF-kBdynamics

were non-oscillatory rather than oscillatory,

whether by genetic perturbation or by stimulus-

specific signaling mechanisms (Fig. 4C).

We tested whether NF-kB dynamics-

dependent enhancers alter macrophage tran-

scriptional responses to subsequent stimulation.

We treated IkBa
−/−

and littermate control

BMDMs with TNF for 8 hours, let cells rest for

16 hours, and then restimulated with TNF for

up to 8 hours and collected samples formRNA

sequencing (mRNA-seq) (Fig. 4D). We explored

the relation between differentially inducible

enhancers and gene expression with two ap-

proaches. First, we identified the nearest ex-

pressed genes to the 2081 enhancers, removed

duplicates, and found three distinct patterns

of expression for the resulting 1511 genes (Fig.

4E). Cluster 1 and 2 genes were not TNF-

responsive in either condition, reflecting an

intrinsic limitation of this approach in which

enhancers often do not regulate their nearest

genes (35). Despite this limitation, cluster 3

genes (58% of total) were both TNF-responsive

andmore strongly induced in IkBa
−/−

BMDMs.

Of these genes, 88% were not induced in con-

trols at all (using a twofold threshold). These

differentially regulated genes were enriched

for ontology terms “immune system process”

and “inflammatory process” (Fig. 4F), indicat-

ing that non-oscillatory NF-kB epigenetically

reprograms macrophages to enhance their

immune response.

We also examined our data with a gene-

centric approach. From the RNA-seq data-

set, we identified 1958 TNF-inducible genes,

482 of which were differentially induced in

IkBa
−/−

versus control (fig. S9, A and B). For

each gene, we annotated the genomic distance

to the nearest differentially inducible H3K4me1

ChIP-seq peak. Differentially induced genes

were closer to differentially induced ChIP-seq

peaks (P = 1.13 × 10
−9
) than genes that were

not differentially induced (fig. S9, C andD). Thus,

both analyses indicated that NF-kB dynamics-

dependent enhancers regulate gene expres-

sion responses to a subsequent stimulus.

The dynamics-dependent gene expression

program included Nos2, Mmp2, and Mmp9,

which are well-defined markers of classical

macrophage activation (36), as well as Acsl1,

which plays a role in the pathogenesis of athero-

sclerosis (37) (Fig. 4G). Each of these genes had

anearby enhancer that acquiredmoreH3K4me1

signal in the presence of non-oscillatory NF-kB,

whether in the IkBa
−/−

systemor inWTBMDMs

stimulated with various ligands (Fig. 4H). These

specific examples further suggested that latent

enhancers activated bynon-oscillatoryNF-kB reg-

ulate genes involved in macrophage activation.

Our results indicate that the dynamics of

NF-kB activity, particularly whether it is oscil-

latory or non-oscillatory, determine NF-kB’s

capacity to reprogram the macrophage epi-

genome. We showwith a mathematical model

how biophysical principles governing nu-

cleosome dynamics might decode stimulus-

specific NF-kB dynamical features. The role

of temporal dynamics may thus complement

the structure-function model in which dis-

tance from the nucleosome core determines

accessibility to partially exposed DNAmotifs

(38). Together, TF dynamics andmotif acces-

sibility may regulate the sensitivity of a par-

ticular nucleosome to eviction. To date, the

function of NF-kB oscillations has been unclear

given that there is little difference in the ex-

pression of poised inflammatory-response genes

induced by oscillatory versus non-oscillatory

NF-kB (39, 40). We propose that in response

to some stimuli, the role of oscillations is to

maintain the epigenomic state while exploit-

ing existing poised enhancers for inflamma-

tory gene activation. However, in response to

other immune threats, non-oscillatory NF-kB

induces a comparable gene expression pro-

gram while also activating latent enhancers,

thus changing the epigenomic state of the cell

and its response to subsequent stimuli. Although

further work will be needed to determine the

physiological implications of NF-kBdynamics-

dependent enhancers and to identify the pro-

teins that collaborate with NF-kB to evict

nucleosomes, our study establishes TF tem-

poral dynamics as a key mechanistic deter-

minant of epigenomic reprogramming.
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After that team meeting, we sprang 

into action. Annie, a co-investigator 

on the project who studies end-of-

life planning, looked into the litera-

ture for best practices to plan for 

a PI’s sudden death—and came up 

empty. So we had to develop our 

own plans. Brandon made sure all 

the study documents, including 

the grant application, institutional 

review board protocols, contracts, 

and budgets, were backed up and 

stored in a way that is secure but 

accessible in case of his absence. He 

asked the financial administrators 

at his university and the grantor 

about what happens to the fund-

ing if he dies. His inquiries often 

yielded more questions than an-

swers, as the administrators had 

not thought much about this ques-

tion before, but we hoped to set the 

stage for some resolution down the 

line. Brandon even mapped out the percent effort paid to 

each team member on the project and how his own pay-

ment would be distributed in his absence.

At some points, wrangling these details was frustrating 

and almost felt like a waste of time to Brandon, when he 

could have been working on something more immediately 

“productive” related to his scholarly work—especially given 

that he is a midcareer PI and hopefully far from death. 

But he reminded himself it is important and worthwhile 

to lay this groundwork to help his colleagues should the 

unexpected happen.

Finally, we had to address perhaps the most important 

question: Who would lead the study in Brandon’s absence? 

This would be a significant request, almost an academic 

marriage proposal. Still, Brandon approached it with a bit 

of levity, sending his request to Annie in an email headed 

“in case of .” On one level, this 

was banter between friends, and 

Annie immediately agreed that she 

would step in. But it was more than 

just words. She felt ready to take 

on the responsibility if needed and 

honored that Brandon trusted her 

to carry on the project. She told 

Brandon that if something were 

to happen to him, she would lead 

the study in his honor and memory. 

She has started to practice for the 

role, running a few meetings as PI 

to establish a precedent and make a 

transition—if it proves necessary—

as seamless as possible.

Every PI can enact plans to en-

sure continuity in their absence. 

Think about who will lead the proj-

ect and make major decisions if 

you are unable to. Consider naming 

the proxy PI on documents, includ-

ing contracts, manuscripts, fund-

ing agreements, and research ethics applications, under 

the title “proxy PI in case of PI death or incapacitation.” 

Other questions include, what is your biggest wish or vision 

for this project? On papers published postmortem, do you 

want to be included as an author or acknowledged? Where 

should the royalties due to you from a project or discovery 

be directed?

Contemplating and talking about our own deaths can be 

uncomfortable. But by planning ahead, we find peace in 

knowing that we are doing our best to help our life’s work 

continue beyond our physical presence. j

Brandon Brown is an associate professor at the University of California, 

Riverside, School of Medicine. Annie Lu Nguyen is an assistant professor 

at the University of Southern California Keck School of Medicine. Send 

your career story to SciCareerEditor@aaas.org.

“It is important and worthwhile 
to lay this groundwork … 

should the unexpected happen.”

In case of death

I
t started with an attempt at humor during a team meeting in April. Brandon, the principal investi-

gator (PI), expressed gratitude for the work of a team member, Chris, then bemoaned the big shoes 

that would be left to fill if Chris was hit by a bus. Not long before, a friend and colleague had died 

suddenly, and we had seen the people who worked most closely with him worry and wonder, in the 

midst of their grief, who would continue the research, advise the graduate students, track down the 

data files, and lead the national coordinating center. We had both taken steps toward personal end-

of-life planning since the onset of the pandemic, and we realized it could be relevant to our work lives, 

too. But it wasn’t until our team meeting that the reality really hit home. “As the PI, I have details and 

documents no one else has access to,” Brandon realized. “What happens if I get hit by a bus?”

By Brandon Brown and Annie Lu Nguyen
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