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F
elix Scholz, a junior researcher at Waseda University 

in Tokyo, researches the integration of computational 

geometry and computer engineering. More 

precisely, he develops geometry representations suitable 

for computer-aided design (CAD), computer-aided 

engineering (CAE), and computer-aided manufacturing. 

“Classically, these areas have used different geometry 

representations, for example, smooth spline surfaces 

for CAD and finite element meshes for CAE, and a lot of 

effort was needed to translate one to the other in practical 

applications,” he says.

To solve the puzzle, Scholz has been using a newly 

developed method known as isogeometric analysis (IGA). 

IGA reduces the time needed for scientists and engineers 

to produce computer models or simulations of complex 

and diverse events such as hurricanes and car crash 

tests. “Currently, I am working on piece-wise developable 

surfaces—surfaces that can be manufactured by bending 

flat materials such as sheet metal without stretching 

them,” says Scholz. For example, this method can be 

applied to architecture, where buildings are designed 

using such surfaces for their ease of construction as well 

as their aesthetic properties.

Japan beckons but…
Scholz made his way to Japan in November 2020 on the 

advice of his postdoctoral advisor at the Johann Radon 

Institute for Computational and Applied Mathematics 

in Austria, who told him about a position at Waseda. He 

successfully applied for the job and was fortunate to be 

offered a place in Kenji Takizawa’s laboratory at Waseda. 

Takizawa is affiliated with the Multiscale Analysis, 

Modelling and Simulation (MAMAS) Model Unit at 

Waseda (see sidebar), and his laboratory is also a 

member of the Team for Advanced Flow Simulation and 

Modeling (TAFSM1). TAFSM is focused on computational 

engineering analysis using a space–time computer 

modeling method developed by the team. By combining 

their method with IGA, they were able to more precisely 

model and analyze interactions between fluids and 

moving structures. This enabled them to solve modeling 

problems as varied and challenging as designing the 

parachute system for NASA’s returning Orion spacecraft 

and illustrating the effects of an aneurysm on blood flow 

to help clinicians. 

Scholz was supposed to arrive in Japan on June 1, 

2020, but that came undone with the rise of COVID-19. P
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German mathematician braves COVID-19 to 
advance his research in Tokyo

1 www.tafsm.org.



To prevent the disease from spreading, the Japanese 

government restricted overseas travelers from entering 

the country. Fortunately, Waseda was able to arrange for 

him to work remotely. 

When the entry of foreigners was permitted again in 

October 2020, Scholz made new preparations and finally 

arrived in Japan in November. “But I had to stay indoors 

because the government had imposed a fourteen-day 

quarantine on people coming into the country,” says 

Scholz.

He was impressed with the care Waseda’s administrative 

staff took to help him settle in during those difficult 

early weeks. “For instance, I wasn’t able to use public 

transport on arriving in Japan because of the quarantine 

restrictions. So Waseda arranged private transport for 

me, and they set me up in an apartment in the university’s 

guest housing.”

Unique solutions to real-world problems
When he was finally able to visit the main Waseda 

campus in Tokyo, Scholz was delighted to find it larger 

than expected: “The area around the campus is very 

attractive; it’s very enjoyable living here.” He was also 

happy with his work location in the Institute for Frontier 

Fluid Structure Interaction Analysis, which is housed in 

the Green Computing Systems Research Organization. 

At the institute, Scholz and his colleagues tackle a wide 

range of real-world problems that few research groups are 

equipped to address. The classes of applications targeted 

include fluid machinery, ground vehicles, aerospace 

technologies, home appliances, and medical applications. 

“We have a large, active group that includes experienced 

researchers as well as bachelor’s, Master’s, and doctoral 

degree students.” 

The plan is for Scholz to spend up to 3 years doing 

research at Waseda, which he believes will give him 

ample time to develop the skills and form the professional 

relationships necessary to advance his career. “I want to 

formulate efficient and powerful methods for numerical 

simulations on complicated geometries. Using new 

methods, we can increase the efficiency of the overall 

design process. I’d like to produce results that can 

be generalized and used to tackle a large class of 

applications stemming from real-world problems.”
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Sponsored by

Waseda University’s Multiscale 

Analysis, Modelling and Simulation 

(MAMAS) Model Unit 

The aim of MAMAS is to develop joint 

education and research opportunities in physics 

and mathematics—two disciplines for which 

Waseda is renowned. MAMAS is one of the 

seven model research units comprising the 

Waseda Goes Global plan, an ambitious, 10-

year project started in 2014 and part of the 

Japanese government’s multibillion-dollar Top 

Global University scheme to internationalize the 

country’s leading universities. The other model 

research units are in the fields of global Japanese 

studies, health promotion, information and 

communications technology and robotics, energy 

and nanomaterials, empirical research in political 

economics, and global Asia studies.

MAMAS has collaborated with several 

universities worldwide to create a global doctoral 

program that has students apply interdisciplinary 

studies such as nonlinear partial differential 

equations, geometry, and quantum mechanics 

to practical applications such as fluidics and the 

flow of gases and liquids. Research topics include 

mathematical modeling based on imaging the 

interaction of molten metals with concrete, 

analyzing cloud formations to better understand 

climate change, and observing blood flow in 

humans for early diagnosis of cardiovascular 

disease.

Computational fluid–structure interaction analysis of a bioprosthetic 
heart valve
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Atomically thin boron, or borophene, has 
attracted attention because of its distinctive 
electronic properties. However, borophene 
is highly reactive, which makes it difficult to 
study outside of idealized vacuum condi-
tions. Reversible hydrogenation of borophene 
(right), which exists as a flat sheet, enables 
synthesis of borophane (left), a puckered 
sheet with atomic hydrogen (individual white 

circles). Borophane’s 
chemical stability may 
facilitate potential 
applications in electron-
ics, batteries, sensors, 
and quantum tech-
nologies. See page 1143. 
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EDITORIAL

A
s we mark the 1-year anniversary of the dec-

laration by the World Health Organization 

(WHO) of COVID-19 as a global pandemic, the 

world has suffered a staggering and tragic hu-

man toll. During this dark time, the scientific 

community has been called to rise to the occa-

sion in unprecedented ways. The intensity of 

the work and the sense of urgency have been unre-

mitting and exhausting. As we sort out the triumphs 

and frustrations, we can begin to reflect on what we 

have learned.

The rapid development of vaccines has been breath-

taking. Moving at least five times faster than ever be-

fore, the design, development, rigorous testing, and 

manufacture of multiple vaccines using different plat-

forms have been astoundingly successful. This was only 

possible because of decades of in-

vestment in the long arc of technol-

ogy development—working out the 

details of a messenger RNA strategy, 

for instance, was a 25-year journey. 

To prepare for future pandemics, we 

must extrapolate this lesson to the 

most likely pathogens lurking in the 

future. We should also learn from the 

experience of vaccine trial recruit-

ment, where special efforts like the 

U.S. National Institutes of Health 

(NIH) Community Engagement Al-

liance (CEAL) were needed to reach 

out to communities of color, where 

the disease has taken its highest toll 

in the United States. Diversity in clin-

ical trial enrollment is not just a nice idea—it is essential 

if the results are going to be meaningful to all groups.

Therapeutics that have proven beneficial for 

COVID-19 include an antiviral (remdesivir), 

immunosuppressives (dexamethasone, baracitinib), 

several outpatient monoclonal antibodies, and anti-

coagulants. Important contributions were made by 

the Randomised Evaluation of COVID-19 Therapy 

(RECOVERY) trial in the United Kingdom and the 

Solidarity Trial sponsored by WHO. In the United 

States, a public-private partnership, Accelerating 

COVID-19 Therapeutic Interventions and Vaccines 

(ACTIV), brought together government agencies, aca-

demics, and 20 pharmaceutical companies, ably man-

aged by the Foundation for the NIH. With a priority on 

therapeutic agents, ACTIV designed master protocols 

and coordinated rigorous, well-powered randomized 

controlled trials. Operation Warp Speed, a public-

private partnership initiated by the U.S. government, 

provided billions of dollars for trial operation and 

at-risk manufacturing. One lesson learned, however, 

was that many clinical trials in the United States were 

not initially well suited to a public health emergency. 

Far too many small and poorly designed trials (many 

focused on hydroxychloroquine, which turned out to 

be a dead end) were initiated in the early days of the 

pandemic—all with good intentions but contributing 

relatively little in terms of new knowledge. Another 

lesson is that the necessary short-term dependence 

on repurposing existing drugs will not often produce 

true successful outcomes. For the future, we should be-

gin to work on potent oral antivirals against all major 

classes of potential pathogens, with 

the goal of having drugs ready for 

phase 2/3 efficacy trials when the 

next threat emerges.

Another major challenge was the 

need for fast, widely accessible, and 

highly accurate virus testing. For 

all their merits, the first-arriving 

nucleic acid tests, which generally 

had to be conducted in central labs, 

took too long to produce the rapid 

results urgently needed to prevent 

spread. This inspired an innovative 

response—the NIH Rapid Accelera-

tion of Diagnostics (RADx) program 

in which test developers drew on a 

“shark tank” of engineering, busi-

ness, and manufacturing experts. From over 700 

applications, 137 went through an intense evaluation, 

and those judged most promising were provided with 

additional resources. As a result, today there are 28 

novel diagnostic platforms collectively contributing 

an additional 2.5 million tests daily. An analysis of the 

potential benefits of widespread home testing is about 

to get under way. This approach, whereby NIH took on 

the role of venture capitalist, should be considered in the 

future when rapid development of new technologies is 

the goal.

In the past, the world has rallied to confront new 

pandemics, only to lapse into complacency as the risk 

faded. Having now experienced the worst pandemic in 

103 years, we must not make that mistake again.

–Francis S. Collins

COVID-19 lessons for research

Francis S. Collins 

is the director of the 

National Institutes 

of Health, Bethesda, 

MD, USA. francis.

collins@nih.gov

10.1126/science.abh3996
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quickly ramp up surveillance of the pan-

demic coronavirus’ genome in the United 

States. The country is now sequencing the 

virus in fewer than 1% of patients reported 

infected, which makes it difficult to iden-

tify fast-spreading versions such as the 

B.1.1.7 variant that originated in the United 

Kingdom. In an 8 March action plan, 

Rockefeller calls for creating U.S. “sentinel 

sites” to detect variants and developing 

data standards and software tools. The 

plan is part of the foundation’s October 

2020 commitment to spend $1 billion to 

develop a pandemic prevention system, 

which it says will require cooperation with 

the government, academe, and industry.

Pandemic bill funds virus science 
FUNDING |  Congress and the White House 

this week are expected to finalize a 

$1.9 trillion pandemic relief spending bill 

that includes money for research. Efforts 

to sequence and track variants of the pan-

demic coronavirus will get $1.75 billion—a 

boost over the $200 million already allot-

ted. The Fish and Wildlife Service will get 

$45 million to study and track wildlife 

diseases that could jump to humans and 

cause a future pandemic. To help miti-

gate COVID-19’s impact on research, the 

National Science Foundation receives 

$600 million; the National Institute of 

Standards and Technology, $150 million. 

Research about the pandemic’s effects on 

student achievement gets $100 million. 

Risk rises with countries’ obesity 
BIOMEDICINE |  Countries with higher 

rates of obesity have many more deaths 

from COVID-19, according to a 3 March 

report from the World Obesity Federation 

that is one of the first comprehensive stud-

ies of this risk factor’s toll. In countries 

where more than half the adult population 

is classified as overweight, the likelihood 

of death from COVID-19 is about 10 times 

higher than in countries where fewer than 

half of adults are overweight or obese. The 

report calls for prioritizing people who are 

overweight for testing and vaccination.

NEWS “
Neanderthals … are resilient, resourceful. I think 

Joe Biden needs to rethink what he is saying.

”U.S. Senator Marsha Blackburn (R–TN), on Fox Business, after the president invoked the extinct 

hominins to criticize two Republican governors for rescinding mask requirements during the pandemic.
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DISPATCHES FROM THE PANDEMIC

U.S. support for shots grows
PUBLIC HEALTH |  A large majority of 

Americans—now 69%—say they want to 

receive a COVID-19 vaccine or have got-

ten at least one dose, according to a Pew 

Research Center survey of 10,121 people 

released last week. Pew had reported that 

in November 2020, before vaccine became 

available, only 60% wanted it. The most 

growth came among Black people, 61% of 

whom wanted or had received the vaccine, 

up from 42%. The numbers challenge 

the idea that a disproportionate number 

of Black people are refusing a vaccine. 

Instead, other factors, such as work sched-

ules and geography, may help explain stark 

differences in vaccination by race: In all 

41 states that report such data, the percent-

age of Black people inoculated is less than 

their share of the overall population, the 

Kaiser Family Foundation said last week 

in a separate report (see chart, above). The 

Pew survey also found a large and growing 

partisan divide in attitudes—83% of those 

who lean Democratic want or have received 

the vaccine, versus 56% of Republicans.

India’s home-grown vaccine works
INFECTIOUS DISEASES |  A COVID-19 

vaccine developed in India has an efficacy 

of 81%, its manufacturer, Bharat Biotech, 

reported on 3 March, based on the first 

interim analysis of a clinical trial in 25,800 

volunteers. The result is expected to 

encourage Indians to receive the COVAXIN 

vaccine and may help plans to export 

it. India’s government drew criticism 

in January for authorizing the vaccine’s 

emergency use before a phase 3 study had 

produced results. The newly announced 

data have yet to be peer reviewed, but 

according to a press release from Bharat, 

the ongoing study has recorded 36 cases of 

mild, moderate, or severe cases of COVID-

19 in volunteers who received a placebo 

and seven in those given COVAXIN.  The 

two-dose vaccine uses an inactivated 

whole virus. India, which has recorded the 

fourth most deaths from the disease of any 

country, plans to vaccinate 300 million of 

its more than 1.3 billion people by August. 

Prime Minister Narendra Modi received 

the vaccine on 28 February.

A push to sequence virus genomes 
VIROLOGY |  Immunologist Rick Bright, a 

former U.S. official removed by the Trump 

administration after he resisted an effort to 

prioritize an unproven COVID-19 treat-

ment, was named this week to lead a new 

project by the Rockefeller Foundation to 

A racial divide in COVID-19 vaccination
Black people make up a disproportionately small percentage of those vaccinated in every state 

that has broken out these data by race, the Kaiser Family Foundation reports. It says data gaps make 

comparing states difficult. 

SCIENCEMAG.ORG/TAGS/CORONAVIRUS

Read Science’s online coverage of the pandemic.
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China pledges 5-year R&D push
FUNDING |  China would increase R&D 

spending by 7% or more in each of the next 

5 years under a new Five-Year Plan that 

the National People’s Congress is expected 

to ratify this week. By one estimate, that 

pace could bring the spending to 2.8% of 

gross domestic product by 2025—a share 

almost that of the United States. The cen-

tral government would increase spending 

on basic research by more than 10% this 

year. Details of China’s 5-year plans, whose 

targets are often met, are fleshed out by 

ministries and agencies after adoption. But 

the plan disappointed environmentalists, 

who hoped it would provide more details 

on how the country will start to reduce 

greenhouse gas emissions by 2030 and 

reach carbon neutrality by 2060, goals set 

by President Xi Jinping in September 2020.

NSF calls for Arecibo probe
ASTRONOMY |  Outside experts should 

investigate the causes of cable breaks 

that led the Arecibo telescope in Puerto 

Rico to collapse, the U.S. National Science 

Foundation (NSF) said last week. Heavy 

instruments suspended high above the 

radio telescope crashed into the dish on 

1 December 2020 following failures of 

support cables in August and November 

(Science, 15 January, p. 225). The University 

of Central Florida, which manages the 

facility, has hired engineers to investigate 

the causes, but NSF says it has also asked 

the National Academies of Sciences, 

Engineering, and Medicine to study what 

went wrong. Also last week, NSF estimated 

the cost of removing the debris at between 

$30 million and $50 million. Meanwhile, 

a draft plan for a successor, the Next 

Generation Arecibo Telescope, is gathering 

endorsements from researchers around the 

world. It would be nearly twice as sensitive 

as the original and provide a field of view 

500 times larger. NSF says the scientific 

community must vet and prioritize any 

new telescope proposal before it would 

consider funding. 

Ireland pivots back to basics
FUNDING |  Science Foundation Ireland, the 

nation’s biggest science funder, is planning 

a major boost to its budget to support a 

renewed focus on fundamental research. 

For the past decade, the agency has spent 

most of its funding on industry-aligned 

research centers, a response to a recession 

that followed the 2008 financial crisis. The 

new strategy, published last week and the 

first since 2012, plans for 15% annual rises 

A
n ambitious plan to rebuild part of Louisiana’s 

coastline by diverting a portion of the Mississippi 

River has earned a pivotal endorsement from 

the U.S. Army Corps of Engineers. The Corps last 

week issued a draft environmental impact state-

ment concluding the project would build as much 

as 7000 hectares of marshland in Barataria Bay, south 

of New Orleans, by filling it with gravel and mud now 

flushed into the Gulf of Mexico at the river’s mouth. The 

project would punch a hole in a levee that now constricts 

the river, using enormous gates to control the flow of 

sediment-laden water into the bay. The Corps, which may 

give final approval next year, concluded the land-building 

benefits outweigh harms from resulting changes in salin-

ity to oysters, brown shrimp, and dolphins in parts of the 

bay. The project is a linchpin of a 50-year, $50 billion ini-

tiative to reverse the demise of wetlands critical to pro-

tecting southern Louisiana from hurricanes and flooding. 

The initiative is among the world’s largest and most costly 

ecological restoration projects.

CONSERVATION

Gulf marsh rebuild moves forward
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A large marsh 

restoration project 

would divert sediment 

from the Mississippi 

River (right) into 

Barataria Bay, to its left.
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that will lift grant spending—most of the 

agency’s budget—from €200 million in 2020 

to €376 million by 2025. Annual princi-

pal investigator awards would more than 

double, to 140. The agency says the budget 

rises will help boost the nation’s overall 

public and private R&D spending from a 

meager 1.1% of gross domestic product, well 

below the European average of 2.2%, to a 

goal of 2.5% by 2025. Research advocates 

applauded the move but said its success will 

require Ireland to also hike spending on 

higher education broadly.

BIOMEDICINE

Psychedelics no better than placebos for mood boost

P
eople who took tiny amounts of psychedelic substances in a study improved 

in psychological well-being—but so did participants who took placebos. Such 

trials have been tricky to pull off because psychedelics are tightly regulated and 

incorporating placebos is challenging. Researchers came up with a creative study 

design that relied on 246 volunteers to supply their own microdoses, typically 

less than 10% of the amount that causes a true psychedelic experience. They followed 

instructions for mixing up coded capsules containing psychedelics and placebos so 

that they were blinded to which they were ingesting, but the research team knew. The 

researchers tracked whether participants correctly guessed which was which. Overall, 

volunteers who thought they had taken psychedelics reported greater well-being and 

lower anxiety than those who thought they had taken a placebo, regardless of which 

they actually took, the researchers at Imperial College London reported last week in 

eLife. Follow-up studies are planned.

Psilocybe cubensis mushrooms, a psychedelic 

species used by some “microdosers.” 

Nuclear test fallout tainted Tahiti
NUCLEAR SAFETY |  Ninety percent of 

French Polynesia’s population may have 

been exposed to fallout during above-

ground tests of nuclear weapons that 

France conducted there from 1966 to 

1974—10 times more than the French gov-

ernment had estimated—according to an 

independent analysis of declassified docu-

ments. Low but potentially dangerous 

doses rained down on many as 110,000 

people, according to an investigation 

led by Sébastien Philippe, a physicist 

at Princeton University, and Tomas 

Statius of Disclose, a French investiga-

tive journalism nonprofit, which released 

the findings last week. Almost everyone 

living in the region at the time should 

be eligible for compensation under a 

2010 French law if they develop certain 

cancers such as thyroid cancer, the 

authors suggest. Most of the exposures 

came from a single test in 1974, which 

released radiation that drifted directly 

over Tahiti, the most populous island in 

French Polynesia.

Pacific hosts half-trillion corals
MARINE BIOLOGY |  The Pacific Ocean 

contains more than 500 billion colonies of 

corals—on par with the number of birds in 

the world and trees in the Amazon, a study 

has estimated. The work, based on counts 

and satellite data in a 10,000-kilometer 

swath from Indonesia to French Polynesia, 

is the first such comprehensive look; previ-

ous studies have looked at a single species 

or coral populations in a small area. Corals 

have suffered tremendous damage from 

warming seas and other human-driven 

impacts. But the findings raise questions 

about existing conservation priorities: 

Eighty of 318 species identified in the 

study are listed as either vulnerable, 

endangered, or critically endangered by 

the International Union for Conservation 

of Nature. But 12 of those 80 have esti-

mated populations exceeding 1 billion 

each, say the authors of the 1 March 

study in Nature Ecology & Evolution. 

They suggest rethinking the list, 

measuring populations carefully, and 

studying causes that can shrink even 

abundant species. 

Group elevates climate scientist
LEADERSHIP |  The Nature Conservancy 

last week named Katharine Hayhoe of 

Texas Tech University, a specialist in 

climate change, as its chief scientist. The 

advocacy group, which specializes in buy-

ing land for conservation, said Hayhoe 

would help it apply climate science to its 

efforts to protect biodiversity. Hayhoe was 

a lead author of multiple U.S. National 

Climate Assessments, scientific synthe-

ses that identify how climate change 

affects different U.S. regions and help 

policy planners and local governments 

prepare for future conditions. She is also 

known for drawing on her evangelical 

Christianity to persuade fellow believers 

that climate change is a serious problem 

society needs to address.  
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n December 2020, software developer 

Angie Hinrichs at the University of 

California, Santa Cruz (UCSC), applied 

for access to a labor-saving data feed 

from GISAID, a nonprofit database of 

viral sequences including those of the 

pandemic coronavirus, SARS-CoV-2. She 

wanted GISAID’s data so she could display 

mutations on UCSC’s coronavirus Genome 

Browser. That tool ties any position in the vi-

rus’ nearly 30,000-letter genome to 

other scientific information, much 

as Google Maps shows gas stations 

and restaurants near addresses.

With more than 700,000 ge-

nomes from more than 160 coun-

tries, GISAID is by far the world’s 

largest database of SARS-CoV-2 

sequences. Access to the free, 

nonprofit repository has become vital to 

Hinrichs and thousands of other scientists 

and public health agencies tracking the vi-

rus’ alarmingly rapid evolution.

But instead of getting a direct data feed, 

Hinrichs lost her existing access to two con-

veniently packaged GISAID files that are 

the next best thing. She emailed GISAID 

repeatedly pleading for restored access, 

but hasn’t gotten it. Since December, she 

has had to download GISAID’s sequences 

10,000 at a time, with no access to most of 

the metadata unless she looks at each of the 

10,000 sequences individually. As a result, 

she says, “My [phylogenetic] trees that use 

GISAID data are falling behind.”

Hinrichs’s experience is not unique. A 

dozen scientists spoke with Science raising 

complaints about their interactions with 

GISAID. They reported an opaque 

process of gaining access, un-

explained interruptions once 

access was won, and phone ha-

rangues or threatening legal letters 

when they got on the wrong side of 

GISAID’s strict rules against re-

sharing data. Many scientists who 

voiced criticisms declined to be 

identified for fear of losing GISAID access. 

They say that even as they race to study 

coronavirus evolution, they are walking on 

eggshells around their chief data supplier. 

“I am so tired of being scared all the time, 

of being terrified that if I take a step wrong 

I will lose access to the data that I base my 

research on,” says one scientist who de-

clines to be identified. “[GISAID] has that 

sword hanging over any scientist that works 

on SARS-CoV-2.”

In a statement, GISAID said, “Any in-

dividual who registers with GISAID and 

agrees to the GISAID terms of use will be 

granted access credentials. … On rare oc-

casions, GISAID has found it necessary to 

temporarily suspend access credentials to 

protect the GISAID sharing mechanism.”

Both fans and critics emphasize that 

GISAID has provided an invaluable ser-

vice during the pandemic, gathering many 

more coronavirus sequences than open-

access databases like the United States’s 

GenBank (see graphic, p. 1087). Even 

critics note that data are much easier to 

upload to GISAID than to open-access 

repositories, and that GISAID speedily 

curates sequences. 

“GISAID has done an amazing job. They 

really have revolutionized access to all these 

data,” says David Haussler, a computational 

biologist at UCSC who is Hinrichs’s boss. 

“We really, really want give them credit for 

what they have accomplished.”

Many scientists trace what they view as a 

secretive, controlling organizational culture 

to GISAID’s co-creator and head, former 

Time Warner studio executive Peter Bogner. 

GISAID “has a personality behind it that is 

fiercely protective of the organization [and] 

very insulted if somebody else … is praised 

for SARS-CoV-2 data,” Hinrichs says.

Bogner has said he invested several mil-

lion dollars to launch GISAID in 2008. 

Its goal was to open up access to then-

restricted avian flu sequences, and to protect 

scientists in non-Western countries against 

having their data scooped for publication 

or profit by requiring users to credit and 

try to collaborate with depositors (Science, 

25 August 2006, p. 1026 and 16 February 

2007, p. 923).

GISAID, which stands for the Global 

Initiative on Sharing All Influenza Data, 

is today supported by private donors, gov-

ernments, and nonprofits and is based in 

Germany; it says it remains “independent  of 

government and corporate interests.”

In its statement to Science, GISAID said 

scientists deposit to its database because 

they “are confident that their rights will 

be protected.” Without GISAID, “We would 

now be in real trouble, because it’s been 

successful in building confidence in SARS-

CoV-2 genomic data sharing in countries 

around the world,” says GISAID co-founder 

Nancy Cox, now retired from the U.S. Cen-

ters for Disease Control and Prevention.

I N  D E P T H

Coronavirus 
sequence 
trove sparks 
frustration
Users of GISAID complain 
of opaque decisions 
and onerous restrictions

SCIENTIFIC COMMUNITY

By Meredith Wadman

GISAID data can help scientists build visualizations 

such as this one of the coronavirus genome. 

Science’s 
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But critics complain about GISAID’s 

constraints on access, chief among them 

its prohibition on resharing of its data. Its 

agreement for access to the direct data feed 

also requires applicants to use only GISAID 

data in their websites and tools, as well as 

only GISAID-approved strain names.

Other scientists say the access process it-

self is opaque. Brooks Miner, an evolution-

ary ecologist at Ithaca College, contacted 

GISAID on 2 February hoping to get a data 

feed for a lay-friendly website mapping the 

frequency of coronavirus variants. He got 

a phone call with instructions from a man 

who refused to identify himself except as 

“a GISAID representative” and whose iden-

tity he still does not know. “I started call-

ing him Mr. GISAID,” Miner says. (GISAID 

said it does not have a policy of not identi-

fying its representatives.) 

Puzzled, Miner contacted other GISAID 

users and found they lived in fear of losing 

access. “I realized people doing phenome-

nal cutting-edge science carry this fear that 

their career could be ruined on a whim by 

this faceless organization,” Miner says.

Miner was granted GISAID access last 

week but says he fears losing it because of 

his criticisms. “I’m speaking out anyway be-

cause I believe the way GISAID operates is 

flawed,” he says.

Other scientists say they have received 

threatening letters from GISAID lawyers. 

Early in the pandemic, Hinrichs pulled 

GISAID data from another organization, 

Nextstrain, and mistakenly failed to credit 

GISAID, prompting what she calls an “omi-

nous” missive from a law firm directed to 

Haussler. “This was a new experience for 

us,” Hinrichs says. “We are used to speaking 

with scientists, not hearing from lawyers.” 

She added GISAID credits to the browser.

In its statement, GISAID said, “GISAID 

has never found it necessary to commence 

a legal action against a participant. … We 

typically are able to come to a speedy and 

amicable resolution of any issues.” GISAID 

says it has revoked access for only one user 

in the past year, because they “would not 

abide by GISAID’s terms of use.”

Some scientists say they have gotten 

phone calls lecturing them on the virtues 

of GISAID and the flaws of public-access 

databases. “GISAID sees every sequence 

submitted to GenBank as a battle lost,” an-

other scientist says.

Kelly Oakeson, chief sequencing scientist 

at the Utah Public Health Laboratory, which 

relies on GISAID data to track coronavirus 

variants in his state, recalls Bogner phon-

ing him last year for a technical matter and 

then urging him not to deposit sequences 

in GenBank. He “really wanted to know … 

‘What possible good could come of that? 

You’ve got it in one place, why do you need 

it in both?’”

GISAID denies disparaging GenBank or 

discouraging users from depositing in it or 

other open-access databases.

In January, scientists pushed back in 

an open letter urging scientists to deposit 

sequences in GenBank, the European Nu-

cleotide Archive (ENA), and Japan’s DDBJ, 

open-access databases that allow users to 

access sequences anonymously and share 

data freely. “The ideal setup is completely 

open access,” to speed research, says signa-

tory Guy Cochrane, head of the ENA. “Hav-

ing a limited group controlling [access] 

would never be a good thing.”

GISAID countered in its statement that 

the letter “effectively calls for data to be 

shared anonymously and without any pro-

tection for the data contributors.” 

Some users say they have only had  good 

experiences with GISAID. “I’ve gotten much 

more support from GISAID than from any 

government agency,” says Jeremy Kamil, 

a virologist at Louisiana State University 

Health, Shreveport, and senior author on 

a recent preprint that identified seven new 

SARS-CoV-2 variants in the United States. 

He says he finds GISAID’s global, 24/7 staff 

responsive and helpful.

But others see much room for improve-

ment. They want a right of appeal if they 

lose GISAID access and a transparent view 

of how GISAID is governed. They would like 

to open a conversation about ways GISAID 

might relax its data-sharing requirements 

during the pandemic, without risking their 

access by raising the subject.

Miner would also like to see a less 

territorial approach: “Aren’t we just 

trying to do good work that’s helpful in 

the pandemic?” j
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Data dominance
By 4 March, GISAID had amassed nearly 

700,000 sequences of the pandemic coronavirus from 

160 countries—far more than any other database.

L
ast week, U.S. President Joe Biden 

shaved 2 months off earlier projec-

tions and promised COVID-19 vac-

cine doses would be available for all 

U.S. adults by the end of May. That’s 

welcome news for the United States, 

which has had more COVID-19 cases and 

deaths than any other country. It could also 

be good news for nations that may benefit 

from the more than 1 billion extra doses the 

federal government has ordered.

Like three dozen other countries, the 

United States contracted with multiple vac-

cine companies for several times the num-

ber of doses needed to cover its population. 

No one knew at the time which, if any, of 

the candidate vaccines would work or when 

they might prove safe and effective. But by 

now, most of the prepurchased vaccines ap-

pear to offer solid protection—which means 

many countries will receive far more vac-

cine than they need. The excess doses the 

United States alone may have by July would 

vaccinate at least 200 million people. Over 

the next year or two, U.S. surplus doses 

and those from other countries could add 

up to enough to immunize everyone in the 

many poorer nations that lack any secured 

COVID-19 vaccine (see table, p. 1088).

No country yet has warehouses filled with 

unneeded COVID-19 vaccines—many hard-

hit European nations may not have surpluses 

until the end of the year. But global health 

leaders stress that the time has come to fig-

ure out how to share those committed but ex-

tra doses. “It would be hugely beneficial to lay 

out a road map of 2021,” says Jeremy Farrar, 

who heads the Wellcome Trust biomedical 

research charity. “Planning is critical.”

Last summer, the World Health Organiza-

tion (WHO) and other groups created the 

COVID-19 Vaccines Global Access (COVAX) 

Facility to address expected vaccine inequi-

As vaccine 
surpluses 
loom, donation 
plans urged
Rich countries have ordered 
billions of doses more than 
needed for their populations

COVID-19

By Jon Cohen and Kai Kupferschmidt

SCIENCE   sciencemag.org
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ties, in part by soliciting money to buy doses 

for poorer countries. COVAX has raised 

$6.3 billion, but to date it has been at the 

back of the vaccine supply line. “You can’t 

buy something that’s already legally obliged 

to be allocated elsewhere,” notes Lawrence 

Gostin, a global health law specialist at 

Georgetown University. By the end of May, 

COVAX plans to ship just 237 million doses 

of a COVID-19 vaccine developed by Astra-

Zeneca and the University of Oxford.

The coming surpluses could provide a 

major boost to COVAX’s supply, but trans-

ferring vaccine already committed to a par-

ticular country is challenging. “It’s not as 

simple as just saying to COVAX, here are 

some doses,” explains Nicole Lurie of the 

Coalition for Epidemic Preparedness In-

novations, which helps WHO run COVAX. 

“There are a whole set of issues that one 

needs to work through with regulators, and 

indemnification and liability on the con-

tracts between manufacturers and coun-

tries that say how the doses can be used.”

Lurie was a top U.S. government health 

official during the 2009 influenza pan-

demic and recalls that it took the United 

States months to donate flu vaccine. 

“There were a gazillion steps that nobody 

knew about, including my favorite, a fumi-

gation certificate of a wood pallet to ship 

doses to the Philippines—that took an ex-

tra 2 weeks,” she says.

The process can be vastly simplified if 

vaccine is donated before leaving the fac-

tory gate, says Gian Gandhi, COVAX coor-

dinator at UNICEF. “We get into problems 

if it’s a dose that’s sitting in a central stor-

age facility in Berlin or Paris or London,” 

he says. Lurie would like the countries with 

the largest potential surpluses to hold a 

“tabletop exercise” soon to iron out dona-

tion details. “What’s it going to take to do 

this?” she asks. “Let’s not get caught off 

guard by fumigation certificates.”

In December 2020, countries anticipat-

ing a vaccine surplus had begun to discuss 

donation plans with COVAX. But after vari-

ants of SARS-CoV-2 appeared that spread 

faster or evaded some immune responses, 

those conversations stopped, Gandhi says. 

Nations suddenly didn’t know which of 

their secured vaccines would be most effec-

tive against the variants, he says. Additional 

booster shots might also be needed to ex-

tend immunity or fortify it against variants.

Politics has also held up donations. In 

many countries that have secured large vac-

cine supplies but are struggling to deliver 

the shots, politicians cannot openly dis-

cuss the topic, Farrar says. “Fierce vaccine 

nationalism” will prevail for several more 

months, Gostin says. “It becomes politically 

tenable to share a vaccine when we’re at the 

point where vaccines are chasing the people 

rather than the people chasing the vaccine.”

COVAX has chosen not to accept dona-

tions directed to specific populations or 

regions of the world. But China and India 

already have donated more than 12 million 

doses of COVID-19 vaccines to particular 

countries, in what many see as “vaccine di-

plomacy.” It’s a strategy the United States 

could employ through COVAX, according to 

Cornell University’s Jason Rao, a biosecurity 

specialist who worked in former President 

Barack Obama’s White House. Vaccine 

donations, he says, could “rebuild those 

diplomatic ties that we know have been un-

plugged from the last administration.”

France has already pledged to share 5% 

of its secured vaccine, but it has only ad-

ministered 5.8 million doses within its own 

country as of 7 March. Norway has also 

committed to donating doses in parallel 

with vaccinating citizens, but it would only 

have enough surplus to vaccinate 14 million 

people beyond its own 5.4 million people. 

WHO advocates that more countries donate 

doses now, in parallel with their own vacci-

nation campaigns, in order to protect front-

line health care workers elsewhere.

At a press conference last week, 

Soumya Swaminathan, chief scientist at 

WHO, stressed that for wealthy nations, vac-

cine equity is a matter of self-interest. Vac-

cinating the world will slow emergence and 

spread of mutants—and has financial bene-

fits, too. “It’s clear that unless everyone is pro-

tected around the world that global economic 

recovery cannot start,” she says. j

Vaccines to spare—and share
These 11 countries alone have enough COVID-19 

vaccine doses secured or optioned to immunize about 

2.9 billion people beyond their own populations.

COUNTRY
POPULATION 
(MILLIONS)

POPULATION 
COVERAGE (%)*

EXTRA PEOPLE 
COVERED 
(MILLIONS)

Canada 37 609 188

United 

States

329 553 1490

Italy 60 422 193

United 

Kingdom

68 421 218

Germany 84 394 247

Poland 38 364 100

Spain 47 364 124

France 65 364 172

Australia 25 345 61

Mexico 128 158 74

Japan 127 124 31

*Based on secured and optioned vaccines, some still unauthorized 
for use, and whether they require one or two doses

A
cross the ages, sea levels have risen 

and fallen with temperatures—but 

Earth’s total surface water was al-

ways assumed to be constant. Now, 

evidence is mounting that some 

3 billion to 4 billion years ago, the 

planet’s oceans held nearly twice as much 

water—enough to submerge today’s conti-

nents above the peak of Mount Everest. The 

flood could have primed the engine of plate 

tectonics and made it more difficult for life 

to start on land.

Rocks in today’s mantle, the thick layer 

beneath the crust, are thought to sequester 

an ocean’s worth of water or more in their 

mineral structures. But early in Earth’s his-

tory, the mantle, warmed by radioactivity, 

was four times hotter. Now, experiments 

in hydraulic presses have shown that many 

minerals would not hold as much hydro-

gen and oxygen at those mantle tempera-

tures. “That suggests the water must have 

been somewhere else,” says Junjie Dong, a 

graduate student in mineral physics at Har-

vard University who led a model, based on 

those lab experiments, that was published 

this week in AGU Advances. “And the most 

likely reservoir is the surface.”

The paper makes intuitive sense, says 

Michael Walter, an experimental petro-

logist at the Carnegie Institution for Sci-

ence. “It’s a simple idea that could have im-

portant implications.”

Two mantle minerals store much of its wa-

ter today: wadsleyite and ringwoodite, high-

pressure variants of the volcanic mineral 

olivine. Rocks rich in them make up 7% of the 

planet’s mass, and although only 2% of their 

weight is water today, “a little bit adds up to 

a lot,” says Steven Jacobsen, an experimental 

mineralogist at Northwestern University.

By Paul Voosen

Life and plate tectonics 
may have emerged 
on a planet drowned 
in water that was 
rejected by the mantle

EARTH SCIENCE 

Ancient Earth 

was a 

water world
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Jacobsen and others have created the min-

erals by squeezing rock powders to tens of 

thousands of atmospheres and heating them 

to 1600°C or more. Dong’s team stitched to-

gether the results to show wadsleyite and 

ringwoodite hold fractionally less water at 

higher temperatures. Moreover, the team 

found that the minerals would be scarcer in 

the ancient, hotter mantle than today, further 

limiting their ability to store water. 

The experiments aren’t alone in suggest-

ing a water-bound planet. “There’s pretty 

clear geological evidence,” too, says Benjamin 

Johnson, a geochemist at Iowa State Univer-

sity. Titanium concentrations in 4-billion-

year-old zircon crystals from Western Aus-

tralia suggest they formed underwater. And 

some of the oldest known rocks on Earth, 

3-billion-year-old formations in Australia and 

Greenland, are pillow basalts, bulbous rocks 

that form as magma cools underwater.

Work by Johnson and Boswell Wing, a 

geobiologist at the University of Colorado, 

Boulder, offers more evidence. Samples from 

a 3.24-billion-year-old chunk of oceanic crust 

left on Australia’s mainland were far richer 

in a heavy oxygen isotope than the present-

day oceans. Water loses this heavy oxygen 

when rain reacts with continental rocks to 

form clays, so its abundance in the ancient 

ocean suggests the continents had barely 

emerged by that point, Johnson and Wing 

conclude in a 2020 Nature Geoscience study. 

The finding doesn’t prove oceans were larger, 

Johnson says, but, “It is easier to have sub-

merged continents if the oceans are bigger.”

Although the larger ocean would have 

made it harder for the continents to stick 

their necks out, it could explain why they 

appear to have been on the move early in 

Earth’s history, says Rebecca Fischer, an ex-

perimental petrologist at Harvard and co-

author on the AGU Advances study. Larger 

oceans could have helped kick off plate 

tectonics as water penetrated fractures and 

weakened the crust, creating subduction 

zones where one slab of crust slipped below 

another. And once a subducting slab began 

its dive, the dryer, inherently stronger man-

tle would have helped bend the slab, en-

suring its plunge would continue, says Jun 

Korenaga, a geophysicist at Yale University. 

“If you cannot bend plates, you cannot have 

plate tectonics.”

The evidence for larger oceans challenges 

scenarios for how life began on Earth, says 

Thomas Carell, a biochemist at Ludwig 

Maximilian University of Munich. Some re-

searchers believe it began at nutrient-rich 

hydrothermal vents in the ocean, whereas 

others favor shallow ponds on dry land, 

which would have frequently evaporated, 

creating a concentrated bath of chemicals.

A larger ocean exacerbates a problem 

with the underwater scenario: The ocean 

itself might have diluted any nascent bio-

molecules to insignificance. But by drowning 

most land, it also complicates the shallow 

pond scenario. Carell, a pond advocate, says 

in light of the new paper, he is now consider-

ing a different birthplace for life: sheltered, 

watery pockets within oceanic rocks that 

broke the surface in volcanic seamounts. 

“Maybe we had little caves in which it all 

happened,” he says.

The ancient water world is also a reminder 

of how conditional Earth’s evolution is. The 

planet was likely parched until water-rich as-

teroids bombarded it shortly after its birth. 

If the asteroids had deposited twice as much 

water, or if the present-day mantle had less 

appetite for water, then the continents, so es-

sential for the planet’s life and climate, would 

never have emerged. “It’s a very delicate sys-

tem, the Earth,” Dong says. “Too much water, 

or too little, and it wouldn’t work.” j
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J
ust 5 years ago, physicists opened a 

new window on the universe when 

they first detected gravitational 

waves, ripples in space itself set off 

when massive black holes or neutron 

stars collide. Even as discoveries pour 

in, researchers are already planning bigger, 

more sensitive detectors. And a Ford versus 

Ferrari kind of rivalry has emerged, with 

scientists in the United States simply pro-

posing bigger detectors, and researchers in 

Europe pursuing a more radical design.

“Right now, we’re only catching the rar-

est, loudest events, but there’s a whole lot 

more, murmuring through the universe,” 

says Jocelyn Read, an astrophysicist at 

California State University, Fullerton, who’s 

working on the U.S. effort. Physicists hope 

to have the new detectors running in the 

2030s, which means they have to start plan-

ning now, says David Reitze, a physicist 

at the California Institute of Technology 

(Caltech). “Gravitational wave discoveries 

have captivated the world, so now is a great 

time to be thinking about what comes next.”

Current detectors are all L-shaped instru-

ments called interferometers (see diagram, 

p. 1090). Laser light bounces between mir-

rors suspended at either end of each arm, 

and some of it leaks through to meet at the 

crook of the L. There, the light interferes 

in a way that depends on the arms’ relative 

lengths. By monitoring that interference, 

physicists can spot a passing gravitational 

wave, which will generally make the lengths 

of the arms waver by different amounts.

To tamp down other vibrations, the in-

terferometer must be housed in a vacuum 

chamber and the weighty mirrors hung 

from sophisticated suspension systems. And 

to detect the tiny stretching of space, the 

interferometer arms must be long. In the 

Laser Interferometer Gravitational-Wave 

Giant detectors 

could hear 

murmurs from 

across universe
Rival designs pit Yankee 
brawn versus continental  
sophistication

GRAVITATIONAL WAVES 

By Adrian Cho

Most land 

would have been 

submerged 

on early Earth 

(artist’s concept).
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Observatory (LIGO), twin instruments in 

Louisiana and Washington state that spotted 

the first gravitational wave from two black 

holes whirling into each other, the arms are 

4 kilometers long. Europe’s Virgo detector 

in Italy has 3-kilometer-long arms. In spite 

of the detectors’ sizes, a gravitational wave 

changes the relative lengths of their arms by 

less than the width of a proton.

The dozens of black hole mergers that 

LIGO and Virgo have spotted have shown 

that stellar-mass black holes, created when 

massive stars collapse to points, are more 

varied in mass than theorists expected 

(Science, 6 November 2020, p. 648). In 2017, 

LIGO and Virgo delivered another revela-

tion, detecting two neutron stars spiraling 

together and alerting astronomers to the 

merger’s location on the sky. Within hours 

telescopes of all types had studied the after-

math of the resulting “kilonova,” observing 

how the explosion forged copious heavy ele-

ments (Science, 20 October 2017, p. 282).

Researchers now want a detector 

10 times more sensitive, which they say 

would have mind-boggling potential. It 

could spot all black hole mergers within the 

observable universe and even peer back to 

the time before the first stars to search for 

primordial black holes that formed in the 

big bang. It should also spot hundreds of 

kilonovae, laying bare the nature of the ul-

tra-dense matter in neutron stars.

The U.S. vision for such a dream machine 

is simple. “We’re just going to make it really, 

really big,” says Read, who is helping design 

Cosmic Explorer, an interferometer with 

arms 40 kilometers long—essentially, a LIGO 

detector scaled up 10-fold. The “cookie cut-

ter design” might enable the United States 

to afford multiple, widely separated detec-

tors, which would help pinpoint sources 

on the sky as LIGO and Virgo do now, says 

Barry Barish, a physicist at Caltech who di-

rected the construction of LIGO.

Siting such mammoth wave catchers may 

be tricky. The 40-kilometer arms have to be 

straight, but Earth is round. If the crook of 

the L sits on the ground, then the ends of 

the interferometers might have to rest on 

berms 30 meters high. So U.S. researchers 

hope to find bowl-like  areas that might ac-

commodate the structure more naturally.

In contrast, European physicists envision 

a single subterranean gravitational wave ob-

servatory, called the Einstein Telescope (ET), 

that would do it all. “We want to realize an in-

frastructure that is able to host all the evolu-

tions [of detectors] for 50 years,” says Michele 

Punturo, a physicist with Italy’s National In-

stitute for Nuclear Physics in Perugia  and co-

chair of the ET steering committee.

The ET would comprise multiple V-

shaped interferometers with arms 10 kilo-

meters long, arranged in an equilateral tri-

angle deep underground to help shield out 

vibrations. With interferometers pointed in 

three directions, the ET could determine the 

polarization of gravitational waves—the di-

rection in which they stretch space—to help 

locate sources on the sky and probe the fun-

damental nature of the waves.

The tunnels would actually house two 

sets of interferometers. The signals detected 

by LIGO and Virgo hum at frequencies that 

range from about 10 to 2000 cycles per 

second and rise as a pair of objects spirals 

together. But picking up lower frequencies 

of just a few cycles per second would open 

new realms. To detect them, a second inter-

ferometer that uses a lower power laser and 

mirrors cooled to near absolute zero would 

nestle in each corner of the ET. (Such mir-

rors are already in use at Japan’s Kamioka 

Gravitational Wave Detector (KAGRA) 

which has 3-kilometer arms and is striving 

to catch up with LIGO and Virgo.)

By going to lower frequencies, the ET 

could detect the merger of black holes 

hundreds of times as massive as the Sun. 

It could also catch neutron-star pairs 

hours before they actually merge, giving 

astronomers advance warning of kilonova 

explosions, says Marica Branchesi, an as-

tronomer at Italy’s Gran Sasso Science 

Institute. “The early emission [of light] is 

extremely important, because there is a lot 

of physics there,” she says.

The ET should cost €1.7 billion, includ-

ing €900 million for the tunneling and 

basic infrastructure, Punturo says. Re-

searchers are considering two sites, one 

near where Belgium, Germany, and the 

Netherlands meet and another on the is-

land of Sardinia. The plan is under review 

by the European Strategy Forum on Re-

search Infrastructures, which could put the 

ET on its to-do list this summer. “This is an 

important political step,” Punturo says, but 

not final approval for construction.

The U.S. proposal is less mature. Re-

searchers want the National Science Foun-

dation to provide $65 million for design 

work so a decision on the billion-dollar 

machine can be made in the mid-2020s, 

Barish says. Physicists hope to have both 

Cosmic Explorer and the ET running in 

the mid-2030s, at the same time as the 

planned Laser Interferometer Space An-

tenna, a constellation of three spacecraft 

millions of kilometers apart that will sense 

gravitational waves of far lower frequen-

cies from supermassive black holes in the 

centers of galaxies.

The push for new gravitational wave 

detectors isn’t necessarily a competition. 

“What we really want is to have ET and 

Cosmic Explorer and, ideally, even a third 

detector of similar sensitivity,” says Stefan 

Hild, a physicist at Maastricht University 

who works on the ET. Reitze notes, how-

ever, that timing and cost could “push 

towards convergence and simplicity in 

designs.” Instead of a Ford and a Ferrari, 

perhaps physicists will end up building a 

few Audis. j

LIGO
4 km

Virgo
3 km

KAGRA
3 km

Golden Gate Bridge
2.7 km

Einstein Telescope
10 km

Cosmic Explorer
40 km

Mirror

Mirror

Beam splitter

Detector

Laser

Big new ideas
Current gravitational wave detectors (red) are huge. The ones scientists 
hope to build next (blue) are even bigger and more complex.

Mirror

SignalLas

gBig new ideas
Current gravitational wave detectors (red) are huge The ones scie

SpacetimeBlack holeGravitational wave

Wave catchers 
As massive objects such as black holes swirl together 

at half the speed of light, they emit ripples in space called 

gravitational waves. A passing wave will stretch the 

arms of an interferometer by different amounts, producing 

a light signal that warbles in sync with the wave.
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A
startup chasing the dream of plenti-

ful, safe, carbon-free electricity from 

fusion, the energy source of the Sun, 

has settled on a site for its com-

pact reactor. Flush with more than 

$200 million from investors, including 

Bill Gates’s Breakthrough Energy, 3-year-old 

Commonwealth Fusion Systems announced 

last week that later this year it will start to 

build its first test reactor, dubbed SPARC, in 

Devens, Massachusetts. The company says 

the reactor, which would 

be the first in the world to 

produce more energy than 

is needed to run the reac-

tion, could fire up as soon 

as 2025.

Commonwealth and a ri-

val U.K. company have also 

chosen the technology they 

think will let them leap 

ahead of the giant, publicly 

funded ITER reactor under 

construction in France and 

a U.S. pilot plant being con-

sidered by the Department 

of Energy: small but pow-

erful magnets, made from 

high-temperature supercon-

ductors. Commonwealth is 

assembling its first nearly 

full-scale magnet and hopes 

to test it in June. “It’s a big 

deal,” CEO Bob Mumgaard 

says. “It’s beyond what ev-

eryone else aspires to.”

Fusion reactors burn an 

ionized gas of hydrogen isotopes at more 

than 100 million degrees Celsius—so hot that 

the plasma must be contained by a mesh of 

magnetic fields to keep it from melting the 

reactor walls. At ITER, sufficiently power-

ful fields are achieved with magnetic coils 

made of niobium alloy superconducting 

wires that can carry huge currents with-

out resistance. But such superconductors 

must be chilled to 4° above absolute zero, 

which requires bulky and expensive liquid 

helium cooling. And there’s a limit to the 

amount of current niobium wires can carry, 

forcing ITER to adopt large magnets with 

many wire turns. ITER’s largest magnets are 

24 meters across, adding to its $20 billion 

price tag. 

Newer high-temperature superconduc-

tors—so called because some can super-

conduct at relatively balmy liquid nitrogen 

temperatures above 77 K— were not around 

when ITER was designed. They can carry 

much more current, tantalizing fusion 

designers with the prospect of smaller, 

cheaper reactors. Yet they are brittle, per-

snickety materials, so “a lot of people had 

given up on them,” says Rod Bateman of 

Tokamak Energy, the U.K. startup that is 

also betting on the technology. “They were 

just too unreliable.”

In the past decade, researchers have 

developed ways to deposit thin layers of 

superconducting rare-earth barium cop-

per oxide (ReBCO) on metal tape. The 

tapes can be manufactured reliably in long 

lengths, and perform best at about 10 K. 

But in terms of low-temperature engineer-

ing, “10 K is a lot easier than 4 K,” says 

magnet engineer John Smith of General 

Atomics in San Diego.

The ReBCO tapes can be bent but, be-

ing flat, are challenging to wind into coils, 

Mumgaard says. “You have to stop treating 

it like a wire and asking it to do the things 

that wire does.” Commonwealth has devel-

oped a cable with stacked layers of tape 

twisting like candy cane stripes. Tokamak 

Energy takes a simpler, more compact ap-

proach: winding coils with the tape flat, 

one layer on top of another like a roll of 

Scotch tape. “It makes winding so much 

simpler,” Bateman says.

Another challenge for both companies is 

supply. Together, manufacturers of ReBCO 

tape were only producing a few hundred 

kilometers per year, and Commonwealth 

needs 500 kilometers just to build its 

first test magnet. “Manufacturers are 

scaling up like crazy now,” Bateman says. 

“Fusion is the market high-temperature 

superconductors have been 

waiting for.”

The next few months are 

critical for the two com-

panies. Following years of 

modeling and experiments, 

they are both constructing 

test magnets to demonstrate 

20-tesla fields—1.5 times 

stronger than ITER’s—in 

coils just a few meters 

across. Commonwealth is 

winding a single 2.5-meter-

tall, D-shaped magnet, 

slightly smaller than what’s 

planned for SPARC. Still, 

Mumgaard says, when com-

pleted in June it will be the 

largest high-temperature 

superconducting magnet 

ever built.

Tokamak Energy is plan-

ning to test a full set of 

16 coils, sized for a test re-

actor about 1 meter across. 

Bateman says the company 

will start to wind its magnets in the next 

few weeks and hopes to test them by the 

end of the year. If successful, the company 

plans to embark on building a demo reac-

tor, ST-F1, in 2027.

Smith says successful demonstrations of 

the coils will be “a phenomenal statement 

on the technology.” But Hartmut Zohm, of 

the Max Planck Institute for Plasma Phys-

ics, says Commonwealth’s goal of operating 

in 2025 is overly ambitious. Simultane-

ously developing a technology, building 

a reactor, and satisfying regulators about 

using radioactive fusion fuel will take 

more than 4 years, he says. “This will take 

more time,” he says. “But I’m happy to be 

proven wrong.” j

Commonwealth’s compact reactor aims to produce net energy 10 years before ITER.

By Daniel Clery

FUSION 

Magnet tests kick off bid for net fusion energy
High-temperature superconductors are key to companies’ planned compact reactors
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I 
n March 2020, as the scope of the 

COVID-19 pandemic was coming 

into view, Jen Nwankwo and col-

leagues turned a pair of artificial 

intelligence (AI) tools against SARS-

CoV-2. One newly developed AI pro-

gram, called SUEDE, digitally screens 

all known druglike compounds for 

likely activity against biomolecules 

thought to be involved in disease. The 

other, BAGEL, predicts how to build in-

hibitors to known targets. The two pro-

grams searched for compounds able to 

block human enzymes that play essen-

tial roles in enabling the virus to infect 

our cells.

While SUEDE sifted through 14 billion 

compounds in just hours and spit out a hit, 

BAGEL made equally fast work of design-

ing a lead. Nwankwo, CEO of a Massachu-

setts biotech startup called 1910 Genetics, 

asked a chemical company partner to syn-

thesize the compounds. A week or so later, 

her team received the orders, added each 

compound in turn to human cells, and 

learned that each blocked its target and 

prevented viral entry into cells. 1910 Genet-

ics is now looking to partner with antiviral 

drug developers to pursue animal and hu-

man trials. “It shows that AI can massively 

accelerate drug design,” Nwankwo says.

By Robert F. Service

FEATURES

Researchers are testing an arsenal of weapons 
against the pandemic coronavirus

A CALL TO ARMS
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Designing and developing a medicine is 

almost always painfully slow, regularly tak-

ing at least a decade. Many steps—such as 

animal studies, tweaking molecules to avoid 

side effects, and clinical trials—can’t be ac-

celerated. But the race toward new treat-

ments against COVID-19 is off to a blistering 

start as researchers accelerate other parts of 

the search, deploying supercomputers, ro-

bots, synchrotrons, and every other tool they 

have to find and lab test possible medicines 

at speed. According to a biotech industry 

drug tracker, some 239 antiviral molecules 

against COVID-19 are under development, 

targeting multiple parts of the viral life cycle.

Antivirals have proved critical in fighting 

other infections such as HIV and hepatitis 

C. Such drugs will be vital in the struggle 

against the pandemic coronavirus, too, de-

spite the ongoing rollout of COVID-19 vac-

cines. “We know not everyone will be able to 

take the vaccine or respond to it,” says Mark 

Denison, a virologist at Vanderbilt Univer-

sity. Vaccines may also lose effectiveness as 

immune protection wanes or viral variants 

emerge. “So, continuing development of anti-

virals is critical,” Denison says.

To date, most of that search has centered 

on “repurposed” compounds, antivirals origi-

nally developed to combat other diseases. 

(Other repurposed drugs, such as the steroid 

dexamethasone, target the body’s reaction to 

infection rather than the virus itself.) “Drug 

repurposing made sense as the first thing 

to try,” Nwankwo says. Many repurposed 

antivirals have shown promise 

against SARS-CoV-2 in cell and ani-

mal studies and are now in clinical 

trials. One, remdesivir, has already 

proved to speed recovery by a few 

days in very ill people. But several 

other repurposed antivirals have 

failed to prove effective.

As a result, says Francis Collins, 

director of the National Institutes of Health 

(NIH), “We really, really need a bunch more 

[antivirals].” Buoyed by almost daily ad-

vances in understanding SARS-CoV-2, the 

rapidly growing list of new compounds that 

might block it, and ongoing clinical trials—

some of them late stage—Denison and others 

hope to deliver effective drugs this year. Says 

Andrew Mesecar, a structural biologist from 

Purdue University: “I am confident we will 

have more treatments for coronavirus.”

AS VIRUSES GO, SARS-CoV-2 is a behe-

moth, with some 30,000 letters of RNA 

in its genetic code. Those letters encode 

29 viral proteins that enable the virus to 

infect cells, reproduce, escape, and spread. 

“We’re fortunate this virus has provided us 

with so many targets, so many opportuni-

ties for intervention,” says Sandra Weller, a 

molecular biologist at UConn Health.

The 29 proteins come in three main cat-

egories: structural proteins that make up the 

outer coat; nonstructural proteins (NSPs), 

most of which help the virus replicate; and 

accessory proteins, several of which appear 

to subdue the host’s immune response. Thus 

far, drug hunters have taken aim mainly at 

the structural and replication proteins, con-

centrating on molecules similar to those that 

have paid off in fighting other viruses.

SARS-CoV-2 has just four structural pro-

teins. The envelope and membrane proteins 

make up the virus’ spherical shell, and the 

nucleocapsid protein shields its genome. The 

fourth protein, spike, protrudes from the 

shell, creating the crown of thorns that gives 

the virus its name and enables it to bind to 

angiotensin-converting enzyme 2 (ACE2) re-

ceptors, its main entry point into cells.

Spike is the primary target of many vac-

cines and antivirals. However, small mol-

ecules, the typical focus for drug discovery 

programs, won’t work because they aren’t 

bulky enough to prevent spike from binding 

to the ACE2 receptor.

David Baker, a computational biologist at 

the University of Washington, Seattle, and 

colleagues turned instead to miniproteins, 

each with about 60 amino acids, customized 

to block protein-protein interactions. In late 

2020, Baker’s team described miniproteins 

tailormade to bind tightly to the virus’ spike 

protein and block it from attaching to the 

ACE2 receptor (Science, 23 October 2020, 

p. 426). The tiny proteins kept the 

virus from infecting human cells 

in a test tube, and Baker says mini-

proteins could make ideal drugs 

because they are far more stable 

than conventional protein thera-

peutics, such as antibodies, which 

must be refrigerated. Baker is in 

discussions with drug companies 

to pursue his leads.

Other researchers have a different strategy 

for interfering with viral binding. They are 

designing ACE2 look-alikes to serve as de-

coys, drawing SARS-CoV-2 away from cells. 

Researchers at Neoleukin Therapeutics and 

their partners, for example, reported creat-

ing a miniprotein, CTC-445.2d, that mimics 

ACE2, binding tenaciously to spike (Science, 

4 December 2020, p. 1208). The compound 

protected human cells from infection in vi-

tro. When given to hamsters in a nasal spray, 

the decoy also prevented them from getting 

severe disease after they received a normally 

lethal dose of the virus. Another “receptor 

trap” molecule, described in November 2020 

in the Proceedings of the National Academy 

of Sciences, also diverted SARS-CoV-2, keep-

ing it from infecting cells in the test tube.

AFTER ENTERING A CELL, a virus transforms its 

host into a virus factory. That’s where SARS-

CoV-2’s NSPs come in. The viral proteins are 

made by the host cell’s own protein facto-

ries, the ribosomes, which translate the viral 

RNA into two long “polyprotein” chains. The 

chains spin off two smaller proteins, NSP3 

and NSP5, protein-cutting protease enzymes 

that then chop up the rest of the polyproteins 

into independent, functioning proteins.

“These are absolutely critical functions 

that are highly conserved and should be very, 

very vulnerable” to antivirals, Denison says.

Drugs that block proteases have success-

fully fought HIV and hepatitis C and have 

been among the most popular candidate 

antivirals for SARS-CoV-2. Two repurposed 

protease inhibitors for treating HIV, lopina-

vir and ritonavir, showed promise in vitro 

against SARS-CoV-2, but in October 2020, 

the United Kingdom’s large Recovery clinical 

trial reported they offered no benefit.

Researchers at the drug giant Pfizer are 

pursuing an inhibitor that may work better 

Science’s 

COVID-19 
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Foundation.
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because it is designed to target NSP5, a pro-

tease that is specific to SARS-CoV-2 and its 

coronavirus relatives. Pfizer scientists devel-

oped the drug in 2003 to block the molecule, 

also known as main protease (Mpro), in se-

vere acute respiratory syndrome (SARS), the 

deadly coronavirus that emerged the previ-

ous year. That work was set aside when the 

SARS epidemic died out. Now, Pfizer has 

pulled the compound off the shelf and found 

that it stops SARS-CoV-2 from reproduc-

ing inside human cells. Pfizer researchers 

tweaked the structure to make a more sol-

uble version, known as PF-07304814. They 

showed that it sharply reduced viral load in 

mice; in other animals, high concentrations 

of the drug could reach tissues.

“It’s a promising lead,” says Celia Schiffer, 

a molecular biologist with the University of 

Massachusetts Medical School. In September 

2020, Pfizer launched a small clinical trial to 

test the safety of PF-07304814, delivered intra-

venously. But Annaliesa Anderson, who leads 

Pfizer’s antiviral program, says recruiting vol-

unteers has been difficult. “Patients are either 

very sick, and it might be too late [to inhibit 

viral replication], or they might not feel that 

bad,” making an intravenous therapy less ap-

pealing. Given the slow recruitment, she ex-

pects results toward the end of this year.

Other researchers are also working on 

Mpro inhibitors. In Nature Communications 

in September 2020, researchers in China re-

ported on two repurposed drugs, boceprevir 

and GC376. Boceprevir is a hepatitis C drug, 

whereas GC376 was designed to target a fe-

line coronavirus. Both compounds slowed 

SARS-CoV-2 replication in cells. On 5 Febru-

ary, U.S. researchers reported in a bioRxiv 

preprint that most mice given GC376 after 

receiving a lethal dose of the pandemic vi-

rus survived. And in August 2020 in Science 

Translational Medicine, U.S. researchers 

described a GC376 analog that dramati-

cally boosted survival rates in mice infected 

with Middle East respiratory syndrome 

and showed potent antiviral effects against 

SARS-CoV-2 in cells.

Other molecules designed specifically to in-

hibit SARS-CoV-2’s Mpro remain at an earlier 

testing stage. In November 2020, for example, 

Charlotte Lanteri, a research microbiologist at 

the Walter Reed Army Institute of Research, 

reported discovering 807 Mpro inhibitors 

through an AI screen of 41 million com-

pounds. Her team has identified seven as par-

ticularly promising, but turning one or more 

of those into drugs remains at least a couple 

of years away, says Lanteri, who reported the 

findings at an antiviral drug summit at NIH. 

She and colleagues are also looking for anti-

viral drugs effective against all coronaviruses. 

“We want to be prepared as much as possible 

for the next emerging threat,” she says.

AFTER SARS-COV-2’S proteases have freed 

coronavirus proteins from the original chains, 

15 of them come together to form the repli-

cation transcription complex (RTC), which 

copies the virus’ RNA genome to make new 

viruses (see graphic, left). Central to that ma-

chinery are NSP9, which locks onto the virus’ 

RNA strand, and the RNA-dependent RNA 

polymerase (RdRp) that copies the RNA.

The RTC’s critical role has made it, and 

RdRp in particular, the most popular treat-

ment bull’s-eye of all. It’s where remdesivir 

does its work. The drug is a nucleoside ana-

log, a sort of imitation RNA building block 

that resembles adenosine (A), one of the 

four letters that make up RNA. The impos-

ter tricks the RdRp into inserting remde-

sivir molecules instead of A’s into growing 

RNA strands, jamming RdRp and stopping 

viral replication.

Researchers hope other repurposed nucle-

oside and nucleotide analogs will be better at 

fooling the coronavirus’ RdRp. (Nucleotides 

are nucleosides with one or more phosphate 

groups added.) The candidates include favipi-

ravir and triazavirin, both originally designed 

to combat flu viruses; ribavirin, a treatment 

for respiratory syncytial virus and hepatitis 

C; and galidesivir, which can block replica-

tion of Ebola, Zika, and yellow fever viruses.

Researchers are guardedly optimistic 

about molnupiravir, a nucleoside analog 

that can be taken as a pill and was originally 

developed to combat influenza. Last year, 

concerns swirled around the drug after a 

whistleblower alleged that political crony-

ism led to expedited federal backing for it 

(Science, 13 May 2020). But positive results 

have kept progress on track.

Early work showed molnupiravir inserts 

itself into RNA in place of the nucleoside 

cytidine, prompting errors in the copying 

process and causing a lethal buildup of mu-

tations in the virus. That mechanism has 

raised worries that the drug might cause 

similar mutations in host cells. But Richard 

Plemper, a cell biologist at Georgia State Uni-

versity, says such problems have not been 

seen in animal studies.

In April 2020 in Science Translational 

Medicine, Denison and colleagues reported 

that in mice, molnupiravir sharply reduced 

replication of multiple coronaviruses, includ-

ing SARS-CoV-2; the drug also cut SARS-

CoV-2 replication in human airway epithelial 

cells. A Nature paper added to the encourag-

ing data in February, showing the compound 

decreased viral replication 100,000-fold in 

mice engineered to have human lung tissue. 

In December 2020, Plemper and colleagues 

reported in Nature Microbiology that mol-

nupiravir might do more than just prevent 

symptoms. The researchers gave the drug to 

ferrets, which readily spread the coronavirus, G
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Antivirals take aim
As it infects cells, reproduces itself, and spreads, the 

pandemic coronavirus relies on dozens of viral and host 

proteins. They offer an array of targets for candidate 

drugs (blue boxes) that aim to block proteins key to 

different stages in SARS-CoV-2’s life cycle.
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and transmission fell to zero within 24 hours. 

“This is the first demonstration of an orally 

available drug to rapidly block SARS-CoV-2 

transmission,” Plemper says. That’s crucial to 

slowing the spread of disease. Because it is a 

pill, molnupiravir can be given early in the 

disease cycle, just when SARS-CoV-2 replica-

tion typically peaks, in contrast to injectable 

drugs such as remdesivir. “We want to start 

treatment early and prevent people from ever 

showing up in a hospital,” Plemper says.

The same month, a medRxiv preprint re-

ported that a small safety trial showed the 

drug was well tolerated, with no serious side 

effects in healthy volunteers. Molnupiravir is 

now in phase 2/3 clinical trials run by Merck 

and Ridgeback Biotherapeutics; in March, 

scientists reported at a meeting that molnu-

piravir reduced patients’ viral levels. 

AT-527, another oral nucleoside analog 

developed to treat hepatitis C by Atea Phar-

maceuticals and Roche, is also in a phase 2 

clinical trial against COVID-19.

Scientists are trying to shut down other 

RTC proteins, too. In recent results, two 

compounds—zotatifin and plitidepsin—

appear to block viral replication by inter-

fering with NSP9, the RNA-grabbing en-

zyme. Plitidepsin is in a phase 2/3 trial by 

the Spanish drug company PharmaMar. At 

least three other NSPs are considered good 

targets, says Tomáš Cihlář, a virologist 

with Gilead Sciences, maker of remdesivir.

Eventually, drugs could target the corona-

virus’ RNA, not just its proteins. In Na-

ture Biotechnology in February, Emmeline 

Blanchard, a biomedical engineer at the 

Georgia Institute of Technology, and col-

leagues reported creating a polymer-encased 

formulation of a gene-editing enzyme called 

Cas13a that seeks out and chops up snippets 

of SARS-CoV-2 RNA. The team’s Cas13a en-

zyme targets highly conserved regions of two 

viral genes encoding the RdRp enzyme and 

the nucleocapsid protein. When hamsters 

infected with SARS-CoV-2 inhaled a vapor-

ized formulation of the drug, it reduced viral 

replication and disease symptoms. 

And in September 2020 in ACS Central 

Science, Matthew Disney, a chemist at the 

Scripps Research Institute, and colleagues 

reported discovering a compound called C5 

that blocks a short, hairpin-shaped segment 

of RNA involved in SARS-CoV-2 replication. 

“We have other segments of the viral genome 

we think we can target as well,” he says.

BECAUSE SARS-COV-2 relies on a host cell’s 

proteins to reproduce, disrupting those pro-

teins could be another avenue to treatments—

with the advantage that not targeting the 

virus directly could lower its odds of be-

coming resistant to the drugs. Their tar-

gets include host cell proteases TMPRSS2 

and furin, which the candidate drugs from 

Nwankwo’s team block. Last month, NIH 

announced it was launching a phase 2/3 

trial for camostat mesilate, another TM-

PRSS2 inhibitor.

Another target is a protein called di-

hydroorotate dehydrogenase (DHODH). It’s 

the linchpin in a pathway that cells use to 

make two of RNA’s four bases when they need 

extra RNA—for example, when proliferating. 

Viruses hijack that pathway to replicate. In 

cell studies, blocking DHODH has halted 

cancer and viral diseases, such as influenza 

and cytomegalovirus. And DHODH blockers 

have thus far proved safe when tested in hun-

dreds of patients.

Two biotech companies, PTC Therapeu-

tics and Immunic Therapeutics, are trying 

the same strategy against SARS-CoV-2. Rap-

idly reproducing viruses “have a great need 

for RNA,” says Marla Weetall, vice president 

of pharmacology with PTC Therapeutics. 

The company’s compound, PTC299, was 

originally designed as an oral drug to halt 

cell proliferation in acute myeloid leuke-

mia. In an August 2020 preprint on bioRxiv, 

Weetall and colleagues reported that 

PTC299 sharply inhibited SARS-CoV-2 rep-

lication in cells. The compound also blocked 

the production of immune molecules that 

cells build using RNA bases, hinting that 

PTC299 might help tame the immune over-

reaction seen in severe COVID-19.

Daniel Vitt, CEO of Immunic Therapeutics, 

says his company has also seen promising re-

sults in human trials of its oral compound, 

IMU-838, developed to treat inflammatory 

and autoimmune diseases. In February, the 

company reported preliminary results sug-

gesting hospitalized patients on the drug had 

less need for ventilators. Trials continue for 

both companies.

ULTIMATELY, no one compound is likely to 

deliver a knockout punch to the pandemic 

coronavirus, in part because drug-resistant 

viruses are likely to emerge. Collins and 

others argue that the best strategy takes 

a page from the treatment for HIV and 

hepatitis C: mixing and matching anti-

virals aimed at several proteins, making 

it harder for the virus to evolve multiple 

workarounds at once. “We really need an 

arsenal,” says Lillian Chiang, CEO of Evrys 

Bio, which is working on antivirals against 

host-cell proteins.

“This is going to take time,” says Michael 

Sofia, a chief scientific officer with Arbutus 

Biopharma, a Canadian antiviral com-

pany. And money. According to recent esti-

mates, bringing a new drug to market costs 

between $985 million and $2.8 billion. 

Anderson says Pfizer, for one, is committing 

company resources to defeating the pan-

demic without expectation of profit. Other 

companies say the same. But during pre-

vious lulls in infectious disease outbreaks, 

many drug companies abandoned work on 

antivirals. “As soon as this stops being a hot 

area, people will move on,” Nwankwo says.

In another disincentive, antiviral treat-

ments for SARS-CoV-2 might be given for 

only a week or two, giving drugmakers a 

narrow window to reap returns. As a result, 

Denison and others argue that more gov-

ernment support is needed to keep stocking 

the antiviral arsenal. Any lull in the battle 

against SARS-CoV-2 and its kin is likely to 

be temporary, they say.

“We are going to have another corona-

virus,” Mesecar says. “We just don’t know 

what it will look like.” jP
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Pharmaceutical researchers use high-speed robotics and other tools to speed the search for antivirals.
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By Julia Hall1 and Rui A. P. Perdigão1,2,3

C
limate change, water, and land man-

agement affect the terrestrial water cy-

cle and river flow. They do so through 

changes in precipitation and evapora-

tion, aside from a multitude of other 

land surface processes. Earth system 

models are routinely used to simulate and de-

tect globally observed changes and attribute 

these changes to climate change. Attribution 

is based on an assessment of the consistency 

or inconsistency of change signatures by in-

cluding or excluding hypothesized drivers 

of change in process-based models (1). On 

page 1159 of this issue, Gudmundsson et al. 

(2) compare the consistency that globally ob-

served trend-patterns in mean river flow and 

hydrological extremes exhibit with regard to 

a set of model simulations.

Gudmundsson et al. conclude, on the ba-

sis of the ESM output, that the simulated ef-

fects of water and land management cannot 

reproduce the observed change pattern in 

river flow. Rather, the modeled changes in 

river flow are only consistent with the ob-

served changes in climatic variables if his-

torical radiative forcing that accounts for 

climate change is used.

This finding is distinct and important, 

although Gudmundsson et al.’s attribution 

of changing river flow patterns to anthro-

pogenic climate change is made by a simple 

CLIMATE CHANGE

Who is stirring the waters?

PERSPECTIVES

Emerging pathways could improve attribution of changes in river flow across the globe

INSIGHTS

1Meteoceanics Institute for Complex System Science, 
Vienna, Austria. 2cE3c, Faculdade de Ciências, 
Universidade de Lisboa, Lisbon, Portugal. 3Instituto de 
Telecomunicações, Instituto Superior Técnico, Universidade 
de Lisboa, Lisbon, Portugal.  Email: hall@meteoceanics.pt; 
perdigao@meteoceanics.pt

1096    12 MARCH 2021 • VOL 371 ISSUE 6534



quantitative line of arguments. For instance, 

if the model is driven by observational at-

mospheric forcing and it reproduces the 

observed global change pattern, the authors 

concluded that the observed trends are re-

lated to changes in the radiative forcing. If 

the observed changes are only consistent 

with model output driven with historical at-

mospheric forcing, then these trends are at-

tributed to that driver.

Although the attribution statement in 

Gudmundsson et al. is logical and likely in 

terms of process understanding of climate 

dynamics, technically that evidence is still 

circumstantial. Indeed, different causal 

pathways could still lead to a similar out-

come, that is, the same trend observed in 

the data could have emerged from a differ-

ent process, even though not accounted for 

in the models. Additionally, owing to the 

presence of internal variability, such attri-

bution will always have some degree of un-

certainty (even with complete consistency 

between models and data) (1).

To improve the explanatory power of such 

important studies and to generate more con-

fidence in such attribution statements, we 

need to move beyond these first-order as-

sessments that involve simple proof of con-

sistency and inconsistency when investigat-

ing the effects of climatic change. 

The key for a more robust way to elicit 

the most likely driving mechanisms resides 

in characterizing the information transfer 

between potential drivers and the process 

of interest (e.g., between climatic change 

and river flows). Those providing strongest 

information transfer can be attributed as 

dominant drivers. Additionally, these infor-

mation transfer metrics are probabilistic, 

hence internal variability and uncertainties 

are natively incorporated. This strengthens 

the process of attribution and makes it more 

realistic and reliable.

To achieve robust attribution, several 

measures of information transfer are al-

ready used elsewhere, including transfer en-

tropy (3), traditional Bayesian approaches 

(4), and network connectivity metrics with 

time directionality (5, 6).  

Attribution procedures by information 

transfer and Bayesian approaches are tradi-

tionally perceived as indicators of causality. 

However, they only allow quantifying the 

ability to infer the state of a process given 

the knowledge of another. Whether or not 

there is a cause-effect relation remains elu-

sive, because no physical causation mecha-

nism can be retrieved from these inferential 

statistics alone. 

More recently, dynamical system metrics 

have been proposed with the aim to assess 

causal codependencies between drivers and 

processes (7) by evaluating whether there is 

a deterministic link between them (connec-

tion in phase space). This brings the added 

value of dynamic connectivity and allows 

for seamless integration with modeling ap-

proaches. However, even with these more 

advanced measures, a true cause-effect di-

agnostic is still elusive because the phase 

spatial diagnostics are basically correlative. 

The connected variables can simply be dy-

namically correlated effects of a common 

third-party cause.

The way forward is therefore to combine 

information transfer and dynamical sys-

tem approaches, with fundamental prin-

ciples and methodological understanding 

in mind. Such a combined approach allows 

bridging the best of both worlds while over-

coming the respective caveats.

This brings us to the emerging pathways of 

information physics (8), reconciling and gen-

eralizing statistical, geometric, and mecha-

nistic information metrics (9). The use of 

information physics enables the retrieval of 

physically consistent information attributes 

and dependencies in coevolutionary systems 

such as in hydrology and Earth system dy-

namics in a changing climate. Information 

physics can pave the way for bringing physi-

cal meaning to inferential metrics, and a 

dynamic coevolving flexibility to the statis-

tical metrics of information transfer, bring-

ing new pathways for causal discovery and 

attribution.

Exploring such pathways may thus pro-

vide further validation to the findings pre-

sented by Gudmundsson et al. and might 

also bring out unknown unknowns to add 

to the discussion of drivers of change in the 

hydrological system. This may thus comple-

ment any measure of causality that entails 

the development of multiple working hy-

potheses based on a thorough process-based 

understanding to avoid overlooking poten-

tial drivers of change that might cause the 

same signature (10).

The findings by Gudmundsson et al. allow 

one to infer that climate change has affected 

low, mean, and high flows at the global scale. 

Whether the retrieved drivers are the real 

causes or just predictors requires further 

investigation, and the development and 

application of causal discovery methods 

grounded on information physics offer en-

couraging pathways to further that quest for 

attribution.        j
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Several factors could cause changes in river 

discharge at Tobyhanna Falls (shown).  The 

principles of information physics could help to 

better understand and attribute underlying 

causal mechanisms such as climate change.
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SUPERCONDUCTIVITY

Magic, symmetry, and twisted matter 
Alternating magic-angle twist induces unconventional superconductivity

By Ali Yazdani

T
he discovery in 2018 of superconduc-

tivity when two layers of graphene 

are stacked on top of each other at a 

“magic angle” has opened a new para-

digm for studying electronic phenom-

ena (1). Now, a pair of studies, one on 

page 1133 of this issue by Hao et al. (2) and 

the other by Park et al. (3), take the twisting 

magic trick one step further. More robust 

and tunable superconductivity was realized 

in three-layer stacks of graphene arranged  

at an alternating magic twist angle that is a 

factor of Î2 greater than the magic angle for 

bilayers. The  authors also present evidence 

that superconductivity in twisted graphene 

is not caused by the conventional weak-

coupling Bardeen-Cooper-Schrieffer (BCS) 

electron-pairing mechanism. The mecha-

nism of pairing remains unknown, but the 

experiments suggest that the electrons form 

tightly bound pairs at temperatures above 

those at which superconductivity is macro-

scopically detected. 

Early theoretical work predicted that the 

moiré superlattice created by stacking two 

twisted layers of graphene, at a magic angle 

of ~1°, creates electronic bands with vanish-

ing bandwidths (4, 5). The quenched kinetic 

energy of electrons occupying such flat bands 

creates strong interactions and would make 

magic angle–twisted bilayer graphene (TBG)  

a spectacular platform for collective phe-

nomena. for sighting new quantum phases 

(6) including unexpected interaction-driven 

topological insulators (7). 

Although steady progress is being made in 

understanding TBG, the mechanism and na-

ture of its superconducting phase remains a 

mystery. It is tempting to think in terms of a 

simple weak-coupling BCS scenario in which 

a large density of states of a nearly flat band 

can enhance superconductivity. However, 

superconductivity occurs in the presence of 

strong Coulomb interactions that are com-

parable with or larger than the bandwidth 

of TBG in the noninteracting limit (8), and 

other flat-band moiré systems do not show 

reliable signs of superconductivity, despite 

exhibiting other strongly correlated behavior. 

Twisting three-layer graphene was pre-

dicted to possess flat bands if it was con-

structed with a curious alternating magic 

twist angle Î2 greater than that of the bilayer 

system (9). This trilayer differs from the bi-

layer in several respects. For example, its flat 

bands coexist with dispersing Dirac bands, 

and a perpendicular displacement field can 

be used to tune its band structure (see the 

figure). The two experimental studies fabri-

cated trilayer near the predicted greater al-

ternating magic angle and explored trilayer 

properties as a function of carrier density and 

perpendicular displacement field. 

The presence of the Dirac bands circum-

vents the formation of correlated insulating 

states, which also slightly screens the inter-

action between electrons in the flat band of 

the trilayer. However, the interactions within 

the trilayer flat bands give rise to cascades 

of transitions at several of the integer fill-

ing (n) of carriers per moiré unit 

cell of its flat bands, similar to 

those observed in TBG (10, 11). 

These transitions signal the pro-

pensity for flavor (spin or valley 

isospin) symmetry–breaking, 

near-integer fillings, including 

at n = ±2, from which supercon-

ductivity emerges upon doping. 

The trilayer appears at a super-

conducting transition tempera-

ture (T
c
) of 2 K (twice that of 

the bilayer) system. The cause of 

this enhancement is unclear, but 

the moiré superlattice constant 

is smaller in the trilayer, which 

would increase the Coulomb-

interaction scale at the same 

electron density

Several experimental findings 

in the magic trilayer signal un-

conventional superconductivity. 

The superconducting coherence 

length is about the same as the 

interparticle distance, and T
c

increases almost linearly with 

doping. The ratio of T
c
 to the Fermi tempera-

ture is also large (0.1). The superconducting 

state appears to be in the strong-coupling re-

gime and likely driven by Bose condensation 

of tightly bound Cooper pairs and limited 

by their density. Pairing might occur at tem-

peratures much higher than when the zero-

resistance state is detected. 

Tuning the trilayer’s band structure allows 

experimental determination of the role of 

enhanced density of states at the van Hove 

singularity (vHS) of the flat bands in super-

conductivity. The new studies monitored 

the Hall conductivity as a function of dop-

ing and displacement field. When the vHS 
Department of Physics, Princeton University, Princeton, NJ, 
USA. Email: yazdani@princeton.edu
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By Laurent Bopp

T
he ocean “ twilight zone,” where sun-

light hardly penetrates, is located at 

depths of 200 to 1000 m from the 

sea surface. Inhabited by iconic spe-

cies such as lantern fish and gi-

ant squid, it has stimulated our col-

lective imagination for generations. To this 

day it remains largely unexplored and has 

revealed few of its secrets. Also known as 

the mesopelagic, this zone occupies 20% of 

the volume of the world’s oceans. It plays a 

key role in the global carbon cycle (1, 2) and 

may contain both biomass and biodiver-

sity that have been largely underestimated 

(3, 4). On page 1148 of this issue, Boscolo-

Gallazzo et al. (5) provide evidence that the 

establishment of the modern twilight zone 

is, on planetary time scales, a relatively 

recent phenomenon that has taken place 

gradually over the past 15 million years. 

Using an approach that couples ocean 

biogeochemical simulations and a compila-

tion of sedimentary isotopic data, Boscolo-

Gallazzo et al. show the role of the gradual 

cooling of the climate system (by 4° to 6°C 

for the global surface ocean) in establish-

ing the modern twilight zone. This global 

decrease in temperature has reduced the 

decomposition of organic matter that is 

formed by upper-ocean ecosystems and 

then sinks to depth. As such, the export of 

organic carbon to the deeper ocean has be-

come more efficient and has increased the 

amount of food available to mesopelagic 

ecosystems. These long-term paleoclimatic 

changes are likely responsible for the es-

tablishment of relatively new deep ecologi-

cal niches and the modern twilight zone.

The role of the twilight zone in the ocean 

carbon cycle has been recognized for more 

than 30 years, with the identification of 

the importance of the biological carbon 

pump in transporting carbon out of the 

ocean’s surface layers (1). Indeed, it is in 

the twilight zone that most of the organic 

carbon that is exported from the surface 

ocean is remineralized back to carbon di-

oxide through a series of biological, physi-

cal, and chemical processes that are not yet 

well understood. However, what is known 

is that this input of organic matter is criti-

cal to the survival of most organisms living 

at these depths and to the ecosystems they 

inhabit. Hence, although a few billion tons 

of carbon leave the surface ocean  every 

is tuned to the chemical potential, T
c
 in the 

trilayer is suppressed, opposite of what is ex-

pected from the simple BCS weak-coupling 

mechanism. Superconductivity appears to be 

strongly tied to flavor-polarized states, which 

are beginning to be understood in the bilayer 

[for example, (12)]. Topological excitations of 

these states may be responsible for the pair-

ing mechanism (13), but the breakdown of 

weak coupling does not mean phonons are 

not involved. Some calculations show that 

in a fully flat band, electrons cannot pair on 

their own (14). 

The presence of superconductivity in bi-

layer and alternating trilayer systems, and 

its absence in the other flat band system, 

suggests the importance of spatial-time C2z
T 

symmetry for the emergence of supercon-

ductivity. The discovery of superconductivity 

in this trilayer raises the possibility that the 

stacking of multilayers of graphene respect-

ing certain symmetry at other magic angles 

will uncover more and hopefully greater-T
c

twisted superconductors. The theory that 

predicted the Î2 ratio for trilayer also identi-

fied a hierarchy of magic angles for multilay-

ers with alternating layers (8). The prediction 

for quadrilayers with alternating magic angle 

larger than the bilayer by the golden ratio is 

that they would have flat bands without dis-

persing Dirac bands because they have an 

even number of layers (see the figure).  

An unspoken rule in the hunt for new su-

perconductors attributed to early Bell Lab 

pioneer Bernd Matthias (15) is to “never lis-

ten to the theorists.” However, maybe the 

signs of symmetry and the elegance of special 

ratios need to be heeded. Finding supercon-

ductivity in twisted matter with a prescribed 

symmetry related by the golden ratio of twist 

angles would be pure magic. j
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“Birth” of the 
modern ocean 
twilight zone
The recently evolved mesopelagic 
zone faces an uncertain future

An octopus moves through the “marine snow” of organic matter at 400-m depth in the North Atlantic Ocean.
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year in the form of particulate organic car-

bon, only a tiny fraction reaches the bot-

tom of the twilight zone at 1000 m. This 

fraction nevertheless represents a long-

term carbon sink, with this deep carbon 

remaining isolated from the atmosphere 

for centuries to millennia.

The mean depth at which organic car-

bon is converted back to CO
2
, known as the 

remineralization depth, has a substantial 

impact on atmospheric CO
2
. Kwon et al. 

(6) have shown that a deepening or shoal-

ing of the mean remineralization depth by 

just a few tens of meters could decrease or 

increase atmospheric CO
2 by a few tens of 

parts per million over long time scales. It is 

therefore crucial to determine as accurately 

as possible the mechanisms by which or-

ganic matter is used by biota in the twilight 

zone, so as to better project the response of 

these mechanisms under changing ocean 

conditions and their role in altering the 

capacity of the ocean to hold carbon in the 

coming decades and centuries.

Some of the growing interest in the twi-

light zone stems from the recognition that 

it could harbor considerably more fish 

biomass than previously estimated (3)—

potentially 20 times as much as in the sur-

face ocean. This discovery has led to new 

prospects for industrial fisheries, which 

hope to overcome the limitations posed by 

depleted or overfished surface fish stocks 

(7). Increasing interest in commercial ex-

ploitation of mesopelagic stocks for hu-

man consumption, fishmeal, and nutra-

ceuticals is exemplified by the recent 

European Union Blue Growth Strategy po-

sition paper (8, 9), which is open to the ex-

ploration and exploitation of mesopelagic 

fish resources. However, there are large un-

certainties about the extent of these stocks, 

which are estimated at 1000 to 20,000 mil-

lion tons (3, 10), and little is known about 

their vulnerability to fishing and other hu-

man pressures.

Taking advantage of several oceanographic 

campaigns and many innovative technologi-

cal developments (autonomous floats, video 

profilers), several large-scale scientific proj-

ects grouped within the JETZON consor-

tium (10) aim to explore the ocean twilight 

zone and unravel some of its mysteries. The 

questions are numerous: For example, it is 

not known what species are present at these 

depths and what the biomass of these organ-

isms is. Also unclear is the role of processes 

in the mesopelagic zone in the transfer of car-

bon from the surface ocean to the deep ocean 

where it is sequestered for long periods. 

Another question concerns the sensitivity of 

these mesopelagic ecosystems to the input of 

matter from the surface, and to variations in 

local environmental conditions, in particular 

temperature, oxygenation, and acidification.

The work of Boscolo-Gallazzo et al. on 

the “birth” of the current twilight zone is 

particularly timely and relevant to these 

questions. Indeed, it shows how mesope-

lagic ecosystems may be vulnerable to fu-

ture ocean warming through its impact on 

the delivery of organic matter from surface 

waters. Other ocean conditions, such as 

oxygen concentrations and ocean acidity, 

may also alter the viability of these specific 

ecosystems. The climate projections carried 

out in the framework of the recent Coupled 

Model Intercomparison Project Phase 6 

(CMIP6) confirm that future warming, de-

oxygenation, and acidification may concur-

rently alter the deep-ocean environment, 

with unknown consequences for mesope-

lagic ecosystems (11).

In Twenty Thousand Leagues Under the 

Sea (12), Jules Verne used his legendary in-

tuition to describe the depths of the ocean, 

evoking their mysteries and the fascination 

they exert on humankind: “The sea is the 

vast reservoir of Nature. The globe began 

with sea, so to speak; and who knows if it 

will not end with it? In it is supreme tran-

quility. The sea does not belong to despots. 

Upon its surface men can still exercise un-

just laws, fight, tear one another to pieces, 

and be carried away with terrestrial hor-

rors. But at thirty feet below its level, their 

reign ceases, their influence is quenched, 

and their power disappears.”

Even the prescient Jules Verne had not 

foreseen how far-reaching human influ-

ence may become. More than 150 years af-

ter the publication of his classic novel, we 

are confronted with the realization that the 

ocean twilight zone now faces several hu-

man threats. j
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Linking 
clotting and 
autoimmunity

By Mariana J. Kaplan 

A
ntiphospholipid syndrome (APS) is a 

systemic autoimmune disorder char-

acterized by increased risk for arte-

rial, venous and/or microvascular 

thrombosis and various obstetric com-

plications, including recurrent miscar-

riages, premature births, and preeclampsia, 

in association with the persistent presence 

of autoantibodies targeting phospholipids 

(aPLs). The clinical spectrum of APS ranges 

from mild clinical manifestations to the de-

velopment of a catastrophic event involving 

multiorgan failure and high mortality due 

to disseminated thrombosis. APS diagnosis 

requires the detection of serum aPLs target-

ing cardiolipins and/or the plasma protein 

b
2
 glycoprotein I (b

2
GPI). However, the full 

spectrum of specific autoantigens primarily 

recognized by aPLs remains unknown, which 

has hampered therapeutic development. On 

page 1121 of this issue, Müller-Calleja et al. 

(1) report the identification of a cell surface 

antigenic complex composed of endosomal 

lysobiphosphatidic acid (LBPA) presented by 

the endothelial protein C receptor (EPCR), 

which is specifically recognized by aPLs and 

promotes immune dysregulation and throm-

bosis in mice. 

The pathogenic mechanisms leading to 

the generation of aPLs and to the various 

vascular and organ complications charac-

teristic of APS are incompletely character-

ized and pleiotropic, involving events such 

as endothelial, platelet, and myeloid cell ac-

tivation, as well as dysregulation and cross-

talk of the complement and coagulation 

cascades (2). aPLs characteristically display 

reactivity toward various anionic phospho-

lipids (cardiolipins) in cell membranes and 

plasma proteins. b
2
GPI has high avidity for 

phospholipid surfaces and is considered a 

major target of aPLs (2). 
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Less is understood about the anti-

gen specificity and pathogenicity of 

aPLs that primarily target phospho-

lipids. In addition to activating the 

extrinsic pathway of coagulation (3), 

phospholipid-reactive aPLs induce 

translocation of endosomal Toll-like 

receptor 7 (TLR7) and TLR8 from the 

endoplasmic reticulum to the endo-

somes in myeloid cells, thereby sen-

sitizing them to proinflammatory sig-

naling and interferon (IFN) responses 

driven by danger signals (4).  APS can 

occur in isolation (primary) or in as-

sociation with other systemic autoim-

mune diseases such as systemic lupus 

erythematosus (SLE). Both SLE and 

primary APS have been associated 

with dysregulation of the type I IFN 

pathway, which has several putative 

pathogenic roles (5, 6).

EPCR is expressed by endothelial 

and myeloid cells, placental tropho-

blasts, and various differentiated and 

progenitor cells that may be targeted 

by aPLs. It is a CD1d-like transmem-

brane glycoprotein with a tightly 

bound phospholipid in its antigen-

presenting groove. Phospholipid-

bound EPCR promotes anticoagulant 

protein C activation, with down-

stream antithrombotic effects (7). 

However, EPCR can bind other li-

gands besides protein C, and this may 

determine pro- or anti-inflammatory 

effects (8). Furthermore, EPCR activa-

tion of proteinase-activated receptor 

2 (PAR-2) triggers TLR4-mediated 

type I IFN responses in mouse my-

eloid cells, independent of coagulation (9).  

Therefore, EPCR may be pro- or anti-throm-

botic and trigger innate immune responses 

that are relevant to autoimmunity in a con-

text-dependent manner. 

Previous reports identified in vitro reac-

tivity of aPLs against LBPA, a phospholipid 

that is mostly expressed in late endosomes 

(10). Building on these observations, Müller-

Calleja et al. report that phospholipid-reactive 

human monoclonal aPLs induce inflamma-

tory gene responses in myeloid, endothelial, 

and embryonic cells in an EPCR-dependent 

manner, and that EPCR can serve as a recep-

tor for aPL endosomal trafficking. The ability 

of EPCR to bind aPLs requires LBPA in the 

antigen-presenting groove.

To assess whether this pathway was 

pathogenic in vivo, Müller-Calleja et al. used 

mouse models of aPL-induced fetal loss and 

thrombosis and found that EPCR-deficient 

mice were protected from these complica-

tions. Additionally, in a mouse model of SLE, 

aPLs were also prothrombotic and induced 

IFN responses in myeloid cells in an EPCR-

LBPA–dependent manner (see the figure). 

Furthermore, immunization of non-autoim-

mune–prone mice with aPLs induced the 

appearance of cardiolipin-reactive antibod-

ies and expansion of EPCR-LBPA–reactive B1 

cells, a subset of B cells that has been linked 

to innate immune responses and autoim-

munity.  Supporting that engagement of the 

EPCR-LBPA complex promotes inflamma-

tion, administration of an antibody block-

ing EPCR-LBPA to a mouse model of SLE 

inhibited the synthesis of aPLs and other 

SLE-associated autoantibodies and mitigated 

renal inflammation and damage. 

Although Müller-Calleja et al. used only 

one SLE mouse model, these results sug-

gest that the EPCR-LBPA pathway may play 

a broader role in immune dysregulation 

driven not only by aPLs but, potentially, also 

by other pathways associated with SLE-like 

autoimmunity , including the type I IFN path-

way. It remains unclear how EPCR-LBPA 

leads to the thrombotic phenotype observed 

in mice and whether the type I IFN path-

way is also involved in this complication, 

given previous studies linking IFN-

mediated transcriptional modulation 

to platelet activation (11). It also re-

mains to be determined what makes 

EPCR preferentially bind LBPA over 

other phospholipids, to allow prefer-

ential attachment to aPLs.

The study of Müller-Calleja et al.

expands the repertoire of antigens po-

tentially involved in the pathogenesis 

of APS. Validating these findings in 

large clinical cohorts will be impor-

tant to assess if testing EPCR-LBPA 

autoantibody specificity will improve 

the diagnosis of primary and SLE-

associated APS, and its association 

with various organ complications and 

clinical manifestations. In addition, 

identifying genetic drivers of abnor-

malities in the pathways found in the 

study that are associated with APS or 

other autoimmune conditions may al-

low subgroups of patients to be distin-

guished in whom this pathway could 

be particularly relevant.  

Notably, aPLs can be generated dur-

ing various acute infections, including 

that of severe acute respiratory syn-

drome coronavirus 2 (SARS-CoV-2) 

(12), as well as in cancers and with 

the use of certain medications. In 

contrast to APS, the presence of aPLs 

in these conditions is not necessarily 

linked to enhanced risk for clotting, 

although they may have proinflam-

matory effects. It remains to be con-

firmed whether phospholipid-reactive 

aPLs generated during infections sig-

nal through the EPCR-LBPA pathway. 

Even if this pathway is confirmed to be im-

portant in human APS, targeting EPCR may 

prove a double-edged sword, given its well-

described anti-thrombotic and anti-inflam-

matory effects. In this case, it will be impor-

tant to determine if inhibiting downstream 

pathways, such as endosomal TLRs and/or 

type I IFN signaling, could result in abroga-

tion of prothrombotic or inflammatory cas-

cades that are triggered by this complex. j

REFERENCES AND NOTES 

 1.  N. Müller-Calleja et al., Science371, eabc0956 (2021).
 2.  D. Garcia, D. Erkan, N. Engl. J. Med. 378, 2010 (2018).  
 3.  N. Müller-Calleja et al., Blood134, 1119 (2019).  
 4.  N. Prinz et al., Blood118, 2322 (2011).  
 5.  S. Gupta, M. J. Kaplan, J. Clin. Invest. 131, e144918 (2021). 
 6.  R. C. Grenn et al., Ann. Rheum. Dis. 76, 450 (2017).  
 7.  B. Dahlbäck, B. O. Villoutreix, Arterioscler. Thromb. Vasc. 

Biol. 25, 1311 (2005).  
 8.  V. Kondreddy et al., Blood131, 2379 (2018).  
 9.  H. P. Liang et al., Blood125, 2845 (2015).  
 10.  B. Galve-de Rochemonteix et al., Arterioscler. Thromb. 

Vasc. Biol. 20, 563 (2000).  
 11.  C. Lood et al., Blood116, 1951 (2010).  
 12.  A. Martirosyan et al., Front. Immunol. 10, 1609 (2019).  

ACKNOWLEDGMENTS 

M.J.K. i s  supported by NIAMS (ZIAAR041199).

10.1126/science.abg6449

MyD88

Endosome

NFkB IRF7
Type I IFN
infammatory 
cytokines

Nucleus

Anti-infammatory

Anti-thrombotic

TLR7/8

Activated 
protein C

EPCR

Cell membrane

Platelet 
activation

Immune 
dysregulation

Thrombosis,
fetal loss

Tissue 
infammation

B cell 
activation

aPLs

Endosomal 
signaling

aPL

Phosphatidyl-
choline

Homeostasis Antiphospholipid syndrome 

LBPA

aPL, phospholipid antibody; EPCR, endothelial protein C receptor; IFN, interferon; IRF7, 
interferon regulatory factor 7; LBPA, lysobiphosphatidic acid; MyD88, myeloid diferentiation 
primary response protein 88; NFkB, nuclear factor kB; TLR 7/8, Toll-like receptor 7 and 8.

Autoantibody-induced cell signaling
In homeostasis, EPCR is bound to phospholipids in cell membranes, 

such as phosphatidylcholine. This activates protein C and downstream 

anti-thrombotic and anti-inflammatory effects. In antiphospholipid 

syndrome, aPLs, a type of autoantibody, bind to EPCR that is bound to 

LBPA. Subsequent endocytosis activates TLR7-TLR8 and type I IFN 

signaling. This leads to further synthesis of autoantibodies, inflammation, 

and clinical features of antiphospholipid syndrome in mice. 
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By Tyson Chiaro1 and June L. Round1,2

C
hronic intestinal diseases, such as 

inflammatory bowel disease (IBD), 

are associated with continual tis-

sue damage that must be repaired. 

Mucosal restoration is a coordinated 

process that can be influenced by 

extrinsic factors, including the commensal 

bacterial community (1–3). However, indi-

viduals with intestinal disease often receive 

antibiotics during their care, disrupting 

these beneficial bacteria. Although fungi 

comprise a relatively small proportion of 

the microbial community, they can take 

over mucosal niches because they are not 

targeted by antibiotics (4). On page 1154 of 

this issue, Jain et al. (5) find that the yeast 

Debaryomyces hansenii, which is com-

monly used in the food industry, can colo-

nize wounds in antibiotic-treated mice and 

is present in the inflamed tissue of individ-

uals with IBD. This colonization enhances 

inflammation by blocking the signaling re-

quired for wound healing. Thus, disruption 

of commensal bacteria can open niches for 

fungi that exacerbate disease. 

The intestinal microbiota is a consortium 

of microorganisms, including bacteria, 

archaea, fungi, and viruses. Many inves-

tigations have identified a role for bacte-

rial members of the microbiota in IBD (6). 

Clinical evidence suggests that fungi may 

also influence IBD, including the presence 

of serum antibodies to fungal cell surface 

moieties in patients with certain types of 

IBD. Additionally, mutations in the gene 

that encodes the pattern recognition re-

ceptor DECTIN-1 (dendritic cell–associated 

C-type lectin 1), which recognizes fungal 

cell walls, or the downstream inflamma-

tory signaling molecule CARD9 (caspase 

recruitment domain–containing protein 9) 

are commonly found in IBD patients (7). 

Furthermore, investigations in animal mod-

els have demonstrated that common gut 

fungi, such as Saccharomyces cerevisiae or 

Candida tropicalis, can influence IBD se-

verity (8–10). However, a role for fungi dur-

ing intestinal epithelial healing has never 

been evaluated. 

IBD is characterized by chronic intesti-

nal inflammation, loss of intestinal barrier 

integrity, and epithelial damage, requiring 

constant repair of the mucosa. To study the 

injury process, Jain et al. used forceps to 

remove areas of the colonic mucosa during 

endoscopy in mice. As opposed to chemical 

or infectious models of intestinal injury, this 

method allows for spatial and temporal con-

trol of the wound. Mucosal healing occurs 

in three discrete and coordinated stages: 

barrier reestablishment involving neutro-

phil infiltration, extensive proliferation, 

and then tissue remodeling. Preventing any 

of these stages leads to chronic inflamma-

tion and a failure to reform the epithelium. 

Studies have identified a beneficial role 

for commensal bacteria during mucosal 

healing (1–3). In a healthy gut, shortly af-

ter tissue injury, neutrophils are recruited 

to the injured tissue, creating an anaerobic 

environment that allows specific bacterial 

members to seed the wound bed. In partic-

ular, Akkermansia muciniphila colonizes 

the injured tissue and influences signaling 

in epithelial cells to enhance proliferation 

and wound closure (1). Additionally, bac-

terial metabolites, such as deoxycholate, 

affect epithelial signaling to coordinate 

tissue remodeling (3). Thus, mu-

cosal wound healing requires sig-

naling from specific commensal 

bacteria to occur properly. 

During inflammatory flares as-

sociated with IBD, antibiotics are 

often used to prevent potentially 

harmful bacteria accessing the 

bloodstream. Jain et al. found that 

antibiotic treatment during the 

biopsy injury model prevented 

tissue repair. However, known 

microbiota-dependent pathways 

were not involved in this pheno-

type, leading the authors to test 

other hypotheses. Fungal out-

growth is a frequent side effect of 

antibiotic use (4), and Jain et al. 

observed D. hansenii colonization 

of the injured tissue in antibiotic-

treated mice. Treatment with the 

antifungal agent amphotericin 

B improved tissue regeneration. 

Introduction of D. hansenii, but 

not S. cerevisiae, by oral gavage 

into non–antibiotic-treated, conventionally 

raised animals was sufficient to impair the 

wound healing process. The same species of 

yeast was also detected in inflamed colonic 

tissue from two geographically distinct 

populations of patients with Crohn’s dis-

ease, a type of IBD. Therefore, D. hansenii 

can specifically infect intestinal wounds in 

mice and humans with IBD and restrict the 

wound healing process in mice.

Jain et al. found that macrophages were 

increased within the wound bed of ani-

mals infected with D. hansenii. Moreover, 

expression of the chemokine CCL5 (C-C 

MICROBIOLOGY

Fungi prevent intestinal healing 
Antibiotics open niches for fungi with detrimental 
consequences to wound healing
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The yeast Debaryomyces hansenii prevents intestinal wound healing
During homeostasis, anaerobic organisms, such as Akkermansia muciniphila, seed the wound bed and, together with 

bacterial metabolites, such as deoxycholate, promote wound healing. Antibiotic therapy or loss of bacteria owing to chronic 

inflammation in inflammatory bowel disease can lead to the colonization of wounds in the epithelial lining with environmental 

organisms such as the yeast Debaryomyces hansenii. This stimulates a type I interferon (IFN) response in macrophages, which 

leads to production of C-C motif chemokine 5 (CCL5) and chronic inflammation that prevents wound healing. 
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motif chemokine 5) was enriched in mac-

rophages isolated from the wound bed. 

CCL5 promotes inflammation by recruit-

ing other immune cells to the tissue, and 

its expression is increased in individuals 

with IBD (11, 12). Wound healing was not 

impaired by D. hansenii colonization in 

mice in which Ccl5 was deleted. Culture of 

macrophages with D. hansenii followed by 

RNA sequencing revealed that activation 

of the type I interferon–CCL5 pathway in 

macrophages prevents wound healing (see 

the figure). 

D. hansenii is likely not a common resi-

dent of the gut, because it was isolated from 

all samples obtained from individuals with 

IBD but from only 1 of 10 healthy donors. 

D. hansenii is an environmental yeast that 

is distinctive in its ability to tolerate high-

salt and pH conditions and is often used in 

cheese and meat production (13). It is pos-

sible that the ability of D. hansenii to per-

sist in extreme environments also allows 

it to survive within inflamed tissue. This 

suggests that certain dietary recommenda-

tions could be made for patients with IBD 

to prevent colonization with D. hansenii, 

but this would need to be established with 

clinical trials. Additionally, use of antibiot-

ics in individuals with chronic intestinal 

disease should be evaluated more carefully. 

The study of Jain et al. demonstrates that 

the loss of commensal microbes can open 

up niches for potentially harmful opportu-

nistic organisms. Although CCL5 represents 

an attractive drug target that is currently 

being explored in IBD patients (14), it is one 

of many factors that is dysregulated during 

disease. Because commensal microbes can 

influence multiple host pathways that in-

clude preventing inflammation (15), coloni-

zation of pathogens, and promoting wound 

healing, specific cocktails of commensal 

bacteria might prove to be better therapeu-

tic agents that act on several levels to pro-

tect from disease. j
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CORONAVIRUS

Immunity to SARS-CoV-2 
variants of concern
Variants show variable escape from vaccine immunity, 
but residual protection may suffice

By Daniel M. Altmann1, Rosemary J. Boyton2,3, 

Rupert Beale4,5

 V
accine candidates based on spike, the 

glycoprotein that is essential for host 

cell entry by severe acute respira-

tory syndrome coronavirus 2 (SARS-

CoV-2), were being designed within 

days of its reported sequence in 

January 2020. All the vaccines aim to prevent 

disease primarily (but not exclusively) by elic-

iting neutralizing antibodies that block spike 

and therefore prevent the ability of SARS-

CoV-2 to infect cells. The 95% efficacy of the 

BNT162b2 messenger RNA (mRNA) vaccine 

(from Pfizer/BioNTech) heralded a series of 

results showing that eliciting neutralizing 

antibodies to spike strongly correlated with 

protection from disease in clinical trials of 

various vaccines. Currently, there is concern 

about reduced vaccine-induced immune 

protection to emerging variants that have 

mutations in the spike protein. On page 1152 

of this issue, Muik et al. (1) found reduced 

induction of neutralizing antibodies from 

BNT62b2. However, there is likely sufficient 

efficacy remaining to confer protection from 

symptomatic disease.

Coronaviruses are very large and complex 

compared with other RNA viruses (around 

four times the size of the hepatitis A virus 

genome), and their replication fidelity must 

therefore be higher. Despite this, once a 

pathogen has been allowed to infect more 

than 100 million people, it is not a surprise 

that sequence variants with a selective advan-

tage emerge. Toward the latter part of 2020, 

just as regulators were granting approvals to 

a series of vaccines based largely on the wild-

type “Wuhan” sequence spike antigen, sev-

eral SARS-CoV-2 “variants of concern” were 

detected. These variants have potentially en-

hanced transmission, pathogenicity, immune 

escape, or a combination of all three. 

The first sequences of a variant of con-

cern that emerged in the UK, B.1.1.7 (also 

called 501Y.V1), emerged in September 2020. 

It includes eight amino acid changes within 

spike. One of these, N501Y (Asn501 Tyr), in-

creases the affinity of spike for its cellular tar-

get angiotensin-converting enzyme 2 (ACE2) 

and, together with other less well character-

ized mutations, has resulted in enhanced 

transmission (recognized since December) 

and possibly enhanced pathogenicity. Might 

this variant also escape antibody-mediated 

immunity? Muick et al. examined the abil-

ity of immune sera from 40 older or younger 

two-dose BNT162b2 vaccine recipients for 

neutralization of a pseudotype virus (a safe, 

surrogate virus engineered to express spike) 

carrying wild-type sequence spike or all of 

the B.1.1.7 spike mutations. The sera had a 

wide range of neutralizing antibody titers 

measured against the wild-type spike, from 

around 1/50 to around 1/1200. Although 

there was a significant reduction in geomet-

ric mean titers for the younger (though not 

the older) cohort against the B.1.1.7 variant, 

the authors argue that on the basis of our un-

derstanding of other respiratory viruses such 

as influenza virus, an overall reduced titer of 

some 20% would not be predicted to mean-

ingfully reduce vaccine efficacy. However, 

such findings confirm that the B.1.1.7 spike 

mutations affect not only transmission but 

also immune recognition.

Another study looked in considerable de-

tail at potential vaccine escape by B.1.1.7 (2). 

They considered immune sera from 23 vac-

cinees with a mean age of 82, analyzed 3 

weeks after a single dose of BNT162b2. Using 

a pseudotype virus carrying spike with all 

eight mutations led to a sixfold reduction 

of neutralization for the majority of sera. In 

this older cohort, the ablation of functional 

neutralization was more apparent in those 

starting with lower antibody titers to the 

wild-type sequence spike. A parallel dataset 

for pseudotype neutralization of wild-type 

sequence or B.1.1.7 spike by mRNA-1273 

(Moderna) or NVX-CoV2373 (Novavax) vac-

cinee sera detects a more marginal reduction 

in activity against the variant (3). 

When population variation can mean that 

people develop diverse neutralizing antibody 

titers after vaccination, the extent to which 

a small drop in neutralization endangers 
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protection from symptomatic disease 

depends to some extent on the im-

munogenicity of the vaccine and how 

much margin it leaves for protection. 

This issue is starting to be addressed 

through analyses of ChAdOx1 nCoV-

19 (University of Oxford/AstraZeneca) 

vaccinees in the UK (4). Although neu-

tralizing antibody titer against B.1.1.7 

was reduced approximately ninefold 

(from a mean of about 1/500 neutral-

izing antibody titer against wild-type 

virus), this did not affect vaccine effi-

cacy because there was no enhanced 

susceptibility to infection [as deter-

mined with polymerase chain reaction 

(PCR) testing] attributable to the vari-

ant among the 499 participants who 

became infected.

Although the B.1.1.7 variant has had 

massive impact in exacerbating case-

load and severity across many coun-

tries, there is even greater concern 

about variants that carry additional 

immune evasion mutations, notably 

the E484K (Glu484 Lys) mutation 

found in the B.1.351 (501Y.V2) variant 

that emerged in South Africa, the P.1 

variant found in Brazil, and sporadic exam-

ples from UK sequencing that show E484K on 

the B.1.1.7 background (5). That the immune 

evasion mutations—K417N (Lys417 Asn), 

E484K, and N501Y—can arise in evolution 

experiments in vitro involving culture of 

SARS-CoV-2 in the presence of immune sera 

offers caution against suboptimal vaccina-

tion regimens (6). 

Concern about the B.1.351 variant derives 

from analyses of its effects on neutraliza-

tion activity. The variant shows substantial 

ablation of any virus-neutralizing activity of 

therapeutic monoclonal antibodies (mAbs) 

(7). Preliminary data suggest a reduced neu-

tralizing response in sera from ChAdOx1 

nCoV-19 vaccinees and reduced efficacy in 

preventing mild to moderate COVID-19 (8). 

This supports the view that neutralizing an-

tibody titer is the key correlate of protection 

(CoP). Although analysis based on loss of in 

vitro neutralizing activity by individual mAbs 

representing the three dominant classes of 

epitopes on spike offers strong evidence for 

immune evasion by the variants, the effect 

is less pronounced at the level of polyclonal 

immune serum after convalescence or vac-

cination. This suggests that the neutralizing 

repertoire is broader and more resilient than 

so far documented.

Findings from studies with mAbs offer 

caution for using these therapeutically, given 

their vulnerability to loss of individual epit-

opes and also their ability to drive selection 

of variants that can evade immune recogni-

tion. Of course, the flip side of this argument 

is that detailed mapping of the neutralizing 

antibody epitopes in spike can facilitate the 

design of broadly neutralizing vaccines and 

mAbs that can target numerous spike mu-

tants (9). It has been posited that SARS-CoV-2 

may continue to accumulate mutations that 

evade immune responses (10). But as previ-

ously explored for other viruses, such as HIV, 

immune evasion often comes at a biological 

fitness cost to the virus, tending to impose an 

upper limit to the number of mutations that 

can be afforded when faced with a broad, 

neutralizing antibody repertoire (11). 

Additionally, given that similar muta-

tions arise recurrently in spike, presumably 

through convergent evolution in geographi-

cally distinct isolates, it is possible that the 

spike variants offering a survival advantage 

to the virus will be constrained and finite. 

Furthermore, a spike protein that mutates 

residues A, B, and C to evade antibody recog-

nition runs the structural risk of generating a 

new neutralizing epitope, D. Therefore, a fi-

nite number of iterative vaccines could target 

key variants, but this would not necessarily 

have to be reappraised annually as with influ-

enza virus vaccines. Seasonal “common cold” 

human coronaviruses tend to appear with 

2-year cycles, and recent data for one of these 

suggest that antigenic drift (mutations that 

undermine immune recognition) may under-

lie escape from acquired immunity (12).

T cell immunity is likely to feature as an 

additional CoP against COVID-19 (13). The 

CD4+ and CD8+ T cell response encompasses 

specificity to several hundred epitopes across 

the entire SARS-CoV-2 proteome, the 

majority of which are unimpaired 

in the variants (14, 15). Even those T 

cell epitopes that are altered in the 

SARS-CoV-2 variants will in most 

cases bind to the different human 

leukocyte antigen (HLA) molecules 

that present antigenic peptides to 

T cells, although binding affinities 

may be altered. It would be helpful 

to investigate whether T cell immu-

nity is modified by the SARS-CoV-2 

variants.

The assessment of variants on 

neutralization are complicated by 

the variability of pseudotype assays 

used in these studies. It would be 

helpful to have standardized live-

virus in vitro neutralization assays 

as internationally comparable refer-

ence points. As ever, these are discus-

sions that must be tethered to some 

sense of CoP values. Although much 

debated, many researchers have the 

sense that people with a neutraliz-

ing antibody IC
50

 (half maximal in-

hibitory concentration) greater than 

~1/100 serum dilution would likely 

be safe from infection, or at least from symp-

tomatic infection. Given that these are highly 

potent vaccines that often induce neutraliz-

ing antibody responses with IC
50

 of at least 

1/1000, there is hopefully a reasonable safety 

margin before reduced recognition of vari-

ants means that effective protection is lost 

(see the figure). Ultimately, the best defense 

against emergence of further variants of 

concern is a rapid, global, vaccination cam-

paign—in concert with other public health 

measures to block transmission. A virus that 

cannot transmit and infect others has no 

chance to mutate. j
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Vaccine-induced protection
Loss of neutralizing epitopes in the spike protein in severe acute 

respiratory syndrome coronavirus 2 (SARS-CoV-2) variants could 

reduce protection induced by vaccination based on wild-type spike. 

Most vaccinated people develop neutralizing antibody (Ab) with an 

IC50 (half maximal inhibitory concentration) within the protective 

margin, although precise correlates of protection (CoP) are unknown. 

Variants with E484K mutations and future escape mutants may bring 

protection below this margin, prompting the need for new vaccines.
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INFECTIOUS DISEASE

Using digital twins in viral infection
Personalized computer simulations of infection could allow more effective treatments

By Reinhard Laubenbacher1, James P. Sluka2, 

James A. Glazier2

W
hen the severe acute respiratory 

syndrome coronavirus 2 (SARS-

CoV-2) pandemic emerged in 2019, 

researchers rapidly recalibrated 

epidemiological computer mod-

els originally developed for other 

pandemics to serve as decision support tools 

for policy-makers and health care profes-

sionals planning public health responses. 

However, no current tools can predict the 

course of disease and help a doctor decide on 

the most appropriate treatment for an indi-

vidual COVID-19 patient. “Digital twins” are 

software replicas of the dynamic function 

and failure of engineered products and pro-

cesses. The medical analog, patient-specific 

digital twins, could integrate known human 

physiology and immunology with real-time 

patient-specific clinical data to produce pre-

dictive computer simulations of viral infec-

tion and immune response. Such medical 

digital twins could be a powerful addition to 

our arsenal of tools to fight future pandem-

ics, combining mechanistic knowledge, ob-

servational data, medical histories, and the 

power of artificial intelligence (AI). 

An industrial digital twin of a device, 

such as a specific jet engine, combines a 

predictive template computational model 

calibrated using historical data aggregated 

from many devices with regularly collected 

operational data for the particular device. 

Digital twins allow continual forecasting, 

and small-scale interventions to prevent 

problems before they become serious. This 

greatly reduces the frequency of critical fail-

ures. The most sophisticated engineering 

digital twins are also self-improving—they 

continuously monitor divergence between 

predictions and observations and use these 

divergences to improve their own accuracy. 

Although medical digital twins are much 

more difficult to develop than those for en-

gineered devices, they have begun to find 

applications in improving human health. 

Examples include the “artificial pancreas” 

for type 1 diabetes patients (1, 2). In the artifi-

cial pancreas model, a template mathemati-

cal model of human glucose metabolism and 

a closed-loop control algorithm modeling 

insulin delivery and data from an implanted 

glucose sensor are customized into a patient-

specific digital twin that continuously calcu-

lates insulin needs and drives an implanted 

pump that adjusts blood insulin concentra-

tions. Additionally, pediatric cardiac digital 

twins combine template models of the heart 

with patient-derived clinical measurements 

to optimize some heart surgeries (3) and 

assess the risk of thrombosis (4). These ex-

amples illustrate how current digital twins 

can operate in real time to maintain health 

continuously, or they can be used off-line to 

design personalized medical interventions. 

The ARCHIMEDES diabetes model expands 

these technologies by including models not 

only of the progression of diabetes within 

individual patients but also of medical di-

agnosis, treatments, and the functioning of 

the health care system that is providing the 

treatment (5). These examples provide a vi-

sion of the potential of medical digital twins.

Medical digital twins that combine mech-

anistic understanding of physiology and 

viral replication with AI-based models de-

rived from population and individual clini-

cal data are promising as tools for optimiz-

ing the treatment of patients infected with 

a virus. As clinical outcomes of SARS treat-

ment revealed, therapies such as steroidal 

anti-inflammatories can be lifesaving but 

also ineffective or even lethal if they are not 

adjusted carefully to suit individual patient 

responses (6). Thus, more complex thera-

pies combining antivirals and multiple im-

mune-stimulating and anti-inflammatory 

drugs would need to be personalized for 

time of application and dose of each compo-

nent to be both effective and safe. Validated 

digital twins could greatly reduce the cost 

and complexity of such combinatorial 

clinical applications. Even primitive digital 

twins could improve diagnosis, prognosis, 

and treatment by providing a framework to 

combine patient-specific population data in 

a consistent framework. Their deployment 

would enable rapid refinement and im-

provement, especially if they were designed 

in a modular fashion to permit the paral-

lel development and optimization of their 

component submodels. 

However, a digital twin that can continu-

ously replicate the complexity of an infec-

tion and immune responses sufficiently well 

to guide individual treatment is currently 

out of reach. To realize the potential of digi-

tal twins in the treatment of viral diseases, 

there are a number of issues that need to be 

addressed. The spread of infection within 

the body and the immune response to vi-

ral pathogens are still poorly understood, as 

are the factors determining if and when spe-

cific components of the immune response 

are beneficial (viral clearance) or harmful 

(hyperinflammation). Viral infections can 

be complex, with pathologies developing 

in organs beyond the sites of primary in-

fection, requiring an understanding of the 

responses of multiple organs. Therapies are 

also complex, with combinations integrat-

ing phased doses of antivirals, anti-inflam-

matory drugs, antibodies, and immune-

stimulating drugs such as interferon (IFN) 

or interleukin-7 (IL-7). 

Where to start in building viral-infection 

digital twins? When considering how to 

build mechanistic model components for a 

viral-infection digital twin, many of the nec-

essary submodels of relevant pathways and 

processes already exist (7) or could be devel-

oped using existing experimental method-

ologies (see the figure). For example, at the 

subcellular scale, transcriptomics data anal-

ysis of human macrophages can be used to 

construct dynamic network models of the 

interactions of highly expressed genes for 

each macrophage subtype (8), forming the 

basis for dynamic models of gene regulatory 

networks. At the multicellular scale, imag-

ing technology reveals spatial aspects of the 

immune response (9). At the tissue scale, a 

simulation of an alveolar sac can capture the 

spatiotemporal variability of the immune 

response. At the organ scale, computational 

fluid dynamics models can simulate airflow 

in the lungs (10). And at the whole-body 

scale, computational models calibrated 

with simultaneous data from different or-

gans, such as respiratory contractions and 

cerebral blood flow, can be used to integrate 

different organ systems (11). Physiologically 

based kinetic models (12) are widely used in 

the development and regulation of pharma-

ceuticals. Virologists have developed tem-

plate models that capture aspects of viral 

spread, immune response, viral replication 

in individual cells, physiology, and dysfunc-

tion of specific organ systems, transport in 

the blood and lymph, airway transport of 

viruses, and aerosol therapies (13). 
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Digital twins describing infection and 

treatment require the development, vali-

dation, and integration of numerous com-

ponent submodels in the context of a rap-

idly developing scientific understanding 

of biological behaviors and continual gen-

eration of new experimental and clinical 

data. Although individual laboratories may 

construct submodels, the development of 

comprehensive digital twins will require 

laboratories and research groups around 

the world to integrate and validate submod-

els independently, with only limited central 

coordination. Enabling such parallel devel-

opment requires a flexible simulation archi-

tecture that uses a multiscale map of all the 

relevant components of a patient’s response 

to viral infection, as well as responses to 

available treatments. Community efforts 

such as the COVID-19 Disease Map Project 

and Computational Modeling in Biology 

Network (COMBINE) are working to build 

such infrastructure, although much work 

needs to be done to adapt those for use in 

digital-twin technology.

Another substantial challenge is the 

generation of the heterogeneous data re-

quired to both calibrate template models 

to known human biology and physiology 

and to personalize template models into 

digital twins. Data from clinical trials are 

an important resource for model valida-

tion and discovery, as are high-resolution 

time-series data characterizing the im-

mune response in a variety of individuals 

and settings. Model construction and vali-

dation require collection of synchronous 

measurements at different physiological 

scales: ’omics data from tissues and single 

cells, from diverse experimental systems, 

including two-dimensional (2D) and 3D 

cell cultures, in vivo and ex vivo animal 

models, and patients; at the tissue level, 

data characterizing immune cell traffick-

ing and patterns of damage and recov-

ery; and biophysical and structural data 

from tissues and organs, combined with 

data characterizing transport throughout 

the body. To personalize a digital twin, 

the model template must integrate with 

clinical records and time courses, such 

as vital signs, immune cell counts, com-

puted tomography scans of infected or-

gans, measured viral loads, and treatment 

responses. Given the likely complexity of 

the underlying models, even the abun-

dance of such data will leave considerable 

challenges in model validation and uncer-

tainty quantification. 

Data-driven AI digital twins for prog-

nosis and treatment optimization are of-

ten viewed as alternatives to mechanistic 

modeling. However, AI and mechanistic 

approaches are most valuable when used 

together. Mechanistic modeling can provide 

important constraints for training AI algo-

rithms (14). Conversely, AI can assist mecha-

nistic modeling in a host of ways, including 

parameter identification, model structure 

evaluation, simulation acceleration, and con-

tinuous model refinement through compari-

son of model predictions with observations. 

Building a useful digital twin requires im-

proved communication between clinicians, 

experimentalists, and modelers. Relatively 

few clinical and biological insights are cur-

rently translated into computational mod-

els that could serve as building blocks for 

medical digital twins. In many cases, data 

collected as part of experimental studies 

are not usable for this purpose in part be-

cause simulation was not an explicit aim of 

these studies. 

The many challenges that have arisen as 

health systems have sought to respond to 

the current global health crisis highlight 

the urgent need for a viral-infection digital 

twin that can serve as an integration plat-

form for heterogeneous high-dimensional 

data that serve to inform data collection 

and guide evidence-based approaches to 

personalized treatment. They could result 

in a core technology that enables a rapid 

medical response to future emerging viral 

pathogens. In addition, they can form the 

basis for digital twins for other diseases. 

Initially, repurposing the immune response 

portion of the viral digital twin to other 

diseases where the immune system is key, 

such as cancer, could rapidly leverage the 

viral models. Longer term, digital twins 

could be coupled to other disease-specific 

twins already being developed, result-

ing in much more comprehensive models. 

Ultimately, these larger-scale digital twins 

could increase the resilience of the entire 

health care system. j
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Data from multiple scales are needed to build computational representations of biological processes and 

body systems that are affected by viral infection. These submodels are integrated and personalized with 

clinical data from individual patients. The digital twin can then be used to derive predictions about diagnosis, 

prognosis, and efficacy and optimization of therapeutic interventions.
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E
ach month, COVID-19 kills hundreds 

of thousands of people, reduces global 

gross domestic product (GDP) by hun-

dreds of billions of dollars, and gener-

ates large, accumulating losses to hu-

man capital by harming education and 

health (1–4). Achieving widespread immuni-

zation 1 month faster would thus save many 

lives and mitigate short- and long-run eco-

nomic harm. Although the value of vac-

cines may seem obvious, government ac-

tion and investment in vaccines have not 

been commensurate with the enormous 

scale of benefits, with many countries not 

likely to achieve widespread immuniza-

tion until the end of 2022.

We estimate below that installed capac-

ity for 3 billion annual vaccine courses 

has a global benefit of $17.4 trillion, over 

$5800 per course. Investing now in ex-

panding capacity for an additional annual 

1 billion courses could accelerate comple-

tion of widespread immunization by over 

4 months, providing additional global 

benefits of $576 to $989 per course. This 

dwarfs prices of $6 to $40 per course 

seen in deals with vaccine producers, in-

dicating the wide gap between social and 

commercial incentives. We urge govern-

ments and international organizations to 

contract with vaccine producers to further 

expand capacity and encourage measures 

described below to “stretch” existing ca-

pacity (such as lower-dose regimens) and 

efficiently allocate courses (such as a cross-

country vaccine exchange). 

Our analysis involves two exercises, first 

estimating the global benefits from vaccine 

capacity already in place, then estimating 

the benefits of undertaking additional ca-

pacity investment starting now (see supple-

mentary materials for all data and meth-

ods). The enormous estimates from both 

exercises provide a wake-up call relevant 

for the current pandemic—that it is not too 

late to invest in more capacity—and future 

pandemics—that preparations to shorten 

delays in rolling out vaccines, treatments, 

and other countermeasures at global scale 

could prevent enormous harm. 

VALUE OF CAPACITY IN PLACE
In our model, a unit of capacity is defined as 

the fixed investment needed for one course 

per year of a regulatory-approved COVID-19 

vaccine, including production lines as well 

as complementary investments necessary to 

get shots into arms (e.g., input-supply chains, 

transportation logistics, and medical staff at 

administration sites). Our discussion focuses 

on production capacity because it involves 

the most economic risk and lead time, so may 

be the rate-limiting step.

Capacity already in place, some of which 

was installed “at risk” before clinical tri-

als were completed, is more valuable than 

capacity that comes online later because it 

can produce vaccine courses without delay. 

Some credit for the extent of capacity in 

place can be ascribed to advance contracts 

that many countries signed with firms. 

Typically, firms only install capacity at com-

mercial scale once a vaccine is proven safe 

and effective, creating a delay of at least 

6 months between clinical approval and 

large-scale vaccination. By signing con-

tracts in advance of clinical approval, gov-

ernments shoulder some of this risk and 

incentivize firms to install capacity earlier.

It is difficult to pin down the level of ca-

pacity currently in place precisely. We take 

3 billion courses of annual capacity as our 

baseline, with half coming online in January 

and half in April. This baseline is high 

relative to current production but low 

relative to best-case production plans for 

2021 announced by firms succeeding in 

phase 3 clinical trials (table S1). We trace 

out global benefits for a range of capaci-

ties around this baseline, from 1 billion to 

5 billion annual courses. 

The International Monetary Fund 

(IMF) estimates global GDP losses from 

COVID-19 of $12 trillion during 2020–

2021 (2), an average monthly GDP loss 

of $500 billion. More comprehensive 

harm estimates—including education and 

health losses—are multiples larger. For ex-

ample, comprehensive harm in the United 

States has been estimated (3) to be over 

five times the projected GDP loss. We use 

$1 trillion (double the IMF estimate of 

GDP losses) as a conservative measure of 

comprehensive global monthly harm.
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 COVID-19: ECONOMICS

Market design to accelerate 
COVID-19 vaccine supply
Build more capacity, and stretch what we already have 

P O L I C Y  F O RU M

Global value of vaccine capacity 

GLOBAL 
CAPACITY 
(BILLION 

COURSES)

GLOBAL BENEFIT 
(TRILLION $)

TIME TO 70% 
VACCINATION (MONTHS)

GDP 
ALONE COMPREHENSIVE

HIGH-INCOME 
COUNTRIES WORLD

1 5.3 10.5 31.5 66.0

2 7.5 15.0 16.5 33.7

3 8.7 17.4 11.5 23.0

4 9.4 18.8 9.0 17.6

5 9.8 19.7 7.5 14.4

Vaccine capacity assumes ramp-up such that half of the indicated capacity is 
available starting January 2021 and the remainder starting April 2021. First two 
columns estimate global benefit in monetary terms from specified capacity over 
a 24-month period. Last two columns estimate time until 70% of high-income 
countries or world population is vaccinated using available capacity. Allocation 
of capacity to countries of different income levels is based on reported bilateral 
deals and assumes that global capacity is fully utilized until the target of 70% of 
world population is vaccinated. Calculations are based on the model outlined in 
the text and detailed further in the supplementary materials.

Vaccine capacity equals speed, which has enormous 

value in a pandemic. Vials of the COVID-19 vaccine 

developed by AstraZeneca move along the production 

line at the Serum Institute of India plant in Pune, India.
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We estimate that having 3 billion courses 

of annual capacity provides a global benefit 

of $8.7 trillion in GDP alone and $17.4 tril-

lion in comprehensive benefits (see the first 

table), an average of over $5800 per course. 

More capacity provides more value and re-

duces the time to complete widespread vac-

cination, but at a decreasing rate, the next 

billion courses of capacity contributing about 

half as much as the billion before. 

Projecting allocations of vaccine courses 

across countries on the basis of reported bi-

lateral deals with vaccine manufacturers, 

given that high-income countries 

(HICs) have signed a dispropor-

tionate share of the deals, we 

estimate that completing wide-

spread vaccination in the world 

will take about twice as long as 

in HICs. A mathematical con-

sequence is that an increase in 

capacity generates a larger abso-

lute reduction in time to vaccina-

tion for the world than for HICs. 

For example, an increase from 3 

billion to 5 billion courses of ca-

pacity would speed up vaccina-

tion by 4 months for HICs but by 

nearly 9 months for the world. 

The value of capacity comes 

not just from large scale but also 

from early availability. If all 3 

billion courses of annual capac-

ity were available in January 

instead of half not ramping up 

until April, comprehensive benefits in the 

first table would be $1.3 trillion higher. The 

huge estimates of monthly harm cited above 

mean that our finding that capacity in place 

has huge value is not very sensitive to our 

modeling assumptions. 

VALUE OF ADDITIONAL CAPACITY
The  case for additional investments may be 

less clear than it was for initial investments 

given that we are a year into the pandemic 

and investing now generates additional ca-

pacity only with a lag. Even assuming a lag 

of several months, we find that additional 

investment can still be extremely valuable. 

Adding capacity for 1 billion annual courses 

to the baseline 3 billion would avert $576 bil-

lion in comprehensive losses if the capacity 

comes online in July and $989 billion if the 

capacity comes online in April (see the sec-

ond table) and would speed up completion 

of widespread vaccination by over 4 months. 

Although April or July may be ambitious tar-

gets for new capacity, they might be achieved 

by creative “stretching” measures described 

below or repurposing of existing vaccine ca-

pacity, if not a well-resourced effort to build 

new capacity. 

The substantial value of investing in addi-

tional capacity is driven by two key factors. 

First, although a large fraction of health ben-

efits may be obtained by vaccinating a small 

proportion of the population (e.g., health 

care workers and the elderly), obtaining full 

economic benefits may require reaching the 

broader population. Second, it is far from cer-

tain that current capacity is sufficient to fulfill 

best-case production plans. The less baseline 

capacity that materializes, the more valuable 

is adding to that capacity. If baseline capacity 

is just 2 billion courses, the economic ben-

efits of 1 billion additional courses grow to 

$1.3 trillion to $1.9 trillion, and widespread 

vaccination is sped up by over 9 months.

Our estimates may understate the need for 

additional vaccine capacity if boosters prove 

necessary, some existing capacity is nullified 

by vaccine-resistant strains, or some existing 

production lines are hampered by technical 

glitches. Even if there is only a small chance 

that new capacity will be needed for these or 

other reasons, additional capacity is valuable 

in expectation because it provides insurance 

against the worst pandemic outcomes.

The IMF estimates that governments are 

spending around $1.5 trillion a month on fis-

cal support during the pandemic (5), which 

may lead some to feel that their budgets are 

too strained to pay for vaccine capacity. Even 

now, only a small amount of vaccine capacity 

has been installed to serve low- and middle-

income countries. Investing in accelerating 

vaccines can pay for itself many times over 

from reduced fiscal costs alone. Even if gov-

ernments’ savings on fiscal expenditures 

is a fraction of the GDP benefit from addi-

tional vaccines, this exceeds any estimate of 

the cost of capacity inferred from COVID-19 

deals. The World Bank has made $12 billion 

of financing available to fund vaccination 

(among other priorities), but most has not 

been taken up. Using these funds to expand 

vaccine capacity would have high net benefits 

for developing countries and their donors.

MARKET-DESIGN PRINCIPLES
The enormous global benefits 

of additional vaccine capac-

ity ($576 to $989 per annual 

course by our estimate) com-

pared to prices of $6 to $40 ob-

tained by vaccine producers in 

deals to date suggest a wide gap 

between social and commercial 

incentives for vaccine capacity. 

Economic principles of market 

and contract design can help 

bridge the gap, allowing soci-

ety to realize the large potential 

gains at reasonable cost. 

Contract on capacity 
versus output
Contracts should include pro-

visions for installing new ca-

pacity dedicated to the buyer 

rather than only specifying a quantity of 

vaccine courses. An advance contract for 

the delivery of a set number of courses for 

a set price may provide too little incentive 

for speed if not structured thoughtfully 

(6). Unless bound by an explicit capacity 

commitment or delivery date, the firm’s 

commercial incentives are to save costs by 

investing in smaller capacity, fulfilling the 

order over a longer period but generating 

the same revenue from the contract. Al-

though buyers could try to eliminate delays 

by specifying deadlines for delivery, these 

may slip (as many existing contracts have) 

unless backed by late penalties. However, 

firms are unlikely to accept contracts with 

substantial penalties that reflect the full so-

cial cost of delay. 

The danger of signing a contract on 

courses is that the country may find itself 

at the end of a queue with a long wait for 

life-saving vaccines. Provisions to shorten 

this wait may harm other countries that are 

pushed back in the queue. Contracts that 
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Global value of additional 1 billion 
annual courses of capacity 

SCENARIO
ADDITIONAL GLOBAL 
BENEFIT (BILLION $)

SPEED-UP TO 70% 
VACCINATION (MONTHS)

ADDITIONAL 
CAPACITY ONLINE

BASELINE CAPACITY 
(BILLION COURSES)

GDP 
ALONE COMPREHENSIVE

HIGH-INCOME 
COUNTRIES WORLD

April 2021

2 970 1940 4.5 10.2

3 495 989 2.1 5.0

4 270 540 1.2 2.9

July 2021

2 636 1273 3.5 9.2

3 288 576 1.4 4.3

4 129 257 0.6 2.3

First two columns estimate global benefit in monetary terms from 1 billion courses of capacity, coming online 
April or July 2021, added to specified baseline capacity. In all scenarios, baseline capacity ramps up such that 
half is available starting January 2021 and the remainder starting April 2021. Additional global benefits (which 
can be added to baseline from the previous table to compute total benefits) are computed over a 24-month 
period. Last two columns estimate the speed-up of vaccination of 70% of high-income countries or world 
population relative to baseline time from the previous table. See the previous table for additional notes.
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expand capacity can benefit both the signer 

and other countries by increasing the rate 

at which the queue is served. 

Paying up front for capacity may end up 

being cheaper for governments. Imagine a 

future pandemic in which firms are again 

striving to develop vaccines with no assur-

ance of success. By paying up front for ca-

pacity for vaccines still at risk of failure, gov-

ernments can bear most of the risk. Paying 

for courses conditional on success can end 

up inflating government expenditures ow-

ing to the private information firms have on 

their costs (7) or probabilities of success (8). 

Relax supply-chain constraints

Governments should invest in supply-chain 

capacity for intermediate goods needed to 

make vaccines. Rapid expansion of vaccine 

manufacturing capacity creates a spike in 

demand for inputs like glass vials, lipid par-

ticles, and bioreactors. Meeting this demand 

requires an expansion of input capacity. The 

spike in demand may be temporary, however, 

after which the added input capacity may be 

left idle. To justify an expansion of input ca-

pacity commercially, a short-term price surge 

may be needed. Social constraints on pricing 

during a pandemic may preclude surges (9), 

however, resulting in shortages of intermedi-

ate goods. Public agencies may need to in-

tervene in the input market, building input 

stockpiles in anticipation of manufacturing 

scale-up or signing contracts for the installa-

tion of new input capacity.

Solicit bids

Some commentators contend that all fea-

sible capacity is being brought to bear on 

COVID-19 vaccines; further expansion will 

be prohibitively expensive, if not impossible, 

in a reasonable time frame. The need for ad-

ditional capacity is too urgent to take these 

contentions for granted. By soliciting bids 

from firms for capacity expansion (whether 

by installing new factories, repurposing exist-

ing ones, or finding ways to increase yield), 

governments could discover potential op-

portunities and their costs, allowing them 

to make informed investment decisions. Our 

analysis suggests that governments should 

aim to install substantial capacity even if they 

must pay a higher price for marginal units of 

capacity than in deals to date.

USING CAPACITY EFFICIENTLY

The COVID-19 pandemic is far from “busi-

ness as usual” in the vaccine market, calling 

for creative ideas to stretch capacity.

Dosing regimens

Proposals to stretch existing capacity by de-

laying the second of two doses in a course, 

by using lower-dose regimens, or by giving 

only one dose to those previously infected 

with the virus have a similar effect on sup-

ply as a direct increase in capacity. These 

proposals could have large potential ben-

efits; thus, investigating their medical ap-

propriateness is worthwhile. 

Vaccine trials

Some vaccines may be more effective than 

others against new strains of COVID-19. 

New vaccine trials could help determine the 

best matches, enabling vaccines to be dis-

tributed to the appropriate regions where 

new strains are spreading. New vaccine tri-

als could also be used to test which dosing 

regimen is most efficient in the effort to 

stretch vaccine capacity. Phase 3 trials for 

efficacy could be conducted head-to-head 

with no need for an unvaccinated control 

group, allowing trials to be conducted at 

large scale—even embedded in national vac-

cine rollouts—leading to faster results. 

Utilizing lower-ef  cacy vaccines

Given the value of speed in a pandemic, us-

ing a less effective vaccine available now can 

be better than waiting for the later arrival of 

a more effective one (fig. S2). Similar logic 

suggests that lower-dose regimens can have 

large benefits to a country by getting more 

vaccine to citizens more quickly even if the 

regimens reduce the efficacy of individual 

vaccinations somewhat. 

Cross-country vaccine exchange

As more vaccines are approved, given the 

scramble to secure bilateral deals, the na-

ture of the fair allocation protocol adopted 

by COVAX (a global initiative to promote 

access to COVID-19 vaccines), and rapidly 

changing circumstances, some countries 

may end up with vaccine allocations that 

are not optimally matched to their needs. 

For example, some countries may have dif-

ficulty handling vaccines requiring ultra-

cold storage or may be willing to trade off 

a small reduction in efficacy for a large in-

crease in quantity. Countries allocated sev-

eral vaccines may prefer to simplify logistics 

by consolidating on one or two. 

To facilitate efficient allocation across 

countries, a vaccine exchange mechanism is 

under consideration by COVAX. The mecha-

nism would  enable countries to engage in 

mutually beneficial trades of vaccine courses. 

Centralized market clearing will help aggre-

gate the willingness of all countries to trade, 

thus maximizing gains from trade and mini-

mizing waste of scarce vaccine courses.

Similar mechanisms have been used suc-

cessfully in other contexts where gains 

from trade are substantial, yet traditional 

cash markets are inappropriate and fair-

ness concerns are paramount (10, 11). This 

setting, however, offers specific challenges. 

Allowable trades must satisfy regulatory ap-

proval, indemnification at the country level, 

and COVAX goals for population coverage. By 

incorporating such safeguards, an exchange 

can maximize efficiency, minimize waste, and 

ensure an equitable allocation. 

UNPRECEDENTED CAPACITY 

Even though unprecedented vaccine capac-

ity has been put in place for COVID-19, ex-

panding capacity yet further would generate 

substantial global benefits. Standing manu-

facturing capacity that can be repurposed 

quickly to produce vaccines and complemen-

tary inputs has a very high social value, in 

the current pandemic and in expectation of 

outbreaks to come. Capacity can even be an 

antidote to conflicts over distribution—which 

countries get scarce vaccines first and which 

people—by speeding up widespread vaccina-

tion. But markets will not deliver this capac-

ity on their own. j
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narrative described in the book and subse-

quent film would come to play a central role 

in the construction of new and contested fu-

tures for molecular biology.

As Crichton’s story began to infect discus-

sions of the potential biohazards of recom-

binant DNA, journalists struggled to de-

scribe the possibilities and the risks of newly 

available engineering techniques and often 

turned to the fictional microbe to capture 

the issues at stake. The day after the famous 

1975 Asilomar conference on recombinant 

DNA concluded, the Boston Globe trum-

peted: “Scientists to resume risky work on 

genes: Danger of ‘Andromeda strain’ posed.” 

Many biologists, including Asilomar co-

organizers Norton Zinder, Paul Berg, Maxine 

Singer, and Sydney Brenner and, later, oth-

ers on the National Institutes of Health 

Recombinant DNA Advisory Committee, 

sought to counter such sensationalist cover-

age as “molecular politics,” distracting from 

actual engineerable futures for biology and 

conflating sober assessments of risk with 

speculative science fiction scenarios (4). 

Andromeda-inspired fears about genetic en-

gineering were themselves the emerging dis-

ease of concern in many scientists’ opinion.

Within a few years, as debates over appro-

priate laboratory biocontainment strategies 

for newly engineered organisms proceeded, 

the Andromeda strain would be repeatedly 

invoked, intruding even into conversations 

on Capitol Hill. At one Senate hearing on 

proposed regulation of recombinant DNA 

research, Oliver Smithies, a former presi-

dent of the Genetics Society of America, 

began his remarks by noting: “I think we 

are here because of a very popular modern 

science fiction novel by Michael Crichton—

The Andromeda Strain” (5). After pointedly 

correcting Smithies’s testimony, which had 

referred to an outbreak of plague in New 

Mexico, Harrison “Jack” Schmitt, a senator 

from New Mexico and former astronaut, 

invoked his own literary interpretation of 

Crichton’s tale about a pathogen from space 

landing in the American Southwest to sug-

gest the lessons of fiction and the likely 

outcome of a real-world Andromeda strain 

scenario. At another hearing, the secretary 

of the U.S. Department of Health, Education, 

and Welfare referenced the possible emer-

gence of Andromeda-like pathogens as the 

appropriate context for considering “strict 

guidelines in the conduct of recombinant 

DNA research” (6). 

Fr om the very beginning, the exploration 

of risk scenarios involving recombinant DNA 

was an act of both science and science fic-

tion. And the tension was clear: The risk of 
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ifty years ago, the blockbuster du jour 

was The Andromeda Strain, a film 

based on a new kind of biomedical 

thriller that depicted a plague of puta-

tively extraterrestrial origins. The film—

directed, perhaps incongruously, by 

Robert Wise of The Sound of Music fame—

would in time be hailed by the Infectious 

Diseases Society of America as the “most 

significant, scientifically accurate, and proto-

typic of all films of this genre.”

The genre itself had effectively been in-

vented 2 years earlier by a young medical 

school student, Michael Crichton, 

whose first novel, The Andromeda 

Strain (1969), served as the film’s 

source material and told the story 

of a military satellite descending 

to Earth carrying a bug from space 

that, according to a full-page ad 

in the New York Times, caused “the world’s 

first space-age biological emergency.” Selling 

more than two million copies when it was 

first released, The Andromeda Strain drew 

the American public’s attention from the 

imminent prospect of atomic apocalypse to 

a new realm of potential biological catastro-

phe. (Crichton credited the idea for the novel 

to a comment made by the paleontologist 

G. G. Simpson about airborne microorga-

nisms high in Earth’s atmosphere.) 

FILM

The Andromeda Strain’s oft-invoked fictional outbreak 
continues to offer context for considering possible futures

By Luis A. Campos

B O O K S  e t  a l .

Pandora’s pandemic

Crichton’s distinctive narrative style de-

pended on verisimilitude and on what 

Joanna Radin has called “authenticating 

detail ripped from leading academic scholar-

ship,” providing reports from the near-future 

of technology that often “blurred the line 

between fiction and reality,” even as they 

blurred the line between exobiological con-

cerns and the engineering of biology (1).

Speculations about containment, contami-

nation, and colonization were widespread in 

the 1960s and 1970s in scientific circles con-

cerned with exobiology, evolutionary biology, 

and the new prospects for the molecular en-

gineering of biology, as these fields invoked 

a shared language of breaching 

“barriers”—evolutionary barriers, 

species barriers, safety barriers, and 

containment barriers. While exobi-

ologists raised the prospect of in-

terplanetary quarantines, biologists 

concerned with more terrestrial 

patterns of invasion biology and the genetics 

of colonizing species gathered at Asilomar in 

1965, a decade before the famous “Pandora’s 

Box Congress” meeting on recombinant 

DNA, to discuss what they called the “‘alien’ 

habitats of invading species,” the dominance 

of “hypervirulent” strains, and whether such 

“infections” would take (2, 3). The concern 

was clear: how to forestall “biological mis-

steps,” whether intentional or unintentional. 

The Andromeda Strain entered into this 

dynamic ecosystem, weaving together con-

cerns over planetary protection and earthly 

decisions about laboratory biocontainment 

strategies. Although entirely fictional, the 

Surgeon Mark Hall (James Olsen) removes his 

protective suit in a scene from The Andromeda Strain.

The Andromeda 
Strain

Robert Wise, director
Universal Pictures, 
1971. 131 minutes.

The reviewer is secretary of the History of Science Society 
and regents’ lecturer in the Department of History, 
University of New Mexico, Albuquerque, NM 87131, USA. 
Email: luiscampos@unm.edu
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INSIGHTS   |   BOOKS

biological escape and the potential biohaz-

ard of newly engineered forms of life were 

scientifically grounded possibilities worth 

considering, but it was still useful to distin-

guish such speculations from sensational-

ism. Even as The Andromeda Strain became 

fully enfolded into public representations of 

genetic engineering, its blurry continuum 

between fact and fiction—the stylistic move 

at the heart of Crichton’s success—made it 

difficult to classify concerns about the po-

tential hazard of recombinant DNA as either 

serious or a source of unsubstantiated fears, 

infuriating many molecular biologists.

As Andromedan echoes persisted in de-

bates about overly complicated biomedical 

laboratory design (so-called Andromeda 

design syndrome), the story even 

came to infect liability discussions 

at top-ranking research univer-

sities. One internal memo from 

Stanford University’s Office of 

Technology Licensing, titled “The 

Technology and the Threat,” de-

scribed the appropriate use of li-

censing to “inhibit scientists from 

conducting research that might 

result in an Andromeda Strain be-

ing unleashed upon the world” (7). 

Science fiction possibilities and 

scientific futures (not to mention 

legal and reputational liabilities) 

were difficult to disentangle when 

it came to the engineering of life at 

the molecular level.

In a retrospective published in 

1995, Berg and Singer concluded 

that “after 20 years of research 

and risk assessment, most recom-

binant DNA experiments are, to-

day, unregulated…The fear of ‘Andromeda 

strains’ has disappeared” (8). And according 

to Science, in 2000, “The technology that 

seemed like science fiction in 1975 is now 

commonplace” (9). Andromeda-inspired 

fears had clearly receded by the dawn of the 

new millennium, replaced, perhaps, for the 

next generation by new visions of biological 

possibility à la Crichton’s Jurassic Park. 

Still, for some virologists, The Andromeda 

Strain highlighted important concerns. 

Virologist Cedric Mims, for example, noted 

in 1995 that a hypothetical Andromeda strain 

causing a virulent human pandemic “would 

depend on its transmissibility, and transmis-

sibility is a neglected subject in microbiol-

ogy” (10). A virulent human pandemic would 

not always be hypothetical, however.

“What could be more bone-chilling than a 

seemingly out-of-control virus leaping from 

region to region around the globe, without a 

known vaccine to prevent it or slow it down, 

causing death and economic mayhem along 

the way?” wrote William Cohan in the New 

York Times at the start of the COVID-19 

pandemic in March 2020. “The coronavirus 

narrative,” Cohan continued, “has the tex-

ture and feel of ‘The Andromeda Strain’…

come to life” (11).

In mid-May, as American deaths due to 

COVID-19 neared 100,000, New Yorker film 

critic Anthony Lane offered contempo-

rary audiences a fresh perspective on The 

Andromeda Strain, which contained what 

Lane called “the most alarming thing I’ve 

come across, in this trade-off between the 

real and the imagined.” In an eerie presage 

of our present pandemical predicament, 

he described an exchange in the film when 

the experts’ concerns are relayed to the 

White House:

“By then, the disease could spread into a 

worldwide epidemic.”

“It’s because of rash statements like that 

the President doesn’t trust scientists.”

“That’s a little too close to the bone, I 

reckon,” Lane remarked, but he felt that the 

film presciently captured “how harshly poli-

tics and medicine can scrape against each 

other, whenever peril impends”—just as sci-

ence and science fiction can (12).

Critiques of Andromedan fantasies at the 

time of Asilomar were attempts to address 

the ways in which fictional narratives were 

seen by some scientists as sensationalism in 

the service of fearmongering. The concern 

then was hype; ours today, arguably, is hoax. 

But the divisive and difficult dynamics are 

familiar: When narratives can have life-or-

death consequences, which speculative fu-

tures come to be authorized as scientific, as 

appropriately cautious, and which are ren-

dered fictional, or fake? In a moment when 

the interpretation of evidence has been 

compromised, such that large numbers of 

Americans deny the severity or even the 

very existence of the pandemic, the stakes 

are all too real.

Over the past year, we have become famil-

iar with the challenge of ensuring a shared 

collective understanding and response to 

a rampaging microbe and the hard social 

work required to sustain mutually agreed 

upon futures in the midst of a pandemic. 

Contemporary “debates” over what is per-

missible or impermissible, a theory or a 

conspiracy theory, and the contested ter-

rain of speculative futures and their long 

afterlives suggest that the ways in which 

even fictions circulate can reveal impor-

tant truths. As Operation Warp Speed has-

tens us into a vaccinated future—our most 

amazing, cutting-edge science 

of vaccine development is both 

wrapped up with legacies of sci-

ence fiction and also blessedly 

very real—a better understand-

ing of the intertwined histories 

of scientific models and science 

fiction novels makes time a tell-

ing tincture.

Editor’s note: This essay is de-

rived from the George Sarton 

Memorial Lecture “Pandora’s 

Pandemic: Infectious Futures at 

the Dawn of Genetic Engineering” 

delivered by Luis Campos at 

the 2021 American Association 

for the Advancement of Science 

Annual Meeting. A more detailed 

account, with references, is avail-

able in the “Strains of Andromeda: 

The Cosmic Potential Hazards of 

Genetic Engineering” chapter 

of Nature Remade: Engineering 

Life, Envisioning Worlds (University of 

Chicago Press, 2021). j
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Mark Hall (James Olsen) and Jeremy Stone (Arthur Hill) examine the satellite 

on which the extraterrestrial microbe is believed to have arrived.
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By Rob Dunn

C
arl Zimmer’s Life’s Edge is a depar-

ture from his previous work in that it 

is a book that is as much about what 

scientists have so far failed to un-

derstand as what they have come to 

understand. As its subtitle suggests, 

this book is about how life is defined, how 

life arose, and how we tell life from nonlife. 

These topics seem as though they would be 

of great concern to the field of biology—

biology being, after all, the study of (“ol-

ogy”) life (“bio”)—but they have rarely re-

ceived much formal attention, occupying 

the scientific margins for hundreds of years 

and appearing on center stage every so of-

ten only to quickly retreat.

Zimmer begins with a story from the 

early 1900s in which a physicist named 

John Butler Burke synthesized “highly or-

ganized bodies” that resembled microbial 

colonies using radium and sterilized beef 

broth. Newspapers buzzed with exciting 

headlines, proclaiming that Burke had 

discovered the “secret of life.” But the sci-

entist’s fame and success were short-lived, 

his discovery a false start. The book is full 

of such false starts, including the notable 

period during which the biologist Thomas 

Huxley became convinced that life evolved 

from a kind of primal slime that coats the 

bottom of the sea. (Spoiler alert: It did not.) 

Superficially, the question “What is life?” 

seems resolvable. After all, as Zimmer points 

out in the book’s first chapter, “experiments 

on animals,” including chickens, “have re-

vealed they can make some of the 

same distinctions between the liv-

ing and the nonliving that we do.” 

If poultry can make sense of the 

boundary between the living and 

the nonliving, how difficult could 

it be? Very difficult, it turns out.

At every boundary, life is 

blurry. When does the life of 

one generation begin and that 

of the previous generation end? 

Is a bacterial spore that is not 

metabolizing alive or dead or 

something else? If a human body 

is partially human cells and partially bacte-

rial cells, and the bacterial cells go on living 

after the human cells have died, has the or-

ganism died? If some of the human cells go 

on living and dividing, has the human died? 

Zimmer shows that the more one searches 

for answers to these questions, the more 

such answers retreat.

Throughout the book, Zimmer illustrates 

how our behavior and our conceptions of 

birth, death, and organismal boundaries are 

very human-centric. For each species, these 

criteria are different, sometimes substan-

tially so. The “bodies” of slime molds, for 

instance, can break apart, dry out, and drift 

in the wind when times are tough, only to 

reunite again under better circumstances. 

One has the feeling, while reading this 

book, of fumbling through the unknown. 

In a section called “The Quickening,” for 

example, Zimmer transitions from a careful 

discussion of the biological details of fertil-

ization, to studies of species such as tardi-

grades that can enter life stages in which 

they are quiescent and neither dead nor 

fully alive, to research on when early hu-

man ancestors began to afford the dead spe-

cial status by burying them. Meanwhile, the 

poems of Erasmus Darwin are set alongside 

Mary Shelley’s Frankenstein and the chem-

istry of urea, to fascinating effect. 

I found myself feeling very grateful that 

Zimmer had drawn connections among 

these disparate themes. We biologists are 

often necessarily narrow in our perspective. 

“To become an expert on just one kind of 

life can demand an entire career,” Zimmer 

acknowledges. His breadth reveals more of 

the whole, however blurry, than would oth-

erwise be available to the specialist. 

There were also plenty of sections that 

made me wish that we were living in a time 

when dinner parties were possible, so that 

some of Zimmer’s observations might be 

readily shared: details about the sex lives and 

intelligence of slime molds, the possibility 

that tardigrades are currently living on the 

Moon, and his descriptions of the expand-

able hearts of some snakes, for example. 

By the end of this book, I felt challenged 

as a biologist to pull together my 

colleagues to talk about the big 

issues related to the limits of life, 

the origins of life, and the margins 

of life. We do not have these con-

versations often, probably partly 

because we are all so specialized, 

but also likely because the begin-

nings of life and the origins of life 

have become politicized. 

To this latter point, Zimmer re-

minds readers that how we think 

about the boundaries of life will 

always depend on what questions 

we ask. Quoting the biologist Joshua Leder-

berg, he writes, “The question of when life 

begins is answered according to the purposes 

for which we ask it.” By the end of the book, 

Zimmer had fully convinced me that the 

question of what it means to be alive is also 

best answered according to the purposes for 

which we ask—and that such inquiries will 

yield different outcomes depending on how 

we ask them. j

10.1126/science.abg4672

The tardigrade can 

rebound from periods of 

deathlike quiescence.

Dispatches from life’s 
blurry boundaries
How we think about what it means to be alive will 
always depend on what questions we ask
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Australia faces 

environmental crisis 

A decade ago, an Australian report out-

lined changes the country must make to 

halt the decline and loss of species (1), but 

the reforms were never implemented. In 

the years since, most threatened species 

have continued to decline, and at least 

three have gone extinct (2, 3). Since the 

year 2000, more than 7.7 million hectares 

of threatened species habitat have been 

destroyed (4). Last month, the Australian 

government released a report that exam-

ined Australia’s ongoing failure to tackle 

the species extinction crisis and offered 

recommendations (5). Australia’s minister 

for the environment has committed to 

work through the full detail of the recom-

mendations (6), but there are already 

worrying signs that they will be ignored. 

The Federal Government of Australia 

must protect and preserve nature as 

required by international agreements 

(7). Without fundamental policy reforms, 

Australia—a megadiverse country home 

to about 600,000 species (8)—risks mass 

species extinction. 

The most urgent action Australia 

must take is to establish legally bind-

ing National Environmental Standards 

Edited by Jennifer Sills that are rigorously enforced and under-

pinned by Indigenous engagement and 

participation. An Environment Assurance 

Commissioner should be appointed, one 

that is responsible for overseeing and 

auditing government decision-making in 

accordance with the Standards (5). This 

would improve accountability, trans-

parency, and trust in government. In 

addition, an independent body should be 

created to be responsible for monitoring 

and enforcing compliance with the envi-

ronmental legislation, a suggestion that 

has already been dismissed (9). Levels 

of government funding for appropriate 

environmental management and restora-

tion are insufficient to address Australia’s 

extinction crisis (10). Adequate resources 

must urgently target threatened species 

recovery. Alongside more funding, existing 

environmental laws need to be reviewed 

to close loopholes, such as the one in 

the current law that effectively grants an 

exemption to all native forest logging (5), 

threatening hundreds of species (2, 3).

Assessments of the state of Australia’s 

imperiled species show that the government 

is running out of time (11). At least 1807 

species are now listed as threatened with 

extinction, with 290 considered on the very 

brink, listed as Critically Endangered and 

on the fast track to extinction (2,  3). The 

Australian scientific community has been 

increasingly vocal about the ineffectiveness 

of Australian environmental legislation 

for achieving its objectives (4, 10, 12) and 

preventing the likelihood of an extinction 

crisis (10), but these calls have been ignored. 

It is time for Australia’s government to heed 

the calls of scientists and implement urgent, 

wide-ranging, and reformative policies 

before it is too late.

Michelle Ward1,2,3*, Shayan Barmand4, James 

Watson1,2, Brooke Williams1,2

1Centre for Biodiversity and Conservation Science, 
The University of Queensland, St. Lucia, QLD 4072, 
Australia. 2School of Earth and Environmental 
Sciences, The University of Queensland, Brisbane, 
QLD 4072, Australia. 3World Wildlife Fund–Australia, 
Brisbane, QLD 4000, Australia. 4African Climate 
and Development Initiative, University of Cape 
Town, Rondebosch, 7700, South Africa.
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Vaccine efficacy probable 
against COVID-19 variants
The U.S. Food and Drug Administration 

(FDA) emergency use authorization of 

three vaccines, all of which have shown 

greater than 85% effectiveness against 

severe acute respiratory syndrome corona-

virus 2 (SARS-CoV-2) (1–3), has provided 

the public with the hope of ending the 

global COVID-19 pandemic. However, 

recent outbreaks of more transmissible 

variant SARS-CoV-2 strains that harbor 

mutations in the spike protein—the critical 

viral target of immune responses pro-

duced by the vaccines (1–3)—has invited 

a dour outlook on the vaccines’ continued 

efficacy (4). The trepidation is based on the 

prompt compilation of in vitro data that 

demonstrate as much as 10-fold reduction 

in neutralization antibody (NAb) activ-

ity in vaccinated samples against mutant 

spike protein pseudovirus (5, 6), which 

is thought to be an important metric of 

acquired immunity (7). Although reports of 

NAb reduction are alarming in magnitude, 

the proof of vaccine effectiveness can only 

be measured definitively by challenging 

vaccinated subjects with infection. 

Vaccine efficacy measured by infection 

challenge experiments using non-human 

primates is often prerequisite to clinical 

trials, but these data are seldom articu-

lated in lay reports. For example, in the 

Moderna-1273 vaccine trial (8), non-

human primates received a 10-microgram 

dose [10% of the dose recommended for 

humans by the FDA (9)] or a 100-micro-

gram dose (100% of the FDA dose), and 

researchers found a mean NAb titer of 

about 300 or about 3500, respectively. 

Despite the difference in NAb levels, both 

doses conferred substantial protection 

from infection, as measured by viral par-

ticle titers and prevention of respiratory 

pathology. Similar data were obtained 

using the Pfizer (10) and Johnson & 

Johnson (11) vaccines. Importantly, vac-

cinated samples have been tested using 

pseudoviral particles that express each of 

the SARS-CoV-2 variant spike proteins, 

and in each case, the samples appear to 

exhibit NAb titers greater than 300 in 

vitro (12), suggesting that vaccines will be 

effective against mutant strains. 

These studies show that what appears 

to be magnitudes of difference in NAb 

activity may not necessarily correlate 

with clinical immunity. As variant strains 

emerge, we will need to reevaluate vaccine 

efficacy by testing the inhibition of viral 

infection in vivo rather than by quanti-

fying the antibodies produced after in 

vitro exposure. Reliable proof of immu-

nity through vaccination may only come 

through reinfection challenge experiments 

or through longitudinal studies of post-

vaccination subjects.
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China needs better 
postdoctoral policy
In December 2020, the Ministry of 

Human Resources and Social Security 

of China and the National Postdoctoral 

Management Committee met to 

emphasize the importance of training 

postdoctoral fellows to maintain inter-

national competitiveness in science and 

technology (1). To this end, major cities 

and well-known universities and institutes 

in China are increasing recruiting efforts, 

offering high wages to attract more 

domestic and international postdocs (2, 

3). However, before increasing the number 

of postdocs in China, the country should 

formulate more effective policies to pro-

tect the interests of postdoctoral fellows. 

In addition to adequate salaries, 

postdocs need a stable scientific research 

environment and fair promotion channels. 

In many Chinese colleges and universi-

ties, postdoc training is focused only on 

generating publishable papers that can 

quickly improve the university’s academic 

rankings (4). In addition, for most col-

leges and universities in China, overseas 

education is a prerequisite for permanent 

positions, making it difficult or impos-

sible for their own postdocs to obtain 

tenure-track positions (5). Industry and 

government departments also hesitate to 

pay well-trained postdoctoral scientists 

the salaries they deserve (6), even if hiring 

them would improve the level of scientific 

research and policy-making. 

Without effective training and job pros-

pects, Chinese postdocs are not likely to 

become the main force of scientific research 

and innovation, despite their dedication and 

long work hours. China must take steps to 

improve the mentorship postdocs receive, 

and universities, industry, and government 

must reassess hiring practices to place more 

value on domestic postdoctoral experience. 

In addition, China should facilitate better 

communication between postdoctoral fel-

lows in China and researchers in the United 

States and Europe to broaden the global 

vision of local scientists.

Guo-Qian Yang
School of Agriculture and Biology, Shanghai Jiao 

Tong University, Shanghai 200240, China. Email: 

guoqian.yang@sjtu.edu.cn
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CORONAVIRUS

Eluding detection
Influenza viruses evade immunity 

initiated by previous infection, 

which explains recurrent 

influenza pandemics. Unlike the 

error-prone RNA-dependent RNA 

polymerase of influenza, severe 

acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) and 

related viruses contain polymer-

ases with proofreading activity. 

However, proofreading cannot 

correct deletions, which during 

a long-term persistent infection 

could result in the generation 

of viruses showing alteration of 

OPTOELECTRONICS

Spin injection sans 
magnetism
Light-emitting diodes (LEDs) 

that emit circularly polarized 

light (spin-LEDs) have potential 

applications in in three-dimen-

sional displays, bioencoding, 

and tomography. The requisite 

spin polarization of the charge 

carriers is usually achieved with 

ferromagnetic contacts and 

applied magnetic fields, but Kim 

et al. report on a room-tem-

perature spin-LED that relies 

instead on a chiral-induced spin 

selectivity organic layer. This 

layer selectively injected spin-

polarized holes into metal halide 

perovskite nanocrystals, where 

they radiatively recombined 

with unpolarized electrons with 

an efficiency of 2.6%. —PDS

Science, this issue p. 1129

QUANTUM GASES

A supersolid rotation
When a bucket of water is 

rotated, the water rotates with 

the vessel, contributing to the 

total moment of inertia. If such 

an experiment were done with 

a superfluid, it would decouple 

from the vessel and would not 

contribute to rotation. Tanzi et 

al. studied an intermediate case, 

a supersolid, which is predicted 

to only partially decouple, 

resulting in a moment of inertia 

smaller than the classical value. 

Whereas previous such experi-

ments were done with helium, 

the authors used a gas of highly 

magnetic dysprosium atoms 

in an optical trapping potential 

that was suddenly changed, 

causing the gas to oscillate. 

Measuring the frequency of 

these oscillations provides 

evidence for a reduced moment 

of inertia. —JS

Science, this issue p. 1162

Colored scanning electron microscope image of 

neutrophil extracellular traps (green), fibrous 

structures that can activate macrophage responses

I N  SC IENCE  J O U R NA L S

RESEARCH
Edited by Michael Funk

IMMUNOLOGY

 NETs are a GAS for
macrophages

N
eutrophils extrude cellular com-

ponents such as chromatin in 

extracellular fibrous structures 

called neutrophil extracellular 

traps (NETs) to physically trap 

and kill microbes. NETs also 

activate macrophages to produce type I 

interferon. Apel et al. found that mac-

rophages phagocytosed NETs and the 

DNA backbone of the NETs stimulated 

the innate immune sensor cyclic GMP-

AMP synthase (cGAS), leading to type I 

interferon secretion in vitro. In mice, NETs 

induced interferon production in a cGAS-

dependent manner, suggesting that 

NET detection by cGAS triggers immune 

responses during infection. —JFF   

Sci. Signal. 14, eaax7942 (2021).
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entire stretches of amino acids 

and the structures they form. 

McCarthy et al. identified an 

evolutionary signature defined by 

prevalent and recurrent deletions 

in the spike protein of SARS-

CoV-2 at four antigenic sites. 

Deletion variants show human-

to-human transmission of viruses 

with altered antigenicity. —CA

Science, this issue p. 1139

IMMUNOTHERAPY

Diabodies see the 
unseeable
RAS oncogene mutations are 

common in various cancers, con-

trolling their growth and survival. 

Targeting mutant RAS proteins 

with antibodies has been unsuc-

cessful because of low surface 

expression, even when targeting 

mutant RAS peptides presented 

by human leukocyte antigen 

(HLA) on the surface of cancer 

cells. Douglass et al. used phage 

display to generate single-chain 

variable fragments (scFvs) spe-

cific for mutant RAS peptide-HLA 

complexes. The authors tested 

various bispecific, T cell–engag-

ing antibody formulations, finding 

that single-chain diabodies 

(scDbs) combining the afore-

mentioned scFv with an anti-CD3 

scFv were able to induce T cell 

activation and subsequent killing 

of tumor cells expressing mutant 

RAS peptide-HLA complexes. 

This scDb approach opens the 

door for antibody-based thera-

pies against mutant neoantigens 

expressed at very low levels on 

the surface of cancer cells. —DAE

Sci. Immunol. 6, eabd5515 (2021).

SYNTHETIC BIOLOGY

Designing smarter 
anticancer T cells
Biological signaling systems can 

exhibit a large, nonlinear—or 

“ultrasensitive”—response, which 

would be useful to engineer into 

therapeutic T cells to allow for 

better discrimination between 

cancer cells and normal tissues. 

Hernandez-Lopez et al. modified 

human T cells using a two-step 

mechanism that allowed them 

to kill cells expressing large 

TOPOLOGICAL MATERIALS

Photonic crystals with a 
touch of topology
Manmade photonic crystals 

offer a flexible platform for 

controlling the propagation and 

flow of light. Such control can 

be extended across the electro-

magnetic spectrum by correctly 

engineering the bandgap. 

Limitations in the fabrication 

process, however, can result in 

structural imperfections that 

allow the light or energy to leak 

out. Wang et al. add magnetism 

to the mix to form heterostruc-

tures of magnetic photonic 

crystals. They demonstrate that, 

for microwaves, this magnetic 

addition provides a topological 

aspect to the band structure, 

resulting in the propagation of 

the microwaves in one direc-

tion that is robust to defects. 

The ability to controllably route 

and collimate electromagnetic 

waves also could be applied to 

electronic and phononic wave-

guide systems. —ISO

Phys. Rev. Lett. 126, 067401 (2021).

CELL BIOLOGY

A tight squeeze?
HIV-1 remains a clinically impor-

tant challenge. The cell biology 

of HIV-1 is now quite well under-

stood. The viral RNA is packaged 

within capsids consisting of 

120-nanometer–by–60-nano-

meter cone-shaped particles, 

which make their way to the 

nucleus to allow viral replication. 

The nuclear envelope is stud-

ded with nuclear pores with an 

internal diameter of only about 

40 nanometers. Zila et al. used 

correlative light and electron 

microscopy and subtomogram 

averaging to study viral capsids 

en route to the nucleus. Working 

with infected T cells, the authors 

unexpectedly found that the 

nuclear pore complex was able 

to dilate sufficiently to allow the 

amounts of cancer marker 

protein but not cells express-

ing a small amount of the same 

protein. A first synthetic receptor 

recognized the antigen with low 

affinity. That receptor signaled to 

increase expression of a chimeric 

antigen receptor (CAR) with high 

affinity for the same antigen. The 

circuit proved effective in cell cul-

ture and mouse cancer models, 

offering hope of extending the 

CAR T cell strategy against solid 

tumors. —LBR

Science, this issue p. 1166

NANOMATERIALS

Hydrogenating borophene
The two-dimensional material 

borophene, which is formed on 

silver surfaces, has a diverse 

polymorphism and is predicted 

to have unusual materials 

and electronic properties. 

However, it is highly unstable 

outside of ultrahigh vacuum 

conditions and oxidizes readily, 

which hampers exploration of 

its properties. Li et al. hydro-

genated these materials with 

atomic hydrogen and showed 

that borophane has a lower 

local work function. This mate-

rial is stable for days in air, and 

borophene can be recovered 

simply by thermally driving off 

the hydrogen. —PDS

Science, this issue p. 1143

INORGANIC CHEMISTRY 

Calcium catches 
dinitrogen
Although lithium reduces dinitro-

gen, the other alkali and alkaline 

Earth metals have proven largely 

inert to the gas under ambient 

conditions. Rösch et al. report 

that with just the right b-diketi-

minate ligand and an assist from 

potassium as terminal reductant, 

calcium can mediate dinitrogen 

reduction. Crystallography and 

spectroscopic characterization 

revealed a product in which dou-

bly reduced dinitrogen adopted 

a side-on bridging motif between 

two calcium centers. A subse-

quent reaction with coordinated 

tetrahydrofuran appeared to 

release diazene. —JSY

Science, this issue p. 1125

IN OTHER JOURNALS

Edited by Caroline Ash 

and Jesse Smith

SOCIAL COMMUNICATION

Rays of communication

S
ociality requires communication among 

individuals and is common across species. 

Identifying modes of communication in some 

systems and species, however, is much less 

straightforward than in others. Aquatic envi-

ronments present challenges for communication, 

especially for species that are nonvocal, such as 

many fishes. Elasmobranchs are increasingly being 

shown to have a complex social structure, and manta 

rays (Mobula spp.) exhibit many different social 

behaviors. Perryman et al. characterized the associa-

tions between the cephalic lobes in reef mantas, 

organs known to assist feeding, and various social 

and behavioral conditions. The authors found clear 

relationships between specific lobe positions and 

interactions with other rays, cleaning fishes, and even 

human divers. These patterns suggest that they may 

be used in communication, although whether this 

communication is positional or chemical remains to 

be seen. —SNV 

 Behav. Ecol. Sociobiol. 75, 51 (2021).
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intact viral capsid to translocate 

into the nucleus. After transloca-

tion, rather than disassembling 

in an orderly fashion, the cap-

sids ruptured, releasing the viral 

RNA into the nuclear interior. 

This detailed view of a key step 

in productive infection illustrates 

the power of recent advances in 

three-dimensional correlative 

fluorescence light and electron 

microscopy with cryo–electron 

tomography for increasing 

mechanistic understanding of 

intracellular events. —SMH

Cell 184, 1032 (2021).

CELL BIOLOGY

Catching the action 
on the cell
For many proteins, specific 

proteolysis events are key to 

their function. This extends to 

the cell surface, where prote-

olysis of cell surface proteins 

can regulate communication 

between cells. There are several 

methods to isolate N-terminal 

peptides derived from pro-

teolytic cleavage, but existing 

methods do not efficiently 

detect cleavage of cell surface 

proteins. Weeks et al. started 

with an enzyme called sub-

tiligase, a tool developed to 

modify N termini, and fused it 

to a transmembrane domain 

to target it to the cell surface 

(subtiligase-TM). The subtili-

gase biotinylates the N termini, 

which can then be isolated and 

sequenced by mass spectrom-

etry. This method can be used 

for identifying therapeutic 

targets and biomarkers. —VV

Proc. Natl. Acad. Sci. U.S.A. 118, 

e2018809118 (2021).

FERROELECTRICS

A way to shrink RAM
External electric fields can 

change the polarization of 

ferroelectric materials. One 

application of this effect 

involves random access 

memory. Du et al. discovered 

multiple polarization orders 

in hafnium oxide colloidal 

nanocrystals. Crystallographic 

twinning creates an interesting 

polarization structure at the 

twin boundary with nanome-

ter-sized ferroelectric and 

antiferroelectric phases, poten-

tially allowing for a much higher 

information storage density. The 

structure occurs without sym-

metry changes and may not be 

restricted to oxides. —BG

Matter 10.1016/j.matt.2020.12.008 

(2021).

IMMUNE SIGNALING

Shedding light on TCR 
activation
In mammals, T cells recognize 

fragments of pathogen and other 

alien peptide antigens using T 

cell receptors (TCRs). Loaded 

TCRs then interact with the poly-

morphic cell surface proteins 

of the major histocompatibility 

complexes of antigen-presenting 

cells, activating killing processes. 

O’Donoghue et al. engineered 

CD4+ T cells with an optoge-

netic chimeric antigen receptor 

stimulated by blue light. This 

technique provides an experi-

mental on–off switch with 

which to precisely control the 

TCR-signaling machinery. 

The authors could distinguish 

between the signals induced by 

self and foreign antigens, the lat-

ter inducing CD69, a marker of T 

cell activation. —STS

Proc. Natl. Acad. Sci. U.S.A. 118, 

e2019285118 (2021).

WEATHER FORECASTING

Better predictions with 
water isotopes
Knowing the water isotopic 

makeup of the mid-troposphere 

can substantially improve 

weather forecasts. Toride et 

al. show that the incorpora-

tion of mid-tropospheric water 

isotope data collected by the 

Infrared Atmospheric Sounding 

Interferometer (IASI) into a 

weather model can improve 

its representation of param-

eters such as wind, humidity, 

and temperature. This allows 

the heating structure and 

large-scale circulation of the 

atmosphere to be better deter-

mined, leading to more accurate 

weather predictions. —HJS

Geophys. Res. Lett. 48, 

e2020GL091698 (2021).

False-color, vertically averaged 

atomic-resolution transmission 

electron microscopy image of HfO
2

Reef manta rays appear to use 

the lobes on either side of their 

mouths to signal to other rays.
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Investigating a tsunamigenic megathrust
earthquake in the Japan Trench
Shuichi Kodaira*, Takeshi Iinuma, Kentaro Imai

BACKGROUND: Ten years have passed since the

2011 Tohoku-oki earthquake occurred in the

Japan Trench, where the Pacific plate subducts

beneath the continental plate. The earthquake

and tsunami caused enormous damage along

the coast of northeast Japan in the Tohoku

region, and local communities are still recover-

ing. Tsunami traces more than 10 m above sea

level were observed along 530 km of coastline

in central and northeast Japan, and runups

higher than 20 m were observed over about

200 km of the Tohoku coast. The tsunami

inundated an area of 561 km
2
, and its runup

reached a maximum of 40 m in northern

Tohoku. These statistics made it one of the

largest tsunamis ever recorded in historical

literature as well as in geological records.

The earthquake occurred in the vicinity of

the world’s most densely instrumented seis-

mic, geodetic, and tsunami observation net-

works, which clearly recorded the dramatic

geodynamic effects of the earthquake. In ad-

dition, geophysical and geological data were

acquired offshore, in the rupture zone, before

and after the earthquake. These marine ob-

servations are decisive ground-truth data

showing that coseismic slip exceeded 50 m

in places and that the rupture reached the

shallowest parts of the megathrust fault in

the subduction zone.

ADVANCES: Geodetic data from the seafloor

before and after the earthquake, from theGlobal

Navigation Satellite System–Acoustic combi-

nation technique, show that the seafloor near

the epicenter underwent coseismic displacement

of 31 m toward the southeast and had an uplift

of 3 m. Differential bathymetric mapping,

comparing the seafloor before and after the

earthquake, inferred a coseismic seafloor dis-

placement of more than 50 m at the trench

axis. A rapid-response deep-sea drilling project

successfully collected material from the earth-

quake’s rupture zone on the plate boundary

fault near the trench andmeasured the thermal

anomaly due to frictional heating of the fault

during coseismic slip. This showed that the

plate boundary fault is rich in weak layers of

clay and suggested that thermal pressurization

within the clay layers promoted the exception-

ally large coseismic fault slip. These ground-

truth data provided evidence to constrain a slip

behavior in a shallow part of the subduction

zone. Crucial progress in determining the

coseismic slip character is represented by the

evidence showing lateral variations of coseismic

slip near the trench and possible structural

factors to control the lateral variation. For

example, no resolvable coseismic seafloor dis-

placement from differential bathymetry was

observed at the north and south of the main

rupture zone, and seismic images showed lateral

discontinuity of a pelagic clay layer due to

subduction of petite-spots at the north of the

main rupture zone.

OUTLOOK: Crustal deformation, including after-

slip and viscoelastic relaxation of the mantle,

continues in the Japan Trench 10 years after

the earthquake. Viscoelastic relaxation is pre-

dominant in the central part of the trench,

where the large coseismic slip extended to the

trench. The relaxation displaces this seafloor

westward, whereas afterslip displaces it east-

ward around the main rupture zone. These

observations, along with aftershock activity

from normal fault earthquakes in the incom-

ing oceanic plate, indicate that trench-normal

extension remains in the oceanic plate and

seaward of the main rupture zone. The recur-

rance probability of a great earthquake (mag-

nitude = ~9) in the Japan Trench in the near

future is very low, but even 10 years after the

Tohoku-oki earthquake, seismic activities in

east Japan, including the trench outer-slope

and surrounding areas of the main rupture

zone, are still higher than those before the

earthquake. Because past observations show

that large normal fault earthquakes in the

incoming oceanic plate can occur after great

plate-boundary earthquakes, further investi-

gations into the temporal changes in the stress

state around the Japan Trench are necessary

to evaluate the possibility of such a “follow-up”

earthquake in the incoming Pacific plate.▪
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2011 Tohoku-oki earthquake

Coseismic displacement and tsunami height

Tsunami trace height (m) Change in seafoor elevation (m)

30 15 10 7 4 0 45 25 10 2 -15 -50

Coseismic displacement and tsunami height of the 2011 Tohoku-oki earthquake. Oblique view of northern Japan

and the Japan Trench showing coseismic displacements (black and white arrows), tsunami heights (colored bars),

and differential bathymetry profiles across the trench (multicolored lines). The scale of the onland displacements is

five times as large as those of the seafloor displacements. Dashed areas indicate approximate areas where a set

of three turbidite layers attributed to the Tohoku-oki earthquake and past large events are observed (ellipse) and

where a deformed and altered pelagic clay layer by a petit-spot volcanism is inferred from seismic images (half-

rectangle), respectively. A yellow circle indicates the location of the Japan Trench Fast Drilling Project (JFAST) site.
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Lipid presentation by the protein C receptor links
coagulation with autoimmunity
Nadine Müller-Calleja, Anne Hollerbach, Jennifer Royce, Svenja Ritter, Denise Pedrosa,

Thati Madhusudhan, Sina Teifel, Myriam Meineck, Friederike Häuser, Antje Canisius, T. Son Nguyen,

Johannes Braun, Kai Bruns, Anna Etzold, Ulrich Zechner, Susanne Strand, Markus Radsak,

Dennis Strand, Jian-Ming Gu, Julia Weinmann-Menke, Charles T. Esmon, Luc Teyton,

Karl J. Lackner*, Wolfram Ruf*

INTRODUCTION: Antiphospholipid antibodies

(aPLs) transiently appear in infectious diseases

but can persist in primary antiphospholipid

syndrome (APS) or in association with other

autoimmune diseases, including lupus ery-

thematosus. Clinicalmanifestations of APS range

from venous thrombosis and stroke to severe

microangiopathic organ damage and pregnancy

complications. The activation of coagulation and

complement cascades is crucial for the patho-

genic effects of aPLs as well as for their pro-

inflammatory cell signaling in innate immune,

vascular endothelial, andembryonic trophoblast

cells. However, the diverse reactivity of aPLs

with negatively charged lipids andwith blood

proteins has hampered the identification of

the central mechanism(s) underlying aPL path-

ogenic signaling.

RATIONALE: Lipid-reactive aPLs sensitize innate

immune cells to toll-like receptor 7 (TLR7)

agonists and up-regulate the coagulation initi-

ator tissue factor (TF). TF-dependent signaling

by protease-activated receptor 2 (PAR2) involves

the endothelial protein C receptor (EPCR, en-

coded by PROCR), and this signaling complex

specifically participates in interferon (IFN) re-

sponses downstream of TLR4. Because aPLs are

potent inducers of IFN-a production by den-

dritic cells, we tested the hypothesis that EPCR

contributes to APS pathologies and the devel-

opment of aPL autoimmunity.

RESULTS: We found that EPCR serves as the

cell surface receptor for aPLs andmediates aPL

internalization following a previously delineated

TF–integrin trafficking route in monocytes.

Knock-inmutagenesis of the EPCR intracellular

cysteine residue in Procr
C/S

mice abolishes aPL

endosomal trafficking and aPL proinflamma-

tory and IFN signaling in innate immune cells.

We show that these mutant mice have a defect

in the ability to exchange phosphatidylcholine

structurally bound to EPCR with a late endo-

somal lipid, lysobisphosphatidic acid (LBPA).

This exchange requires ALG-2-interacting pro-

tein X (ALIX)–dependent endolysosomal sort-

ing. aPL binding specifically to cell surface

EPCR-LBPA disrupts an inhibited TF complex

and thereby induces coagulation activation that

elicits autocrine PAR signaling in monocytes.

This initial aPL effect translocates acid sphingo-

myelinase (ASM) to the cell surface, where it

is activated by EPCR-LBPA to alter the pro-

coagulantmembrane properties ofmonocytes.

Stereoselective LBPA loading of EPCR is also

required for aPL signaling in embryonic troph-

oblast cells. Procr
C/S

mice or mice treated with

a specific function-blocking antibody to EPCR-

LBPA are protected from aPL-induced throm-

bosis and fetal loss. Notably, EPCR-LBPA

engagement not only promotes the detrimen-

tal pathological consequences of aPLs but also

drives dendritic cell IFN-a production for ex-

pansion of aPL-producing B1a cells. In an ex-

perimental model of APS, Tlr7
−/−

and Procr
C/S

mice cannot expand B1a cells responsible for

production of lipid-reactive aPLs. Blockade of

EPCR-LBPA signaling is sufficient to prevent

the development of aPLs in mice with a TLR7-

dependent systemic lupus erythematosus–like

syndrome. Moreover, lupus-associated kidney

pathology is markedly attenuated by the in-

hibition of EPCR-LBPA signaling.

CONCLUSION: Pathogenic aPLs recognize a sin-

gle cell-surface lipid–protein receptor complex

that is positioned at the intersections of coag-

ulation and innate immune signaling and in-

volved in the regulation of antimicrobial host

defense. Specific blockade of this target not only

prevents the pathological consequences of aPLs

in vivo but also impairs a self-amplifying auto-

immune signaling loop contributing to the

development of APS autoimmunity. ▪
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The recognition of EPCR-LBPA by aPLs promotes autoimmunity. The interaction of aPLs with EPCR-LBPA

promotes activation of embryonic trophoblast cells, monocytes, and dendritic cells. (Right) On monocytes,

disruption of the inhibitory control of the coagulation initiator TF induces cellular activation through PAR

signaling, which is responsible for recruiting ASM to the cell surface. EPCR-LBPA activation of ASM then causes

procoagulant lipid exposure and aPL endosomal trafficking. The subsequent up-regulation of tumor necrosis

factor (TNF) and TF is central to thrombosis and pregnancy complications. (Left) In addition, aPL induction of

IFN-a in dendritic cells sustains a TLR7-dependent expansion of aPL-producing B1a cells and thereby promotes

autoimmunity. NOX, nicotinamide adenine dinucleotide phosphate oxidase; ROS, reactive oxygen species.
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Type III secretion system effectors form robust and
flexible intracellular virulence networks
David Ruano-Gallego*, Julia Sanchez-Garrido*, Zuzanna Kozik, Elena Núñez-Berrueco,
Massiel Cepeda-Molero, Caroline Mullineaux-Sanders, Jasmine Naemi-Baghshomali Clark,
Sabrina L. Slater, Naama Wagner, Izabela Glegola-Madejska, Theodoros I. Roumeliotis, Tal Pupko,
Luis Ángel Fernández, Alfonso Rodríguez-Patón, Jyoti S. Choudhary†, Gad Frankel†

INTRODUCTION: Infections with many Gram-

negative pathogens, including Escherichia coli,

Salmonella, Shigella, and Yersinia, rely on the

injection of effectors via type III secretion

systems (T3SSs). The effectors hijack cellular

processes through multiple mechanisms, in-

cluding molecular mimicry and diverse enzy-

matic activities. Although in vitro analyses

have shown that individual effectors can exhibit

complementary, interdependent, or antagonistic

relationships, most in vivo studies have focused

on the contribution of single effectors to

pathogenesis.

Citrobacter rodentium is a natural mouse

pathogen that shares infection strategies and

virulence factors with the human pathogens

enteropathogenic and enterohemorrhagic

E. coli (EPEC and EHEC). The ability of these

pathogens to colonize the gastrointestinal

tract is mediated by the injection of effectors

via a T3SS. Although C. rodentium infects 31

effectors, the prototype EPEC strain E2348/69

translocates 21 effectors.

RATIONALE: The aim of this study was to test

the hypotheses that, rather than operating

individually, the T3SS effectors form robust

intracellular networks that can sustain large

contractions and that expanded effector rep-

ertoires play a role in distinct disease pheno-

types and host adaption.

RESULTS:We tested the effector-network para-

digm by infectingmice with >100 C. rodentium

effector mutant combinations. First, using

machine learning prediction algorithms, we

discovered additional effectors, NleN and

NleO. We then sequentially deleted effector

genes from two distinct starting points to

reach sustainable endpoints, which resulted

in strains missing 19 unrelated effectors

(CR14) or 10 effectors involved in the modula-

tion of innate immune responses in intestinal

epithelial cells (IECs) (CRi9). Moreover, we

deleted Map and EspF, which target the mito-

chondria and disrupt tight junctions. Unex-

pectedly, all strains colonized the colon and

activated conserved metabolic and antimi-

crobial processes in the IECs while eliciting

distinct cytokine and immune cell infiltration

responses. In particular, although infectionwith

C. rodentium Dmap/DespF failed to induce

secretion of interleukin-22 (IL-22), CR14 and

CRi9 triggered heightened secretion of IL-6

and granulocyte-macrophage colony-stimulating

factor (GM-CSF) and of IL-22, interferon-g

(IFN-g), and IL-17 from colonic explants, respec-

tively. Nonetheless, infection with CR14 or CRi9

induced protective immunity against secondary

infections.

Although Tir, EspZ, and NleA are essential,

other effectors exhibit context-dependent es-

sentiality in vivo. Moreover, C. rodentium ex-

pressing the effector repertoire of EPEC E2348/

69 failed to efficiently colonize mice. We used

curated functional information and our in vivo

data to train a machine learning model that

predicted values for colonization efficiency of

previously uncharacterized mutant combina-

tions. Notably, a mutant with a low predicted

value, lacking only nleF, nleG8, nleG1, nleB,

and espL, failed to colonize.

CONCLUSION: Our analysis revealed that T3SS

effectors form robust networks, which can sus-

tain substantial contractions while maintain-

ing virulence, and that the composition of the

effector network contributes to host adapta-

tion. Alternative effector networks within a

single pathogen triggered markedly different

immune responses yet induced protective im-

munity. CR14 did not tolerate any further con-

traction, which suggests that this network

reached its robustness limit with only 12

effectors. As the robustness limits of other

effector networks depend on the contraction

starting point and the order of the deletions,

machine learning models could transform

our ability to predict alternative network func-

tions. Together, this study demonstrates the

robustness of T3SS effector networks and the

ability of IECs to withstand drastic perturbations

while maintaining antibacterial functions.▪
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T3SS effectors form robust intracellular networks. T3SS effector networks can sustain substantial

contractions while maintaining virulence. Using C. rodentium as a model showed that although triggering

the conserved infection signatures in IECs, distinct networks induce divergent immune responses and affect

host adaption. Because the robustness limit depends on the contraction sequence, machine learning models

could transform our ability to predict the virulence potential of alternative networks.
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Noncanonical scaffolding of Gai and b-arrestin
by G protein–coupled receptors
Jeffrey S. Smith*, Thomas F. Pack*, Asuka Inoue, Claudia Lee, Kevin Zheng, Issac Choi,

Dylan S. Eiger, Anmol Warman, Xinyu Xiong, Zhiyuan Ma, Gayathri Viswanathan, Ian M. Levitan,

Lauren K. Rochelle, Dean P. Staus, Joshua C. Snyder, Alem W. Kahsai,

Marc G. Caron, Sudarshan Rajagopal†

INTRODUCTION: G protein–coupled recep-

tors (GPCRs) are a superfamily of seven

transmembrane-spanning receptors and are

the target of 30% of all U.S. Food and Drug

Administration–approved medications. GPCRs

are involved in nearly every human physiolog-

ical process by serving as receptors for a wide

array of ligands, including proteins, peptides,

fatty acids, small molecules, and ions. The

canonical signaling mechanisms of GPCRs

involve coupling to specific G protein subtypes

(e.g., Gas, Gai, Gaq, andGa12) aswell as b-arrestin

adaptorproteins.EachGprotein subtype regulates

specific intracellular second messengers, such

as cyclic adenosine 3′,5′-monophosphate (cAMP)

responses or calcium mobilization. b-arrestins

inhibit, or “arrest,” this canonical G protein–

mediated signaling while also promoting their

own intracellular signaling events such as ex-

tracellular signal–regulated kinase (ERK) activ-

ity. Because G proteins and b-arrestins can

differentially regulate signaling pathways, often

with distinct cellular effects, efforts are under

way to design drugs that preferentially target

either G protein or b-arrestin signaling to gen-

erate more selective GPCR-targeted drugs,

i.e., biased ligands. In theory, biased ligands

can improve the desired pharmacological prop-

erties of drugs while also minimizing their

on-target side effects. However, potential co-

ordination between G protein and b-arrestin

signaling could have a significant impact on

our fundamental understanding of GPCR sig-

naling and the development of biased ligands.

RATIONALE:G protein and b-arrestin signaling

have broadly been considered separable intra-

cellular pathways with distinct signal trans-

ductionmechanisms. However, several lines of

evidence have also suggested the potential for

coordination between G protein and b-arrestin

signaling. For example, some GPCRs can simul-

taneously bind a G protein and a b-arrestin.

Furthermore, whenGPCRswere activated in cells

lacking functional G proteins, some b-arrestin–

mediated effects of GPCR activation were also

absent. This could be interpreted as a role for G

proteins in what had previously been consid-

ered solely b-arrestin–mediated cellular re-

sponses. To gain further insight into these

experimental findings, we investigated wheth-

er there is a GPCR-signaling pathway that in-

volves direct interactions between G proteins

and b-arrestins.

RESULTS: We first developed a bioluminescent

resonance energy transfer (BRET) approach to

monitor tripartite protein interactions among

GPCRs, G proteins, and b-arrestin. After con-

firming that we could monitor such inter-

actions, we found that GPCRs can catalyze a

direct interaction between the Gai protein

subtype and b-arrestins at the plasma mem-

brane, and confirmed the interaction using

a variety of biochemical and biophysical

techniques. This interaction was only ob-

served between b-arrestin and the Gai protein

family, not other Ga protein subtypes. These

Gai:b-arrestin complexes were formed down-

streamof all receptors tested, evenwith receptors

that do not canonically signal through Gai,

such as the Gas-coupled b2-adrenergic and

vasopressin type 2 receptors. We found that

Gai:b-arrestin complexes formed scaffolds with

the signaling kinase ERK downstream of cer-

tain receptors. Stimulation of the angiotensin

type II receptor with a b-arrestin–biased agonist

promoted the formation of the Gai:b-arrestin

complex despite not activating canonical G

protein signaling. Cellular migration pro-

moted by this b-arrestin–biased agonist was

sensitive to inhibition of both b-arrestins and

Gai, which is consistent with Gai:b-arrestin

complexes regulating cellular migration.

CONCLUSION: Our results reveal aGPCR-signaling

paradigm inwhichGPCRs promote the forma-

tion of Gai:b-arrestin signaling complexes that

are distinct from other canonical forms of

GPCR signaling. These Gai:b-arrestin complexes

have the ability to scaffold important cellular

effectors such as ERK, and can play a func-

tional role in cellular responses such as cell

migration. Demonstration of Noncanonical

coordination of Gai and b-arrestins by GPCRs

adds to our understanding of the fundamen-

tal mechanisms underlying GPCR signaling,

and the potential effects of this complex should

be considered when designing and evaluating

GPCR ligands.▪
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G_

GPCR signaling by Gai:b-arrestin complexes. Complementation and proximity assays identified a complex

between Gai protein family members, but not other Ga protein subtypes, and b-arrestin. This was observed across

multiple receptors, including those that do not canonically couple to Gai. This complex was associated with functional

effects, including cell migration. These findings demonstrate GPCR signaling by Gai:b-arrestin complexes.
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LUNG DEVELOPMENT

Genomic, epigenomic, and biophysical cues
controlling the emergence of the lung alveolus
Jarod A. Zepp*, Michael P. Morley, Claudia Loebel, Madison M. Kremp, Fatima N. Chaudhry,

Maria C. Basil, John P. Leach, Derek C. Liberti, Terren K. Niethamer, Yun Ying, Sowmya Jayachandran,

Apoorva Babu, Su Zhou, David B. Frank, Jason A. Burdick, Edward E. Morrisey*

INTRODUCTION: The alveolar region of the lung

develops in a period that spans the late em-

bryonic and early postnatal stages of life. An

intricate series of events—including cellular

proliferation, surfactant production, and mor-

phogenesis of the alveolar structure—occurs

during the transition to air breathing, a pro-

cess known as alveologenesis. This critical pe-

riod establishes the spatial arrangement of

alveolar epithelium, capillary endothelium,

and fibroblasts to generate the gas-exchange

niche.

RATIONALE: The temporal and spatial alignment

of cell compartments and the intercellular sig-

naling that coordinates the development and

maturation of the lung alveolus remain poorly

characterized. Because of the extensivemorpho-

logical changes that shape the alveolar niche,

it is unclear which subsets of mesenchyme

exert mechanical force to remodel alveolar

architecture during early postnatal develop-

ment. Single-cell sequencing and new genetic

lineage–tracing tools have helped elucidate

the cellular heterogeneity in all three cellu-

lar compartments in the lung, with extensive

heterogeneity in the lung mesenchyme being

of particular note. We sought to integrate

these new technologies and tools to assess

the cell-cell communication that drives alve-

olar generation.

RESULTS: We generated a single-cell RNA-

sequencing (scRNA-seq) atlas of the developing

mouse lung that included epithelial, endothe-

lial, and mesenchymal compartments from

time points that span embryonic and post-

natal stages. We then analyzed ligand and

receptor interactions and identified the al-

veolar type 1 (AT1) epithelial cell as a hub of

ligand expression. The cognate receptors for

these ligands were restricted to subsets of

developing mesenchymal cells. Mesenchy-

mal progenitors are spatially and transcrip-

tionally segregated into Acta2-, Pdgfrb-, or

Wnt2-expressing subsets and are committed

to generating distinct fibroblasts in the post-

natal lung by embryonic day 15.5 (E15.5). We

show with scRNA-seq and lineage tracing that

the progenitors for the transient secondary

crest myofibroblast (SCMF), which exists only

during the early postnatal alveolarization pe-

riod of lung development, are spatially and

transcriptionally aligned with AT1 cell pro-

genitors. In comparison with other alveolar

fibroblasts, SCMFs exert significantly more

traction force ex vivo, indicating that they

are a functionally specialized lineage that can

remodel the alveolus. To identify intercellular

signaling pathways that regulate cell lineage

identity,we examined the single-cell chromatin

accessibility and pathway expression (SCAPE)

of AT1s and SCMFs. We identified Foxa and

Tead transcription factors as upstream regu-

lators of several AT1-derived ligands, includ-

ing Shh andWnt ligands. Conversely, SCMFs

exhibit open chromatin with predicted Gli1

and Tcf target genes, implicating Shh andWnt

pathways in their development and function.

To test these pathways, we generated AT1

cell–specific conditional deletions for Wnt-

ligand secretion (Wls) and Shh. Conditional

ablation of Shh fromAT1 cells results in a loss

of SCMF cells and subsequent alveolar sim-

plification in the postnatal lung.

CONCLUSION: Integrating single-cell genomics

and lineage tracing, we identified the spatial

and temporal patterning of intercellular sig-

naling pathways that are active during the

development and maturation of the distal

lung. The AT1 epithelial cell, previously

thought to primarily provide gas exchange

with capillary endothelium, is also a crucial

ligand-expressing node that is required for

proper lung development. These observations

show that the viability of the AT1 cell is para-

mount to establish tissue homeostasis during

lung development. Our imaging and single-

cell biophysical measurement assays show

that AT1-adjacent mesenchymal progenitors

occupy anatomically discrete regions and are

functionally specialized to mold the intricate

architecture of the alveolus. These findings

underscore the transcriptional and function-

al heterogeneity in distinct lung fibroblast

lineages.▪
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AT1 cells provide intercellular cues for alveolar development. A lung single-cell developmental atlas

reveals an enriched signature of ligand expression in AT1 epithelial cells. Chromatin accessibility and whole-

mount imaging identify the transcriptional and spatial alignment of AT1 and SCMF progenitors in the

developing lung. AT1-derived Shh is required for specification and outgrowth of the force-exerting SCMF.
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Dinitrogen complexation and reduction
at low-valent calcium
B. Rösch1, T. X. Gentner1, J. Langer1, C. Färber1, J. Eyselein1, L. Zhao2,

C. Ding2, G. Frenking2,3*, S. Harder1*

Here we report that attempted preparation of low-valent CaI complexes in the form of LCa-CaL

(where L is a bulky b-diketiminate ligand) under dinitrogen (N2) atmosphere led to isolation of

LCa(N2)CaL, which was characterized crystallographically. The N2
2
ˉ anion in this complex reacted in

most cases as a very potent two-electron donor. Therefore, LCa(N2)CaL acts as a synthon for the

low-valent CaI complex LCa-CaL, which was the target of our studies. The N2
2
ˉ anion could also be

protonated to diazene (N2H2) that disproportionated to hydrazine and N2. The role of Ca d orbitals

for N2 activation is discussed.

E
arth’s atmosphere contains mainly dini-
trogen (N2), a diatomic gas with an ex-
tremely strong N≡N triple bond. Being
unpolarized and having very low pro-
ton and electron affinities, N2 is fully

chemically inert under a wide range of con-
ditions (1). In nature, nitrogenase enzymes
convert N2 to ammonia (NH3) under ambient
conditions, but this process is slow. The in-
creasing global demand forNH3 ismaintained
industrially by Haber-Bosch catalysis, a highly
energy-consuming bulk process that converts
N2 under harsh conditions (400° to 600°C,
200 to 400 bar) (2). This process makes use
of transition metals for N2 activation. Partially
filled d orbitals of suitable energy and sym-
metry can backdonate electrons into the empty
p* orbitals of N2 (Fig. 1A), weakening and in
some cases cleaving the triple bond. Although
d orbitals are also proposed to play a major
role in N2 activation by lanthanide f-block
metals (3), their contribution is not an absolute
requirement. The p-block half-metal boron was
recently shown to mimic transition metals in
N2 activation (Fig. 1B), and a full cycle to NH3

formation was reported (4–6). Immediate nitro-
genactivation in the s-block is limited to lithium.
Although the preparative procedure for Li3N
from its elements requires temperatures in
the 400° to 800°C range (7), it is known that
Li is slowly oxidized by N2 under ambient
conditions. In contrast, all other alkali metals
do not react withN2, even at red heat. Lithium’s
exceptional reactivity has been explained by its
extreme reduction potential, which is the most

negative of all s-block metals, and by its small
size, resulting in a very high lattice energy for
Li3N (8, 9). Although the heavier alkaline-earth
(AE)metals Ca, Sr, andBa formunderN2 loosely
bound AE(N2)8 complexes, which have been
detected at 12 K in a neon matrix but cannot
be isolated (10), they only react with N2 to
nitrides at high temperatures (450° to 750°C)
(7). Here we present the low-temperature re-
duction of N2 at calcium that was serendip-
itously discovered during attempts to isolate
a low-valent CaI complex.
Low-valent b-diketiminateMgI complexes (11)

have proven to be versatile molecular reducing
agents (Fig. 1C) (12). Although subvalent Be0 and
BeI complexes have been reported (13, 14), the
claim of a CaI complex is controversial (Fig. 1D)
(15, 16). The theoretical prediction that the AE-
AE bond strength rapidly decreases down group
2 (Be–Be > Mg–Mg > Ca–Ca) highlights the dif-
ficulty of isolating true CaI complexes (17, 18).
Positing that the challenging stabilization of
the Ca–Ca bond might be achieved by our re-
cently reported bulky b-diketiminate ligand
(HC{C(Me)N[2,6-(3-pentyl)-phenyl]}2), ab-
breviated herein as BDI (19), we attempted
reduction of the corresponding Ca iodide pre-
cursor 1 (Fig. 2A). ReactionwithKC8 in benzene,
however, led to pitch-black crystals of a complex
with an antiaromatic, slightly puckered C6H6

2
ˉ

anion (2); the Mg analog was recently reported
(19). Density functional theory (DFT) calcu-
lations at the BP86-D3BJ/def2-SVP level on 2

show that the triplet state is 2.9 kcal/molmore
stable than a singlet state (table S13), which is
in linewith lack of nuclearmagnetic resonance
(NMR) signals. Owing to the very negative
reduction potential of benzene (−3.42 V versus
saturated calomel electrode) (20), 2 is highly
reducing and decomposes at room temper-
ature to 3 and H2. Repeating the reduction of
1 in toluene, an aromatic solvent that is even
more resistant to reduction, gave a similar black

product (fig. S74), which could not be isolated
and already at −20°C decomposed to the color-
less hydride complex 4. Even electron transfer
to para-xylene (p-xylene) was achieved (5). The
surprising thermal stability of this black com-
plex featuring a puckered p-xylene ring may be
due to restricted accessibility of the metal cen-
ters on account of steric hindrance imposed by
theMe groups. Complexes 1 to5have been fully
characterized, and crystal structures are shown
in figs. S82 to S86.
The highly flexible 3-pentyl substituents in

the BDI ligand of 1 confer solubility in aliphatic
solvents,which aremore inert to reduction than
the aromatics. Therefore, the reductionof 1with
several reducing agents in various alkanes was
explored. Reacting 1 inmethylcyclohexane with
K/KI, a highly effective reducing agent (21), gave
a dark red-brown suspension with one major
product (fig. S73). After removal of excess K/KI,
the mother liquor reacted with benzophenone
to produce a deep-purple ketyl radical, indica-
tive of low-valent species. Although this species
could not be crystallized, addition of tetrahy-
drofuran (THF) or tetrahydropyran (THP) led
to immediate formation of red-brown crystals.
X-ray analysis revealed that, in the absence of
an aromatic solvent, N2, which was used as a
protective gas, had been reduced (6 and 7;
Fig. 2, B and C). Repeating the reduction of
1 under Ar instead of N2 led to formation of
multiple species, indicating that the target
complex (BDI)Ca-Ca(BDI) is subject to de-
composition. All purification attempts culmi-
nated in isolation of the homoleptic (BDI)2Ca
complex 8, which, on account of ligand bulk,
crystallized as a distinctive h

2,h1-complex.
This observation suggests that, as predicted
by calculation, subvalent CaI complexes with
a Ca–Ca bond are unstable toward CaII/Ca0

disproportionation (17).
Crystal structures of theN2 complexes6 and

7 closely match each other. Both compounds
are centrosymmetric dimers with terminal BDI
ligands and side-on bridging N2 units (Fig. 3A).
TheN–Ndistance [6: 1.268(2) Å;7: 1.258(3) and
1.268(3) Å] is considerably elongated compared
with the bond in N2 (1.098 Å) and consistent
with N=N double-bond character in N2

2
ˉ, an

anion isoelectronic to O2. Supporting this inter-
pretation is the observation that the highly
charged N2

2
ˉ anion is tightly sandwiched be-

tween Ca2+ cations with a very short mean
Ca–N distance of 2.303 Å; note the mean Ca–
N(BDI) bonddistance is 2.394Å. Comparedwith
a range of dimeric lanthanide-N2 complexes
with side-on bridging N2 ligands [N–N: 1.088
(12) to 1.285(4) Å] (22), the extent of N2 ac-
tivation in 6 and 7 classifies as strong (23).
Notably, theN–Nbond in6 and7 is even slightly
longer than that in a very similar dimeric BDI
Cr-N2 complex with a side-on bridging N2 li-
gand [N–N: 1.249(5) Å] (24). Raman stretching
frequencies for6 (1376 cm−1) and 7 (1375 cm−1)
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Fig. 1. Nitrogen activation by

transition metals (TM) or boron and

examples of low-valent AE metal

complexes. (A) Synergistic bonding

model for N2 activation by TM (blue is

donor bond, red is backdonation).

(B) N2 activation by a low-valent BI

intermediate. L, neutral ligand; Ar, aryl

group; R, organic group. (C) A low-valent

dimeric b-diketiminate MgI complex.

(D) Ambiguity in the Ca metal oxidation

states and arene charges in a reported

CaI complex. Ph, phenyl.

Fig. 2. Synthesis and reactivities.

(A) Reduction of Ca in 1 and subsequent

reaction of the CaI intermediate with

arenes. (B) Reduction of Ca in 1 under

N2 giving 7. Under argon, the

CaI intermediate (BDI)Ca-Ca(BDI)

decomposes to Ca0 and 8. MCH,

methylcyclohexane Intramolecular

deprotonation of THF in

7 by N2
2− yields hydrazine.

(C) Reactivity of 6 as a strong two-

electron reductant.
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are almost identical and are strongly red-
shifted comparedwith lanthanide-N2 analogs
(1406 to 1473 cm−1) (25), indicating strong N2

activation.
The N2 complexes 6 and 7 are moderately

soluble in cyclohexane-d12. Although the THF
complex 7 decomposed overnight at room tem-
perature with gas evolution to several unknown
species, solutions of the THP complex 6 could
be kept for 1 day before slowly decomposing
to 9. 1H and 13C NMR data for 6 and 7 are in
agreementwith their centrosymmetric dimeric
crystal structures. Samples prepared under 15N2

manifested a 15N chemical shift at 310 parts per
million (compared with MeNO2). Storing a
solution of 15N-labeled6 under naturally abun-
dant N2 led, overnight, to complete disappear-
ance of the 15N signal, while 1H and 13C NMR
spectra remained unchanged. These observa-
tions indicate a reversibleN2 activation process.
Reaction of complex 6 with benzene or p-

xylene gave 2 or 5, respectively, with concom-
itant release of a gas that is likely N2. This
behavior, which also has been reported for
b-diketiminate Fe-N2 complexes (26), required
avoidance of aromatic solvents in further re-
activity studies. Reaction of a methylcyclohex-
ane solution of 6 with I2 led to the expected
iodide complex 10. Although the I2-to-Iˉ reduc-
tion is expected, immediate room temperature
reaction with H2 to give hydride complex 11

is striking, given that low-valent MgI com-
plexes do not react with H2 (11). In all cases,

the reactions are accompanied by considera-
ble gas release, indicating that the bridging
N2

2
ˉ ion in6 acts as a strongly reducing electron

reservoir. Therefore, the reactivity of 6 is similar
to that expected for the low-valent CaI complex
(BDI)Ca-Ca(BDI) that was the original target of
our studies.
Attempts to protonate the N2

2
ˉ ion by re-

action of 6withwater or strong acids led toH2

formation and BDI protonation (fig. S70). De-
spite recent breakthroughs (27), the function-
alization ofN2 in transitionmetal–N2 complexes
also remains challenging (28), and chemical
conversion of N2

2− in ionic lanthanide-N2 com-
plexes has not been described. Interestingly,
heating a cyclohexane suspension of complex
7 (60°C, 12 hours) led to degradation of THF
that is typical for highly basic s-block metal
reagents (29), i.e., deprotonation of the OCH2

unit in THF followed by ethylene elimination
and enolate formation (Fig. 2B); ethylene was
detected by 1H NMR (fig. S76). Replacing the
THF ligands in 7 for THF-d8 ligands gave
slower decomposition, indicating that C–H
(or C–D) bond cleavage is the rate-determining
step, and ethylene-d4 was detected by deu-
terium (2H) NMR spectroscopy (fig. S78).
Protonation of N2

2
ˉ by THF starts with for-

mation of a nonclassical N2⋯H2CO hydrogen
bridge (2.667 Å), the feasibility of which is sup-
ported by DFT calculations (fig. S104). The re-
sulting diazene (N2H2) is unstable above −150°C
(30) and rapidly disproportionated to N2 and

N2H4. Hydrazine formation was confirmed by
trapping with acetone in the form of acetone
azine, which could be isolated in 56% of its
theoretical yield (figs. S80 and S81), or by de-
tection with the established p-dimethylami-
nobenzaldehyde ultraviolet–visible (UV–VIS)
spectroscopy assay (31) (fig. S79).
The Ca-N2 complexes 6 and 7 form at tem-

peratures as low as −60°C. Potassium cannot
reduce N2, even at high temperature and pres-
sure, and therefore the reduction of N2 by Ca
must involve intermediate CaI species. It can
be assumed that the reducing power of true
CaI species is higher than that of established
binuclear MgI complexes that so far did not
react with N2. Although N2 activation can be
achieved without involvement of metal d or-
bitals (4–9), it is tempting to propose that low-
lying d orbitals on Ca may play a role in the N2

activation process. Theoretical analysis of
AE(CO)8, AE(N2)8, and AE(benzene)3 complexes,
recently detected in a neon matrix at 12 K,
demonstrated a high degree of electrostatic
character, but residual covalent orbital inter-
actions were dominated by a substantial contri-
bution of AE d orbitals (10, 32, 33). In light of
the current controversial, but stimulating,
discussion on p-bond activation by heavier AE
metals (34, 35), a comprehensive theoretical
analysis on bonding in 7 was undertaken.
The calculated structure of 7 (BP86/def2-SVP),

which is in excellent agreement with the experi-
mental geometry (fig. S93), was analyzed with
various charge- and energy-decomposition
methods. The Laplacian of the electron den-
sity in the Ca–N2–Ca plane (Fig. 3B), estimated
by the quantum theory of atoms in molecules
(QTAIM) (36), shows strong electronic charge
accumulation at N2 and charge depletion in
the valence region of Ca. As is evident from
bond paths and bond critical points (orange
dots), each N atom binds to both Ca atoms,
resulting in two CaN2 metallacycles featuring
ring critical points (purple dots). QTAIM gives
partial charges of −1.33 for N2 and +1.46 for
each Ca. Natural bond orbital analysis (37) sug-
gests even larger charges of −1.58 and +1.70,
respectively.
The energy decomposition with natural or-

bitals for chemical valence (EDA-NOCV) anal-
ysis (38) gave more detailed information on
the bonding interactions in 7 by providing a
quantitative estimate of the individual orbital
interactions. Calculation of interactions be-
tween charged fragments, N2

2− and [(BDI)
Ca(THF)]2

2+, gives information on bonding in
7, while calculation using neutral fragments,
N2 and [(BDI)Ca(THF)]2, reveals interactions
during the product formation process. Analy-
ses of interactions between charged fragments
show that Ca-N2 bonding in 7 ismainly electro-
static (69%) (Table 1). In contrast, the neutral
fragments interact primarily by orbital inter-
actions (79%) and show strong charge donation
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Fig. 3. Complex 7. (A) Crystal

structure of 7 (hydrogen

atoms omitted for clarity). The

structure of 6 is essentially

similar. (B) Laplacian

distribution for complex 7 in

the Ca–N2–Ca plane at the

BP86-D3(BJ)/def2-TZVPP//

BP86/def2-SVP level. Red

dashed lines indicate areas of

charge concentration, while

blue solid lines show areas

of charge depletion. Orange

dots are bond critical points,

and purple dots are ring

critical points.
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from [(BDI)Ca(THF)]2 to N2. Contributions of

dispersion interactionsarenegligible.Breakdown

of total orbital interaction DEorb into indi-

vidual orbital interactions shows that the

major component for interactions between

charged fragments DEorb1 comes from the do-

nation of the in-plane p||* orbital of N2
2−
to vacant

pmolecular orbitals of the [(BDI)Ca(THF)]2
2+

fragment, providing 31% of the total orbital

term. Additionally, there are several smaller

donations, DEorb2 to DEorb5, coming from

various occupied N2
2−

orbitals into vacant

[(BDI)Ca(THF)]2
2+

orbitals with individual

contributions of 8 to 17% to the total orbital

term. The considerable contribution of or-

bital relaxation (DErest) of 46% originates from

large charge migration within the frag-

ments. Orbital interactions between the neu-

tral fragments are clearly dominated by large p

backdonation from [(BDI)Ca(THF)]2 to N2 p*

orbitals. The nature of each orbital interaction

can be identifiedwith the help of the associated

deformation densities Dr and the connected

fragment orbitals (figs. S99 to S103). The most

important orbital components for fragment

[(BDI)Ca(THF)]2 are the d orbitals on Ca in-

teractingwithN2 valence orbitals. Albeit highly

controversial (34, 35), the EDA-NOCV analysis

of 7 supports recent findings that d orbitals

on Ca need to be considered (10, 32, 33). The

relevance of d orbitals for covalent bonding

of the heavier alkaline-earth metals Ca, Sr,

and Ba finds further support in a recent

theoretical study (39).

Attempts to stabilize a low-valent Ca
I
com-

plex with the bulky BDI ligand led to the

serendipitous isolation of s-block metal–N2

complexes. These highly ionic complexes con-

tain the N2
2
ˉ ion, which reacts as a strong re-

ductant by releasingN2 and two electrons. The

complexes could therefore be seen as synthons

for Ca
I
reagents that feature a considerably

higher reducing power than binuclear Mg
I

complexes.
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Table 1. EDA-NOCV analysis for complex 7 at the BP86-D3(BJ)/TZ2P//BP86/def2-SVP level of

theory using the charged fragments, N2
2− and [(BDI)Ca(THF)]2

2+, or neutral moieties, N2 and

[(BDI)Ca(THF)]2, as interacting species. Energies are given in kilocalories per mole. DEint,

interaction energy; DEPauli, Pauli repulsion; DEdisp, dispersion contribution; DEelstat, electrostatic

interaction energy;

Energy terms [(BDI)Ca(THF)]2
2+ + N2

2− [(BDI)Ca(THF)]2 + N2

Energy value Orbital interaction Energy value Orbital interaction

DEint −568.5 – −157.7 –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEPauli 188.2 – 129.2 –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEdisp* −11.4 (1.5%) – −11.4 (4.0%) –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEelstat* −520.1 (68.7%) – −50.0 (17.4%) –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEorb* −225.2 (29.8%) – −225.4 (78.6%) –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEorb1
†

−69.3 (30.8%)
N2

2−
→[(BDI)Ca(THF)]22+

pǁ* donation
−204.7 (90.8%)

[(BDI)Ca(THF)]2 →N2

p backdonation
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEorb2
†

−16.8 (7.5%)
N2

2−
→[(BDI)Ca(THF)]2

2+

s(+,+) donation
−9.3 (4.1%)

N2→[(BDI)Ca(THF)]2
p donation‡

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEorb3
†

−15.1 (6.7%)
N2

2−
→[(BDI)Ca(THF)]22+

pǁ donation
−3.2 (1.4%)

N2→[(BDI)Ca(THF)]2
s(+,+) donation

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEorb4
†

−11.8 (5.2%)
N2

2−
→[(BDI)Ca(THF)]22+

p┴ donation
−2.8 (1.2%)

N2→[(BDI)Ca(THF)]2
p' donation‡

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DEorb5
†

−8.8 (3.9%)
N2

2−
→[(BDI)Ca(THF)]22+

s(+,−) donation
−2.6 (1.2%)

N2→[(BDI)Ca(THF)]2
s(+,−) donation

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DErest −103.4 (45.9%) Fragment polarization −2.8 (1.2%) Fragment polarization
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

*The values in parentheses give the percentage contribution to the total attractive interactions DEelstat + DEorb +

DEdisp. †The values in parentheses give the percentage contribution to the total orbital interactions DEorb. ‡Both

occupied p orbitals (pǁ and p┴) of N2 contribute to the donation, as shown in figs. S100 and S102.
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OPTOELECTRONICS

Chiral-induced spin selectivity enables a
room-temperature spin light-emitting diode
Young-Hoon Kim1

*, Yaxin Zhai1*, Haipeng Lu1*, Xin Pan2, Chuanxiao Xiao1, E. Ashley Gaulding1,

Steven P. Harvey1, Joseph J. Berry1, Zeev Valy Vardeny2, Joseph M. Luther1†, Matthew C. Beard1†

In traditional optoelectronic approaches, control over spin, charge, and light requires the use of

both electrical and magnetic fields. In a spin-polarized light-emitting diode (spin-LED), charges are

injected, and circularly polarized light is emitted from spin-polarized carrier pairs. Typically, the injection

of carriers occurs with the application of an electric field, whereas spin polarization can be achieved

using an applied magnetic field or polarized ferromagnetic contacts. We used chiral-induced spin

selectivity (CISS) to produce spin-polarized carriers and demonstrate a spin-LED that operates at room

temperature without magnetic fields or ferromagnetic contacts. The CISS layer consists of oriented,

self-assembled small chiral molecules within a layered organic-inorganic metal-halide hybrid

semiconductor framework. The spin-LED achieves ±2.6% circularly polarized electroluminescence at

room temperature.

T
ypical optoelectronic technologies rely

on the manipulation of the charge of

current carriers but not their spin. The

use of ferromagnetic contacts applied to

semiconductors allows for control of spin

populations in an appliedmagnetic field (1, 2);

thus, such devices generally include both semi-

conductors and ferromagnets. We demonstrate

control of charge, spin, and light through the

use of a chiral metal-halide perovskite (MHP)

hybrid semiconductor that exhibits chiral-

induced spin selectivity (CISS). When current

passes through the chiral-MHP layer, the spin

of the transmitting carriers becomes polarized

(3, 4). The chiral layer acts as a spin filter,

producing a spin-polarized current upon the

application of an applied electric field.

We demonstrate this control through the

realization of a room-temperature spin-polarized

light-emitting diode (spin-LED). Spin-LEDs

control the orientation and intensity of cir-

cularly polarized electroluminescence (CP-EL),

depending on the spin polarization of the in-

jected carriers (5, 6). Circularly polarized or-

ganic light-emitting diodes (CP-OLEDs) can

also emit CP-EL by incorporating chiral im-

purities into the emitting layer, but they operate

by selective scattering and birefringence rather

than by the spin-polarized carriers that govern

spin-LEDs (7). Our spin-LED emitted CP-EL

with 2.6% efficiency at room temperature

without applying a magnetic field or using a

ferromagnetic contact with a spin-polarized

current of >80%. Although spin-LEDs are

interesting devices, our demonstration that

chiral MHPs can be used to control spin, light,

and charge has broader implications for a

larger class of opto-spintronic applications,

including quantum-based optical computing

and information processing, three-dimensional

(3D) displays, bioencoding, and tomography (8).

MHP semiconductors and their related

family of organic-inorganic hybrid semicon-

ductors have a number of notable properties

for controlling spins, light, and charges. They

have large spin-orbit couplings yet also exhibit

long spin-coherence lifetimes (9), they exhibit

controllable Rashba splitting (9–11) through

the degree and nature of the metal-halide

octahedral distortion (12), and they exhibit

excellent optoelectrical properties (13, 14). As

nanocrystals (NCs), MHPs have outstanding

optical properties, including narrow spectral

emission, ultrahigh color purity, high photo-

luminescence quantum efficiency (>70%), and

wide color tunability (wavelengths, l, between

400 and 800 nm) (15, 16), which fulfill the

requirements for circularly polarized (CP)

light technologies. For device applications,MHPs

are solution-processable at low temperature

(<150°C) and can be fabricated as polycrystal-

line films, colloidal NCs, and single crystals.

At the band edges, the electronic structure

in Pb-halide MHP semiconductors forms a

simple two-level system. The valence band

consists of Pb 6s and halide 4p orbitals and

the conduction band from Pb 6p hybridized

orbitals. The large spin-orbit coupling causes

the total angular momentum (J) to be con-

served, yielding a doubly degenerate Je = ½

level for electrons and Jh =½ for holes. Light

SCIENCE sciencemag.org 12 MARCH 2021 • VOL 371 ISSUE 6534 1129
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Fig. 1. Structure and EL characterization of spin-LEDs. (A) Schematic illustration of spin-polarized

charge injection and CP-EL emission in spin-LEDs. (B) TOF-SIMS depth profile of m-PEDOT:PSS/CISS

layer/CsPbI3 NC heterostructure. The signal from Cs drops sharply at the interface (purple trace), whereas

both I and Pb also drop, but to a lesser extent, because their density in the 2D CISS layer is much lower

than that in the NC layer. (C) EL spectrum and operating device image (inset) of spin-LEDs based on

CISS layer/CsPbI3 NC heterostructure. a.u., arbitrary units.
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emission is governed by optical selection rules

with allowed transitions occurring for DJ = 0

and change in magnetic quantum number,

mJ = ±½, of DmJ = ±1. Emission of CP light

(s
+
or s

−

) results when the population of

carriers, n, is spin polarized (i.e., n↑ > n↓, or

vice versa). Unpolarized light emission occurs

when n↑=n↓. The CP-EL efficiency is governed

by the spin-injection efficiency and spin scat-

tering of the initially polarized carriers before

radiative emission.

We demonstrated spin-LEDs based on

solution-processed MHP heterostructures in

which spin-polarized holes were injected into

an adjacent layer of MHP NC emitters (Fig. 1).

Chiral organic molecules can be incorporated

into the crystal framework of 2D layered hybrid

perovskites that incorporate chiral organic

molecules into their crystal framework (17–19),

where they induce a chiral-optoelectronic re-

sponse in the hybrid system (12, 20). The spin-

polarized hole injection layer is composed of a

30- to 60-nm-thick chiral 2D layered R-/S-

methylbenzylammonium lead iodide [(R-/S-

MBA)2PbI4] polycrystalline bulk film that

resulted in a >80% spin-polarized hole cur-

rent, with spin orientation determined by the

handedness of the MBA cation. The injected

spin-polarized holes radiatively recombined

with properly aligned injected electrons in

the colloidal MHP NC-emitting layer, exhib-

iting CP-EL.

Spin-polarized charge transport in the CISS

layer (fig. S1) and CISS/nonchiral NC hetero-

structure (Fig. 2, A to C) were studied withmag-

netic conductive-probe atomic force microscopy

(mCP-AFM). Ferromagnetic Co-Cr–coated tips

were premagnetized by an external magnet

with opposite magnetization directions (up

or down relative to the substrate) immediately

before the measurement. After charge-carrier

injection from the indium tin oxide (ITO)/

modified poly(3,4-ethylenedioxythiophene)

polystyrene-sulfonate (m-PEDOT:PSS) electrode,

the carriers drifted perpendicularly through

the horizontally oriented organic-inorganic

multiple quantum well (MQW)–like chiral

structures and then were injected into the

NC layer before penetrating into themagnetized

AFM tip. ITO/m-PEDOT:PSS/(R-MBA)2PbI4/

CsPbI3 NC film showed much higher current

when the tip was magnetized up (13.64 nA at

3 V, which is the operational spin-LED bias)

thanwhen the tip was eithermagnetized down

(1.40 nA at 3 V) or nonmagnetized (1.53 nA at

3 V (Fig. 2B). By contrast, current in the ITO/

m-PEDOT:PSS/(S-MBA)2PbI4/CsPbI3NC film

was higher when the tip was magnetized

down (6.88 nA at 3 V) compared with when

it was magnetized up (0.75 nA at 3 V) or

nonmagnetized (1.49 nA at 3V) (Fig. 2C). We

calculated the degree of polarized spin cur-

rent, Pspin, using

Pspin ¼
Iup � Idown

Iup þ Idown
� 100% ð1Þ

where Iup and Idown were the electrical cur-

rents measured when the Co-Cr–coated tips

are premagnetized in the up and down di-

rections, respectively. We calculated a Pspin in

ITO/m-PEDOT:PSS/(R-MBA)2PbI4/CsPbI3 NC

films and ITO/m-PEDOT:PSS/(S-MBA)2PbI4/

CsPbI3NC films of +81%and−80%, respectively.

The ITO/m-PEDOT:PSS/CISS films (without

1130 12 MARCH 2021 • VOL 371 ISSUE 6534 sciencemag.org SCIENCE

Fig. 2. Spin-polarized charge injection and CP-EL characteristics in

spin-LEDs. (A) Schematic illustration of mCP-AFM measurements of

ITO/m-PEDOT:PSS/(R-/S-MBA)2PbI4/CsPbI3 NC films. (B and C) Current-

voltage curves of ITO/m-PEDOT:PSS/(R-MBA)2PbI4/CsPbI3 NC films (B)

and ITO/m-PEDOT:PSS/(S-MBA)2PbI4/CsPbI3 NC films (C) measured by

mCP-AFM at room temperature and crystal structures of (R-/S-MBA)2PbI4
(insets). The current-voltage curves were measured 80 times from

different spots on each sample. The lines are average results, and

shaded regions are 95% confidence limits for all average results. Tip0,

nonmagnetized AFM tip; Tipup, AFM tip magnetized up; Tipdown, AFM tip

magnetized down. (D and E) The CP-EL spectra (D) and the EL polarization

degree, PCP-EL (E) of spin-LEDs based on CISS layer/CsPbI3 NCs.

(F) Temperature-dependent absolute average values of |PCP-EL| in

spin-LEDs based on (S-MBA)2PbI4/CsPbI3 NCs.
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NCs) also exhibited an anisotropic current

depending on the MBA chirality (fig. S1 and

supplementary text, section 2). The injection

barrier decreased without the NC layer, and

we could use a lower applied voltage (~1 V)

to observe the same Pspin. The similar Pspin
values suggested that spin-polarized injection

from the CISS layer into the NC layer was high

and that the spin-diffusion length in the NC

layer was at least one to two NCs. We verified

that themCP-AFM results were not influenced

by sampling different regions of the film for

up and down magnetization by constructing

larger devices that consisted of a magnetized

Ni electrode rather than the magnetized AFM

tip (figs. S2 and S3 and supplementary text,

sections 3 and 4). Van Wees and co-workers

have argued that CISS demonstrations using

two-terminal device configurations with ferro-

magnetic contacts can only be observed in

a nonlinear regime because of the Onsager

reciprocity relationship (21). The spin-LEDs

presented below detected spin-polarized

currents without any ferromagnetic contact

and avoided this complication.

Our measurements indicate that chiral

MHPs overcame the disadvantages of pre-

vious spin-injecting materials and are an

attractive system for spin injection in opto-

spintronic applications (5, 6). We fabricated

spin-LEDs with the following structure

(Fig. 1A)—glass/ITO/m-PEDOT:PSS (~100 nm)/

(R-/S-/rac-MBA)2PbI4 polycrystalline films

(~30 nm)/CsPbI3 NCs (~20 nm)/2,2′,2-(1,3,5-

benzinetriyl)-tris(1-phenyl-1-H-benzimidazole)

(TPBI) (50 nm)/lithium fluoride (LiF) (1 nm)/

Al (100 nm). The m-PEDOT:PSS consisted of

PEDOT:PSS and perfluorinated polymeric ion-

omer that self-organized to induce a gradual

increase in the ionization energy from the

bottom (5.20 eV) to the top (5.95 eV) of the film

(14), which enabled efficient hole injection

into the CISS layer. Spin coating the (R-/S-/

rac-MBA)2PbI4 CISS layer on m-PEDOT:PSS

produced polycrystalline films with prefer-

ential orientation that had the metal-halide

layers parallel to the substrate, whereas the

chiral organicmoleculeswere perpendicular (19)

(fig. S4; x-ray diffraction). The helical axis of

the chiral molecule was perpendicular to the

NC light-emitting layer and parallel to the

charge-conduction direction. The m-PEDOT:

PSS layer blocked electrons and passed holes,

whereas the TPBI layer blocked holes and

passed electrons, thereby confining the electron-

hole pairs to the NC emitter layer.

We used colloidal CsPbX3 (where X is I or

Br) NCs because ligand-mediated solvation

enabled processing from octane, which did

not redissolve the underlying (R-/S-/rac-MBA)

2PbI4 polycrystalline films (22). AMHPhetero-

structure was formed by spin coating colloidal

CsPbI3NCs (sized ~10 to 15 nm) (fig. S5) on top

of the CISS layer. To limit transport and spin

dephasing losses in the NC layer, we limited

its thickness to ~20 to 30 nm (i.e., approx-

imately one to two NCs). The formation of

a well-defined CISS/CsPbI3 heterostructure

was confirmed by time-of-flight secondary ion

mass spectrometry (TOF-SIMS) depth profil-

ing (Fig. 1B).

The spin-LEDs showed a turn-on voltage

of 2.4 V and external quantum efficiencies

(EQEs) [10.05%, 10.53%, and 11.05% for spin-

LEDs based on (R-MBA)2PbI4, (S-MBA)2PbI4,

and (rac-MBA)2PbI4, respectively] (fig. S6,

A to C). These are the highest EQEs among

reported MHP LEDs based on pure CsPbI3
NCs without any posttreatment (table S1).

Our spin-LEDs displayed bright red emis-

sions with sharp electroluminescence (EL)

spectra (688 nmpeak, ~32 nm full width at half

maximum) that did not change with applied

bias up to 8 V, which confirms that the CISS

and TPBI layers efficiently confined charge

carriers in the NC-emitting layers (Fig. 1C and

fig. S6D).

We measured the CP-EL by separating the

emitted light into left- and right-CP compo-

nents using a broadband quarter-wave plate

followed by a linear polarizer and a spectrom-

eter (fig. S7 and supplementary text, section 5).

We calculated the CP-EL polarization degree,

PCP-EL, using

PCP‐EL ¼
Ileft � Iright

Ileft þ Iright
� 100% ð2Þ

where Ileft and Iright are the EL intensities of

left- and right-CP light, respectively. Spin-LEDs

based on CISS/CsPbI3 NC heterostructure

showed distinct CP-EL spectra centered at

688 nmwith average PCP-EL = ±0.25% at 660 ≤

l ≤ 740 nm (Fig. 2, D and E) and showed

similar PCP-EL values with different CISS layer

thicknesses (~30 and ~60 nm) (fig. S8). By

contrast, the (rac-MBA)2PbI4-based devices

exhibited no CP-EL emission (Fig. 2, D and E).

The thickness independence was consistent

with our previous study that found spin polar-

ization saturates at a CISS layer thickness of

~30 nm (19). We verified that the NCs them-

selves do not exhibit a chiral response after

processing that could occur if MBA ligands

migrated to theNC surfaces (figs. S9 to S11 and

supplementary text, section 6). As temper-

ature decreases to 50 K, the spin-LEDs showed

a gradual |PCP-EL| increase up to ~0.47% (Fig.

2F and fig. S12) caused by the longer spin-

dephasing time at lower temperatures coupled

with concomitant increase in the radiative

SCIENCE sciencemag.org 12 MARCH 2021 • VOL 371 ISSUE 6534 1131

Fig. 3. CP-EL from mixed halide perovskite NCs. (A) Schematic illustration of hole injection through

ITO/m-PEDOT:PSS (blue arrow), spin-polarized hole injection through CISS layer (yellow arrow),

unpolarized electron injection through TPBI/LiF/Al (red arrow), spin dephasing (white arrow),

and formation of mixed halide perovskites under the electric field and generation of CP-EL (dashed

circle) in the spin-LEDs. (B) Left-handed and right-handed CP-EL spectrum of spin-LEDs based

on (R-MBA)2PbI4/CsPbBr3 NC heterostructure. (C and D) CP-EL (C) and PCP-EL (D) of spin-LEDs

based on CISS layer/CsPbBr3 NC heterostructure.
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recombination rate (9, 23). These data suggest

thatPCP-EL is limitedby spin scattering in theNCs.

We achieved a longer spin-coherence time

and a concurrent improvement in PCP-EL by

introducing a mixed-halide NC-emitting layer.

To accomplish this, we fabricated CsPbBr3
NCs (sized ~10 nm; fig. S13). When a bias was

applied, the external electric field drove a par-

tial halide exchange between (R-/S-MBA)2PbI4
and CsPbBr3 NC (24). The EL spectrum red

shifted over time (Fig. 3A and fig. S14). The

CP-EL wasmeasured when the partial halide

exchange saturated—i.e., when the EL peak

no longer red shifted. The EL peak saturated

at 678 nm, corresponding to a final composi-

tion of CsPb(Br0.1I0.9)3 (fig. S15). We also

found that a small EL peak at 515 nm remains,

resulting frompristine CsPbBr3,which suggests

that the halide exchange only occurred near the

CISS-NC interface.

These spin-LEDs show a clear intensity dif-

ference between left- and right-CP EL emis-

sion at 678 nm; however, they did not show

CP-EL polarization at 515 nm (Fig. 3B and figs.

S16 to S18). We calculated an average PCP-EL =

±2.6% at 660 ≤ l ≤ 700 nm (Fig. 3, C and D),

which was substantially higher than that ob-

served in the pure CsPbI3-based spin-LEDs dis-

cussed above. We attributed the absence of a

CP-EL signal at 515 nm to two effects. Spin-

polarized holes underwent additional spin

dephasing upon transferring to the deeper

energy level of CsPbBr3 (Fig. 3A), and addi-

tional spin scattering occurred as holes trans-

ported away from the CISS-NC interface. Both

effects indicate that carriers were highly pola-

rized at the CISS-NC interface and our struc-

ture promoted CP light emission in the same

spatial region.Notably, VanWees and co-workers

have demonstrated that one consequence of

the spin-filter action and Onsager reciprocity

is that carriers with the wrong spin flip their

polarizationwhen reflected from the CISS layer

(25). In our case, that process should tend to

further polarize carriers at the CISS-NC inter-

face. These spin-LEDs operated at room tem-

perature without external magnetic fields or

magnetized electrodes and had performances

comparable to those of the state-of-the-art

GaAs-based spin-LEDs (table S2) (5, 6, 26).

We measured transient absorption (TA) of

the spin-LEDs before and after applying a bias

(Fig. 4A and fig. S19) (27). Fresh spin-LEDs

without bias showed a photobleaching (PB)

peak at 510nm,which corresponded toCsPbBr3
exciton transition.Under an applied bias, a new

PB peak forms at 650 nm, and the PB peak at

510 nm substantially decreases (Fig. 4A). The

650-nm PB feature was also observed after

exciting the spin-LED devices with a pump

photon energy below the bandgap of the

CsPbBr3 NCs (fig. S19). The relative intensities

of the PB feature at 510 nm versus 650 nm

suggested that after the voltage-driven halide

exchange, ~80% of the NCs remained as

CsPbBr3 and only ~20% were converted to

CsPb(Br0.1I0.9)3.

By contrast, EL emission was dominated by

CsPb(Br0.1I0.9)3 (Fig. 3B). We did not observe

photocarriermigration from the CsPbBr3 to the

CsPb(Br0.1I0.9)3 in the TA experiments during

the course of ~1 ns. In the EL measurement,

polarized holes were injected at the CISS/

CsPb(Br0.1I0.9)3 interface and needed extra energy

to be promoted and transmitted to the CsPbBr3
region. The conduction band was flat and al-

lowed electrons to flow through the CsPbBr3
into the CsPb(Br0.1I0.9)3 region (Fig. 3A). Thus,

the device promoted CP light emission at the

CISS-NC interface, where the carriers were

highly polarized both from injection of the

polarized holes, as well as spin polarization

that occurs from the reflection of electrons

at the CISS-NC interface.

To understand the enhanced PCP-EL, we

compared the electronic spin dynamics and

charge carrier dynamics in CsPb(Br0.1I0.9)3
NC and CsPbI3 NC films (28, 29). We studied

CsPb(Br0.1I0.9)3 NCs that had the same photo-

luminescence emission wavelength as the

CP-EL emission (678 nm) (fig. S15). We deter-

mined the spin-coherence lifetime (tspin) from

CP pump-probe TA at various carrier densities

(n0) (figs. S20 and S21) compared with the

charge carrier lifetime (tcarrier) measured by

time-resolved photoluminescence (fig. S22).We

previously observed that tspin was about three

times as long for bulk MAPbBr3 compared

with MAPbI3 (30). Wang and co-workers have

also observed a longer spin-polarized lifetime

forCsPbBr3 comparedwithCsPbI3 (31). Deschler

and co-workers have reported an intensity-

dependent tspin in layered Pb-I–based perov-

skite samples (32).

The spin-relaxation time also depended on

carrier density. As n0 decreases to 1.7 × 10
15
cm

−3

(system limit), CsPb(Br0.1I0.9)3 NC films showed

gradually increasing tspin up to ~14 ps, and

CsPbI3NC films showed a steady tspin of ~4 ps

(Fig. 4, B to D). In our devices, we estimated

that for a 10–mA cm
−2

current density, the

average carrier density in the active area of the

device should be ~10
14
cm

−3
, and for this car-

rier density, the spin-polarized lifetime estimate

1132 12 MARCH 2021 • VOL 371 ISSUE 6534 sciencemag.org SCIENCE

Fig. 4. Charge and spin dynamics in NCs. (A) TA spectra of spin-LEDs before (fresh) and under applied bias

(biased). The pump wavelength was selected at 400 nm. (B) Spin-coherence lifetime of CsPb(Br0.1I0.9)3 NC and

CsPbI3 NC films measured at different excitation carrier densities. The dashed lines are fitted curves of carrier

density–dependent spin lifetimes determined using a conventional power law (33, 34). (C and D) Spin-coherence

dynamics in CsPb(Br0.1I0.9)3 NC films (C) and CsPbI3 NC films (D) measured at different excitation carrier

densities. Inset in (D) is the mechanism of spin-coherence lifetime measurement. Pump s+ (black) has angular

momentum of j þ 1i and generates a mJ polarization, whereas pump s
−
(red) does the opposite. The probe s+

pulse selectively detects the change in spin polarization. The flip of a spin will simultaneously lead to a decay of

the s+ bleach and a formation of the s
−
bleach. CB, conduction band; VB, valence band.
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is ~14 ps. We also found a carrier lifetime tcarrier

of ~1.34 ns for the CsPb(Br0.1I0.9)3 NC films,

whereas tcarrier was ~1.08 ns for the CsPbI3NC

films. When the current is highly spin polar-

ized, the CP-EL efficiency can be approximated

by the ratio of the spin-polarization and photo-

luminescence lifetimes (tspin/tcarrier) (28, 29).

We found that tspin/tcarrier = 1.06 × 10
−2

in

CsPb(Br0.1I0.9)3 NC films and tspin/tcarrier =

3.5 × 10
−3

in CsPbI3 NC films (table S3),

which is in agreementwith themeasuredPCP-EL
values—i.e., ±2.6% for spin-LEDs based on

CsPbBr3 NCs and ±0.25% for spin-LEDs based

on CsPbI3NCs. Our device operation relied on

injection of spin-polarized holes through the

CISS mechanism in the 2D hybrid organic-

inorganic perovskite layer, suppression of spin

dephasing in the emitting layer, and accumu-

lation of the spin-aligned carriers at the CISS-

NC interface.
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SUPERCONDUCTIVITY

Electric field–tunable superconductivity in
alternating-twist magic-angle trilayer graphene
Zeyu Hao1*, A. M. Zimmerman1*, Patrick Ledwith1, Eslam Khalaf1, Danial Haie Najafabadi1,

Kenji Watanabe2, Takashi Taniguchi3, Ashvin Vishwanath1, Philip Kim1†

Engineering moiré superlattices by twisting layers in van der Waals (vdW) heterostructures has

uncovered a wide array of quantum phenomena. We constructed a vdW heterostructure that consists

of three graphene layers stacked with alternating twist angles ±q. At the average twist angle q ~ 1.56°,

a theoretically predicted “magic angle” for the formation of flat electron bands, we observed

displacement field–tunable superconductivity with a maximum critical temperature of 2.1 kelvin. By

tuning the doping level and displacement field, we found that superconducting regimes occur in

conjunction with flavor polarization of moiré bands and are bounded by a van Hove singularity (vHS) at

high displacement fields. Our findings display inconsistencies with a weak coupling description,

suggesting that the observed moiré superconductivity has an unconventional nature.

T
he experimental realization of twisted

bilayer graphene (TBG) opened up fresh

possibilities for studying interaction ef-

fects in moiré engineered electronic

bands. According to early theoretical

predictions, the hybridization of two twisted

graphene sheets could produce nearly flat

bands at the so-called “magic angles” (MAs)

between the sheets (1–4). Initial experiments

showed a reduction of kinetic energy giving

rise to correlated insulating phases and super-

conductivity upon doping these insulating

states (5, 6). In the follow-up experiments,

additional interaction-driven phases were

discovered in MA-TBG, including isospin

symmetry–breaking metals (7), orbital ferro-

magnetism (8–10), andmagnetic field–induced

Chern insulators (11–13). Despite the rapid prog-

ress of the field, the question of whether the

superconductivity is unconventional, driven

by strong electron-electron interactions, or con-

ventional, arising from electron-phonon inter-

action at weak coupling, remains under debate.

Some experiments suggest that the super-

conducting and insulating phases are inde-

pendent or maybe even competing, with the

superconductivity persisting or strengthen-

ing when Coulomb interaction is screened

(14–17). However, others have provided evi-

dence that the superconductivity has uncon-

ventional features, such as coexisting nematic

order (18) and a lack of correlation between

large densities of states (DOSs) and higher

critical temperatures (19).

The creation of moiré engineered van der

Waals interfaces has been extended to other

two-dimensional (2D) material systems as well,

leading to the observation of many interesting

interaction-driven phases, such as quantum

anomalous Hall states in twisted monolayer-

bilayer graphene (20, 21) and generalized

Wigner crystal in tungsten diselenide (WSe2)/

tungsten disulfide (WS2) moiré superlattices

(22, 23). However, MA-TBG remains the only

system in which superconductivity is unam-

biguously established (6, 9, 16, 24). By contrast,

initial reports of superconductivity in other 2D

flat-band systems such asABC trilayer graphene

aligned with boron nitride (BN) (25), twisted

double-bilayer graphene (26, 27), and twisted

WSe2 (28) have proven less conclusive (29).
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In this work, we studied a distinct type of

moiré engineered graphenemultilayer system:

MA twisted trilayer graphene (TTG) with ver-

tical mirror symmetry (30). We present a clear

signature of superconductivity controlledwith

applied electric field. The continuously tunable

band structure of MA-TTG provides an exper-

imental knob for probing the superconducting

mechanism.

Our TTG consists of three layers of graphene,

with the twist angle between the top layer (T)

and middle layer (M) being q and the twist

angle between themiddle layer and the bottom

layer (B) being –q, as shown in the schematic

in Fig. 1A. The stacking with this alternating

sequence of angles with opposite signs pre-

serves the vertical mirror plane symmetry (31),

differing from the previously studied trilayer

systems (32). A recent theoretical work pre-

dicted that the Hamiltonian for this system

canbe effectively decoupled into that of amono-

layer graphene and a TBG, with the interlayer

coupling strength enhanced by a factor of
ffiffiffi

2
p

(30). As a result, the band structure of TTG

consists of a Dirac cone from the monolayer

graphene coexisting with TBG flat bands. The

MA is predicted to be the TBGMA’smultiplied

by
ffiffiffi

2
p

: qTTG = 1.56° (30). A band structure of

TTG at this angle is shown in Fig. 1C. To ex-

perimentally realize such a system, we used the

“cut and twist” technique (15, 31). An image of

the completed device is shown in Fig. 1B: The

colored lines trace the original positions of

the three pieces of graphene. In addition to the

TTG device fabricated in the three-layer over-

lapped region (called TMB), we have access to

two other TBG devices: one in the region with

only the top and middle layers (TM), and the

other in the region where there are only the

middle and bottom layers (MB). These two

devices allow us tomeasure the TM twist angle,

qTM, and MB twist angle, qMB, individually to

characterize our devices.

Figure 1, D and E, shows the longitudinal

resistivity, r, as a function of perpendicular

magnetic field B and carrier density n, con-

trolled by both top and bottom gates of the

two TBG devices, TM and MB. They exhibit

typical magnetotransport features of large-

angle TBG (33), with no insulating resistivity

peaks other than at n = 0 and 4. Here, n is the

moiré band–filling factor n = 4n/ns, where

ns is the carrier density at full filling of the

fourfold degeneratemoiré bands. From these fan
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Fig. 1. Device structure and characterization. (A) Schematic diagram of the

three layers of TTG with alternating twist angles q and –q. The top and bottom

layers are aligned with each other, whereas the middle layer is twisted by q

relative to both layers, preserving the in-plane mirror symmetry. (B) Optical

microscope image of the TTG device fabricated in the TMB region and two TBG

devices fabricated in the TM and MB regions. (C) Theoretical band structure

for MA-TTG at D/e0 = 0 plotted on the mini Brillouin zone (BZ), marked in

purple in the bottom face. The blue Dirac cones sit at the mini BZ K points,

whereas the flat bands, orange (conduction) and green (valence), are the

most dispersive at the mini BZ G point. A contour plot of the valence band

is projected on the x-y plane. (D and E) Landau fan diagrams of the two

TBG Hall bars TM and MB. In each device, fans are visible emanating from

n = 0 and n = ±4 as well as an increase in resistance at the vHSs near

n = ±2. (F) Landau fan diagram of the TTG Hall bar TMB. Resistive states and

fans emerge at n = 0, ±1, ±2, and +3. The most prominent sequences are

traced out with orange dashed lines (fig. S5). (G) Zero magnetic field

resistivity as a function of filling in TM, MB, and TMB. (H) Hall conductivity

in TMB at B = 10 T.
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diagrams, we estimate qTM = 1.35° and qMB =

–1.69°. The difference in angles is expected be-

cause of imperfect angle control in experiments

aswell as theubiquitousangledisorder in twisted

devices. However, we found that this small

angle difference between TM and MB regions

yields no appreciable effects in the TTG device

formed in the TMB region. The Landau fan

diagram of the TTG device at a fixed back gate

voltage, VBG = 0, is shown in Fig. 1F. r(B, n)

exhibits emergent Landau fans at integer

fillings n = 0, ±2, 1, 3, which correspond to a

twist angle of 1.55°. In addition, the device is

highly uniform across most pairs of contacts,

with angle disorder on the order of 0.02° es-

timated from similar magneto-transport data

(31). Such high uniformity of twist angle in

the TMB region might indicate that the strain

relaxation on atomic length scales forces qTM=

–qMB to be the average twist angle, favoring

alignment between the top and bottom layers to

reduce the structural energy (34). An alternative

scenario is that the three layers are coupled so

strongly that they behave as a single system,

with themeasured angle the average of qTM and

qMB. In either case, the resulting uniform device

indicates that TTG is relatively robust against

small-angle misalignment and disorder.

We found that, unlike in MA-TBG samples,

r(n) measured in the TMB device at B = 0

(Fig. 1G) does not exhibit strong insulating

behavior at any filling, which is consistent

with the additional Dirac cone in the proposed

TTG band structure in Fig. 1C. The Landau fan

emanating from the charge neutrality has se-

quence –2, –6, –10, ... on the hole-doped side

and 2, 6 on the electron-doped side. This

sequence indicates that Landau levels are

fourfold degenerate but is different from the

typical 4, 8, 12, ... sequence obtained inMA-TBG

(6). This change is similar to the sequence in

ABA trilayer graphene (35) and likely results

from the presence of the Dirac cone. Figure 1H

shows sxy(n) taken at B = 10 T. We see large

regions of sxy = –2e
2
/h near n = –4 and sxy =

2e
2
/h (e is the electron charge, and h is the

Planck constant) near n = 4 [also, fig. S5,

1/rxy(B, n)]. More direct experimental evidence

of the additional Dirac cone is present in the

Landau fan diagram taken at zero displace-

ment field, where we observed quantum Hall

sequences originating from the Dirac cone

at low magnetic fields (fig. S7) (31). Flavor

symmetry–breaking is evident in the Landau

fan coming from n = –2 with sequence –2, –4,

–6, ... and from n = 2 with sequence 2, 4, 6, ...,

showing only twofold degeneracy. Above a

perpendicular magnetic field of 1T, the resist-

ive state at n = –2 shows a resistivityminimum

and quantized Hall resistance along the slope

of –2, with hysteresis observed near 1 T (fig.

S8). This is an indication of a magnetic field–

induced Chern insulator with Chern number

C = –2 and orbital ferromagnetism associated

with it.

At low temperature andmagnetic field, we

found large regions of robust superconductiv-

ity in the TTG sample. Figure 2A shows r(n)

at different temperatures at VBG = 0 V. At our

lowest experimental temperature of T = 0.34 K,

zero-resistance regions appear on the hole-

doped side of n = –2 and electron-doped side

SCIENCE sciencemag.org 12 MARCH 2021 • VOL 371 ISSUE 6534 1135

0.5 1 1.5 2

T (K)

0

0.1

0.2

0.3

B
 (

T
)

0

2

4

(k )

CB D

V  I3

0

0.5

1
(k )

3K
0.34K

A

-1000 -500 0 500 1000

I(nA)

0

2

4

6

8

d
V

/d
I(

k
)

100mT

50mT

30mT

10mT

0mT
1 10 10

2
10

3

I (nA)

0.1

1

10

10
2

10
3

V
 (

 V
)

0 2 4 6

T(K)

0

0.5

1

1.5

2

2.5

3

(k
)

T
BKT

-6 -4 -2 0 2 4 6

n (1012 cm-2)

100

101

102

103

104 5.14K

2.50K

1.63K

1.07K

0.86

0.34K

-4 -3 -2 -1 0 1 2 3 4

-2.8 -2.2 -1.6
0.87

2

3

4

T
(K

)

0

2

4

(k )

2 2.5 3

1

1.5

T
 (

K
)

(
)

Fig. 2. Superconductivity in TTG. (A) r as a function of n taken at a fixed

back gate voltage VBG = 0 V at several different temperature values. The

formation of superconducting regions is visible at n < –2 and n > 2. (Insets)

The superconducting dome in the T-n plane taken along a cut at (left inset)

VBG = 0 V for n < –2 and (right inset) at D/e0 = –0.56 V/nm for n > 2.

(B) Superconducting transition in resitivity at n = –2.3 and D/e0 = 0.29 V/nm.

The BKT transition temperature TBKT is indicated with the black square.

(Inset) I-V characteristic of the superconductor from 0.34 K (blue) to 3 K (red)

on a log-log scale, displaying a crossover from high-power polynomial to linear

behavior in the low V range. The black dashed line indicates where V º I
3,

defining TBKT. (C) Differential resistance as a function of dc bias current at

different magnetic fields. (D) r as a function of temperature and perpendicular

magnetic field at n = –2.3 and D/e0 = 0.4 V/nm. The dashed line corresponds to

a GL theory fit with a coherence length of xGL = 34 nm (31).
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of n = 2. The Fig. 2A insets show r(n, T) near

n = –2 and n = 2, respectively, both displaying

clear superconducting domes. The transition

in r(T) across the dome boundary is sharp, as

shown in Fig. 2B at n = –2.3, the optimal fill-

ing for n < –2. r = 0 at T~ 2.1 K, which is higher

thanmostMA-TBGdevices in published litera-

ture (6, 9, 16, 24). At n = –2.3, we extracted a

Berezinskii-Kosterlitz-Thouless (BKT) transition

temperature of 2 K from the power law depen-

dence of the current-voltage relation (I-V) char-

acteristics in the low current and voltage range,

as shown in Fig. 2B, inset [analysis details are

provided in (31)]. Phenomenologically, we de-

fine Tc as the temperature at which r falls to

10% of the normal state resistance, rN, which

we found to be consistent with the BKT tran-

sition temperature and a better measure for

2D superconductivity (31). Additional clear

signatures of superconductivity are also visi-

ble in the differential resistance, dV/dI, as a

function of dc bias current as shown in Fig. 2C,

which shows a sharply defined critical current

Ic. At B = 0 T, the sudden increase of dV/dI

occurs at Ic = 880 nA. At low temperature,

there are oscillations of Ic in a Fraunhofer-like

pattern, demonstrating phase coherence (fig.

S15). As the magnetic field increases, Ic be-

comes smaller, and the shape of dV/dI be-

comes more smooth, which is a characteristic

behavior of 2D superconducivity suppressed

by a perpendicular magnetic field. The result-

ing critical field, Bc, is evident in r(T, B) in Fig.

2D. We extracted the Ginzburg-Landau (GL)

coherence length xGL from the theory for a 2D

superconductor:Bc ¼ ½F0=ð2px
2
GLÞ�ð1� T=TcÞ

(36), where F0 is the superconducting flux

quantum. Using the BKT transition temper-

ature as Tc in the above relation, we estimate

xGL = 34 nm, which is several times the in-

terparticle distance of 9 nm set by the moiré

periodicity. Using the more conventional Tc
extracted at r = 0.5rN, we found xGL = 13.4 nm,

which is only slightly larger than the inter-

particle distance. We have also seen super-

conductivity in an additional TTG device with

q = 1.39° (fig. S17).

Using both the top and bottom gates, we can

control both n and the displacement field D

independently, tuning the superconductivity

in TTGwith the electric field. Figure 3A shows

r as a function of n and displacement field D

at temperature T = 0.86 K. We observed at

charge neutrality a resistive peak that is not

disturbed byD. This is expected for the Dirac

cone crossings in the flat bands. At n = ±2, 1,

and 3, there are resistivity peaks that aremodu-

lated by D. At n = ±4, the system has low r,

which is expected thanks to the existence of

the additional Dirac cone and lack of band

insulators at full filling. In Fig. 3A, the super-

conductivity appears as the dark blue regions

both on the hole side between n = –3 and n =

–2 and on the electron side between n = 2 and

n = 3. The hole-side superconductivity persists

for all D, with a width that first increases with

D and starts to decrease at D/e0 ~ 0.4 V/nm.

The electron-side superconductivity is weaker

and affectedmore strongly byD. At T = 0.86 K,

it only starts to emerge at D/e0 ~ –0.4 V/nm.

At a lower temperature, T = 0.34 K, super-

conductivity on both sides extends to larger

ranges of n and D (fig. S16A). To better illus-

trate the evolution of the superconductors

with D, we have measured r(n, T) at several

discrete values for D, as shown in Fig. 3, B

to D, for holes and Fig. 3, E to G, for electrons,

showing dome-like superconducting regimes

[several representative r(T) curves are shown

in Fig. 3A, insets].Whereas the optimal doping

nop at which the maximum Tc occurs is in-

sensitive to D, we found the maximum Tc of

the dome and the filling range, Dn—the height

and width of the dome—to be sensitive to D.

We measured r(T) at different D at optimal

filling to extract the transition temperature Tc
at eachD, providing a quantitative description

of the D dependence of superconductivity.

Figure 3, H and I, shows Tc as a function ofD for

the hole-side and electron-side superconductors,

respectively. For the hole-side superconductor,

starting from D/e0 = 0, Tc first increases,

reaches amaximumat aroundD/e0=0.4 V/nm,

and then decreases quickly. The electron-side

superconductor displays a similar trend, with

Tc increasing after first appearing atD/e0 ~ –

0.5 V/nm then decreasing below D/e0 ~ –

0.62 V/nm.

The electric field–tunable superconductivity

in TTG can be ascribed to the tuning of single-

particle bands controlled by D (37). Figure 4A

shows renormalized Hall density (measured

Hall density divided by ns) nH = B/erxyns at a

low magnetic field B = 0.5 T, near the region

where the hole-side superconductor resides.

AtD/e0 = 0.2 V/nm and away from zero filling,

nH(n) increases linearly with a unity slope and

then resets to 0 near n = –2. This resetting
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behavior has been considered a signature of the

spin and valley isospin symmetry–breaking, in

which the fourfold degeneracy turns into two-

fold (7). After this flavor symmetry–breaking,

the electrons completely fill the two lower-

energy bands, and nH corresponds to the den-

sity in the two higher-energy bands. Similar

flavor symmetry–breaking in moiré flat bands

has been observed and discussed in MA-TBG

(11, 15, 38, 39). This symmetry breaking can be

better illustrated by the quantity jnH � nj,
which directly gives the degeneracy of the

symmetry-breaking phase (7). Figure 4B shows

jnH � nj as a function of n and D, showing

several symmetry-breaking regions. At 0 >

n > –2, the large area of jnH � nj ¼ 0 shown in

Fig. 4B as dark blue indicates that the holes

are filling the four bands equally. At –2 > n >

–3, the system enters the symmetry-breaking

phase with two degenerate bands where jnH�
nj ¼ 2, shown in Fig. 4B inwhite. At n = –3 and

at small D, another reset occurs, and at n < –3,

jnH � nj is not integer-valued, changing grad-

ually from 3 to 4.

This symmetry-breaking behavior is affected

asD tunes the single-particle band structure of

the MA-TTG. In particular, for the hole-side

band (n < 0), above D/e0 = 0.35 V/nm a large

region jnH � nj ¼ 4 emerges at n < –3 (Fig. 4B,

region I), indicating that the four bands are

being filled equally with no symmetry break-

ing. We found that this region is bounded on

the right by a vanHove singularity (vHS)whose

existence can be detected from diverging nH

followed by a sign change (11). The character-

istic sharp divergences of two vHSs can be

seen in Fig. 4A atD/e0 = 0.4 V/nm near n = –3

(indicated with vertical arrows), combining

into one large divergence at larger D. The

left boundary of Fig. 4B, region I, also shows

a discontinuity. However, the nH value across

this boundary is continuous, indicating that
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Fig. 4. Hall data and band structure.

(A) Renormalized Hall density nH at

0.5 T at several D at 0.86 K. Several

resets in nH are visible at flavor

symmetry–breaking boundaries. Sign-

reversal vHS with flavor symmetry–

breaking is indicated with vertical

arrows. (B) Subtracted Hall density

jnH � nj as a function of n and D in the

same region. The four arrows with

different colors indicate the locations of

the line cuts in (A). The blue and orange

dashed lines trace out the boundaries

of the superconducting region at

0.34 K (fig. S16A) and 0.86 K (Fig. 3A),

respectively. The jnH � nj ¼ 4 region

designated “I” crowds out the

superconducting region at large D.

(C and D) The same as (A) and (B),

respectively, but near the n = 2 super-

conducting state. (E and F) Theoretical

single-particle band structures at

(E) small and (F) large interlayer

potential U (31). The major change in

the band structure is a splitting at

the K point. (G) Calculated DOS as a

function of n and U. The large flat-band

DOS at near n = 0 at small U diverge

into prominent vHSs at large U.

(H) Bandwidth displayed as the standard

deviation of the conduction (c),

valence (v), and combined (c+v) flat

bands as a function of U.
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this is not a vHS. As D increases, the flavor-

polarizing vHS moves to the right, expanding

the jnH � nj ¼ 4region. This evolution corre-

lates with the reduction of superconductivity.

In Fig. 4B, we superimpose the boundaries of

the zero–magnetic field superconducting re-

gion at 0.34 K (fig. S16A) and 0.86 K (Fig. 3A)

onto the jnH � nj plot as blue and orange

dashed lines, respectively. The 0.34 K super-

conducting region boundary aligns well with

the jnH � nj ¼ 2 symmetry-breaking phase

boundary. At 0.86 K, where superconductivity

becomes weaker, we can see that the super-

conducting region is reduced as the vHS and

jnH � nj ¼ 4region crowdout the jnH � nj ¼ 2

region. For the electron-side superconductor,

similar analysis (Fig. 4D) shows that the super-

conducting region also shrinks when the vHS

starts to cross the symmetry-breaking phase

boundary.

The region near a vHS has an increasedDOS,

which promotes superconductivity in conven-

tional Bardeen-Cooper-Schrieffer (BCS) theory

in the weak coupling limit (40, 41). Instead, we

observed that superconductivity weakens as

a vHS approaches, and subsequently, flavor

polarization occurs. The prominent role of vHS

in the system can also be captured in single-

particle band calculations. Figure 4G shows

calculated DOS as a function of n and inter-

layer electric potential U, which is directly

proportional to the experimental D. The cal-

culated DOS is symmetric between positive

and negative U, so only the positive part is

shown. We observed that at low D, there is

high DOS concentrated near charge neutral-

ity, which is a reflection of the flatness of the

bands. An example band structure at low D

with U = 11 meV is shown in Fig. 4E. As D

increases, the bands becomemore dispersive,

and vHSs become prominent, as shown in

the DOS calculation in Fig. 4G as the sharp

white features at larger U. An example band

structure in this range is shown in Fig. 4F. The

prominence of the vHSs in the theoretical DOS

at largeU agrees with the vHSs that appear at

large D in experiments.

The appearance of these vHSs, and the sub-

sequent flavor ordering that limits the width

of the jnH � nj ¼ 2 region and consequently

the region of superconductivity, accounts for

the reduction of the superconducting dome

at largeD. However, the initial enhancement

of the superconductivity seems to lie in the

region where band flatness dominates the

physics. In this regime, the average DOS and

bandwidth of the individual conduction and

valence band remain roughly constant (Fig.

4, G and H). The major change in the single-

particle band structure in this small D range

happens at the K point, at which the conduc-

tion and valence bands gradually split away

fromeach other, increasing the combinedband-

width at this point. Recent theoretical work has

suggested the importance of a second-order

process coupling flat bands, reminiscent of

super-exchange, as the driving force for pair-

ing (42, 43). This process leads to an energy

scale J ~ t
2
/Ec, where t is related to the overall

effective bandwidth and Ec is a measure of the

Coulomb repulsion. This pairing mechanism

also invokes the presence of the combination

of twofold rotation and time-reversal C2zT
symmetry. This symmetry requirement is con-

sistent withMA-TBG and alternatingMA-TTG

being, at present, the two platforms that ex-

hibit robust superconductivity, and they are

also distinct among existing moiré systems in

retaining this symmetry. Within this picture,

changing the overall effective bandwidth t

can enhance superconductivity, which may

be related to the observed enhancement of

both bandwidth and Tc on increasing the

displacement field at small D. Further evi-

dence for the strong coupling nature of super-

conductivity is provided by the rapid increase

of Tc(n) with doping observed in the super-

conducting domes for jnj < jnopj. This suggests
a picture in which tightly bound Cooper pairs

condense, leading to a Tc that is limited by

density and therefore grows with doping. We

analyzed these results on the basis of a strong

coupling theory of skyrmion superconduc-

tivity (43), in which the J interaction binds

charged skyrmions into pairs. We estimate

J to be a few milli–electron volts from the ex-

perimentally obtained slope of Tc(n) in the

regime of jnj < jnopj, which is consistent with

theoretical expectations (31, 43). We anticipate

these results to stimulate further theoretical

and experimental investigations into these

correlation-driven phenomena.
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CORONAVIRUS

Recurrent deletions in the SARS-CoV-2 spike
glycoprotein drive antibody escape
Kevin R. McCarthy1,2,3*, Linda J. Rennick1,2, Sham Nambulli1,2, Lindsey R. Robinson-McCarthy4,

William G. Bain5,6,7, Ghady Haidar8,9, W. Paul Duprex1,2*

Zoonotic pandemics, such as that caused by severe acute respiratory syndrome coronavirus

2 (SARS-CoV-2), can follow the spillover of animal viruses into highly susceptible human

populations. The descendants of these viruses have adapted to the human host and evolved to

evade immune pressure. Coronaviruses acquire substitutions more slowly than other RNA viruses.

In the spike glycoprotein, we found that recurrent deletions overcome this slow substitution rate.

Deletion variants arise in diverse genetic and geographic backgrounds, transmit efficiently,

and are present in novel lineages, including those of current global concern. They frequently

occupy recurrent deletion regions (RDRs), which map to defined antibody epitopes. Deletions

in RDRs confer resistance to neutralizing antibodies. By altering stretches of amino acids,

deletions appear to accelerate SARS-CoV-2 antigenic evolution and may, more generally,

drive adaptive evolution.

S
evere acute respiratory syndrome corona-

virus 2 (SARS-CoV-2) emerged from a

yet-to-be-defined animal reservoir and

initiated a pandemic in 2020 (1–5). It has

acquired limited adaptions, most nota-

bly the Asp
614
→ Gly (D614G) substitution in

the spike (S) glycoprotein (6–8). Humoral im-

munity to S glycoprotein appears to be the

strongest correlate of protection (9), and re-

cently approved vaccines deliver this antigen

by immunization. Coronaviruses such as SARS-

CoV-2 acquire substitutions slowly as the result

of a proofreading RNA-dependent RNA poly-

merase (RdRp) (10, 11). Other emerging re-

spiratory viruses have produced pandemics

followed by endemic human-to-human spread.

The latter is often contingent upon the intro-

duction of antigenic novelty that enables re-

infection of previously immune individuals.

Whether SARS-CoV-2 S glycoprotein will

evolve altered antigenicity, or specifically

how it may change in response to immune

pressure, remains unknown. We and others

have reported the acquisition of deletions in

the N-terminal domain (NTD) of the S glyco-

protein during long-term infections of im-

munocompromised patients (12–15). We have

identified this as an evolutionary pattern

defined by recurrent deletions that alter de-

fined antibody epitopes. Unlike substitutions,

deletions cannot be corrected by proofreading

activity, and this may accelerate adaptive

evolution in SARS-CoV-2.

An immunocompromised cancer patient in-

fected with SARS-CoV-2 was unable to clear

the virus and succumbed to the infection 74 days

after COVID-19 diagnosis (15). Treatment in-

cluded remdesivir, dexamethasone, and two

infusions of convalescent serum. We desig-

nate this individual as Pittsburgh long-term

infection 1 (PLTI1). We consensus-sequenced

and cloned S genes directly from clinical ma-

terial obtained 72 days after COVID-19 diag-

nosis and identified two variants with deletions

in the NTD (Fig. 1A).

These data from PLTI1 and a similar report

(12) prompted us to interrogate patient meta-

data sequences deposited in GISAID (16). In

searching for similar viruses, we identified

eight patients with deletions in the S glyco-

proteins of viruses sampled longitudinally over

a period of weeks to months (Fig. 1A and fig.

S1A). For each, early time points had intact S

sequences and later time points had deletions

within the S gene. Six had deletions that were

identical to, overlapping with, or adjacent to

those in PLTI1. Deletions at a second site were

present in viruses isolated from two other pa-

tients (Fig. 1B); reports on these patients have

since been published (13, 14). Viruses from all

but one patient could be distinguished from

one another by nucleotide differences present

at both early and late time points (fig. S1B). On

a tree of representative contemporaneously

circulating isolates, they form monophyletic

clades, making either a second community-

acquired or nosocomially acquired infection

unlikely (fig. S1C). The most parsimonious

explanation is that these deletions arose in-

dependently as the result of a common selec-

tive pressure to produce strikingly convergent

outcomes.

We searched the GISAID sequence database

(16) for additional instances of deletions with-

in S glycoproteins. From a dataset of 146,795

sequences (deposited from 1December 2019 to

24 October 2020) we identified 1108 viruses

with deletions in the S gene. Whenmapped to

the S gene, 90% of these deletions occupied

four discrete sites within theNTD (Fig. 2A).We

term these important sites recurrent deletion

regions (RDRs), numbering them 1 to 4 from

the 5′ to the 3′ end of the S gene. Deletions

identified in patient samples correspond to

RDR2 (Fig. 1A) and RDR4 (Fig. 1B). Most

deletions appear to have arisen and been

retained in replication-competent viruses.
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Fig. 1. Deletions in SARS-CoV-2 spike glycoprotein

arise during persistent infections of immuno-

suppressed patients. (A) Top: Sequences of viruses

isolated from PLTI1 (PT) and viruses from patients

with deletions in the same NTD region. Chromatograms

are shown for sequences from PLTI1, which include

sequencing of bulk reverse transcription products

(CON) and individual cDNA clones. Bottom: Sequences

from other long-term infections from individuals AM

(18), MA-JL (MA) (19), and a MSK cohort (M) with

individuals 3, 4, 6, 8, and 11 (13). Letters (A and B)

designate different variants from the same patient.

(B) Sequences of viruses from two patients (M2 and

M13) with deletions in a different region of the NTD. All

sequences are aligned to reference sequence (REF)

MN985325 (WA-1). See fig. S1 for genetic analysis of

patient isolates. Amino acid abbreviations: A, Ala;

D, Asp; F, Phe; G, Gly; H, His; K, Lys; L, Leu; N, Asn;

P, Pro; R, Arg; S, Ser; V, Val; Y, Tyr.
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Without selective pressure, in-frame deletions

should occur one-third of the time. However,

we observed a preponderance of in-frame

deletions with lengths of 3, 6, 9, and 12 (Fig.

2B). Among all deletions, 93% are in frame

and do not produce a stop codon (Fig. 2C).

In the NTD, >97% of deletions maintain the

open reading frame. Other S glycoprotein do-

mains do not follow this trend; for example,

deletions in the receptor binding domain

(RBD) and S2 preserve the reading frame

30% and 37% of the time, respectively.

To trace the origins of RDR variants, we

produced phylogenies for each with 101 addi-

tional genomes that sample much of the ge-

netic diversity within the pandemic (Fig. 2D).

The RDR variants interleave with nondeletion

sequences and occupy distinct branches, indi-

cating their recurrent generation. This is most

pronounced for RDRs 1, 2, and 4 but is also

true of RDR3, with conservatively four inde-

pendent instances. RDR variants form dis-

tinct lineages/branches, most prominently

in RDR1 (lineage B.1.258), and suggest human-

to-human transmission events. Using se-

quences with sufficient metadata to explic-

itly differentiate individuals, we verified the

transmission of a variant within each RDR be-

tween people (fig. S2).

We defined the RDRs on the basis of peaks

in the spectrum of S glycoprotein deletions.

Deletion lengths and positions vary within

RDRs 1, 2, and 4 (Fig. 2E). Variation is greatest

in RDRs 2 and 4, with the loss of S glycoprotein

residues 144/145 (adjacent tyrosine codons) in

RDR2 and residues 243 and 244 in RDR4

appearing to be favored. In contrast, the loss

of residues 69 and 70 accounts for the vast

majority of RDR1 deletions. On the basis of

our phylogenetic analysis and accompanying

lineage classifications, this two–amino acid

deletion has arisen independently at least 13

times. RDR3 largely consists of three nucleo-

tide deletions in codon 220.

We evaluated the genetic, geographic, and

temporal sampling of RDR variants (Fig. 3, A

and B). This analysis was limited to sequences

deposited in GISAID (16) where sequences

from specific nations and regions are over-

represented (e.g., United Kingdom and other

European countries).We show the distribution

of all sequences within the database for ref-

erence. For RDR2 and RDR4, the genetic and

geographic distributions largely mirror those

of reported sequences. Variants of RDR1 and

RDR3 are strongly polarized to specific clades

and geographies. This is likely the result of

successful lineages circulating in regions with

strong sequencing initiatives. Our temporal

analysis indicates that RDR variants have been

present throughout the pandemic (Fig. 3C). Spe-

cific variant lineages such as B.1.258 (Fig. 2D)

harboring D69–70 in RDR1 have rapidly risen

to notable abundance (Fig. 3D). Circulation of

B.1.36withRDR3D210 accounts formost of the

RDR3 examples (Fig. 2D and Fig. 3, C and D).

The abundance of RDR2 D144/145 is explained

by independent deletion events followed by

transmission (Fig. 2D and Fig. 3, C and D).

The recurrence and convergence of RDR

deletions, particularly during long-term infec-

tions, is indicative of adaptation in response to

a common selective pressure. RDRs 2 and 4

and RDRs 1 and 3 occupy two distinct surfaces

on the S glycoprotein NTD (Fig. 4A). Both sites

contain antibody epitopes (17–19). The epitope

for neutralizing antibody 4A8 is formed en-

tirely by the b sheets and extended connecting

loops that harbor RDRs 2 and 4 (17). We gen-

erated a panel of S glycoprotein mutants rep-

resenting the four RDRs to assess the impact

of deletions on expression and antibody bind-

ing; we included an additional double mutant

containing the deletions present in the B.1.1.7

variant of concern flagged initially in theUnited

Kingdom. Cells were transfected with plasmids

expressing these mutant glycoproteins, and in-

direct immunofluorescence was used to deter-

mine whether RDR deletions modulated 4A8

binding (Fig. 4B). Deletions at RDRs 1 and 3

hadno impact on thebinding of themonoclonal

antibody, confirming that they alter independent

sites. The three RDR2 deletions, the one RDR4

deletion, and the double RDR1/2 deletions com-

pletely abolished binding of 4A8 while still al-

lowing recognition by a monoclonal antibody
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Fig. 2. Identification and characterization of recurrent deletion regions in SARS-CoV-2 spike

protein. (A) Positional quantification of deleted nucleotides in S among GISAID sequences. We

designate the four clusters as recurrent deletion regions (RDRs) 1 to 4. (B) Length distribution of

deletions. (C) The percentage of deletion events at the indicated site that either maintain the

open reading frame (ORF) or introduce a frameshift or premature stop codon (F.S./Stop).

(D) Phylogenetic analysis of deletion variants (red branches) and genetically diverse nondeletion

variants (black branches). Specific deletion clades/lineages are identified. Maximum likelihood

phylogenetic trees, rooted on NC_045512, were calculated with 1000 bootstrap replicates. Trees

with branch labels are in fig. S2. (E) Abundance of nucleotide (nt) deletions in each RDR. Positions

are defined by reference sequence MN985325, by codon (top) and nucleotide (below). Amino acid

abbreviations: A, Ala; D, Asp; F, Phe; G, Gly; H, His; I, Ile; L, Leu; N, Asn; P, Pro; R, Arg; S, Ser;

T, Thr; V, Val; W, Trp; Y, Tyr.
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Fig. 3. Geographic, genetic, and temporal

abundance of RDR variants. (A and B) Geographic

(A) and genetic (B) distributions of RDR variants

compared to the GISAID database (sequences from

1 December 2019 to 24 October 2020). GISAID

clade classifications are used in (B). (C) Frequency

of RDR variants among all complete genomes

deposited in GISAID. (D) Frequency of specific RDR

deletion variants (numbered according to spike

amino acids) among all GISAID variants. The plot of

RDR3/D210 has been adjusted by 0.02 units on

the y axis for visualization in (C) because of its

overlap with RDR2, and this adjustment has been

retained in (D) to enable direct comparisons

between panels.
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Fig. 4. Deletions in the spike NTD alter its anti-

genicity; RDRs map to defined antigenic sites.

(A) Left: A structure of antibody 4A8 (17) (PDB ID

7C21) (purple) bound to one protomer (green) of a

SARS-CoV-2 spike trimer (gray). RDRs 1 to 4 are

colored red, orange, blue, and yellow, respectively,

and are shown as spheres. The boxed image is a

close-up of the interaction site. Right: The electron

microscopy density of COV57 serum Fabs (18)

(EMDB emd_22125) fit to SARS-CoV-2 S glyco-

protein trimer (PDB ID 7C21). The boxed image is a

close-up of the interaction site. (B) S glycoprotein

distribution in Vero E6 cells at 24 hours after

transfection with S protein deletion mutants, visual-

ized by indirect immunofluorescence in permeabi-

lized cells. A monoclonal antibody to SARS-CoV-2 S

protein receptor-binding domain (RBD mAb; red)

detects all mutant forms of the protein (D69–70,

D69–70+D141–144, D141–144, D144/145, D146,

D210, and D243–244) and the unmodified protein

(wild type), whereas 4A8 mAb (green) does not

detect mutants containing deletions in RDR2 or

RDR4 (D69–70+D141–144, D141–144, D144/145,

D146, and D243–244). Overlay images (RBD/4A8/

DAPI) depict colocalization of the antibodies;

nuclei were counterstained with 4′,6-diamidino-2-

phenylindole (DAPI; blue). Scale bars, 100 mm.

(C) Virus isolated from PLTI1 resists neutralization

by 4A8. A nondeletion variant (Munich) is neu-

tralized by 4A8, both are neutralized by convales-

cent serum, and neither is neutralized by H2214,

an influenza hemagglutinin binding antibody (29).
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targeting the RBD (Fig. 4B). Thus, convergent

evolution operates in individual RDRs and

between RDRs, as exemplified by the same

phenotype produced by deletions in RDR2

or RDR4.

We used the non–plaque-purified viral pop-

ulation from PLTI1 to determine whether RDR

variants escape the activity of a neutralizing

antibody. This viral stock was completely re-

sistant to neutralization by 4A8, whereas an

isolate with authentic RDRs (20) was neutral-

ized (Fig. 4C). We used a high-titer neutralizing

human convalescent polyclonal antiserum to

demonstrate that both viral stocks could be

neutralized efficiently. These data demonstrate

that naturally arising and circulating variants

of SARS-CoV-2 have altered antigenicity. We

used a range of high-, medium-, and low-titer

neutralizing human convalescent polyclonal

antisera to assess whether there was an ap-

preciable difference in neutralization between

theSglycoprotein–deletedandundeletedviruses.

No major difference was observed, which sug-

gests thatmanymore changeswould be required

to generate serologically distinct SARS-CoV-2

variants (table S1).

Coronaviruses, including SARS-CoV-2, have

lower substitution rates than other RNA viruses

because of an RdRp with proofreading activity

(10, 11). However, proofreading cannot correct

deletions. We find that adaptive evolution of S

glycoprotein is augmented by a tolerance for

deletions, particularly within RDRs. The RDRs

occupy defined antibody epitopes within the

NTD (17–19), and deletions at multiple sites

confer resistance to a neutralizing antibody.

Deletions represent a generalizable mecha-

nism through which S glycoprotein rapidly

acquires genetic and antigenic novelty of

SARS-CoV-2.

The fitness of RDR variants is evident by

their representation in the consensus genomes

from patients, transmission between individu-

als, and presence in emergent lineages. Initially

documented in the context of long-term infec-

tions of immunosuppressed patients, specific

variants transmit efficiently between immuno-

competent individuals. Characterization of these

cases led to the very early identification of RDR

variants that are escape mutants. Because de-

letions are a product of replication, they will

occur at a certain rate and variants are likely to

emerge inotherwisehealthypopulations. Indeed,

influenza explores variation that approximates

future antigenic drift in immunosuppressed

patients (21).

The RDRs occupy defined antibody epitopes

within the S glycoprotein NTD. Selected in vivo,

these deletion variants resist neutralization by

monoclonal antibodies. Viruses cultured in vitro

in the presence of immune serum have also

acquired substitutions in RDR2 that confer

neutralization resistance (22). Potent neutral-

izing responses and an array of monoclonal

antibodies are directed to the RBD (18, 19, 23).

A growing number of NTD-directed antibodies

have been identified (24, 25). Why antibody

escape in nature is most evident in the NTD

highlights a discrepancy, and this requires fur-

ther study.

Defining recurrent, convergent patterns of

adaptation can provide predictive potential.

From viral sequences, we have identified a

pattern of deletions, contextualized their out-

comes in protein structure and antibody epi-

tope(s), and characterized their functional

impact on antigenicity. During evaluation of

this manuscript, multiple lineages with altered

antigenicity and perhaps increased transmissi-

bility have emerged and spread. These variants

of global concern areRDRvariants and include

Mink Cluster 5 D69–70 (26), B.1.1.7 D69–70, and

D144/145 (27), as well as B.1.351 D242–244 (28).

Our analysis preceded the description of these

lineages. We had demonstrated that identical

or similar recurrent deletions that alter posi-

tions 144/145 and 243–244 in the S glyco-

protein disrupt binding of antibody 4A8, which

defines an immunodominant epitope within

the NTD. Our survey for deletion variants cap-

tured the first representative of what would

become the B.1.1.7 lineage. These real-world

outcomes demonstrate the predictive potential

of this and like approaches and show the

need to monitor viral evolution carefully

and continually.

Additional circulating RDR variants have

gone virtually unnoticed. Are they intermedi-

ates on a pathway of immune evasion? That

remains to be determined. However, deletions

and substitutions within major NTD and RBD

epitopes will likely continue to contribute to

that process, as they have already in current

variants of concern. The progression of adap-

tations in both immunocompromised patients

and SARS-CoV-2 variants of concern remains

to be resolved. Their evolution has thus far

converged. The recurrence of adaptations in

single patients and on global scales under-

scores the need to track andmonitor deletion

variants.
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NANOMATERIALS

Synthesis of borophane polymorphs through
hydrogenation of borophene
Qiucheng Li1, Venkata Surya Chaitanya Kolluru2,3,4, Matthew S. Rahn1, Eric Schwenker1,2,

Shaowei Li1*, Richard G. Hennig3,4, Pierre Darancet2,5, Maria K. Y. Chan2,5, Mark C. Hersam1,6,7†

Synthetic two-dimensional polymorphs of boron, or borophene, have attracted attention because of their

anisotropic metallicity, correlated-electron phenomena, and diverse superlattice structures. Although

borophene heterostructures have been realized, ordered chemical modification of borophene has not yet been

reported. Here, we synthesize “borophane” polymorphs by hydrogenating borophene with atomic hydrogen in

ultrahigh vacuum. Through atomic-scale imaging, spectroscopy, and first-principles calculations, the most

prevalent borophane polymorph is shown to possess a combination of two-center–two-electron boron-

hydrogen and three-center–two-electron boron-hydrogen-boron bonds. Borophane polymorphs are metallic

with modified local work functions and can be reversibly returned to pristine borophene through thermal

desorption of hydrogen. Hydrogenation also provides chemical passivation because borophane reduces

oxidation rates by more than two orders of magnitude after ambient exposure.

S
ince its initial experimental realization

(1), studies of borophene have focused on

its diverse polymorphism and predicted

properties,which include two-dimensional

(2D) anisotropicmetallicity, highmech-

anical strength and flexibility, and phonon-

mediated superconductivity (2, 3). However,

borophene rapidly oxidizes in air, which has

confined experimental characterization to ultra-

high vacuum (UHV) conditions and also poses

challenges to integrating borophene into practi-

cal devices (4). Chemical passivation can sup-

press ambient oxidation for electronicmaterials.

For example, monohydride termination of the

dangling bonds on silicon surfaces minimizes

native oxide formation (5, 6), and covalent

modification of 2D black phosphorus improves

morphological stability and preserves electronic

properties in ambient conditions (7). First-

principles calculations have suggested that

borophene can also be stabilized through sur-

face hydrogenation (8).

Beyond passivation, chemical functionaliza-

tion can modulate the electronic properties

of 2D materials. For example, by converting

the carbon bonding configuration from sp
2

to sp
3
, hydrogenating graphene to form graph-

ane leads to a tunable bandgap based on the

hydrogen surface concentration (9). By draw-

ing inspiration from graphane, hydrogenated

borophene (borophane) has been explored

theoretically. Predicted electronic properties

include metallic (10), semiconducting (11),

and Dirac characteristics with ultrahigh Fermi

velocity and thermal conductance (8, 12). Al-

though hydrogen boride nanosheets have been

reported based on chemical reactions involv-

ing inorganic salts (13–15), atomicallywell-defined

synthesis and characterization of borophane

polymorphs have not yet been achieved.

We report hydrogenation of borophene by

exposing borophene to atomic hydrogen in

UHV conditions. Similar to the high degree

of polymorphism in borophene, we observed

eight different borophane polymorphs. Of

these, we extensively studied the bonding

structure and properties of rectangular v1/6-

30° borophane (abbreviated as rect-v1/6-30°)

because it has a high surface coverage of hy-

drogen and a highly ordered structure. In

particular, by combining scanning tunneling

microscopy and spectroscopy (STM and STS),

inelastic electron tunneling spectroscopy (IETS),

and density functional theory (DFT), the bond-

ing in rect-v1/6-30° borophane was found to

consist of two-center–two-electron (2c2e) B–H

bonds and three-center–two-electron (3c2e)

B–H–B bonds. In situ local work function mea-

surements supported theoretical predictions

that rect-v1/6-30° borophane has a lower work

function than v1/6-30° borophene. In addition,

unlike pristine borophene that oxidizes almost

instantaneously in ambient conditions, boro-

phane showed negligible oxidation according

to x-ray photoelectron spectroscopy (XPS) even

after 1 week of ambient exposure.

Borophene was grown on atomically clean

Ag(111) substrates in UHV by elemental boron

evaporation, with the dominant borophene

polymorph determined by the substrate tem-

perature (16). Subsequent hydrogenation was

performed in situ by exposing the borophene

sample to atomic hydrogen that was gener-

ated by cracking molecular hydrogen with a

hot tungsten filament (see supplementaryma-

terials for details). After this procedure, STM

revealed bright protrusions on the borophene

surface that we attributed to hydrogen ada-

toms (fig. S1). This observation is qualitatively

similar to hydrogen adsorption on graphene

(17), but chemical modification of borophene

was more complex than that of graphene be-

cause of its multicentered bonding configu-

rations and anisotropic features (18). At least

eight borophane polymorphswere derived from

the four most common borophene phases (i.e.,

v1/5, v1/5-30°, v1/6, and v1/6-30°; see fig. S2 for

their schematic structures).

For v1/5 borophane, STM images revealed

two distinctive structures with square H and

honeycomb H patterns (Fig. 1A); a well-ordered

square v1/5 borophane structure and correspond-

ing inset fast Fourier transform (FFT) pattern

are shown in Fig. 1B. The extracted lattice

constant (0.43 ± 0.02 nm) agreed well with the

interrow distance of v1/5 borophene, indicat-

ing a commensurate adsorption structure. The

honeycomb v1/5 borophane structure (Fig. 1C)

had a unit cell of 0.60 ± 0.03 nm by 0.80 ±

0.03 nm and an angle of 103° (±1°), which was

composed of elongated hexagons that could be

broken up into zigzag rows. The edge lengths

of the zigzag match those of the square v1/5
borophane structure (0.43 ± 0.02 nm).

Unlike v1/5 borophene, v1/5-30° borophene

had stripe-like undulations along its staggered

hollow hexagons (19). As a result, staggered

rectangular H structures intermixedwith zigzag

H rows were formed along the undulations of

v1/5-30° borophene (Fig. 1D). The staggered

rectangular H structure had a rectangular unit

cell of 0.38 ± 0.03 nm by 0.60 nm ± 0.03 nm

(Fig. 1E). Intermixed zigzag H rows were also

observed in between the staggered rectangu-

lar H structures, with a rhombus unit cell with

side length of 0.60 ± 0.02 nm (Fig. 1F).

Additional borophane structures were ob-

served after the hydrogenation of v1/6 borophene.

In this case, v1/6 borophane had both hexagonal

and rectangular H patterns. The hexagonal H

pattern was most prevalent for v1/6 borophane

with a unit cell of 0.34 ± 0.02 nm by 0.35 ±

0.02 nm (Fig. 1H). Another coexisting v1/6

borophane polymorph showed a disordered

rectangular H structure (Fig. 1I) composed

of a rectangular lattice with vacancies and

dislocations. Additional complex patterns on

v1/6 borophane were imaged as disordered

structures with a bare metal tip (fig. S3).

By contrast, v1/6-30° borophane had a highly

ordered rectangular H structure (Fig. 1J). Com-

paredwith the bare-tip STM image that showed

an apparent striped structure, rect-v1/6-30°

borophane was resolved as an ordered rectan-

gular latticewithSTMutilizingaCO-functionalized

tip (CO-STM) (fig. S4). Theunit cell of rect-v1/6-30°
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borophane was 0.50 ± 0.02 nm by 0.30 ±
0.02 nm (Fig. 1L), which matched v1/6-30°
borophene. Although some hexagonal H
patterns were observed on v1/6-30° borophane
(Fig. 1K), rect-v1/6-30° borophane has a high
surface coverage of hydrogen (fig. S5). As a
result of its predominance and highly or-
dered structure, we selected rect-v1/6-30°
borophane for in-depth investigation.
High-resolution CO-STM images of rect-v1/6-

30° borophane acquired at different scanning
conditions (Fig. 2, A and B) revealed a bright
protrusion within the rectangular unit cell (in-
dicated by the red rectangles) in conjunction
with a neighboring dimmer protrusion. These
ladder-like patterns were more prominent
when acquired at the lower biases (i.e.,
closer tip-sample spacing) in Fig. 2B. DFT
calculations identified three stable hydrogen
adsorption structures on v1/6-30° borophene
that had rectangular unit cells with lattice
constants of 0.50 nm by 0.30 nm (see fig. S6
and table S1 for detailed adsorption energy
landscapes). The rect-1Htop or rect-1Hbridge

structures had one H atom adsorbed on the
top site (Htop) or on the bridge site (Hbridge) of
v1/6-30° borophene, forming a B–H bond or
B–H–B “banana” bond, respectively (Fig. 2,
C and F, and Fig. 2, D and G, respectively).
However, the rect-2H structure was com-
posed of two adsorbed H atoms (Htop and
Hbridge) in the rectangular unit cell (Fig. 2,
E and H). The elemental ratio of the rect-2H
structure is H:B = 2:5, whereas H:B = 1:5 for
the rect-1Htop and rect-1Hbridge structures.
The calculated B–H bond lengths in the
proposed borophane structures were 133 pm
(Hbridge site) and 121 pm (Htop site), respec-
tively. The values of these bond lengths were
comparable with the 3c2e B–H–B bond length
of 131 pm in diborane (20) and the 2c2e B–H
bond length of 119 pm in borane (21), indi-
cating the formation of covalent bonds in the
borophane structures.
We developed the Ingrained software (22)

to use DFT calculated partial charge densities
and computer vision to simulate and match
the STM images. The simulated STM images
from rect-1Htop (Fig. 2I) and rect-1Hbridge

(Fig. 2J) revealed the contribution of electron
densities from Htop and Hbridge atoms, re-
spectively, whereas the ladder-like patterns
were not apparent in these structures. The
rect-2H structure (Fig. 2K)most closelymatched
the experimentally observed ladder-like pat-
terns. Although the H atoms (on the top and
bridge sites) in the rect-2H structure were
equidistant in a row, the electron density at
the Hbridge site slightly shifted toward the Htop

side in the simulated STM image, resulting in
the ladder-like pattern. The uneven brightness
in the ladder-like patterns (Fig. 2, A andB)was
likely caused by the height difference of ~0.92Å
in the Htop and Hbridge sites.
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Fig. 1. Atomic characterization of borophane polymorphs. (A) Representative STM image of v1/5
borophane with square H and honeycomb H patterns. (B) STM image of square v1/5 borophane. (C) STM

image of honeycomb v1/5 borophane. (D) Representative STM image of v1/5-30° borophane showing

intermixing of staggered rectangular H and zigzag H patterns. (E) STM image of staggered rectangular

v1/5-30° borophane. (F) STM image of intermixed zigzag v1/5-30° borophane. (G) Representative STM

image of v1/6 borophane with hexagonal H and disordered rectangular H patterns. (H) STM image of

hexagonal v1/6 borophane. (I) STM image of disordered rectangular v1/6 borophane. (J) Representative

v1/6-30° borophane with hexagonal H and rectangular H patterns. A line defect of v1/5-30° borophane is

also present (marked with a green arrow). (K) STM image of hexagonal v1/6-30° borophane. (L) STM

image of rectangular v1/6-30° borophane. All STM images are characterized with a CO-functionalized

Pt/Ir tip. All insets show FFT images; all scale bars for the FFT images are 2 nm−1. Yellow polygons

indicate the unit cells of borophane polymorphs; yellow dots indicate the protrusions of H adatoms in

STM images. Scanning conditions are as follows: (A) sample bias (VS) = 60 mV, tunneling current

(IT) = 200 pA; (B) VS = 20 mV, IT = 60 pA; (C) VS = 60 mV, IT = 200 pA; (D) VS = 60 mV, IT = 300 pA;

(E) VS = 100 mV, IT = 50 Pa; (F) VS = 30 mV, IT = 500 pA; (G) VS = 8 mV, IT = 100 pA; (H) VS = 10 mV,

IT = 100 pA; (I) VS = 2 mV, IT = 100 pA; (J) VS = 100 mV, IT = 50 pA; (K) VS = 100 mV, IT = 50 pA;

(L) VS = 20 mV, IT = 50 pA. Hydrogen dosing conditions are as follows: [(A) and (C)] 5.0 × 10−7 mbar

for 20 min; (B) 1.0 × 10−6 mbar for 10 min; [(D) and (F)] 5.0 × 10−6 mbar for 2 min; (E) 2.5 × 10−6 mbar

for 10 min; [(G) to (I)] 1.0 × 10−6 mbar for 10 min; [(J) to (L)] 2.5 × 10−6 mbar for 10 min.
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Periodic (infinite) and defect-free DFT cal-

culations predicted two different lowest-energy

alignments betweenborophane andAg (“shifted”

alignments) compared with borophene and Ag

(“original” alignment) (see fig. S7 and supple-

mentary text for details). This calculation

implied that a perfect (i.e., infinite and defect-

free) borophene sheet would shift on the Ag

substrate upon hydrogen adsorption. How-

ever, the simulated STM images from this

shifted borophane (fig. S8) did not agree with

experimental observations. The presence of

borophene edges and defects likely prevented

the shifting of borophene with respect to the

Ag substrate upon H adsorption.

We also performed STS on rect-v1/6-30°

borophane to provide additional experimental

evidence in support of the rect-2H structure.

In particular, the differential tunneling con-

ductance spectrum taken on rect-v1/6-30°

borophane showed a distinct peak at ~1.2 V

(Fig. 2L and fig. S9) that was absent for v1/6-

30° borophene and other borophane poly-

morphs (fig. S10). This experimental STS peak

agreed well with the calculated projected den-

sity of states (pDOS) of boron p-states (av-

eraged per atom) for the rect-2H structure,

which also showed a sharp peak at ~1.2 V that

was not observed for the rect-1Htop and rect-

1Hbridge structures (Fig. 2M) or the shifted

borophane alignments (fig. S11). The electron

density from this electronic state was mainly

contributed from the Htop sites in the rect-2H

structure, as plotted in the partial charge den-

sity map in fig. S12. Moreover, STS revealed

the metallic characteristics of borophane poly-

morphs (fig. S10), which resemble those of

borophene as 2D metals.

The bonding geometry of rect-v1/6-30° boro-

phane was further investigated by IETS mea-

surements. Given the sensitivity of vibrational

spectra to isotopic identity, hydrogenated and

deuterated rect-v1/6-30° borophane samples

were prepared for IETS characterization. The

IETS spectra of rect-v1/6-30° borophane with

hydrogen (red) and deuterium (orange) in ad-

dition to pristine v1/6-30° borophene (purple)

are shown in Fig. 2N. Figure 2N also shows

the eigenvectors of the vibrational modes of

hydrogen at both theHbridge andHtop sites. The

peak at ~310 (230) meV in the IETS spectra

for rect-v1/6-30° borophane with H (D) closely

matched the DFT calculated stretch mode of

the B–H(D) bonds (top site) in the rect-2H(D)

structures at 311 (229) meV. The same stretch

mode [i.e., B–H(D) bond] was expected in

the rect-1H(D)top structures, with these vibra-

tions calculated to be 308 (227) meV.

In comparison, the B–H(D)–B bonds (bridge

site) vibrations were not observed experimen-

tally, which were calculated to be 240 (177)

meV (rect-2H) or 231 (172) meV (rect-1Hbridge).

The experimental absence of the stretch mode

of the B–H(D)–B bonds could be explained
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Fig. 2. Rect-v1/6-30° borophane structure and electronic properties. (A and B) CO-STM images of

rect-v1/6-30° borophane with overlaid unit cell of 0.50 nm by 0.30 nm (indicated by the red rectangles) at

different biases. Scanning conditions are as follows: (A) VS = 100 mV, IT = 100 pA; (B) VS = 24 mV, IT = 80 pA.

(C and F) Side (C) and top (F) views of the rect-1Htop structure with one Htop atom in the rectangular

unit cell. (D and G) Side (D) and top (G) views of the rect-1Hbridge structure with one Hbridge atom in the

rectangular unit cell. (E and H) Side (E) and top (H) views of the rect-2H structure with one Htop atom

and one Hbridge atom in the rectangular unit cell. (I to K) Simulated constant-current STM images with

the energy range of 100 meV above the Fermi level of rect-1Htop (I), rect-1Hbridge (J), and rect-2H (K)

structures. (L) STS spectra taken on rect-v1/6-30° borophane (red) and v1/6-30° borophene (purple).

(M) Simulated pDOS of B p-states for rect-1Htop (blue), rect-1Hbridge (green), rect-2H (red), and

v1/6-30° borophene (purple). (N) IETS spectra taken on rect-v1/6-30° borophane with hydrogen (red)

and deuterium (orange) in addition to v1/6-30° borophene (purple). The stretch modes of rect-1Hbridge and

rect-2H structures are shown on top. Simulated vibrational energies of rect-1H(D)bridge and rect-2H(D)

structures are labeled with black lines on the IETS spectra.
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by its small IETS cross section (fig. S13).
Unlike the stretch mode of B–H(D) bonds,
the stretchmode of B–H(D)–B bonds induced
a net out-of-plane dipole with respect to dis-
placement, resulting in negligible changes in
tunneling rates with respect to displacement
amplitude. Overall, the combination of STM,
STS, and IETS provides strong evidence that
rect-v1/6-30° borophane possesses the rect-2H
structure.
The local work function (LWF) of rect-

v1/6-30° borophane was probed with STM
by measuring field-emission resonances
(FERs), also known as Gundlach oscillations,
which arose in the Fowler-Nordheim regime
through standing-wave states in the tip-sample
gap (23, 24). The FER measurements taken
on Ag (blue), v1/6-30° borophene (purple), and
rect-v1/6-30° borophane (red) were performed
at a constant tunneling current of 100 pA
with the resulting tip retraction curves being
simultaneously recorded and plotted (Fig. 3A).

The first FER peak appeared at ~4.2 eV on
Ag(111), consistent with previously reported
results (25). By contrast, v1/6-30° borophene
showed its first FER peak at ~4.5 eV, indi-
cating an increased work function compared
with that of pristine Ag(111). For rect-v1/6-30°
borophane, the first FER peak split into two
subpeaks located at ~4.0 and ~4.5 eV. The en-
ergy splitting of the image states was previously
reported on InAs(111) and attributed to sur-
face potential corrugation (26).
To better understand the surface potential

for rect-v1/6-30° borophane, DFT calculations
with dipole corrections were performed to
obtain electrostatic potential profiles. In the
side view of the local potential distribution
along the plane of adsorbed H atoms above
the surface of the rect-2H structure (Fig. 3B),
the green and blue vertical lines indicate the
lateral position of the H atoms at the Hbridge

and Htop sites, respectively. The potential
profiles versus height along the green and

blue lines are shown on the right side of Fig.
3B. Because of the large in-plane inhomoge-
neities across the rect-v1/6-30° borophane unit
cell, the potential rose sharply aboveHtop (blue
line) andexceeded the far-fieldpotential,whereas
the potential increased gradually toward (but
never exceeded) the far-field level aboveHbridge

(green line). The vertical extent of the region
where the potential was above the vacuum
level was 3.0 Å, whichwas consistent with the
tip retraction height of 3.1 Å between the split
initial peaks in the rect-v1/6-30° borophane
FER spectrum (Fig. 3C). The potential profile of
the rect-1Htop structure is shown in fig. S14 for
comparison, where the potential above theHtop

site decreased gradually instead of the sharp
rise above theHtop site in the rect-2H structure.
This result suggested that the energy split-
ting of the first FER peak for rect-v1/6-30°
borophane originated from the potential cor-
rugation of the different local environments
above the Hbridge and Htop sites.
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Fig. 3. Rect-v1/6-30° borophane work function characterization. (A) FER
spectra taken on rect-v1/6-30° borophane (red), v1/6-30° borophene (purple),
and Ag(111) (blue). The tunneling current was held constant (100 pA) under
feedback control while allowing the tip-sample distance to change during
the FER measurement. The Dz-Vbias curves were simultaneously measured
and are shown as navy blue lines. (B) Side view of the calculated local
potential distribution above the surface of the rect-2H structure. The
potentials are reported relative to the Fermi energy EF. The vertical green and
blue lines represent the locations of the H atoms in the B–Hbridge–B and
B–Htop bonds in the rect-2H structure, respectively. Corresponding line
profiles of the potential distribution versus height are shown on the right,

indicating that the difference in height is ~3.0 Å between the points when the
two line profiles reach above the vacuum level (Evac). (C) Magnified plots
of FER spectra (red) and corresponding Dz-Vbias curves (blue) of rectangular
v1/6-30° borophane, showing a change in tip distance of ~3.1 Å between
the split FER peaks. (D) ln|I|-z curves measured on Ag(111) (blue), rectangular
v1/6-30° borophane (red), and v1/6-30° borophene (purple). The slopes of
these plots are proportional to the apparent tunneling barrier height (Fap), as
shown in the inset, where ħ is the reduced Planck constant and m is
electron mass. (E) Comparison of the work functions of Ag(111), v1/6-30°
borophene, and rect-v1/6-30° borophane extracted from the apparent
tunneling barrier height (blue), FER (green), and DFT (orange).
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The LWFs for Ag(111), v1/6-30° borophene,

and rect-v1/6-30° borophane were extracted

from the FER spectra as 4.34 ± 0.11, 4.58 ±

0.12, and 4.36 ± 0.09 eV, respectively (see fig.

S15 and supplementary text for details). These

values agreed well with DFT calculations that

yielded LWFs of 4.39, 4.62, and 4.42 eV, re-

spectively. Rect-v1/6-30° borophane exhibited

a slightly lower work function than v1/6-30°

borophene, indicating a change in areal dipole

caused by hydrogen adsorption. By contrast,

hex-v1/6-30° borophane showed a higher work

function than v1/6-30° borophene, which was ex-

tracted from the FERmeasurement in fig. S16.

Thework function differences between these

borophane polymorphs were a consequence of

the different BÐH bonding types and resulting

areal dipoles as confirmed by Bader charge

analysis (fig. S17). The LWF differences were

also supported by apparent barrier heightmea-

surements using I(z) spectroscopy. The lnI(z)

plots of Ag(111), v1/6-30° borophene, and rect-v1/

6-30° borophane (Fig. 3D) resulted in extracted

apparent barrier heights of 3.15 ± 0.004, 3.65 ±

0.004, and 3.48 ± 0.03 eV, respectively (see

supplementary text for details). Despite the

quantitative discrepancy between these ex-

tracted apparent barrier heights and the FER

and DFT results that arose from the over-

simplified approximation of the tunnel gap as a

trapezoidal barrier, the apparent barrier height

results still yielded the correct qualitative trend

in LWF, thus allowing apparent barrier height

imaging to be used for spatial mapping of the

LWF. For example, we visualized the spatial

variations in LWF between borophane poly-

morphs and Ag(111) using jd ln I=dzj imaging

in fig. S18.

The ambient stability of borophane was

evaluated using XPS and atomic forcemicros-

copy (AFM) measurements after different pe-

riods of ambient exposure. Unencapsulated

borophene sheets chemically degrade in ambi-

ent conditions (4). We confirmed this result by

performing XPS on unencapsulated mixed-

phase v1/5 andv1/6-30° borophene after 1 hour

of ambient exposure (20°C, relative humid-

ity between 20 and 50%) (Fig. 4A; see fig. S19

for details). The resulting XPS spectrumwas fit

with three peaks centered at 187.8, 189.1, and

192.3 eV, with the two lowÐbinding energy

peaks (green and blue) corresponding to the

BÐB bonds in borophene and the higherÐ

binding energy peak (yellow) corresponding

to BÐO bonds formed during ambient oxida-

tion (27). Furthermore, the ex situ AFM image

(Fig. 4B) showed a rough surface decoratedwith

particles that was consistent with the decompo-

sition of borophene into boron oxides.

By contrast, the borophane sample exhibited

markedly improved chemical and morpholog-

ical stability in ambient conditions. This sample

contains multiple borophane polymorphs (e.g.,

rect-v1/6-30° borophane, hex-v1/6-30° borophane,
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Fig. 4. Stability of borophane in ambient conditions. (A and B) XPS spectrum and AFM image of

mixed-phase v1/5 and v1/6-30° borophene after ambient exposure for 1 hour. (C to H) XPS spectra

and AFM images of mixed-phase v1/5 and v1/6-30° borophane (hydrogen dosing condition:

2.5 × 10−6 mbar for 10 min) after ambient exposure for 1 hour [(C) and (D)], 1 day [(E) and (F)],

and 1 week [(G) and (H)]. In (A), (C), (E), and (G), the yellow-, blue-, and green-shaded peaks correspond

to the fitted peaks of B–O and B–B bonds, and the gray and red lines represent the original

spectrum and the sum of the fitted peaks, respectively.
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square-v1/5 borophane, and honeycomb-v1/5
borophane), thus showing that diverse hydrogen-

bonding motifs on borophene impart ambient

stability. This borophane sample showed no

detectable B–Opeak in theXPS spectrumafter

1 hour of ambient exposure (Fig. 1C; see fig.

S20 for the wide-scan XPS spectra). Similarly,

Fig. 4D reveals the smooth morphology of the

borophane sample with no discernible evidence

of degradation asmeasured byAFMafter 1 hour

in ambient conditions.

The chemical and morphological invariance

of the borophane sample persisted after 1 day

of ambient exposure (Fig. 4, E and F). Only

after 1 week of ambient exposure is degrada-

tion detected in the borophane sample, with

the XPS spectrum showing a small B–O peak

(Fig. 4G). This oxidation peak is clearly smaller

than that of the borophene sample after 1 hour

of ambient exposure, indicating that the oxi-

dation rate is reduced bymore than two orders

of magnitude. AFM imaging of this sample

revealed that the oxidation initiated at the

borophane flake edges, as evidenced by the

location of the emerging oxide particles (Fig.

4H). With ambient stability on the order of

days, borophane provides a sufficient time

window for most ambient characterization

and processing methods.

Moreover, similar to the case of hydro-

genated graphene (28), the hydrogenation of

borophene was reversible upon thermal an-

nealing. Specifically, borophane samples could

be recovered to pristine borophene without

apparent degradation after annealing the

sample to ~300°C (fig. S21). Consequently, hy-

drogenation of borophene can be viewed as a

reversible passivation scheme in which the hy-

drogenation can be removed to regain pristine

borophene once ambient processing is complete

and/or robust encapsulation layers are applied.
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CARBON CYCLE

Temperature controls carbon cycling and biological
evolution in the ocean twilight zone
Flavia Boscolo-Galazzo1*†‡, Katherine A. Crichton1†§, Andy Ridgwell2, Elaine M. Mawbey3¶,

Bridget S. Wade3, Paul N. Pearson1

Theory suggests that the ocean’s biological carbon pump, the process by which organic matter is

produced at the surface and transferred to the deep ocean, is sensitive to temperature because

temperature controls photosynthesis and respiration rates. We applied a combined data-modeling

approach to investigate carbon and nutrient recycling rates across the world ocean over the past

15 million years of global cooling. We found that the efficiency of the biological carbon pump increased

with ocean cooling as the result of a temperature-dependent reduction in the rate of remineralization

(degradation) of sinking organic matter. Increased food delivery at depth prompted the development

of new deep-water niches, triggering deep plankton evolution and the expansion of the mesopelagic

“twilight zone” ecosystem.

M
etabolic temperature dependency is

a physiological response wherein bio-

chemical reaction rates roughly double

in response to an ambient temperature

increase of 10°C (1–5). On an organis-

mal level, the link between temperature and

biochemistry predicts the scaling of metabo-

lism with temperature (3). The same relation-

ship has the potential for shaping communities

and ecosystems by altering the flux of elements

between organisms and the environment (1, 2).

A direct implication of this metabolic theory of

ecology is that biological fluxes of carbon also

should scale with temperature as the planet

warms or cools. Crucially, because respira-

tion has faster temperature response rates

than photosynthesis (1–5), more organic
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Fig. 1. Global compilation of surface and bottom

water temperatures for the past 15 million years.

Bottom water temperatures are from (24). Surface

temperature is presented as a mean value for ocean

regions and is compiled from (19, 20, 22, 43, 44). WEP,

West Equatorial Pacific; EEP, East Equatorial Pacific.
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carbon should be converted to CO2 at warmer

mean global temperatures, potentially creat-

ing a positive feedback to global climate

change (1–6).

An important component of the global car-

bon cycle is the ocean’s biological carbon pump

(BCP) (7), inwhich carbon is fixed at the surface

by photosynthesis and is then transferred down

the water column by sinking of particulate

organic carbon (POC). Bacterial-driven respira-

tion returns carbon and nutrients to seawater

(“remineralization”) with the residual organic

matter buried in marine sediments (7–9). The

strength of the BCP is defined as the magni-

tude of POC settling flux out of the euphotic

zone; the transfer efficiency is defined as the

fraction of that POC which is transported to

greater depths (10). Together they determine

the efficiency of the BCP in delivering carbon

to the deep ocean (10). A key controller of the

BCP efficiency is the POC remineralization rate:

When remineralization is fast, less carbon is

transported from the surface to themesopelagic

“twilight zone” (200 to 1000m) and deep ocean

(9, 11).

According to the metabolic theory of ecol-

ogy (1, 2), photosynthesis and POC remineral-

ization rates should be sensitive to secular

changes in ocean temperature, modulating

the efficiency of the BCP on geological time

scales. We tested this inference using the rich

fossil record of planktonic foraminifera, a group

of calcifying heterotrophic protists that live stra-

tified over a range of depth habitats from the

surface mixed layer to thermocline and sub-

thermocline intermediate waters (12). Foram-

iniferal shells accumulate on the sea floor

where they retain a geochemical imprint of

the water column conditions in which they

grew, but which can also be affected by post-

depositional alteration (13). Previous studies

have used foraminiferal shell carbon isotope

ratios (d
13
C) as a means of estimating BCP

efficiency, and their results suggest that it

may have been far weaker when the climate

was much warmer than at present, such as in

the early Eocene [56 to 48 million years ago

(Ma)] (14, 15). Modeling has shown that the

BCP may have been stronger during glacial

maxima (16) and could decline as a result of

oceanwarming by the end of this century (17).

BCP efficiency could have influenced habit-

ability and biological evolution in subsurface

marine environments by affecting food sup-

ply and levels of oxygen depletion at depth

(18). However, exploring the sensitivity of

the BCP to metabolic temperature depen-

dency and the implications for ocean ecosys-

tems requires extensive datasets across large

spatial and temporal scales, which are cur-

rently lacking.
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Fig. 2. Modern location of study sites

and modeled temperatures. Map shows

modern mean annual sea surface temper-

atures from World Ocean Atlas 2013 (45).

Square boxes show surface (solid squares)

and bottom (open squares) ocean tem-

peratures as modeled in this study for

each location and target age. Sediment

core locations: Deep Sea Drilling Project

Sites 242 (western Indian Ocean) and 516

(southwest Atlantic Ocean); Ocean Drilling

Program Sites 871 and 872 (western

tropical Pacific Ocean) and 1138 (Southern

Ocean, Indian Ocean sector); Integrated

Ocean Drilling Program Site U1338 (east-

ern tropical Pacific Ocean); International

Ocean Discovery Program Sites U1482

(eastern Indian Ocean), U1489, and

U1490 (west Pacific Warm Pool); and

hemipelagic sediments collected onshore

and offshore (GLOW) Tanzania.

Tanzania/

Tanzania/GLOW

Fig. 3. Comparison of reconstructed and modeled d
13C DIC gradients. The depth-d13C gradient is

calculated for planktonic foraminiferal d13C data, the Tdep model, and the Standard model for each target age

and site. (A) Depth-d13C gradients are obtained by calculating the rate of change in d
13C with depth in the

upper 228 m of the water column (25). An example calculation of the data and model d13C depth gradients for

Site 242 at 15 Ma is shown (see figs. S2 and S3 for all data and model points). In the example, planktonic

foraminiferal d13C changes by 1‰ in 82 m (indicated by gray dashed lines and gray arrows); the Tdep and

Standard model d13C decrease by an equivalent amount in 123 and 849 m, respectively. (B) Reconstructed and

modeled depth-d13C gradients are summarized as their mean value and one standard deviation of all sites per

target age expressed as m ‰
–1 (depth change in meters for 1‰ change in d

13C).
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Here, we focused on the period since the

middle Miocene (15 Ma); over this time span,

there has been a global average temperature

decline of 4° to 6°C in the surface ocean (19–22)

aswell as the deep ocean (23, 24) (Fig. 1). Unlike

earlier intervals of warming or cooling, it is

possible to obtain relevant data from all the

ocean basins and across a wide range of lati-

tudes (Fig. 2). We obtained foraminiferal sam-

ples with good to excellent preservation, focusing

on seven target ages between 15 and 0Ma (Fig. 2

and data S1). From these samples we obtained

abundance counts of the different planktonic

foraminiferal species andmeasured the oxygen

(d
18
O) and carbon (d

13
C) stable isotope ratios

and Mg:Ca ratios of the shells (data S2 to S4).

With appropriate adjustments for factors

such as global ice volume and the local oxygen

isotope composition of seawater, planktonic

foraminiferal shell d
18
O can be used as a proxy

for relative temperature (13), which declines

with depth and hence is useful as an indicator

of paleodepth ecology (14). The d
13
C of near-

surface dissolved inorganic carbon (DIC) in

the ocean is largely controlled by the ratio

between organicmatter production by photo-

synthesis and its destruction by microbial

respiration, setting up a d
13
C DIC gradient in

the water column (7, 26). The d
13
C of plank-

tonic foraminiferal shells is in turn controlled

by a combination of the isotopic composition

of DIC in seawater and the physiology of bio-

mineralization (26–29). With the use of con-

strained shell size fractions, physiological

disequilibrium effects can be minimized and

the d
13
C of DIC can be estimated from the

shells (29). From this, the seawater d
13
C pro-

file can be reconstructed, provided that the

depth habitats of planktonic foraminifera are

also known (14, 25) (Fig. 3).

We implemented a series of configurations

of the cGENIE Earth systemmodel with appro-

priate paleogeography and optimized ocean cir-

culation patterns for each target age (table S1)

(25, 30, 31). We further made use of a new ver-

sion of the model biogeochemistry module that

includes temperature-dependentnutrient uptake

rates at the surface and respiration in the ocean

interior (32). This temperature-dependentmodel

configuration (“Tdep”) gave rise to profound

differences in the physical and biogeochemical

properties of the global ocean relative to the

model that omitted these processes (“Standard”)

(32). For example, the oldest and warmest mid-

dle Miocene (15 Ma) target age is characterized

by a much less efficient BCP in the Tdep con-

figuration, with less POC reaching the twilight

zone than in the colder Holocene (0 Ma), in ac-

cordance with the metabolic theory of ecology

(1, 2) (fig. S1). The Tdep configuration also ex-

hibits higher surface nutrient concentrations

(due to more vigorous near-surface nutrient

recycling across a steeper nutricline) and a

shallower oxygen minimum zone in warmer

climates (fig. S1). Combined, this produces

a decline in POC export from 15 Ma to the

Holocene in themodel but a tripling in transfer

efficiency, such that there is a net increase in

the BCP efficiency upon cooling.

To investigate the impact of changes in

metabolic rates on the ocean carbon cycle, we

first identified the average depth habitats of

each planktonic foraminiferal species and re-

constructed planktonic foraminiferal upper

ocean depth-d
13
C gradients as outlined in (25)

(Fig. 3A). We then contrasted our reconstructed

depth-d
13
C gradients with the results of the

standard and Tdep versions of the cGENIE

model (Fig. 3B). At each site, the measured

planktonic foraminiferal d
13
C through the

upper 228 m (25) tends to decrease less with

depth from 15 Ma to the present (figs. S2 and

S3). As a result, the data-reconstructed global

mean depth-d
13
C gradient (expressed in Fig. 3B

as m ‰
–1
, i.e., depth change in meters for 1‰

change in d
13
C) shows a slight trend toward

greater depths with cooling (Fig. 3B, black

dashed line). In contrast, the standard model

(Fig. 3B, blue dashed line) exhibits a strongly

opposite trend. Lacking temperature-dependent

biological processes in the ocean, the shallowing

trend shown by the depth-d
13
C gradient in the

Standard model (Fig. 3B) is driven by physical

climate and ocean circulation changes that re-

sult in increasing POC export upon cooling. In

the Tdepmodel, the rate of nutrient and carbon

cycling in near-surface waters reduces upon

cooling and counters the “abiotic” trendwhich

results in thenearlymutednetprojectedgradient

response. The relatively flat data-reconstructed

depth-d
13
C gradient trend is therefore consistent

with the hypothesis that carbon remineralization

rates in the upper ocean have declined in parallel

with global cooling, as characterized in the Tdep

model. We note that even the Tdep model con-

figuration underestimates the reconstructed d
13
C

gradient in most cases (Fig. 3B and figs. S2 and

S3), which may be attributable to the method

used to reconstruct d
13
C profiles from the data

(25) or to the various simplifications inherent

in the model (33).

Most planktonic foraminiferal species in the

modern ocean live in the surface mixed layer

or upper thermocline around the deep chlo-

rophyll maximum where light is available for

photosymbionts and food supply ismost abun-

dant (34), but some live deeper in the water

column, either grazing on sinking phytodetritus
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Fig. 4. Expansion of planktonic foraminiferal depth habitat over the past 15 million years. Species in

the top 200 m are shown as gray symbols. Deep-dwellers (>200 m reconstructed depth habitat) are

highlighted with colored symbols (see fig. S10 for a complete symbol key). Scanning electron microscopy

images of some mesopelagic planktonic foraminifera from the study sites are also shown. Similar plots for all

the study sites are available in fig. S10.
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or predating on mesopelagic organisms such as

copepods (34). Among this deeper group (Fig. 4,

colored symbols), we observe a major deepen-

ing of species-specific depth habitats through

time, which is also reflected by the larger spread

in d
18
OandMg/Ca values in younger target ages

(figs. S4 to S9 and data S3 and S4) (25). This

deepening of habitats coincideswith the surface

and deep-water cooling shown in global tem-

perature records (Fig. 1). In the older, warmer

target ages (15 to 10 Ma), most species lived in

the upper 200 m of the water column (Fig. 4

and fig. S10). As cooling progressed, subsurface-

dwelling species moved to greater depths and

new lineages of deep-water species evolved. In

themost recent target age (0.0MaorHolocene),

reconstructeddepthhabitats extend to>1000m

depth (Fig. 4 and fig. S10), consistent with ob-

servations in themodernocean (34). The deepen-

ing pattern is evident in most of the sites,

although it is affected by local factors: At the

two equatorial sites (Sites U1338 and U1489,

fig. S10) it is complicated by the evolution of

themodern zonal temperature gradient between

the eastern andwestern equatorial Pacific Ocean

(19); at Site U1338 it is also affected by equatorial

upwelling (35); and at Site 1138 in the Southern

Ocean it is obscured by the dominating influence

of the subpolar front on the d
18
O of seawater

(36). Our data emphasize that planktonic fo-

raminiferal species and assemblages have re-

sponded in a dynamic way to global climate

change and did not occupy constant habitats

through time, as is sometimes assumed in

paleoceanographic reconstructions.

The global decrease in the POC reminerali-

zation rate since 15 Ma implies increasing food

availability for deep-water organisms that feed

directly on POC settling through the water col-

umn, and for their associated food chain. Slower

remineralization rates of sinking organicmatter

in the mesopelagic ocean over time would be

expected to lead to deeper and less intense

oxygenminimum zones (fig. S1), also favoring

organisms that require oxygen for respiration.

To investigate whether planktonic foraminif-

eral biomass reflects increased habitability at

depth, we reconstructed the abundance depth

distribution of planktonic foraminiferal assem-

blages at each site and time slice (25) (figs. S11

to S14 and data S2). Although planktonic fo-

raminifera are always less abundant in deep

water than in the euphotic zone, our data show

a doubling of biomass in the twilight zone from

the middle Miocene to the present (Fig. 5A),

paralleled by a factor of >2 increase in POC

delivery to this region in the Tdep model (Fig.

5B). These coupled data-modeling results sug-

gest that enhanced food availability was critical

for the development of deep plankton niches as

the oceans cooled.

Food supply and subsurface oxygen levels

are of fundamental importance to all hetero-

trophs, so we suggest that the mesoplankton

and associated nekton as a whole increased

in biomass and diversity since 15 Ma. More

broadly, the past 15 million years represent the

most recent phase in a global cooling trend since

themid-Cretaceous super-greenhouse of ~100Ma

(37). Although most of the twilight zone eco-

system leaves no fossil record, the temper-

ature dependency of the BCP may have left a

mark on the genetics and phylogenetics of deep-

dwelling groups. For instance, the ctenophores

(comb jellies), which are common at meso-

pelagic depths, appear to have a history of

recent diversification despite their very ancient

(~500 Ma) split from other metazoans (38). In

addition, various deep-water bony fish clades

havediversified rapidly since theMiocene (39–41),

including the extremely abundant lanternfish,

which are a dominant proportion of themodern

mesopelagic biomass (41). Our model results

also suggest that since the middle Miocene, a

higher proportion of organic carbon fixed at

the surfacewouldhave reached the sea floor. This

fits with previous observations of a marked

increase, over the past 15 million years, in the

abundance of benthic organisms that bloom

in response to the deposition of phytodetritus

aggregates (42).

Our study provides a global test of the ef-

fects of temperature changes onmetabolic rates

in the ocean ecosystem over geological time

scales. We found that DIC d
13
C gradients in

the upper open ocean changed over the past

15million years of global cooling in away that

is consistent with reducing remineralization

rates and a greater transfer efficiency of the

BCP. Increasing abundance of deep-dwelling

zooplankton through the same interval suggests

that a more efficient BCP enhanced the flux of

particulate organic carbon to the twilight zone.

New ecological niches opened up in response,

promoting evolutionary radiation and the estab-

lishment of themodernmesopelagic ecosystem.

This evolutionary history raises the possibility

that the twilight zone ecosystemmay now be

vulnerable to a reduction in carbon pump

transfer efficiency associated with anthropo-

genic warming.
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Neutralization of SARS-CoV-2 lineage B.1.1.7
pseudovirus by BNT162b2 vaccine–elicited
human sera
Alexander Muik1, Ann-Kathrin Wallisch1, Bianca Sänger1, Kena A. Swanson2, Julia Mühl1,
Wei Chen2, Hui Cai2, Daniel Maurus1, Ritu Sarkar2, Özlem Türeci1,
Philip R. Dormitzer2, Uğur Şahin1,3

*

Recently, a new severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) lineage called B.1.1.7

(variant of concern: VOC 202012/01), which is reported to spread more efficiently and faster than

other strains, emerged in the United Kingdom. This variant has an unusually large number of

mutations, with 10 amino acid changes in the spike (S) protein, raising concerns that its recognition

by neutralizing antibodies may be affected. In this study, we tested SARS-CoV-2-S pseudoviruses

bearing either the Wuhan reference strain or the B.1.1.7 lineage spike protein with sera of 40

participants who were vaccinated in a previously reported trial with the messenger RNA–based

COVID-19 vaccine BNT162b2. The immune sera had slightly reduced but overall largely preserved

neutralizing titers against the B.1.1.7 lineage pseudovirus. These data indicate that the B.1.1.7 lineage

will not escape BNT162b2-mediated protection.

I
n a phase 3 trial conducted in the United

States, Argentina, Brazil, South Africa,

Germany, and Turkey, the BioNTech-Pfizer

mRNA vaccine BNT162b2 was 95% effec-

tive in preventing COVID-19 through the

data cutoff date of 14 November 2020 (1). The

severe acute respiratory syndrome corona-

virus 2 (SARS-CoV-2) lineage B.1.1.7 (variant

of concern: VOC 202012/01) was discovered

to have emerged in the United Kingdom in

September 2020 (2), and it subsequently in-

creased in prevalence, showed enhanced trans-

missibility, and spread to other countries and

continents (3). B.1.1.7 has a series of mutations

in its spike (S) protein: DH69/V70, DY144,

N501Y, A570D, D614G, P681H, T716I, S982A,

and D1118H (H, His; V, Val; Y, Tyr; N, Asn;

A, Ala; D, Asp; G, Gly; P, Pro; T, Thr; I, Ile;

S, Ser). One of these mutations, N501Y, was of

particular concern because it is located in the
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Fig. 1. 50% pseudovirus neutralization titers (pVNT50) of 40 sera from BNT162b2 vaccine
recipients against VSV-SARS-CoV-2-S pseudovirus bearing the Wuhan reference strain or
lineage B.1.1.7 spike protein. Sera from n = 26 younger adults (aged 23 to 55 years; indicated by

triangles) and n = 14 older adults (aged 57 to 73 years; indicated by circles) drawn at either day 29

or day 43 (7 or 21 days after vaccine dose two) were tested. Statistical significance of the difference

between the neutralization of the VSV-SARS-CoV-2-S pseudovirus bearing the Wuhan or lineage B.1.1.7

spike protein was calculated by a Wilcoxon matched-pairs signed rank test. Two-tailed P values are

reported. GMTs and 95% CIs are indicated.
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receptor binding site. The spike with this mu-

tation binds more tightly to its cellular re-

ceptor, ACE-2 (4), and viruswith thismutation

has an increased host range that includesmice

(5). BNT162b2-immune sera neutralized SARS-

CoV-2 (USA/WA-1/2020 background strain)

with an introduced N501Y mutation as effi-

ciently as they neutralized SARS-CoV-2 with-

out the mutation (6). Further, 19 pseudoviruses,

each bearing a SARS-CoV-2 S with a different

mutation found in circulating virus strains,

were also neutralized as efficiently as non-

mutant SARS-CoV-2 S–bearing pseudoviruses

by BNT162b2-immune sera (7). However, it

was still unclear whether a virus with the

full set ofmutations in the lineage B.1.1.7 spike,

each of which may potentially interfere with

antibody binding, would be neutralized effi-

ciently by BNT162b2-immune sera.

To answer this question, we generated vesi-

cular stomatitis virus (VSV)–SARS-CoV-2-S

pseudoviruses bearing the Wuhan reference

strain or the lineage B.1.1.7 spike protein (fig. S1).

An unbiased set of sera of 40 participants in

the previously reported German phase 1/2

trial (7)—drawn from 26 younger (aged 23 to

55 years) and 14older adults (aged 57 to 73 years)

at 7 or 21 days after the booster immunization

with 30 mg of BNT162b2 (fig. S2)—was tested

for neutralization of SARS-CoV-2 Wuhan and

lineage B.1.1.7 spike–pseudotyped VSV by a

50% neutralization assay [50% pseudovirus

neutralization titer (pVNT50)]. The 50% neu-

tralization geometric mean titers (GMTs) of

the sera against the SARS-CoV-2 lineage B.1.1.7

spike–pseudotyped VSV for the younger adult

group and the full analysis set were slightly

but statistically significantly reduced compared

with the GMTs against the Wuhan reference

spike–pseudotyped VSV (Fig. 1 and table S1).

GMTs were not significantly different for the

older adult group. The calculated geometric

mean ratio with 95% confidence interval (CI)

of the B.1.1.7 pseudotype and theWuhan pseu-

dotype GMTs was 0.78 (95% CI: 0.68 to 0.89)

for the younger group and 0.83 (95% CI: 0.65

to 1.1) for the older adults [0.80 (95% CI: 0.71

to 0.89) in aggregate] (Fig. 2). No statistical dif-

ference in the ratio was observed between the

younger and the older vaccinated participants.

On the basis of experience from studying

antibody correlates of disease protection for

influenza virus vaccines, a 20% reduced titer

does not indicate a biologically relevant change

in neutralization activity (8, 9). The largely pre-

served neutralization of pseudoviruses bear-

ing the B.1.1.7 spike by BNT162b2-immune sera

makes it unlikely that theU.K. variant viruswill

escape BNT162b2-mediated protection.

A potential limitation of the work may be

the use of a nonreplicating pseudovirus sys-

tem. However, previous reports have shown

good concordance between pseudotype neu-

tralization and SARS-CoV-2 neutralization as-

says (10, 11). Still, concordancemay vary between

different SARS-CoV-2 strains and remains to be

demonstrated for the SARS-CoV-2 B.1.1.7 line-

age. Additional experiments will be needed to

confirm efficient neutralization of B.1.1.7 line-

age clinical isolates. This study has evaluated

sera elicited by the recommended regimen of

two doses administered 21 days apart and does

not provide insight into neutralization if the

recommended dosing regimen is not followed.

The ongoing evolution of SARS-CoV-2 neces-

sitates continuousmonitoring of the biological

relevance of changes for maintained protec-

tion by the currently authorized vaccines.

Unlike the protocol for influenza vaccines, the

degree of reduction in neutralization that might

indicate a need for a strain change has not yet

been established for COVID-19 vaccines. A pre-

vious study demonstrated that BNT162b2 elicits

both a polyepitopic CD8+ T cell response to

the encoded spike protein and virus-neutral-

izing antibodies (7). Given themultiple potential

mediators of protection elicited by BNT162b2,

it is possible that vaccine efficacy could be

preserved in the longer term, even with sub-

stantial losses of neutralization by vaccine-

elicited sera. This view is further supported by

the rapid onset of disease protection ~12 days

after the first dose of BNT162b2, at a time

when neutralizing antibody titers are still

very low (1). Without an established corre-

late of protection, clinical effectiveness data

will be needed to provide definitive assess-

ment of vaccine-mediated protection against

viral variants.

Although sustained neutralization of the cur-

rent B.1.1.7 variant is reassuring, preparation for

potential COVID-19 vaccine strain change is

prudent. Adaptation of the vaccine to a new

virus strain would be facilitated by the flexi-

bility of mRNA-based vaccine technology.
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MICROBIOTA

Debaryomyces is enriched in Crohn’s disease
intestinal tissue and impairs healing in mice
Umang Jain1, Aaron M. Ver Heul1,2, Shanshan Xiong1*, Martin H. Gregory2, Elora G. Demers3,

Justin T. Kern1, Chin-Wen Lai1,4, Brian D. Muegge1,2,5, Derek A. G. Barisas1, J. Steven Leal-Ekman1,

Parakkal Deepak2, Matthew A. Ciorba2, Ta-Chiang Liu1, Deborah A. Hogan3, Philip Debbas6,

Jonathan Braun6, Dermot P. B. McGovern6,7, David M. Underhill6,7, Thaddeus S. Stappenbeck1,8†

Alterations of the mycobiota composition associated with Crohn’s disease (CD) are challenging to link to

defining elements of pathophysiology, such as poor injury repair. Using culture-dependent and

-independent methods, we discovered that Debaryomyces hansenii preferentially localized to and was

abundant within incompletely healed intestinal wounds of mice and inflamed mucosal tissues of CD

human subjects. D. hansenii cultures from injured mice and inflamed CD tissues impaired colonic healing

when introduced into injured conventionally raised or gnotobiotic mice. We reisolated D. hansenii from

injured areas of these mice, fulfilling Koch’s postulates. Mechanistically, D. hansenii impaired mucosal

healing through the myeloid cell–specific type 1 interferon–CCL5 axis. Taken together, we have identified

a fungus that inhabits inflamed CD tissue and can lead to dysregulated mucosal healing.

W
hen a tissue is injured, appropriate

wound healing is necessary to regain

function. Wounds can remain chron-

ically nonhealed or inflamed owing

to a persistent injury stimulus and/or

failure of repair. This occurs in inflammatory

bowel disease (IBD), including Crohn’s dis-

ease (CD) and ulcerative colitis (UC) (1), and is

associated with shifts in luminal microbial

populations (2–6). The potential link between

specificmicrobes and inflammation in IBDhas

been of long-standing interest.

To test the role of microbes in intestinal

mucosal repair, we and others have used a

biopsy injury model where the timing and site

of injuries are known (7–9). Mucosal healing

in thismodel occurs in distinct phases in which,

immediately upon injury, neutrophils are

recruited to the injured site, followed by the

restoration of an epithelial barrier (7, 10). The

second phase of healing is characterized by

an expansion of fibroblasts and macrophages

in the wound bed that is concomitant with

enhanced epithelial proliferation in the crypts

immediately adjacent to the area of injury,

eventually leading to formation of new crypts

(7, 8). Arrest of the healing process at any

phase typically leads to chronic inflammation

characterized by a large area lacking crypts

and infiltration by immune cells (9). We found

that the broad-spectrum antibiotics vancomy-

cin, neomycin, ampicillin, and metronidazole

(VNAM) impair healing in wild-type (WT)

mice obtained from two different vendors

(Fig. 1, A and B, and fig. S1A). Despite a known

role for bacterialmetabolites (i.e., deoxycholate)

to promote crypt regeneration by modulating

host prostaglandin E2 (PGE2) (9), the pheno-

type in VNAM-pretreated mice was not depen-

dent on excess PGE2 (Fig. 1, C andD, and fig. S1,

B to D), suggesting that additionalmechanisms

contribute to impaired healing. We found mul-

tiple lines of evidence suggesting that fungi,

which can expand in the luminal microbiota

after antibiotic treatment (11), contributed to

defective repair after injury inVNAM-pretreated

mice. First, quantitative polymerase chain reac-

tion (qPCR) of the internal transcribed spacer

(ITS) region at day 8 after injury indicated

enhanced abundance of fungi within intesti-

nalwounds of VNAM-pretreatedmice (fig. S2A).

Second, antifungal stains at day 8 after injury

showedabundant fungalantigenwithinallwound

sections examined fromVNAM-pretreatedmice

(12) and none in vehicle-treated controls (fig.

S2B). Third, the broad-spectrumantifungal agent

amphotericin B (13) reduced fungal antigen de-

tection in thewoundsofVNAM-treatedmiceand

reversed the crypt regeneration defects (Fig. 1, E

and F, and fig. S2C). Taken together, these data

suggest that fungi in the wound bed can inhibit

crypt regeneration after injury.

To determine which fungi were enriched

after VNAM treatment, we first characterized

the luminal mycobiota by isolating DNA from

the stool ofVNAM-pretreatedmice and controls.

High-throughput sequencing of ITS amplicons

showed considerable interindividual variation

and no significant difference in the relative

abundance of any detectable fungal genera

in themycobiota composition when we com-

pared control and VNAM-treatedmice (fig. S3).

However, similar analysis of ITS amplicons

from mucosal wounds showed a single dom-

inant genus, Debaryomyces, in the VNAM-

pretreated mice but not controls (Fig. 2, A and

B). These data from wounds are in contrast

to the luminal data, where Debaryomyces

was low to nondetectable in all mice (fig. S3).

To determine if the sequencing represented

live or dead fungi, we cultured wound beds

using fungus-selective Sabouraud dextrose

agar (SDA) plates (Fig. 2A) (14). We found

that only wound homogenates from VNAM-

pretreatedmice contained viable fungal colonies

(Fig. 2, C and D). Debaryomyces was confirmed

by ITS sequencing of pooled colonies (Fig.

2E). Additional sequencing of the ACT1 locus

was performed to identify species and showed

these microbes were Debaryomyces hansenii

(also known as Candida famata) (fig. S4 and

table S1).

D. hansenii, when introduced by gavage into

non–antibiotic-treated, conventionally raised

WT mice was sufficient to impair healing

(Fig. 2, F to H, and fig. S5A). ViableD. hansenii

was recovered from wound homogenates of

WT mice gavaged with D. hansenii, whereas

no growth was observed in wound homog-

enates from controls (fig. S5, B and C). No-

tably, colonization of wounds with D. hansenii,

but not Saccharomyces cerevisiae, a yeast

commonly found in human gut microbiota

(15), impaired crypt regeneration (Fig. 2, G

and H, and fig. S5D). We also studied the

effects of D. hansenii on mucosal healing after

dextran sodium sulfate (DSS)–induced co-

lonic mucosal damage (Fig. 2I). Mice gavaged

withD.hansenii showedmore extensivemucosal

ulceration and increased crypt loss (Fig. 2, J and

K, and fig. S5E) compared with controls or mice

gavaged with Candida tropicalis, a fungus

enriched in the lumen of CD subjects (16).

These experiments showed that D. hansenii

requires intestinal damage to exert effects on

pathology, whereas opportunistic pathogens

such as C. tropicalis or C. albicans additionally

require disruption of the microbiome and/or

host immunodeficiency (12).

As the role of bacterial factors in the above

experiments is unknown,wealsousedgnotobiotic

mice in the DSS injury and recovery model.

Germ-free (GF) mice were colonized with

altered Schaedler flora (ASF), a defined bacte-

rial consortium, and then treated with DSS in

the presence or absence of D. hansenii (fig.

S6, A to C). D. hansenii colonization did not

alter the levels of any of the eight ASF bacteria

(fig. S6D). Furthermore, D. hansenii impaired

healing after DSS injury in ASF-colonized

gnotobiotic mice that was characterized by

extensive crypt loss (fig. S7, A and B). Finally,
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oral inoculation of GFmicewithD. hansenii, in

theabsenceofASFbacteria, also impairedwound

healing after DSS injury (fig. S7, C and D). This

latter experiment suggests that bacterial fac-

tors are not required for D. hansenii to affect

wound repair, though we cannot rule out their

role in conventionally raisedmice (17, 18). These

studies demonstrate, with multiple models of

intestinal injury and repair, thatD. hansenii can

fulfill Koch’s postulates and is sufficient to im-

pair wound healing in the intestine.

To determine the mechanism by which

D. hansenii impairs healing, we first established

the cell type that D. hansenii preferentially

localizes with in vivo. Immunofluorescence

analysis of VNAM-treated colonicwounds,where

Debaryomyces is the dominant fungus detected

(Fig. 2, B and E), indicated that the majority of

intracellular fungi were located within F4/80
+

macrophages (fig. S8A). We also found that

prelabeledD. hansenii, when administered to

biopsy injured WT mice, preferentially colo-

calized with F4/80
+
macrophages (fig. S8B).

Finally, analysis of sorted wound bed cells of

D. hansenii–infected WT mice also showed

that F4/80
+
macrophages predominantly con-

tained D. hansenii, as shown by sequencing

and culture of the intracellular contents of

these cells (Fig. 3, A and B, and fig. S8C). These

findings are consistent with a preferential

infiltration of macrophages within wounds

colonized byD. hansenii (fig. S8, D and E). To

identify the most prominent immune re-

sponses induced by D. hansenii introduction,

we compared the expression of 111 cytokines

in parallel from wound tissue andmacrophage

lysates. D. hansenii was not broadly proin-

flammatory and instead induced a robust

production of CCL5 both in vitro and in vivo,

which we further validated by enzyme-linked

immunosorbent assay (ELISA) and in situ

hybridization inmultiplemodels (Fig. 3C and

fig. S9). Notably, expression of CCL5 was pref-

erentially induced in F4/80
+
macrophages in

the wound bed in vivo (fig. S10).

We thus hypothesized that D. hansenii col-

onization impairs wound healing through

CCL5 up-regulation. Accordingly, in contrast

to WT littermate controls, D. hansenii gavage

did not impede mucosal healing in Ccl5
−/−

mice

despite similar colonization within wounds as

in WT mice (Fig. 3, D to F, and fig. S11). We

tested if this phenotype in Ccl5
−/−

mice was

potentially due to developmental defects. In the

DSS recovery model, we found that WT mice

infected with D. hansenii and treated with a

CCL5-neutralizing antibody rescued the wound

repair defect (fig. S12). We found that the re-

ceptor for CCL5, CCR5 (19), was required for

the detrimental effects of D. hansenii (fig. S13).

On the basis of our findings and consider-

ing that CCL5 is increased in CD (20), we pro-

pose that CCL5 is a potential therapeutic target

in CD.

Todetermine howD. hansenii inducesCCL5,

we performed an RNA sequencing (RNA-

seq) analysis of bone marrow–derived macro-

phages (BMDMs) in the presence or absence

of D. hansenii and found a marked increase

in genes associated with the type 1 interferon

(IFN) pathway (fig. S14). Fungal induction can

induce type 1 IFNs (21). To validate RNA-seq

findings in vivo, we determined that the ex-

pression of type I IFN pathway genes, includ-

ing Irf7, Isg15, andMx2 (22), were significantly

increased in the wounds of D. hansenii–

colonized mice compared with controls (fig.

S15). Furthermore, in concordance with CCL5

expression data, IFN-b mRNA was also pref-

erentially induced in the wound bed F4/80
+

macrophages in vivo (fig. S16). We then mea-

sured CCL5 in the supernatants ofD. hansenii–

infected macrophages isolated from WT and

Ifnar
−/−

mice. The absence of Ifnar completely

abolished the production of CCL5, suggesting

that type 1 IFN activity is upstream of CCL5
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induction (Fig. 3G). In further support of this

result, the pathogenic effects of D. hansenii

were abolished in biopsy-injured Ifnar
−/−

mice

(Fig. 3, H and I).We also found that Stat1, a key

transcription factor downstream of IFNAR

(23), was required for D. hansenii–induced

CCL5 production; mice lacking Stat1 in mye-

loid cells were protected from D. hansenii–

induced healing defects compared with littermate

controls (Fig. 3, J to L). We tested candidate

pathways upstream of CCL5 and found the

effects of D. hansenii were Dectin-1 inde-

pendent but partially dependent on Toll-like

receptor 3 (fig. S17). Collectively, these find-

ings suggest that D. hansenii requires type 1

IFN and CCL5 in myeloid cells to impair

mucosal healing after injury.

Because CD is characterized by impaired

mucosal healing and is closely associated

with fungal dysbiosis (24, 25), we hypothe-

sized that Debaryomyces is present in the

tissues obtained from individuals with CD.

In the first cohort (WashU), we obtained ileal

biopsy tissue from CD patients (n = 7) and

healthy controls (n = 10) undergoing rou-

tine endoscopy (table S2). These tissues were

homogenized and streaked on SDA (Fig. 4A).

Fungi were present in all the homogenates

fromCDbiopsy tissues, but only 1 of 10 healthy

biopsy tissues (Fig. 4B). Debaryomyces was

detected in all CD patient tissue samples as

determined by ITS sequencing of pooled

colonies (Fig. 4B). In the WashU cohort, we

then used an alternative approach. We per-

formed ITS sequencing on genomic DNA

isolated directly from ileal resection sam-

ples of CD patients (n = 6) and found that

Debaryomyces was significantly enriched

in inflamed regions compared with unin-

flamed regions from the same patient (Fig.

4, C and D, and fig. S18). Notably, inflamed

regions of CD tissue samples from surgical

resections were highly enriched for culturable

Debaryomyces (Fig. 4E). Despite detectable

Debaryomyces sequencing reads innoninflamed

regions (Fig. 4D), we were unable to recover

viable fungi in five of six tissue samples. Having

confirmed the presence ofDebaryomyces using

two independent approaches, we expanded the

analysis of CD samples from ourWashU cohort

using D. hansenii species-specific primers (26).

We found that D. hansenii was significantly

enriched in inflamed areas of both the ileum

(n = 7) and colon (n = 8) compared with re-

spective uninflamed counterparts (Fig. 4F).We

used this approach to validate the presence of

D. hansenii in ileal CD samples (n = 10) from

another clinical center, Cedars-Sinai. In this

second cohort, D. hansenii demonstrated in-

creased abundance in inflamed ileal tissue

compared with uninflamed ileal tissue from

the same patient (Fig. 4F).

As serum antibodies directed against fungi

have been associated with severe CD (27), we

tested if antibodies in CD serum could rec-

ognize D. hansenii. Using a clinical isolate of

D. hansenii (CDA1) (table S3), we found that

immunoglobulin A (IgA) that recognized this

strainwas increased in the serumof CDpatients

comparedwith healthy controls (fig. S19A). In ad-

dition, the levelof IgAshowedasignificant correla-

tion with serum CCL5 levels (fig. S19, B and C).

To ascertain whether human clinical isolates

of D. hansenii were capable of inducing repair
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(A) Representative plots of live cells isolated from mouse colons after DSS

recovery. (B) Cells from (A) were lysed and cultured on SDA (n = 4 to 6 mice

per group). Significance (two-way ANOVA with Tukey’s post hoc test):

***P < 0.001. (C) Fold change in D. hansenii–infected wounds (black circles)

or macrophages (blue circles) compared with respective controls. (D and

E) Representative H&E images (D) and wound bed lengths (E) at day 12 after

injury (n = 12 to 17 wounds per group; five to seven mice per group) in Ccl5−/−

and WT mice gavaged with D. hansenii (B6A1). Significance (unpaired

Student’s t test): ****P < 0.0001. (F) Percent colonic crypt loss in mice after

DSS recovery in the absence or presence of D. hansenii (n = 6 mice per

group). Significance (two-way ANOVA and Tukey’s post hoc test): **P < 0.01.

(G) CCL5 in BMDM supernatant 24 hours after D. hansenii stimulation
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(K and L) Representative H&E images (K) and percent colonic crypt loss (L) in

LysMCre Stat1fl/fl and Stat1fl/fl mice after DSS recovery in the presence of D.

hansenii (n = 6 to 10 mice per group). Significance (unpaired Student’s t test):

****P < 0.0001. All values in (B), (E), (F), (G), (I), (J), and (L) are means ± SEM.

Dashed black lines in (D) and (H) represent wound bed lengths. Scale bars, 100 mm.
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defects, we gavaged WT mice with D. hansenii

CDA1; as anticipated, this isolate resulted in

impaired crypt regeneration in the biopsy in-

jury model, an effect reversed by amphoter-

icin B treatment (Fig. 4, G to I). Notably,

administration of amphotericin B, in the absence

of D. hansenii gavage, did not demonstrate

any obvious defects in repair of WTmice (fig.

S20). Collectively, these findings suggest that

D. hansenii is enriched in inflamed tissues of

individuals with CD and isolates impair colonic

repair in mouse models of colonic damage,
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Fig. 4. D. hansenii was enriched in inflamed intestinal tissue of patients

with CD, and the human isolate impaired crypt regeneration in vivo. (A and
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SDA, shown in a schematic representation (A) and as the relative abundance

of fungi assessed by ITS sequencing of the pooled colonies for each individual

(B). (C and D) ITS sequencing of DNA isolated from inflamed and noninflamed

ileal regions of CD surgical resections, as shown in a schematic representation
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genera are combined into “Other.” (E) Relative fungal abundance of colonies

cultured from the surgical resections in (C). (F) D. hansenii abundance was

analyzed by qPCR and normalized to human Gapdh DNA. Significance

(paired Student’s t test): *P < 0.05; **P < 0.01. WU, Washington University;
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schematic representation (G), representative H&E images (H), and wound bed
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suggesting that targeting this microbe could

be a therapy for CD.

D. hansenii is commonly found in a variety

of dairy products, in particular, different va-

rieties of cheese and processed meats, and is

considered to be a rare human fungal patho-

gen (28). For technical and experimental rea-

sons, it is unclear if D. hansenii is an intestinal

symbiont. Two independent reports recently

showed D. hansenii in association with UC

and colorectal cancer (29, 30); however, the

functional role of D. hansenii in the context of

human diseases has not yet been character-

ized. Here, we confirmed that bothmouse and

human isolates of D. hansenii impede repair,

providing a previously uncharacterized host

microbial axis that can be targeted to improve

mucosal healing in IBD. We provide direct

evidence that the mycobiota ecosystem in

the tissue is not well reflected in the fecal

material, and it was only profiling of intestinal

tissue that allowed us to isolate D. hansenii

and test functionality. Thus, our findings

support the use of a combination of culture-

dependent and -independent approaches from

affected organs to identify pathogenic micro-

biota members in human diseases.
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Globally observed trends in mean and extreme
river flow attributed to climate change
Lukas Gudmundsson1*, Julien Boulange2, Hong X. Do3,4,5, Simon N. Gosling6, Manolis G. Grillakis7,

Aristeidis G. Koutroulis8, Michael Leonard3, Junguo Liu9, Hannes Müller Schmied10,11,

Lamprini Papadimitriou12,13, Yadu Pokhrel14, Sonia I. Seneviratne1, Yusuke Satoh2,15, Wim Thiery1,16,

Seth Westra3, Xuebin Zhang17, Fang Zhao18,19

Anthropogenic climate change is expected to affect global river flow. Here, we analyze time series of low,

mean, and high river flows from 7250 observatories around the world covering the years 1971 to 2010.

We identify spatially complex trend patterns, where some regions are drying and others are wetting

consistently across low, mean, and high flows. Trends computed from state-of-the-art model simulations

are consistent with the observations only if radiative forcing that accounts for anthropogenic climate

change is considered. Simulated effects of water and land management do not suffice to reproduce the

observed trend pattern. Thus, the analysis provides clear evidence for the role of externally forced

climate change as a causal driver of recent trends in mean and extreme river flow at the global scale.

A
mong key concerns with respect to an-

thropogenic climate change (ACC) are

impacts on the terrestrial water cycle.

Earth system models (ESMs) indicate

that projected ACC can influence water

availability on land (1) and may trigger more

floods (2) and droughts (3). Although detec-

tion and attribution studies have shown that

observed changes in atmospheric variables such

as precipitation (4, 5) and water vapor (6) are

consistent with model simulations that account

for historical ACC, evidence for a human finger-

print on past changes in river flow and hydro-

logical extremes is still lacking at the global

scale.

Two factors have complicated the detection

and attribution of changes in terrestrial water

systems at the global scale. First, although river

flow time series are the most abundant obser-

vations of water resources and hydrological

extremes, the slow mobilization of in situ ob-

servations has confined past assessments to

regional and continental case studies (7Ð12)

or to small collections of large river basins,

with most of the records ending in the 20th

century (13Ð15). To circumvent this lack of

global in situ observations, researchers have

used reconstructions of essential hydrological

variables such as soilmoisture (16Ð18) or evapo-

transpiration (19) and indicators of water

availability (20) as the basis for climate change

detection and attribution studies. Although

these efforts have revealed that ACC is de-

tectable in terrestrial water systems, they lack

a direct connection to in situ observations of

quantities relevant for water management.

Second, besides ACC, on-ground human ac-

tivities such as historical water and land

management (HWLM) are also alteringwater

resources and hydrological extremes, e.g.,

directly through flow regulation and water

abstractions or indirectly through effects of

land-cover change (13). For example, large-

scale water withdrawal for irrigation might

induce declining trends in river flow. Like-

wise, reservoir expansion may lead to changes

in stream flow. Several studies have shown

that effects ofHWLMonwater resources could
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be equally large or might even exceed climate

change impacts in some regions (13, 21, 22).

However, ESMs, which are an important tool

for attributing observed changes to human

influences on the climate system, typically

do not account for HWLM as a possible con-

founding factor (7).

Recent advances in mobilizing in situ river

flow observations (23, 24) and an unprece-

dented multimodel ensemble that combines

the ESMs’ ability to account for ACC with the

capacity of high-resolution global hydrology

models (GHMs) to incorporate HWLM (25)

allow us to tackle the challenge of attributing

observed changes in river flow at the global

scale. Here, we consider in situ observations

of daily average river flow from 7250 gauging

stations (fig. S1) that have at least 28 years

with almost complete daily data from 1971 to

2010 (26). To balance the uneven spatial dis-

tribution of in situ observations, the analysis

is constrained to predefined subcontinental

regions (27) with at least 80 stations. Yearly

time series of low (annual 10th percentile),

mean (annual mean), and high (annual 90th

percentile) river flows are considered, respec-

tively representing very dry, average, and very

wet conditions. For each time series, trends are

estimated and expressed in terms of percentage

change per decade. Subsequently, the median

trend is computed for each region to reduce the

effects of local-scale natural variability, obser-

vational errors, and spatial autocorrelation for

further statistical analyses (28).

Figure 1 reveals spatially complex trend pat-

terns in observed low, mean, and high river

flow. Some regions such as northeast Brazil,

southern Australia, and the Mediterranean

show a drying tendency. Other regions such

as northern Europe tend toward wetter con-

ditions. We also note that the level of spatial

aggregation may mask subregional differen-

ces. The analysis also confirms previous results

(29) indicating that the direction of change is

often consistent throughout the entire flow

distribution, i.e., trends in low, mean, and

high flows share the same sign. Reconstruc-

tions of global river flow from the Inter-

Sectoral Impact Model Intercomparison Project

phase 2a (ISIMIP2a) that are based on GHMs

driven with observational atmospheric data

(30) are highly correlated with the observed

trend pattern (Fig. 1), although the reconstruc-

tions have a tendency to underestimate the

magnitude of the observed trends. Accounting

for HWLM does not improve the skill of the

reconstruction in reproducing the spatial pat-

terns of observed regional median trends, even

though it can improve overall model perform-

ance (31).

Although the above assessment shows that

changes in the atmospheric conditions are

driving observed trends in low, mean, and

high river flow, it remains unclear if these

changes can be attributed to ACC. To tackle

this question, we used the climate change de-

tection and attribution approach (32), which

ingests both observations and simulation ex-

periments that include or exclude the drivers

of ACC. If (i) simulations that include the driv-

ers of ACC are consistent with the observa-

tions and (ii) simulations that do not include

them fail to be consistent with the observa-

tions, then it is possible to claim attribution.

Here, we consider two simulation experiments

from the Inter-Sectoral Impact Model Inter-

comparison Project phase 2b (ISIMIP2b) (25),

where GHMs that account for HWLM are

driven with output from ESMs that ingest

different radiative forcing. The first exper-

iment considers preindustrial radiative forcing

and is referred to as PIC&HWLM from here

onward. Because preindustrial radiative forcing

does not impose systematic trends in the sim-

ulations, the PIC&HWLMexperiment allowsus

to test the hypothesis of whether the observed

trend patterns can be explained by the simu-

lated effects of HWLM alone. The second ex-

periment considers historical radiative forcing,

which includes both anthropogenic (e.g., hu-

man greenhouse gas or aerosol emissions) as

well as natural (e.g., influence of large volcanic

eruptions) factors throughout the past century.

This experiment is referred to as HIST&HWLM

and allows us to test the hypothesis of whether

the addition of historical radiative forcing con-

tributes to explaining the observed trend pattern.

Figure 2 compares observed river flow

trends to trends from both the PIC&HWLM

and the HIST&HWLM simulations. The con-

sistency of the observed trend pattern with
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Fig. 1. Comparison of observed and reconstructed regional median river flow trends (1971–2010).

“Observations” represent trends computed from in situ observations. “Reconstruction” represents

multimodel mean trend of global hydrology model simulations driven by observational atmospheric

forcing, with (w/) and without (w/o) the effects of HWLM. Hollow polygons indicate predefined regions

used for grouping stations. Colored polygons are defined by the convex hull around the station

coordinates in the respective regions. Colors indicate the regional median trend. The color scale for

the trends has been truncated to enhance the readability of the maps. Figure S9 displays the full range of

all data presented here. The plots labeled “Corr.” show Pearson correlation coefficients between the

spatial patterns of observed and reconstructed regional median trends, alongside 99% confidence

intervals that are based on Fisher’s z transform.
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either of the simulation results is tested using

optimal fingerprinting (28, 33). To this end,

themultimodelmean of the simulations (x) is

regressed on the observations (y) while ac-

counting for natural variability (D) as well as

model and sampling errors (n), such that

y ¼ b� ðx � nÞ þ D (33). Testing the signif-

icance of the association between the observed

and simulated patterns is based on the mag-

nitude of the scaling factor b. The simulated

pattern is said to be detected in the observa-

tions if b is significantly larger than zero, i.e., if

the lower ends of the associated confidence

intervals are above zero. Scaling factors derived

from simulations with PIC&HWLM are never

significantly larger than zero (Fig. 2). This

shows that simulated effects of HWLMwith-

out accounting for historical radiative forcing

cannot explain the observed trend pattern.

This is in agreement with the above assess-

ment, where accounting for HWLM did not

improve the consistency of observed and re-

constructed trends (Fig. 1). The situation dif-

fers for the analysis of HIST&HWLM, i.e., the

simulations that account for historical radiative

forcing. Here, the scaling factors of all indices

are significantly larger than zero (p < 0.1).

The results show that the combined effect

of historical radiative forcing and HWLM is

detected in observed trend patterns of low,

mean, and high river flow. The analysis also

suggests that the magnitude of the simulated

trend patterns under historical radiative forcing

is consistent with the observations (b ≈ 1). This,

in combinationwith the finding that accounting

for HWLM does not improve reconstructions

(Fig. 1), implies that simulated impacts ofHWLM

onlyhave aminor effect on regionalmedian river

flow trends. Consequently, the results suggest

that the simulated effects of historical radiative

forcing on the climate system are essential for

explaining the observed patterns of regional

median low, mean, and high river flows.

To investigate effects of the mismatch be-

tween point-scale observatories and model grid

cells and to assess impacts of regional sampling

biases of the observations, the analysis was re-

peated using GHM-based river flow reconstruc-

tions that allow for full spatial coverage (figs. S2

to S7). Despite additional uncertainties induced

by model-based reconstructions, the results are

widely consistent with the observational assess-

ment (fig. S8). Furthermore, a detailed inspec-

tion of observed, reconstructed, and simulated

trends shows that the internal variability im-

plied by HIST&HWLM simulations is compa-

rable to observed variability (figs. S9 to S12),

indicating the validity of the assumption that

natural climate variability can be approximated

through chaotic model trajectories.

We note that as in any climate change de-

tection and attribution exercise, we cannot fully

rule out that processes not captured by the

models might contribute to the observed trend

pattern (32). For example, there remain uncer-

tainties regarding the response of transpiration

to dryness stress or in the representation of

HWLM. Furthermore, although the ISIMIP2b

ensemble allowsHWLM to be accounted for in

a climate change detection and attribution set-

up for the first time, the fact that no separate

simulations with either anthropogenic or his-

torical natural forcing are available hinders an

unambiguous attribution of the observed trend

pattern to ACC. In particular, natural changes in

the radiative forcing triggered by large volcanic

eruptions have been shown to affect the global

hydrological cycle. However, recent research has

demonstrated that the effects of such eruptions

on river flow are typically confined to a few

years after the eruption (34) and are there-

fore expected to only have a small influence

on long-term trends.

Overall, the presented analysis lines up with

the existing body of literature documenting

that ACC is influencing the world’s water cycle

(4–6, 16–20). Possible mechanisms that drive

trends in low, mean, and high river flow in-

clude large-scale shifts in precipitation (4, 5, 17),

changes in factors that influence evapo-

transpiration (6, 19, 20), and alterations of the

timing of snow accumulation andmelt driven

by rising temperatures (8, 12). Combining the

evidence of these findings with the results of

the presented analysis (Figs. 1 and 2) supports

the conclusion that it is likely that ACC is

contributing to the global pattern of trends in

low, mean, and high river flow.

We demonstrate for the first time that the

global pattern of observed changes in river

flow are only captured by model simulations

that account for historical radiative forcing

and that simulated effects of HWLM do not

substantially contribute to explaining global

trend patterns of low, mean, and high flows.

Thus, we have provided clear evidence for the

role of historical radiative forcing as a causal

driver of trends in mean and extreme river

flow at the global scale.
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QUANTUM GASES

Evidence of superfluidity in a dipolar supersolid from
nonclassical rotational inertia
L. Tanzi1,2, J. G. Maloberti1,2, G. Biagioni1,2, A. Fioretti1, C. Gabbanini1, G. Modugno1,2*

A key manifestation of superfluidity in liquids and gases is a reduction of the moment of inertia under

slow rotations. Nonclassical rotational effects have also been considered in the context of the elusive

supersolid phase of matter, in which superfluidity coexists with a lattice structure. Here, we show that

the recently discovered supersolid phase in dipolar quantum gases features a reduced moment of

inertia. Using a dipolar gas of dysprosium atoms, we studied a peculiar rotational oscillation mode in a

harmonic potential, the scissors mode, previously investigated in ordinary superfluids. From the

measured moment of inertia, we deduced a superfluid fraction that is different from zero and of order of

unity, providing direct evidence of the superfluid nature of the dipolar supersolid.

S
uperfluids exhibit theirmost spectacular

properties during rotation. This is be-

cause the superfluid state is described by

a macroscopic wave function, the phase

of which can change only by integer

multiples of 2p upon completing a closed path.

For a cylindrical superfluid rotating at low

angular velocities, w → 0, this condition leads

to the vanishing of both angular momentum

L andmoment of inertia I = hLi/w. An angular

momentum can appear only for sufficiently

large w at integer multiples of the reduced

PlanckÕs constant ℏ, through the appearance

of quantized vortices. These nonclassical rota-

tional effects have been verified for most known

superfluids: nuclear matter (1),
4
He (2),

3
He

(3), gaseous Bose-Einstein condensates (4),

degenerate Fermi gases (5), and exciton-polariton

condensates (6). A related phenomenon is the

Meissner effect in superconductors (7).

At the end of the 1960Õs, another type of

bosonic phase of matter described by a macro-

scopic wave function, the supersolid, was pre-

dicted to exist. In a supersolid, superfluidity

coexists with a crystal-type structure (8Ð10).

A. J. Leggett suggested that a rotating super-

solid should show a moment of inertia inter-

mediate between that of a superfluid and that

of a classical system, I= (1− fs) Ic. Here, Ic is the

classical moment of inertia and 0 ≤ fs ≤ 1 is

the so-called superfluid fraction (10). This

phenomenon is called nonclassical rotational

inertia (NCRI). Standard superfluids can have

fs <1, but only at finite temperature, T > 0, be-

cause of the presence of a thermal component.

In a supersolid at T = 0, the reduction of the

superfluid fraction is instead caused by the

spatially modulated density, which tends to

increase the inertia toward the classical limit

(10, 11).

At the time it was proposed, the primary

candidate for observing supersolidity was

solid helium. Torsion oscillators were used

extensively to attempt detecting NCRI (12).

The original announcement of the possible

presence of a large superfluid fraction, fs ≈ 10
−1

(13, 14), later received a different interpreta-

tion based on a change of the elastic properties

of the solid (15) and has not been confirmed by

more recent studies (16). Superfluidity in bulk

solid helium has now been excluded down to

the level of 10
−4

(17), and the search goes on in

two-dimensional (2D) films (18).

We studied a different supersolid candidate,

a gaseous Bose-Einstein condensate (BEC) of

strongly dipolar atoms in which a density-

modulated regime coexisting with the phase

coherence necessary for supersolidity has been

recently discovered (19Ð21). So far, its super-

fluid nature has been tested through nonrota-

tional excitation modes that can be described

in terms of the hydrodynamic equations for

superfluids (22Ð24). Here, we aimed instead

at characterizing the NCRI of such a system,

searching for direct evidence of superfluidity

under rotation, in the spirit of the helium

experiments.

Achieving dipolar supersolids large enough

to realize a cylindrical geometry has so far not

been possible, so we used a specific rotation

technique that fits the asymmetric, small-sized

systems available in the laboratory.We excited

the so-called scissorsmode, a small-angle rota-

tional oscillation of the harmonic potential

that naturally holds the system. This tech-

nique, inspired by an excitation mode of nuclei

(25), has been proposed (26, 27) and used (28)

to demonstrate the superfluidity of ordinary

BECs. A recent theoretical study has shown

that the scissors mode can also be used to

characterize the NCRI of a dipolar supersolid

(29). We studied the change of the scissors

mode frequency across the transition from

BEC to the supersolid regime to directly com-

pare the supersolid with a fully superfluid

system.
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In this experiment, a BEC of strongly mag-

netic Dy atoms is held in an anisotropic

harmonic trap, with frequencies wx,y,z = 2p

(23,46,90) s
−1
, with the dipoles oriented in the

z direction by a magnetic field B (Fig. 1). The

temperature is sufficiently low to have a neg-

ligible thermal component (30). We induced

the transition fromBEC to supersolid by tuning

through a magnetic Feshbach resonance the

interaction parameter edd, which parametrizes

the ratio of the dipolar and van der Waals

interaction energies (19). In the supersolid

regime, a density modulation develops along

the weak x axis, leading to the appearance of

interference peaks in the momentum dis-

tribution. We know our lattice to be com-

posed of two principal density maxima, or

“droplets,” each containing ~10
4
atoms (22).

This realizes a so-called cluster supersolid (31),

very different from the hypothesized helium

supersolid with one particle per lattice site. In

principle, further tuning of eddwould bring the

system into the so-called droplet crystal regime,

with no coherence between the droplets (19–21).

The scissors mode is excited by changing

suddenly the direction of the eigenaxes of the

harmonic trap (30). This results in a sinusoidal

oscillation with frequency wsc of the angle q

between the long axis of the system and the

corresponding trap axis. We chose to rotate

the system in the (x,y) plane, perpendicular

to the direction of the dipoles, so that the

dipolar interaction potential would be inde-

pendent of q (32, 33).

The oscillation frequency can be directly

related to the moment of inertia of the

superfluid through the following equation:

I = Ic a b (wx
2
+ wy

2
)/wsc

2
(1)

Where a = (wy
2
− wx

2
)/(wy

2
+ wx

2
) and b =

hx2 − y
2i/hx2 + y

2i are geometrical factors

measuring the deviation from cylindrical sym-

metry of the trap and of the density dis-

tribution, respectively (26, 29). Whereas a can

be measured experimentally, b needs to be

calculated theoretically (30). For nondipolar

BECs in the Thomas-Fermi regime, one has

the simplification b = a (27). For dipolar sys-

tems, the density deformation changes instead

with the interaction parameter because of

magnetostriction, b = b (edd) ≠ a (32). If the

oscillation amplitude is much smaller than b,

then the density deformation stays constant

during the motion (26).

We can now connect the moment of iner-

tia to a superfluid fraction, which we define

specifically for our system in analogy with

Leggett’s definition, taking into account our

noncylindrical geometry as follows:

I = (1 − fs) Ic + fs b
2
Ic (2)

It is easy to see that this definition coincides

with Leggett’s one in the cylindrical case, b =

0. It also coincides with the known results

for a superfluid with elliptical geometry, I =

b
2
Ic (1, 26, 34). The presence of a residual

moment of inertia in the BEC, despite fs =

1 at T = 0, derives from a peculiar velocity

distribution, which is very different from the

one in a cylindrical geometry (26, 27). Finally,

by combining Eqs. 1 and 2, one can directly

relate the superfluid fraction to the trap and

scissors frequencies and to the deformation

as follows:

fs = [1 – ab(wx
2
+ wy

2
)/wsc

2
]/(1 − b

2
) (3)

We note that the scissors mode is analogous

to the helium torsion oscillators because

both detect NCRI through the oscillation

frequency (13–16), although there are some

differences. In the scissors mode, all atoms

experience the restoring force from the trap,

so there are no elastic effects to consider (15).

A finite deformation b is clearly necessary for

the scissors mode, whereas torsion oscillators

are normally symmetric, although macroscopic

deformations can be taken into account with

the same formalism (34, 35) and a related tor-

tuosity effect is present for superfluids in

porous media (13).

Let us now turn to the experimental results.

Figure 1, B to E, summarizes the scissors mea-

surements in the BEC and supersolid regimes.

The 2D density distributions are imaged after

a free expansion of the system, representing
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(ellipse) is trapped in an anisotropic potential with eigenaxes x and y. A sudden rotation of the trapping
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effective momentum distributions. They are

fitted to extract the angle q′ in the laboratory

frame for various observation times t. The re-

sulting data for q′(t) are fitted with a sinusoid

to measure wsc (30). Both the BEC and super-

solid regimes feature single-frequency oscil-

lations, as expected for weakly interacting

superfluids (26). We ensured that a thermal

sample featured instead a two-frequency oscil-

lation, as expected for a weakly interacting

system [fig. S1 (30)].

To avoid perturbations caused by other

collective modes (30), we used two different

excitation techniques for the BEC and the

supersolid regimes, which result in a lower

amplitude of the scissors mode for the super-

solid (Fig. 1, D and E). The accuracy in the

determination of the scissors frequency in

that regime is limited also by the finite life-

time of the supersolid (19).

A summary of the experimental results

for the scissors frequency and the related

moment of inertia is shown in Fig. 2. The

results are compared with the theoretical

predictions of (29), calculated for trap parame-

ters and atom numbers close to the experimen-

tal ones. For the BEC, we measure a frequency

that depends only weakly on the interaction

parameter edd, consistent with the prediction

of a weak change of the deformation b (edd)

(32). By contrast, when the system enters the

supersolid regime, we observed a clear reduc-

tion of the frequency, in agreement with the

theory. From the measured frequency, we can

determine the moment of inertia I/Ic through

Eq. 1, where the deformation b is determined

from the numerically calculated density dis-

tributions (29). These results are shown in Fig.

2B. In the BEC regime, the moment of inertia

differs by a factor of two from the classical

value and the ratio I/Ic is consistent with b
2
,

as expected for a fully superfluid system. In the

supersolid regime, at edd= 1.45, themoment of

inertia increases toward the classical value but

does not reach it. This provides evidence of

NCRI for the dipolar supersolid.

The data point in Fig. 2B further in the

supersolid regime, at edd = 1.5, has larger

error bars because of the shorter lifetime of the

system. We were unable to study the droplet

crystal regime, which is predicted to appear

for edd ≈ 1.52 (29) because of the loss of the

interference pattern (19–21).

The change of I/Ic is in principle caused

by both the change of shape, b (edd), when

the supersolid modulation forms and the

related change of the superfluid fraction. The

experiment-theory agreement for I/Ic both in

the BEC regime, where fs = 1, and at edd =1.45,

where I is expected to be close to Ic, supports

the validity of the calculated b for our system.

Equation 2 shows that if the superfluid frac-

tion of the supersolid varies between 0 and 1,

then I/Ic shown in Fig. 2B should vary between
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1 and b2. More directly, we calculate the

superfluid fraction from Eq. 3, using the ex-

perimental frequencies and the theoretical b.

The results are shown in Fig. 3, together with

the corresponding points calculated from the

theoretical predictions of (29).

In the BEC regime, the data confirm that

the system is fully superfluid, fs = 1, as already

found for nondipolar BECs (28). In the super-

solid regime, we can reliably calculate the

superfluid fraction only for the experimental

data point at edd = 1.45. Unexpectedly, the

superfluid fraction of the supersolid is very

large, fs ≈ 0.9, in agreement with the numerical

calculations. Given the measurement uncer-

tainty, fs is consistent with unity and incon-

sistent with zero. This result demonstrates

the superfluid nature of the dipolar super-

solid under rotation.

The theory predicts a reduction of the

superfluid fraction moving further into the

supersolid regime, although fs remains finite

even in the droplet crystal regime because of

the superfluidity of the individual droplets

under rotation (29). In the experiment, we

cannot check whether fs decreases moving to

edd = 1.5 because the lower measurement

accuracy and the increase of b2 shown in Fig.

2B prevent us from measuring fs reliably (30).

It is interesting to compare our results with

the original prediction by Leggett for the

superfluid fraction of a supersolid rotating

in a 1D annulus,

fs ≤ [∫ dx/r(x)]−1 (4)

where r(x) is the normalized density along

the annulus and the integral is performed on

a lattice cell (10, 11). Equation 4 shows that

the reduction of the superfluid fraction is a

consequence of the breaking of translational

invariance, because fs is determined by the

minimum density between lattice sites. Intui-

tively, in a homogeneous superfluid, r(x) =

constant implies that each atom is equally

delocalized so no rotation happens. In a sys-

tem where r(x) → 0 between neighboring

lattice sites, the sites are distinguishable, so

the system rotates classically. The supersolid

is the intermediate case in which the atoms

are still delocalized, but the density modula-

tion allows a partial rotation, increasing the

moment of inertia compared with a homo-

geneous superfluid.

In 1970, Leggett used Eq. 4 and the known

information on the helium lattice to estimate

fs < 10
−4

for solid helium (10), a result com-

patible with current measurements (17). Our

dipolar supersolid does not move in a 1D con-

figuration as in the Leggett model but has a

more complex dynamics in the whole (x,y)

plane, with both motion along the x axis,

where the density modulation forms, and

rotation of the individual droplets. There-

fore, we expect Eq. 4 to account only for the

superfluid fraction related to the dynamics

along x, because it does not consider the

superfluidity of the individual droplets.

Because we cannot measure r(x) experi-

mentally, we used numerical calculations (30).

The right side of Eq. 4 is shown in Fig. 3 as

triangles. It drops from unity for the BEC to

~0.3 for the supersolid, a relatively large value

set by the large overlap between the two cen-

tral droplets (Fig. 3, inset). It then decreases

for increasing edd, reaching almost zero at

edd = 1.5, where the droplets overlap almost

vanishes. In that regime, one can recover the

finite superfluid fraction of the numerical

calculations by considering the droplets’ super-

fluidity. Indeed, applying Eq. 2 to the case of

independent droplets and considering that

each droplet’s moment of inertia about its

axis is zero because of the cylindrical sym-

metry (30), one obtains the estimate fs
drop ≈

(1 − b)/(1 − b2). Using the theoretical distribu-

tions, we get fs
drop ≈ 0.5 for all the data points

in the supersolid regime (black diamonds

in Fig. 3). This estimate is quite close to the

numerical data point for fs at edd = 1.5, and

>2 SDs below the experimental data point

at edd = 1.45. Together with the qualitatively

similar reduction of the two theoretical data-

sets for increasing edd, this suggests that the

mechanism identified by Leggett might have

a relevant role in our small dipolar supersolid.

To obtain a quantitative assessment, one will

need further measurements and a theoretical

analysis based on a 2D analog of the Leggett

result (36, 37).

We have established the superfluid nature

of the dipolar supersolid by characterizing its

nonclassical rotational inertia. The supersolid

is different from standard superfluids be-

cause of the reduced superfluid fraction caused

by the spontaneous breaking of translational

invariance. The techniques that we have dem-

onstrated, with an improvement of the mea-

surement precision and of the resolution on

edd, will allow testing whether the super-

fluid fraction of the supersolid is indeed

smaller than unity. Achieving larger systems

might also allow studying the supersolid be-

havior in an annular geometry or in a 2D

configuration, as well as studying the dy-

namics of quantized vortices in the supersolid

phase (29).
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SYNTHETIC BIOLOGY

T cell circuits that sense antigen density with an
ultrasensitive threshold
Rogelio A. Hernandez-Lopez1,2, Wei Yu1, Katelyn A. Cabral2,3,4*, Olivia A. Creasey2,3,4*,

Maria del Pilar Lopez Pazmino1,2, Yurie Tonai1, Arsenia De Guzman1, Anna Mäkelä5, Kalle Saksela5,

Zev J. Gartner2,3, Wendell A. Lim1,2†

Overexpressed tumor-associated antigens [for example, epidermal growth factor receptor (EGFR) and human

epidermal growth factor receptor 2 (HER2)] are attractive targets for therapeutic T cells, but toxic “off-

tumor” cross-reaction with normal tissues that express low levels of target antigen can occur with chimeric

antigen receptor (CAR)–T cells. Inspired by natural ultrasensitive response circuits, we engineered a two-step

positive-feedback circuit that allows human cytotoxic T cells to discriminate targets on the basis of a

sigmoidal antigen-density threshold. In this circuit, a low-affinity synthetic Notch receptor for HER2 controls

the expression of a high-affinity CAR for HER2. Increasing HER2 density thus has cooperative effects on T

cells—it increases both CAR expression and activation—leading to a sigmoidal response. T cells with this

circuit show sharp discrimination between target cells expressing normal amounts of HER2 and cancer cells

expressing 100 times as much HER2, both in vitro and in vivo.

T
he specificity with which chimeric anti-

gen receptor (CAR)–T cells can recognize

and kill tumor cells and discriminate

against normal cells remains limited

(1–3). A major challenge is finding sur-

face proteins that are absolutely tumor specific

(4). CAR-T cells are effective in treating hema-

tologic cancers (5–7), but they indiscriminately

kill both cancerous and normal B cells because

they target the lineage-specific protein CD19.

The loss of B cells is tolerable, but the killing

of normal tissue when treating solid cancers

with CAR-T cells remains a major challenge

that can lead to toxicity and, in some cases,

has proven lethal (8–10). Antigen receptors

such as epidermal growth factor receptor (EGFR)

and human epidermal growth factor receptor 2

(HER2) are overexpressed in cancers, but they

are also expressed at lower densities in normal

epithelial tissues (11, 12). Thus, anti-HER2 CAR-T

cells have shown, in some cases, toxic cross-

reaction with normal organs (8). Such on-

target, off-tumor toxicity has been observed

forCARsdirected at several other overexpressed

tumor-associated antigens (13, 14). Although

some toxicity cases can be managed clinically

(9), ideally, engineered T cells should reliably

discriminate cancer cells from normal cells

on the basis of antigen density (Fig. 1A, top).

To widen their therapeutic window, engi-

neered T cells must sense target antigen den-

sity with a sigmoidal response and a sharper

killing threshold (Fig. 1A, bottom).Dose-response

behaviors in which small changes in input can

generate large, nonlinear changes in output

activity are referred to as “ultrasensitive” re-

sponses (15, 16).

Ultrasensitive behavior is observed in many

critical regulatory systems and can be achieved

through various mechanisms, ranging from al-

losteric molecules (for example, hemoglobin)

to more complex regulatory cascades or cir-

cuits (17–19). Ultrasensitive circuits shift linear

responses toward switch-like “all-or-none” re-

sponses inmany biological systems (15, 18, 20).

In T cells, binding of the cytokine interleukin-2

(IL-2) to basally expressed low-affinity recep-

tors results in induced expression of the high-

affinity alpha subunit of the IL-2 receptor

(CD25) (21). Thus, IL-2 acts on T cells in two

ways: It both directly activates the cells and

makes the cells more sensitive to IL-2, thereby

1166 12 MARCH 2021 • VOL 371 ISSUE 6534 sciencemag.org SCIENCE

Fig. 1. Design of T cells with ultrasensitive antigen-

density sensing. (A) Ideal therapeutic T cells will distinguish

between tumor cells that express high antigen density and

normal cells that express low antigen amounts. A CAR-T cell

with a standard linear response curve distinguishes poorly

between high- and low-density cells. Effective discrimination

requires a sigmoidal ultrasensitive dose-response curve.

(B) Design of two-step recognition circuit. A synNotch

receptor detects an antigen (HER2) with low affinity. This

synNotch receptor, when fully activated, induces expression of

a high-affinity CAR. The low-affinity synNotch acts as a

high–antigen-density filter, and the high-affinity CAR activates

T cell killing and proliferation, acting as an amplifier. TF,

transcription factor. (C) Densities of the tumor-associated

antigen HER2 on engineered stable cell lines of human

leukemia K562. Representative flow cytometry plots (n = 3)

are shown. These cell lines can be compared to tumor cell

lines (fig. S1A). The average HER2 molecules per cell was

measured (n = 3) as shown in fig. S1A. To construct different

HER2 sensing systems, we used a series of anti-HER2 scFvs

with affinities spanning a 100-fold range. Ab, antibody; APC,

allophycocyanin; AU, arbitrary units. (D) Binding affinities for

anti-HER2 scFvs used in this study (for details of sequences

and binding affinity measurements, see fig. S2). Biolayer

interferometry sensograms show the binding kinetics for

human HER2 and immobilized anti-HER2 scFvs. Data are

shown as colored lines, and the best fit for data to a 1:1

binding model is shown in pink. HER2 concentrations used for

binding affinity measurements are indicated. BLI, biolayer

interferometry.
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resulting in a form of positive feedback and

cooperativity.

We used a modular approach to engineer

ultrasensitive T cells (22–24). Our strategy

recognizes the cognate antigen with a low-

affinity synthetic notch (synNotch) receptor,

which would, in turn, induce the expression

of a high-affinity CAR for the same antigen

(synNotch receptors activate transcription of

a genetically encoded payload when they en-

gage input ligand) (Fig. 1B) (23–25). In this

circuit design, the low-affinity synNotch re-

ceptor acts as a filter and constrains transcript-

ion induction to occur only when the T cell

encounters target cells with high antigen ex-

pression. Once past this initial filter, the in-

duced high-affinity CAR permits strong T cell

killing and proliferation. Together, the cir-

cuit could yield an all-or-none, ultrasensitive

response.

To evaluate T cell circuits engineered to

achieve density-dependent recognition of the

HER2 antigen, we constructed a series of stable

human leukemia (K562) tumor cell lines that

differ only in their amount of HER2 expres-

sion over a 100-fold range (Fig. 1C). The HER2

densities correspond to those of several cancer

cell lines (fig. S1A). A clinically relevant goal

is to be able to reliably discriminate between

cells expressing >10
6.5

[HER2 pathology score

of 3+, as defined by American Society of Clin-

ical Oncology–College of American Patholo-

gists (ASCO-CAP) scoring guidelines] versus

10
4.5

molecules per cell (HER2 score of 0 or 1+,

termed “HER2 negative”), as these are the ex-

pressionamounts foundinseveralHER2-amplified

cancers and several normal HER2-expressing

human tissue samples (26), respectively. To

build the synNotch receptors and CARs, we

made a series of anti-HER2 single-chain anti-

bodies (scFvs; Fv denotes a heterodimer of the

variable region of the light and heavy chains)

with affinities that span a 100-fold range (dis-

sociation constants between 2.0 and 200 nM)

(Fig. 1D and fig. S2).

We constructed and tested several versions

of the anti-HER2 synNotch→ anti-HER2 CAR

circuit in human primary CD8+ T cells in vitro

(fig. S3A). To assay density-sensing behavior,

we measured target cell killing by quantitative

flow cytometry. Several circuit T cells showed

antigen density ultrasensitivity [Hill coefficients

(nH) of 1.7 to 4.4] (Fig. 2A, bottom). By contrast,

T cells with constitutive expression of either

high- or low-affinity CARs showed little den-

sity discrimination (Fig. 2A, top). In circuit

T cells inwhich a low-affinity synNotch receptor

[scFv dissociation constant (Kd) = 210 nM] was

used to control the expression of a high-

affinity CAR (scFv Kd = 17.6 nM) (Fig. 2A,

red line), their ultrasensitive threshold clearly

discriminated between the target densities of

10
4.5

and 10
6.5

[Fig. 2B; nH = 4.4, antigen den-

sity that produces a 50% maximal response

(den50) = 10
5.5
] (for circuit activity in T cells

from multiple donors, see fig. S4B).

The observed ultrasensitivity appears to orig-

inate fromthedesigned transcriptional cascade.

The steady-state amounts of CARexpression (mon-

itored by tagging CARs with an mCherry pro-

tein) (fig. S3A) depended strongly on target

antigen density (Fig. 2B, left, and fig. S4C, red

line). T cell proliferation, a critical compo-

nent of an antitumor response, also showed
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Fig. 2. A two-step low- to high-affinity recognition circuit yields ultrasensitive antigen-density

sensing. (A) In vitro cell killing curves as a function of target cell antigen density, using human primary CD8+

T cells expressing a constitutive CAR of high (scFv Kd = 17.6 nM) or low affinity (scFv Kd = 210 nM) (top)

or a two-step circuit in which the low-affinity synNotch receptor induces expression of either a low- or a high-

affinity CAR (scFv Kd = 210 nM synNotch, 17.6 nM CAR) (bottom). For the circuits, lines are fitted to a

Hill equation (Hill coefficient for each curve is indicated) (fig. S4A). For constitutive CARs, the lines are drawn

on the basis of inspection. The percentage of specific lysis was determined by using flow cytometry to

count the number of target cells after 3 days relative to a coculture of targets in the presence of

untransduced T cells (see fig. S3C for gating details). Data points denote means, and error bars represent

SEM (n = 3). (B) Representative fluorescence-activated cell sorting (FACS) distributions (n = 3) for CAR

expression and T cell proliferation measured as a function of target cell HER2 density (at 3 days) for T cells

expressing a low- to high-affinity recognition circuit. T cell proliferation was only observed at HER2 densities of

>105 (fig. S4C). CFSE, carboxyfluorescein diacetate succinimidyl ester. (C) Model for the mechanism of a

two-step circuit expressing a low-affinity synNotch to a high-affinity CAR. In principle, cells with this circuit

display two very different responses; in the presence of a low–antigen-density target (left), the T cell activity

is dominated by the low-affinity synNotch and low amounts of a CAR. In the presence of a high–antigen-

density target (right), the expression of a CAR is increased, and the T cell activity is dominated by the

high-affinity CAR response that activates proliferation and killing. T cell activity is predicted to show a

sigmoidal response curve (shown in red) because as antigen density increases, CAR expression also gradually

increases, transiting between the series of linear response curves shown in purple.
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Fig. 3. Low-to-high synNotch-to-CAR circuit: Discrimination between

high- and low-density tumor cancer cell lines and 3D spheroids.

(A) Representative FACS distributions (n = 3) showing the HER2 expression of

low- and high-HER2 cell lines. The HER2 score (as defined by ASCO-CAP scoring

guidelines) is shown to the left, and the average HER2 density is shown to

the right. (B) Area occupied by target cells as a function of time, normalized

by the area occupied by target cells at time 0 (left). Low–HER2-density cancer

cells (top plot), PC3 (1+ tumor line), or high–HER2-density cancer cells

(bottom plot), SKOV3 (3+ tumor line), were cultured with human primary CD8+

T cells expressing either a two-step circuit low-affinity to high-affinity CAR

(scFv Kd = 210 nM synNotch, 17.6 nM CAR) (purple lines) or a high-affinity CAR

(scFv Kd = 17.6 nM) (blue lines). Gray lines correspond to the target area in

the presence of untransduced T cells. Solid lines show the average normalized

target area, and the shaded areas depict the SEM (n = 3 wells, three fields of

view per well). To the right, representative images of the in vitro cell killing

experiment are shown. T cells are shown in blue, the low–HER2-density cells

in green, and the high–HER2-density cells in red (for data from additional cell

lines, see fig. S6; see also movies S1 and S2). (C) Schematics of T cell killing

assay of spheroids made of MCF10A cells expressing high or low HER2. A

caspase dye (shown in green) was used to track cell death. The FACS

distributions show the HER2 expression on MCF10A lines used to make the 3D

spheroids. The MCF10A line engineered to express high HER2 is shown in blue,

and wild-type MCF10As that express low levels of HER2 are shown in red.

(D) Representative images of spheroids expressing low (shown in red) or high

(shown in blue) HER2 in the presence of untransduced T cells (left) or T cell

expressing either a low-affinity CAR (middle) or a two-step low-to-high
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an ultrasensitive dependence on target antigen

density (Fig. 2B, right, and fig. S4C, green line).

The response of the T cell circuit could be

tuned by altering the receptor affinities within

the circuit. For example, lowering the CAR

affinity (scFv Kd = 210 nM) while maintain-

ing a low-affinity synNotch increased the den-

sity threshold (den50 = 10
6.0
) (fig. S4D) but also

reduced the maximal killing activity and low-

ered the overall ultrasensitivity (nH = 1.7). The

ultrasensitivity began to break down when we

used a medium-affinity synNotch (scFv Kd =

46.5 nM) receptor as the circuit filter (fig. S4D,

brown line). Thus, a robust ultrasensitive re-

sponse is generated by linking low- and high-

affinity recognition into a two-step cascade

(Fig. 2C). Low-affinity synNotch receptors that

encounter low densities of HER2 antigen pro-

duce low amounts of CAR expressed at the

T cell surface (Fig. 2C, left). By contrast, when

low-affinity synNotch receptors encounter high

HER2 densities (Fig. 2C, right), they express

higher steady-state amounts of CARs. Thus,

high target antigen density both increases

CAR expression level and activates T cell pro-

liferation and killing, leading to a nonlinear

all-or-none response (Fig. 2C).

By contrast, we found that constitutively ex-

pressed CARs, even with reduced CAR expres-

sion or affinity (fig. S3B), triggered T cell

killing of low-density antigen cells (fig. S5, A

and B). CARs and synNotch receptors showed

different sensitivities, even when using the

same antigen binding domain. CARs are more

sensitive, triggering killing activity with rela-

tively low antigen density (Fig. 2A and fig. S5),

whereas synNotch-mediated gene expression

requires higher antigen densities. Thus, the

low-affinity synNotch receptor does not in-

duce a sufficient amount of CAR expression

to trigger a killing response with low-density

targets and only initiates strong killing with

high-density targets [Fig. 2, A (bottom) and

B, and fig. S4C].

We further tested the synNotchlow affinity→

CARhigh affinity (scFv Kd = 210 nM synNotch,

17.6 nM CAR) HER2 antigen density–sensing

circuit against a number of different human

cancer cell lines with low and high HER2 ex-

pression (Fig. 3, A and B, and fig. S6). In in vitro

killing assays, engineered T cells were mixed

with target cancer cells that expressed either

low-density HER2 [human prostate adeno-

carcinoma (PC3), 10
4.8

HER2molecules per cell,

HER2 score 1+] or high-density HER2 [human

ovary adenocarcinoma (SKOV3), 10
7.0

HER2

molecules per cell, HER2 score 3+]. With the

low–HER2-density cells, neither the untrans-

duced T cells nor the synNotchlow affinity →

CARhigh affinity circuit T cells showed cytotoxi-

city over 72 hours (Fig. 3B andmovie S2). For the

high–HER2-density cells, the synNotchlow affinity→

CARhigh affinity circuit T cells effectively killed

the high-HER2 cells (movie S2). However, we

observed delayed activation onset and a lag in

the time required for complete killing com-

pared with the conditions observed for T cells

with constitutive CAR expression (72 hours

versus 24 hours) (movie S1). This delay is con-

sistent with a model in which CAR expression

mediated by synNotch recognition requires ad-

ditional time to accumulate sufficient CAR for

effective killing (Fig. 3B). Similar discrimi-

natory behavior was observed against other

human cancer lines of varying HER2 den-

sities (fig. S6, A and B). By contrast, the con-

stitutive CAR-T cells (both high- and low-affinity

CARs) rapidly eliminated both the low- and

high-HER2 target cells in this assay (figs. S5D

and S6, A and B, and movie S1). In the circuit

T cells, CAR expression and T cell prolifera-

tion also showed a clear dependence on the

input HER2 antigen density (fig. S6C, top row).

The synNotchlow affinity→ CARhigh affinity T cells

notably improve discriminationbetweenmulti-

ple high- and low-density cancer cells, but the

timing of circuit activation results in the de-

layed onset of tumor killing.

To evaluate how these ultrasensitive density-

sensing T cells behave in amore complex multi-

cellular context, we used a three-dimensional

(3D) target spheroid culture model (27, 28). We

engineered a human breast epithelial MCF10A

line, which normally expresses low amounts of

HER2 (10
4.7

HER2 molecules per cell, HER2

score 0), to express high HER2 (equivalent to

HER2 score 3+) (Fig. 3C). We assembled 3D

spheroids (29) using either low- or high-HER2

MCF10A cells and embedded them inMatrigel

with engineered T cells. Using 3D confocal mi-

croscopy and a caspase activity dye, we quanti-

fied the caspase fluorescence per spheroid over

3 days as an assay for target cell killing (Fig.

3C). The two-step circuit synNotchlow affinity →

CARhigh affinity (scFv Kd = 210 nM synNotch,

17.6 nMCAR) T cells effectively invaded, killed,

and disassembled the high–HER2-density

spheroids but discriminated against the low-

HER2 spheroids (Fig. 3, D and E, right). By con-

trast, a low-affinity anti-HER2 CAR killed and

disassembled the low– and high–HER2-density

spheroids indiscriminately (Fig. 3,DandE,middle).

We also used this spheroid assay to evaluate

the degree of spatial discrimination. If a circuit

T cell was activated by a high-density spheroid,

could it then migrate to a low-density spheroid

and kill those cells? Wemixed a low number of

high-HER2 spheroids with an excess of low-

HER2 spheroids and T cells, all embedded in

Matrigel. T cells were observed to migrate free-

ly among the spheroids (Fig. 3F and fig. S7, B

and C). We then measured the caspase signal

within the low-HER2 spheroids as a function

of radial distance from the closest high-HER2

spheroid (Fig. 3F). We found a very sharp de-

cay of killing activity as a function of distance

from the high-HER2 spheroid and estimated a

radius of off-target killing to be <100 mm (Fig.

3G). The circuit T cells only infiltrated, ex-

panded, and launched a killing response in

high–antigen-density spheroids (fig. S7, B and

C). Many aspects of T cell activation, including

increased adhesion and production of local

cytokine gradients, may contribute to this high

level of spatial discrimination.

Finally, we evaluated the density discrimi-

nation of synNotchlow affinity → CARhigh affinity

(scFv Kd 210 nM synNotch, 17.6 nM CAR)

circuit T cells in multiple mouse tumor mod-

els (Fig. 4A). We first implanted immuno-

compromised NOD scid gamma (NSG) mice
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recognition circuit (right). The caspase 3/7 signal is in green, and the T cells are

labeled in yellow. (E) Violin plots showing the distributions of mean caspase

3/7 signal per spheroid. The distributions for the low–HER2-density spheroids

are shown to the left in red and the ones for the high–HER2-density spheroids to

the right in blue. The mean of the distribution is shown as a white circle, and

the number of analyzed spheroids in each case is shown at the bottom. The

statistical significance of differences in mean caspase 3/7 signal in each

coculture condition was determined by a Kruskal-Wallis test with Bonferroni’s

post hoc for multiple comparisons [not significant (ns) > 0.05, *P < 0.05,

****P < 0.0001]. (F) Schematics of experiment to study the distance dependence

of killing activity of low-to-high–circuit T cells in a 3D culture system. High–

HER2-density spheroids were mixed with a large excess of low–HER2-density

cells and engineered low-to-high–circuit T cells. A caspase 3/7 dye was used as a

reporter for cell killing. The spheroids and cells were embedded in a thin slab of

cell-laden Matrigel to constrain their position along the z axis. A representative

image of a high-HER2 spheroid is shown in blue surrounded by low-HER2 spheroids,

highlighted in red circles, after 3 days of coculture. The corresponding image for

the caspase 3/7 activity is shown below. (G) Caspase 3/7 activity (fluorescence per

pixel within spheroids) is plotted as a function of distance from a high-HER2

spheroid, located at the origin. The distances for each low-density spheroid to the

closest high-density spheroid were binned in 50-mm bins, and the means of the

caspase signal of all spheroids within the bin were computed (on a per-pixel basis

to account for differences in spheroid size). The gray bars show the mean values

of caspase signal for spheroids cocultured with untransduced T cells; the purple

bars show the mean values of caspase signal for spheroids cocultured with low-to-

high–circuit T cells. The error bars indicate the SEM. A two-sample Kolmogorov-

Smirnov test was used to determine the significance of distributions differences

(ns > 0.05, *P < 0.05, ***P < 0.001). For representative images for each channel

showing high-density spheroids (blue) surrounded by low-HER2 spheroids, see

fig. S7. T cells were labeled with a yellow cell trace dye.
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Fig. 4. Low-o-high synNotch-to-CAR circuit: Antigen density discrimination in

mouse models. (A) Schematics of a two-tumor mouse model experiment to test the

efficacy and safety of ultrasensitive antigen density–sensing T cells: low-affinity

synNotch to high-affinity CAR circuit (scFv Kd = 210 nM synNotch, 17.6 nM CAR).

Low- and high-HER2 tumor cells were injected subcutaneously in the flanks of

NSG mice. Engineered primary human CD4+ and CD8+ T cells were injected

intravenously at the indicated times after tumor injection. Tumor volume was

monitored through caliper measurement over several days after tumor injection.

(B) FACS distributions showing the HER2 expression of cell lines used in the

experiment. The doses and injection times for tumors and T cells are indicated in

the gray box. Tumor volumes of cells with high and low K562 HER2 density after

treatment with T cells expressing a two-step circuit (low-affinity synNotch to

high-affinity CAR) are shown. The high-density tumor is shown in dark purple and

the low-density tumor in pink. The solid lines connect the means, and the error

bars indicate the SEM (n = 7). The gray and black dotted lines show the low-density

and high-density tumor volumes after treatment with untransduced T cells,

respectively (for details of control experiment, see fig. S10A). UnT, untransduced.

(C) Fraction of CD3+ T cells infiltrated in high or low K562 tumors 7 days after T cell

injection. Representative FACS distributions (n = 3) showing the CAR expression

(mCherry tagged) in CD3+ engineered T cells are given. (D) Schematics of a dual-

tumormousemodel to test the circuit T cell distribution. The doses and injection times

for tumors and T cells are indicated in the gray box. A representative image of

luciferase activity in dual-tumor mice treated with low-to-high–circuit T cells 9 days

after T cell injection is shown. Luciferase signal was only detected in the high-HER2

tumor, indicating localized expansion (n = 2). effLuc, firefly luciferase. (E) Tumor

volumes of cancer lines PC3 (low) and SKOV3 (high) after treatment with T cells

expressing a two-step circuit (low-affinity synNotch to high-affinity CAR) (n = 5).

The doses and injection times for tumors and T cells are indicated in the gray box.

(F) Tumor volumes of cancer lines MDA-231 (low) and HCC1569 (high) after treatment

with T cells expressing a two-step circuit (low-affinity synNotch to high-affinity CAR)

(n = 6). The doses and injection times for tumors and T cells are indicated in the gray

box. For more details and individual mouse tumor volume plots, see fig. S9.

Statistical longitudinal analyses were performed over entire segments of the tumor

growth curves by using TumGrowth (32). See materials and methods for more details.
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with a high–HER2-density K562 tumor on one

side and a low–HER2-density K562 tumor on

the opposite side. After establishing the tumors,

we injected the tail vein with a mix of equal

numbers of CD4+ and CD8+ primary human

T cells transducedwith the synNotchlow affinity→

CARhigh affinity circuit. The circuit T cells showed

strong density discrimination (Fig. 4B and fig.

S9A); the high-density tumors were cleared

rapidly, but the low-density tumors grew at

similar rates to those observed for untransduced

T cells. This tumor discrimination was also

observed at a fivefold higher effector-to-

target ratio (fig. S12). The circuit T cells show

significant expansion and induced CAR ex-

pression only within the high-density tumors

(Fig. 4, C and D, and fig. S11). Consistent dis-

crimination was observed with other pairs of

human cancer cell lines that expressed high

(~10
7.0

molecules per cell) or low (~10
5
mole-

cules per cell) amounts of HER2 (Fig. 4, E and

F, and fig. S9, B and C). We performed control

experimentswith untransducedT cells (fig. S10)

or T cells constitutively expressing either a low-

or a high-affinity anti-HER2 CAR (fig. S8). The

constitutive low- or high-affinity CAR-T cells

showed poor density discrimination, clearing

both the low- and high-density tumors (fig. S8).

This work demonstrates that a general de-

sign principle, the use of a two-step regulatory

circuit to generate an ultrasensitive dose-

response behavior, can be used to engineer

T cells that discriminate between target cells

with high– and low–antigen-density expres-

sion. These two-step synNotch-to-CAR circuits

function well both in vitro and in vivo, and the

threshold can be tuned by altering the affin-

ities of the synNotch and CAR receptors. This

approach should enable expansion of the rep-

ertoire of target antigens to include other

examples that are overexpressed in cancer

cells compared with normal cells. Indeed, we

were able to show that engineered T cells

with a low-affinity synNotch receptor to a high-

affinity CAR circuit, built from anti-EGFR

binding domains (30, 31), resulted in ultra-

sensitiveEGFRdensity–sensingT cells (fig. S13).

The effective deployment of therapeutic

T cells to treat solid tumors will require over-

coming several other challenges, including

tumor heterogeneity and suppressive tumor

microenvironments, as well as improving traf-

ficking of cells to the tumors. However, the

ability to achieve ultrasensitive antigen-density

discrimination provides a critical tool for

widening the therapeutic window of engi-

neered T cells against solid cancers, in which

many tumor-associated antigens are overex-

pressed but not absolutely tumor specific.
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Three NIH-funded post-doctoral positions are available for

enthusiastic, hard-working individuals to conduct research into

the mechanisms that impact T cell function in mouse models of

cancer and autoimmunity in Dr. Dario Vignali’ s laboratory at

the University of Pittsburgh.

Position #1; ID# 21000729: The successful applicant will

investigate the role of regulatory T cells (Tregs) within the tumor

microenvironment with the goal of understanding novel

mechanisms that control their function and survival, and

identifying and developing Treg-specific targets for therapeutic

intervention. This project will emphasize use of complex mouse

models, system biology approaches and other sophisticated

immunological techniques.

Position #2; ID# 21000901: The successful applicant will be a

part of a multi-institutional team funded by a research program

grant examining the role of inhibitory receptors, PD1 and

LAG3, on T cells in the tumor microenvironment. This project

will emphasize use of complex mouse models, system biology

approaches and other sophisticated immunological techniques.

Position #3; ID# 21000742: The successful applicant will

investigate the regulatory mechanisms that collapse and lead

to autoimmunity with an emphasis on Tregs and inhibitory

receptors with the goal of identifying novel therapeutic

strategies. This project will involve the NOD mouse model

of Type 1 Diabetes, system biology approaches and other

sophisticated immunological techniques.

These positions will focus on gaining a mechanistic

understanding and therapeutic development of pathways and

processes under investigation. Candidates should have a PhD

or MD/PhD (no more than 2 years post second degree), a solid

understanding of basic immunology, and practical experience

with mouse models of disease. Training grant eligible candidates

(US citizens and green card holders) are strongly encouraged

to apply. Candidates will also develop skills in mouse models

of cancer, immune function assays, flow cytometry, microscopy,

biochemistry and molecular biology techniques. The candidate

will also gain considerable experience writing manuscripts,

reviews and grants along with oral presentations. Additional

duties will include mouse colony management, training of

undergraduate and graduate students, participation in department

activities, presentations at lab, local and national meetings and

any other assignments that the PI may request.

Additional information about the Vignali Lab can be found at:

Twitter:@Vignali_Lab

Websites: https://www.vignali-lab.com

http://www.immunology.pitt.edu/person/dario-vignali-phd

Interested candidates should go to https://www.join.pitt.edu

and apply for the position by searching for the ID# associated

with the position. Attach (a) a cover letter noting the position of

interest listed above, a brief description of research interests and

future career goals, (b) CV, and (c) contact information for three

references to your application.
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I’ve always tried to hide my mother -

hood duties from plain view. I 

don’t have photos of my children 

on display in my university office, 

even though some of my male col-

leagues clearly feel comfortable 

doing so. I’m keenly aware of the 

bias mothers experience in the 

workplace, and I haven’t wanted 

my colleagues to view me as less 

committed to my work because 

I have children. But now, work-

ing from home, I feel unable to 

control whether my children 

are visible. 

My workdays are filled with 

meetings to discuss research proj-

ects with collaborators and men-

tees. When the pandemic started 

and the meetings switched to 

Zoom, I felt an unspoken pres-

sure to turn my camera on. Almost 

everyone else had their camera on, 

and I feared that if I kept mine off, I wouldn’t be viewed 

as “present.”

As a result, I spent most meetings fretting my daughter 

would waltz in, sit on my lap, and ask, “Mama, are those 

your co-workers?” It happened more than once, nullify-

ing my futile attempts to hide my home life with a virtual 

background. Meanwhile, my husband—a motion graphic 

designer at an advertising agency—never sweats it when 

the children intrude. He has even voluntarily taken our 

son on camera to let his co-workers swoon over him.

I’ve encountered difficulties even when my children 

have stayed off camera. For instance, I was taken aback 

recently when a colleague brought our meeting to an 

abrupt end. As my son screamed in the background, he 

told me, “It sounds like someone needs mommy; I’d better 

let you go.” Later, I ran the story by my husband, who was 

shocked. He has never once received comments indicat-

ing a child of ours might need him—their father—as they 

scream in the background.

My husband’s more positive ex-

periences could be due to his per-

sonality or his different profession. 

But I think a major contributing 

factor is gender inequities in how 

parents are perceived: I’m the dis-

tracted and much-needed mother, 

whereas he’s the professional who 

also happens to be the father of two 

cute little kids.

The anxiety I experience during 

Zoom meetings compounds other 

stressors in my life. We haven’t 

had child care for much of the 

pandemic. My husband has been a 

wonderful partner—splitting child 

care duties—but the reality is that 

he simply can’t perform some 

tasks, such as nursing our infant 

son. I am in demand by my fam-

ily and my job, and that makes my 

daily life as a working mother in-

credibly challenging.

One strategy that makes it all easier to juggle is to 

take work calls and even join Zoom meetings by phone. I 

started to do this a few months into the pandemic, when 

it was clear I was burning out and needed a different strat-

egy. I realize colleagues might perceive me as less engaged 

when I’m not on camera, but the payoff—reduced anxiety 

and a chance to take care of household duties while still 

contributing to the meeting—is worth it to me.

I offer this advice to colleagues of working mothers: 

Understand that many of us are burnt out. Allow flexibil-

ity in how we call into meetings, outlining the policy with 

explicit language. Avoid making us feel uninvolved or not 

committed to our work when our cameras are turned off. 

And think carefully about whether you are treating us dif-

ferently, perhaps by asking yourself, “Would I say the same 

thing to a father?” j

Megan J. Shen is an assistant professor at Weill Cornell Medicine. 

Send your career story to SciCareerEditor@aaas.org.

“The anxiety I experience 
during Zoom meetings compounds 

other stressors in my life.”

A mother’s plea

P
lease don’t wake up,” I plead silently to my 10-month-old son as I log into another Zoom 

meeting from my tiny New York City apartment. I use a virtual background—a picture of my 

university office—to hide the fact that I’m in my kitchen, where it’s easier to avoid the loud 

calls for “Mama!” from my 3-year-old daughter and the hunger cries of my infant son. Such 

meetings—a byproduct of the COVID-19 pandemic—add to the stress I feel as a working mom, 

trying to hide the messy reality of my life as a parent. It has led to a unique type of Zoom 

burnout, one I fear is specific to working mothers.

By Megan J. Shen
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