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R
acism, climate denial, and coronavirus disease 

2019 (COVID-19) are major crises standing in 

the way of a prosperous future for the United 

States, and resolution of all three could be en-

abled by science that is persistently ignored. In 

Ernest Hemingway’s novel The Sun Also Rises, 

a character named Mike is asked how he went 

bankrupt. “Two ways,” he answers. “Gradually, then sud-

denly.” The resistance of U.S. policy to science has 

followed a similar path: It gradually built up over 40 

years, beginning with the election of Ronald Reagan, 

but suddenly reached a tipping point in the chaos of 

2020. Will the path to resolution 

also be gradual and then sudden, 

and if so, at what cost? 

A saying incorrectly attributed 

to Winston Churchill holds that 

Americans always do the right 

thing but only after all other pos-

sibilities have been exhausted. 

Whatever the source, the idea 

lives on because it resonates and 

is no more apparent than in the 

failure of the United States to ag-

gressively deal with 400 years of 

racial injustice. Slavery ended, 

but only after a civil war and 

decades of delay. The civil rights 

movement created important 

positive change, but only after 

civil rights leaders Dr. Martin 

Luther King Jr. and John Lewis 

boxed in President Lyndon John-

son so that he had little choice 

but to champion legislation or be associated by his-

tory with staunch segregationist George Wallace. Will 

people of color in the United States have to endure 

yet more violence from white supremacists before the 

next inflection toward racial justice?

As for confronting climate change, the prospects 

seem distant. Support for climate science has been 

steadily undermined by politicians catering to busi-

nesses dependent on fossil fuels and by religious con-

servatives suspicious of science because it argues for 

evolution. When California’s Secretary for Natural Re-

sources Wade Crowfoot challenged President Donald 

Trump on climate change, the president laughed and 

said, “I don’t think science knows, actually.” Perhaps 

Trump knew he was saying something untrue but that 

many Americans agree with. Will wholesale environ-

mental destruction have to occur before the United 

States does something about climate change?

When it comes to COVID-19, White House Chief of 

Staff Mark Meadows admitted, “We’re not going to con-

trol the pandemic,” making clear that Trump’s only strat-

egy is to wait for therapeutics and vaccines to soften the 

blow. Although prospects for both look promising, we 

are months, if not a year, away from reasonable supplies 

of either. In the same interview, Meadows said that we 

would defeat the virus “because 

we’re Americans.” Such national-

istic exceptionalism is embarrass-

ing. The virus doesn’t “know” who 

is an American. Must hundreds of 

thousands more people die before 

the United States recognizes that 

humility in the face of challenge is 

the way to save lives?

Now that so many possibilities 

have been tried and exhausted, 

can science help push the coun-

try toward resolving these issues? 

Science must deal with the sys-

temic racism that persists in our 

enterprise. There are scientifi-

cally sound measures that could 

promote greater racial justice in 

America, but the scientific com-

munity is in no position to advo-

cate for racial justice if its own 

house is not in order, and that 

requires difficult soul-searching about the underrepre-

sentation of racial and ethnic groups as well as norms 

and practices of science that are not inclusive. Scientists 

must continue to speak out. Skepticism of the peril of 

COVID-19 has brought forth the response of science in 

ways never before seen. Scientists must hold on to that 

voice once the world gets past the pandemic. The old 

ideal of keeping politics out of science has not served 

the United States well. And scientists must continue to 

do the best science. Eventually, society will ask for help. 

Let’s make sure science has the goods when they do.

–H. Holden Thorp

Gradually, then suddenly

H. Holden Thorp

Editor-in-Chief, 

Science journals. 

hthorp@aaas.org; 

@hholdenthorp

10.1126/science.abf5396
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Probe of virus origin begins online 
COVID-19 |  After an in-person planning 

visit in August, a long-awaited investigation 

into the origins of the pandemic coronavirus, 

organized jointly by the World Health 

Organization (WHO) and China, got off to 

a virtual start on 30 October, when Chinese 

and international teams exchanged infor-

mation during an online meeting. They 

described progress tracing the virus to its 

presumed animal source, according to a 

statement released by China’s National 

Health Commission. But the session was 

private, and neither China nor WHO 

identified the scientists involved. The New 

York Times reported one American is on 

the WHO team, whose members China 

got to approve. The newspaper, citing 

WHO documents, also says the Chinese 

side will conduct the key studies in that 

country, with the WHO team reviewing 

them. Michael Ryan, WHO’s executive 

director for health emergencies, said at a 

30 October press briefing “we fully expect” 

WHO investigators to visit China as part 

of the effort, but he didn’t say when. U.S. 

President Donald Trump has criticized 

WHO for not confronting China about 

how it has handled the virus, but the 

agency has chosen to encourage coopera-

tion, noting it has no authority to compel 

China’s assistance.

Contact tracing faces doubts
PUBLIC HEALTH |  U.S. health officials 

tracking down people potentially exposed 

to the virus that causes COVID-19 likely 

confront several layers of discomfort 

and mistrust, according to survey results 

published last week by the Pew Research 

Center. The group asked 10,211 adult 

Americans in July how comfortable they 

were with various steps in the contact 

tracing process and how likely they were 

to participate. Only 48% said they would 

be comfortable or likely to engage in 

all three key steps: speaking to a public 

health official, sharing information about 

recently visited locations and contacts, 

and quarantining to prevent further 

disease spread. The survey suggests a big 

hurdle is reaching people at all; 80% of 

participants said they don’t pick up phone 

calls from unknown numbers, and only 

67% said they would check voicemail from 

such numbers.

Slovakia tries wide virus testing
COVID 19 |  Slovakia last week tested more 

than half of its 5.5 million people for 

the pandemic coronavirus. The government 

hopes the ambitious program will avert 

the need for a second lockdown as cases 

surge in Europe. Of the 3.6 million residents 

tested last weekend, 38,359 tested positive 

and are required to self-isolate for 10 days 

or face a fine of €1650 ($1918). Those who 

decline to be tested are also required to iso-

late. The antigen tests being used are faster 

but less accurate than polymerase chain 

reaction tests, prompting critics to warn 

that they may fail to diagnose up to 30% 

of positive cases, which risks letting infected 

people spread COVID-19. Another wave of 

mass testing is planned for 6–8 November.  

Edited by Jeffrey Brainard

“
We’re in for a whole lot of hurt. It’s not a good situation.

”Anthony Fauci, director of the U.S. National Institute of Allergy and Infectious Diseases, 

describing in The Washington Post the Trump administration’s 

disjointed, inadequate approach to controlling COVID-19 as U.S. infections rise.

A man prepared to vote last week in a trailer outside of SoFi Stadium in Inglewood, California. Poll workers and early voters across the United States donned safety gear 

to complete balloting for the country’s elections before the final day of voting on 3 November. To reduce crowds, many election officials set up makeshift polling places.
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NIH finalizes data-sharing rule
BIOMEDICINE |  Starting in January 2023, 

all biomedical researchers newly funded 

by the U.S. National Institutes of Health 

(NIH) will be required to share data from 

their studies or explain why they can’t. 

The new policy updates a 2003 require-

ment that covered only large projects 

with more than $500,000 per year in 

funding. Now, all scientists submitting a 

grant application must include a plan for 

sharing data produced by their research, 

preferably in established repositories. 

NIH will allow certain exceptions, such 

as when ethical or legal reasons preclude 

disclosing anonymized information about 

people studied in clinical trials. Although 

a draft policy released 1 year ago merely 

urged “timely” sharing, the final policy 

sets a deadline: when a study is published 

or a grant ends, whichever comes first. 

NIH can cancel a grant or withhold 

future funding for failure to comply 

with the policy.

Millions sought for Arecibo repair 
ASTRONOMY |  Managers of the Arecibo 

radio telescope, the world’s second 

largest, have asked the National 

Science Foundation (NSF) for at least 

$10.5 million for repairs, United Press 

International reported this week. In 

August, a support cable slipped out of 

a socket and damaged part of the instru-

ment’s dish, which is nestled in hills 

in Puerto Rico. An investigation has not 

yet determined why the device failed, 

but as a precaution, managers may 

replace other cables at risk, which could 

bring the final repair bill past $20 million, 

said Ray Lugo of the University of 

Central Florida, which manages the

telescope for NSF, the owner.

Spherical fusion reactor turns on
ENERGY |  The United Kingdom’s revamped 

fusion reactor, known as the Mega Amp 

Spherical Tokamak (MAST) Upgrade, 

achieved its first plasma last week after a 

7-year rebuild. The £55 million device 

may provide a stepping stone to an energy-

producing facility. Doughnut-shaped 

tokamaks aim to generate energy by using 

powerful magnets to contain an ionized 

gas—or plasma—of hydrogen isotopes, 

heated by microwaves and particle 

beams to encourage fusion of the nuclei. 

Spherical tokamaks are shaped more like 

a cored apple than a doughnut, which 

researchers believe makes the roiling 

plasma more stable. MAST Upgrade first 

tested the concept on a large scale start-

ing in 1999 and has now been upgraded 

with extra heating power.

U.S. withdraws from Paris accord 
CLIMATE CHANGE |  The United States 

this week was scheduled to formally 

withdraw from the Paris agreement to 

control greenhouse gas emissions, as 

President Donald Trump had announced 

in 2017. But “depending on the result 

of the U.S. election, this may be nothing 

more than a footnote in history,” note 

Nathaniel Keohane and Kelley Kizzier 

of the Environmental Defense Fund, an 

advocacy group. If Democrat Joe Biden 

wins the presidency, he has said the 

United States, the world’s second largest 

emitter, will immediately rejoin the pact. 

Other countries are expected to press a 

Biden administration to set an ambitious 

goal for reducing carbon. China and 

the European Union have recently 

promised emissions cuts deeper than 

their original commitments.

CONSERVATION

United States removes gray wolf from endangered list 

T
he Trump administration last week announced it is removing the protections of 

the U.S. Endangered Species Act for the estimated 6000 gray wolves (Canis lupus, 

above) living in the lower 48 states. The decision to give state and tribal agencies 

primary responsibility for wolf management reflects “the best scientific and com-

mercial data available,” Secretary of the Interior David Bernhardt said on 29 October. 

But many conservation groups disagree and say they will sue to overturn the delisting, 

which takes effect 4 January 2021. They argue that gray wolf populations in the lower 

48 states, which some 45 years ago had dwindled to fewer than 1500 individuals, are 

not fully restored. The critics also contend that the administration has ignored research 

indicating that lifting federal safeguards could endanger some populations by allowing 

greater hunting. Courts have rejected previous efforts to entirely end federal protection 

for the wolves, and a new U.S. administration could seek to reverse the decision.

300 million
Estimate of potentially habitable planets 

in the Milky Way, extrapolated from 

the 2800 exoplanets discovered by 

NASA’s Kepler satellite and data from 

the European Space Agency about 

stars’ brightness. The estimate applies 

to Earth-size planets that orbit Sun-like 

stars and are warm enough to have 

liquid water on their surfaces. (Upcoming 

issue of The Astronomical Journal)

16%
Share of U.S. patent applications in 2018 

for inventions involving artificial intel-

ligence, up from 9% in 2002. More than 

60,000 applications were filed in 2018. 

(U.S. Patent and Trademark Office) 

BY THE NUMBERS
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ctober was a good month for Gil-

ead Sciences, the giant U.S. manu-

facturer of antivirals. On 8 October, 

the company inked an agreement to 

supply the European Union with its 

drug remdesivir as a treatment for 

COVID-19—a deal potentially worth more 

than $1 billion. Two weeks later, on 22 Octo-

ber, remdesivir became the first COVID-19 

drug approved by the U.S. Food and Drug 

Administration (FDA). The deci-

sions mean Gilead can cash in big 

in two major markets, both with 

soaring COVID-19 cases.

But they baffled scientists who 

have closely watched the clinical 

trials of remdesivir unfold over 

the past 6 months—and who have 

many questions about its worth. 

At best, one large, well-designed 

study found that remdesivir, which must 

be infused intravenously, modestly reduced 

the time to recover from COVID-19 in hos-

pitalized patients with severe illness. A few 

smaller studies found no impact on the 

disease whatsoever, and none has found 

that the antiviral reduces patients’ level of 

SARS-CoV-2, the causative virus. Then, on 

15 October, the fourth and largest study 

delivered what some believed was a coup 

de grâce: The World Health Organization’s 

(WHO’s) giant Solidarity trial showed that 

remdesivir does not reduce mortality or the 

time COVID-19 patients take to recover.

Science has learned that both FDA’s deci-

sion and the EU deal came about under un-

usual circumstances that gave the company 

important advantages. FDA never consulted 

a group of outside experts that it has at the 

ready to weigh in on complicated antiviral 

drug issues. FDA can tap that group, the 

Antimicrobial Drugs Advisory Committee 

(AMDAC), to review all available data on 

experimental treatments and then make rec-

ommendations about drug approvals—yet it 

has not convened once during the pandemic.

The EU, meanwhile, agreed to the rem-

desivir purchase price exactly 1 week before 

the disappointing Solidarity trial 

results came out. It was unaware of 

those results, but Gilead knew the 

trial was a bust; it had begun to re-

view the data on 23 September.

“This is a very, very bad look 

for the FDA, and the dealings be-

tween Gilead and EU make it an-

other layer of badness,” says Eric 

Topol, a cardiologist at the Scripps 

Research Translational Institute.

FDA has no obligation to convene the 

panel for its decisions, stresses AMDAC mem-

ber David Hardy, an HIV/AIDS scientist of 

the University of California, Los Angeles. Yet 

Hardy is “amazed” the agency didn’t consult 

it in this case. “This sets the standard for the 

first COVID-19 antiviral,” he says. “That really 

is something that’s very, very important.”

FDA did not respond to Science’s request 

to discuss why it opted against convening 

the committee, noting only that it is “at the 

discretion” of division directors. But FDA’s 

inaction stands in sharp contrast to its han-

dling of COVID-19 vaccines; it convened an 

advisory group to discuss potential dilem-

mas the very day of the remdesivir approval. 

Gilead, for its part, acknowledges it had seen 

an early draft of the Solidarity results before 

signing the EU deal. But Gilead has aggres-

sively challenged the validity of the data, in 

part because the study was done in countries 

with widely varying health care standards.

That criticism has angered Solidarity in-

vestigators. Half the patients who received 

remdesivir were treated in Europe and Can-

ada, WHO notes, and the others were not 

necessarily in countries with substandard 

health care. “It’s appalling to see how Gil-

ead tries to badmouth the Solidarity trial,” 

says Marie-Paule Kieny, director of research 

at the French medical research agency IN-

SERM and a former WHO officer.

HOPES THAT FADED

On 10 January, 2 days after China revealed 

SARS-CoV-2 causes COVID-19, researchers 

published an encouraging study in Nature 

Communications about remdesivir, origi-

nally developed to fight the Ebola and hepa-

titis C viruses. In both test tube and mouse 

studies, it had powerful inhibitory effects 

on a SARS-CoV-2 relative that causes Mid-

dle East respiratory syndrome. Two weeks 

later, doctors treated the first confirmed 

U.S. case with the drug and reported the 

35-year-old man improved rapidly.

An interim analysis from a large-scale clin-

ical trial by the National Institutes of Health 

(NIH), announced on 29 April, showed the 

drug reduced the median recovery time of 

severely ill, hospitalized COVID-19 patients 

from 15 days to 11 days. A second study, in 

China, appeared the same day and found no 

By Jon Cohen and Kai Kupferschmidt

COVID-19 

A very, very bad look’ for remdesivir
FDA and Europe anointed it as a key therapy just after a major study found it has little value

I N  D E P T H

Science’s 

COVID-19 

reporting is 

supported by the 

Pulitzer Center 

and the 

Heising-Simons 

Foundation.

President Donald Trump and FDA Commissioner Stephen Hahn (right) met with Gilead CEO Daniel O’Day (left) after remdesivir received an emergency use authorization.

‘
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statistically significant benefit, however. Two 

days later, FDA granted an emergency use au-

thorization (EUA) that allowed the drug to be 

given for severe COVID-19, a move President 

Donald Trump praised in an Oval Office press 

event with Daniel O’Day, CEO of Gilead.

But the mixed messages about the drug 

continued: In August, a Gilead-sponsored 

study showed patients with moderate pneu-

monia treated for 5 days with remdesivir im-

proved more quickly than those who received 

standard care, but oddly, those treated for 

10 days did not. Nevertheless, shortly after-

ward, FDA expanded remdesivir’s EUA to in-

clude all hospitalized COVID-19 patients.

To Topol, FDA’s move resembled heavily 

criticized EUAs issued earlier for the ma-

laria drug hydroxychloroquine—which the 

agency later rescinded—and antibody-rich 

“convalescent” plasma. In an open letter 

to FDA Commissioner Stephen Hahn, he 

wrote: “These repeated breaches demon-

strate your willingness to ignore the lack of 

scientific evidence, and to be complicit with 

the Trump Administration’s politicization of 

America’s healthcare institutions.”

Many scientists expected WHO’s Solidar-

ity trial—which had 2750 patients on remde-

sivir, about three times as many as all other 

published trials put together—to resolve the 

drug’s worth. Conducted in 30 countries, Sol-

idarity compared remdesivir and three other 

repurposed drugs with each other and the 

standard of care. (Unlike the NIH and Chi-

nese trials, it did not use a placebo.) None of 

the drugs lowered mortality among hospital-

ized patients, it found, and the investigators 

also noted that remdesivir did not affect 

“the duration of hospitalization” or whether 

COVID-19 patients required ventilators.

Solidarity described the results to FDA rep-

resentatives on 10 October and in a preprint 

posted 5 days later. But 1 week after that, FDA 

approved the drug, having reviewed data 

only from the NIH study and two Gilead-

sponsored trials. It had ignored the Solidarity 

data as well as the findings in China.

That infuriated the Solidarity team. “The 

mantra I’ve always heard as a joke about 

the FDA is that they say ‘In God we trust, 

everyone else has to provide data,’” Kieny 

says. “So look at all the data.”

Gilead Chief Medical Officer Merdad 

Parsey argued in an open letter posted the 

day of FDA’s remdesivir approval that Soli-

darity “does not negate other study results—

particularly from a trial designed with the 

strictest of scientific standards,” like NIH’s 

study. The company further noted that the 

Solidarity results have not been peer re-

viewed and told Science WHO had yet to 

provide Gilead “the underlying data sets or 

statistical analysis plan” for the trial.

WHO says Gilead knew the analysis plan 

before joining the trial and will receive the 

full data set once the study is complete, and 

that FDA traditionally reviews all available 

data, including unpublished findings.

Clifford Lane of the National Institute of 

Allergy and Infectious Diseases, who helped 

run the NIH study, says its main difference 

with Solidarity is “the degree of granularity” 

of the analyses of subgroups that may have 

benefited. “I think the Solidarity data are 

fine,” Lane says. “It’s a very large study and it 

has a very robust endpoint.”

Richard Peto, a University of Oxford stat-

istician and epidemiologist who helped de-

sign Solidarity and analyze the data, stresses 

that the WHO trial cannot prove remdesivir 

has no benefit for COVID-19. “Gilead and the 

FDA have sort of maneuvered us into a posi-

tion where we’re being asked to try and prove 

remdesivir does nothing rather than asking 

the usual way round, which is, ‘Can the man-

ufacturers prove it does something?’”

It’s still possible that remdesivir might 

help people at early stages of disease, says 

Martin Landray of Oxford, who is co-leading 

the world’s largest study of various COVID-19 

treatments. But it “definitely doesn’t work in 

the sickest patients where the biggest gains 

would be.” Treating patients earlier comes 

at a price. “You won’t save many lives, and 

you’ll have to treat a lot of patients,” he says. 

“And it’ll cost you a fortune.”

At the same time, the trials have not ruled 

out the possibility of harmful side effects. In 

late August, WHO noted a disproportionately 

high number of reports of liver and kidney 

problems in patients on remdesivir. And the 

European Medicines Agency (EMA) said last 

month that its safety committee had begun 

to assess reports of acute kidney injuries in 

some patients taking the drug.

To many scientists, such complexities 

underscore that FDA should have consulted 

AMDAC, its panel of outside experts, for a vig-

orous debate. It could have “elevated the dis-

cussion,” says AMDAC Chair Lindsey Baden, 

an infectious disease specialist at Brigham 

and Women’s Hospital. “Hydroxychloroquine, 

convalescent plasma, remdesivir—these are 

complicated decisions given the imperfect 

nature of the data. … The urgency of the clini-

cal use gives all the more reasons to have an 

open discussion,” says Baden, whose group 

last met in October 2019.

EUROPE IN THE DARK

EMA, Europe’s FDA counterpart, in July gave 

“conditional approval” to remdesivir—similar 

to an EUA—but it has yet to give its full bless-

ing. The European Union nevertheless has 

negotiated a “joint procurement agreement” 

with Gilead, signed on 8 October, that secures 

as many as 500,000 treatment courses for 

$1.2 billion. A spokesperson for the European 

Commission confirms to Science it was not 

informed of the drug’s failure in the Solidar-

ity trial until the next day: “There was no dis-

cussion with WHO about the ongoing study 

prior to signing the contract.”

When Science asked Gilead why it didn’t 

disclose the Solidarity data during the ne-

gotiations, the company said the draft 

manuscript it received from WHO in late 

September was “heavily redacted.” WHO says 

the only information blacked out was results 

relating to the other drugs used in the trial 

because of confidentiality agreements.

Although the agreement with Gilead 

locks EU members into a price of about 

$2400 for a full course of remdesivir, it does 

not obligate any countries to purchase the 

drug, the Commission spokesperson says. 

But Yannis Natsis of the nonprofit Euro-

pean Public Health Alliance says that given 

the Solidarity results, the European Union 

“should at least renegotiate the volume of 

the doses and the price.”

To Kieny, this investment in a drug that 

may help just a few patients is an “enor-

mous” waste. “You can always say, ‘OK, now, 

if I disaggregate the population and if I take 

only those who have a blue eye and a wooden 

leg, maybe this is very effective,’” she says.

On 28 October, Gilead told investors that 

remdesivir has brought in $873 million so 

far this year. “We’re proud to be at the front 

end of this with a very potent antiviral,” 

O’Day said. j

NEWS
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Remdesivir’s route to approval 
The antiviral drug won U.S. approval for treating COVID-19 and a potentially lucrative deal with the European 

Union even as initial studies suggesting modest efficacy were followed by disappointing Solidarity trial data.
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S
hortly before 11 p.m. on 1 November, a 

waitress passed out paper cups to the 

customers crowded around the tables 

outside Luzia, a bar in Berlin’s lively 

Kreuzberg district. “I’m sorry, but 

you all have to leave,” she said. “God, 

in 2 minutes it’s going to be lockdown,” a 

woman at one table said, as guests poured 

the remainder of their cocktails into the 

cups. The fun was over: For the second time 

this year, Luzia had to close on the German 

government’s orders.

All restaurants, bars, gyms, and theaters 

in Europe’s largest economy will remain shut 

until at least the end of the month in a new 

bid to halt the spread of COVID-19. Hotels are 

no longer allowed to host tourists. Residents 

have been asked to meet people from only 

one other household. Florent, the manager at 

Luzia, took some hope from the fact that Ger-

many was locking down while cases were still 

lower than in neighboring countries. “Hope-

fully we’ll reopen in a month,” he said.

With COVID-19 cases mounting and 

threatening to overwhelm health care capac-

ity, much of Europe has taken similar mea-

sures to curb human contacts. Two months 

ago, as numbers began to creep up after a 

blissful summer lull, countries still held 

out hope that more limited, targeted mea-

sures could prevent a second wave (Science, 

4 September, p. 1151). Now, that wave is here, 

with the force of a tsunami. Europe has sur-

passed the United States in cases per capita; 

last week, it accounted for half of the more 

than 3 million cases reported to the World 

Health Organization (WHO). “Europe is at 

the epicenter of this pandemic once again,” 

WHO’s regional director for Europe, Hans 

Kluge, said on 29 October.

Most countries are reacting without a 

long-term plan, simply trying to avoid the 

worst. Officials differ about the best way to 

bring the numbers down again, and how 

low a level they should strive for. And no 

one knows what comes next. Short of vac-

cines to save the day, countries may face an 

exhausting series of lockdowns—a sawtooth 

pattern, “up and down and up and down,” 

that could wreck the economy, says Albert 

Osterhaus, a virologist at the University of 

Veterinary Medicine, Hanover. “There is no 

strategy in Europe,” he concludes.

The lockdown seemed an almost shock-

ingly blunt tool when China first applied it 

in Hubei province on 23 January. But it also 

proved remarkably effective, and countries 

around the world took the same approach in 

the spring, with varying degrees of intensity.

Europe has had a more science-driven pan-

demic response than the United States, but 

unlike many Asian countries, it was unable 

to avert a resurgence. Instead of using the 

summer to drive cases down to practically 

zero, Europe celebrated the holiday season. 

People seemed to lose their fear of the virus, 

says Michael Meyer-Hermann, a modeler at 

the Helmholtz Centre for Infection Research 

who was involved in drawing up Germany’s 

lockdown plans. They increasingly flouted 

rules on physical distancing, mask wearing, 

and avoiding large gatherings.

“The infectious seeds in the commu-

nity have always remained above a certain 

threshold, where if you relax the physical dis-

tancing, it’s all going to come back,” says Uni-

versity of Hong Kong epidemiologist Gabriel 

Leung. Numbers crept up and overwhelmed 

the other pillar of virus control: testing, iso-

lating cases, and tracing and quarantining 

their contacts. The fact that life has largely 

moved indoors in recent weeks likely aided 

the resurgence, and cooler air may also favor 

the virus. “I think winter does make things 

much harder,” says Adam Kucharski of the 

London School of Hygiene & Tropical Medi-

cine. “Countries have probably been doing 

control on ‘easy’ setting over the summer.”

Not everyone is convinced lockdowns are 

the answer. On 28 October, the day Chan-

cellor Angela Merkel announced the new 

measures, Germany’s National Association 

of Statutory Health Insurance Physicians 

presented a strategy paper arguing against a 

lockdown. “We cannot put the entire country, 

or even a continent, into an induced coma 

for weeks or months,” said Andreas Gassen, 

head of the association. Another co-author, 

virologist Jonas Schmidt-Chanasit of the Ber-

nhard Nocht Institute for Tropical Medicine, 

is convinced Germany’s prelockdown restric-

tions would be enough to keep the virus from 

resurging—if they were strictly followed. In-

stead of closing tens of thousands of public 

places and spending billions to keep them 

afloat, Germany should spend money on 

communicating the need to better follow the 

rules, enforcing them strictly, and even cre-

ating some opportunities for people to safely 

enjoy riskier things such as parties, he says.

But most scientists say lockdowns are now 

unavoidable, although they need not be as 

draconian as in the spring, Kucharski says. 

Back then, “Countries were just doing abso-

lutely everything at the same time,” he says. 

Now, they can skip measures that severely 

restrict people’s lives but don’t contribute 

much to virus control. “There’s no reason 

we need to lock people in their home,” for 

A terrace in Quedlinburg remained empty after 

Germany’s new lockdown took effect on 2 November.

By Kai Kupferschmidt, in Berlin

COVID 19

Europe is locking down again—
but its strategy is unclear
Without a plan to eliminate the virus, countries may face 
shutdowns over and over, scientists warn
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instance, as long as they keep their distance 

outside, says Devi Sridhar, chair of global 

public health at the University of Edinburgh.

The biggest difference from the spring 

may be that may countries are keeping 

schools open. Karl Lauterbach, a health 

policy expert and member of the Bund-

estag for the Social-Democratic Party 

who helped design Germany’s “lockdown 

light,” says it’s clear schools do contribute 

to the spread of the virus. “Merkel asked: 

‘Am I sure we can do this without clos-

ing schools?’ I said no, but probably yes,” 

Lauterbach says. But the harm of school 

closures was deemed too great, he says.

Calculations suggest Germany needs to 

reduce contacts between people by roughly 

75% from the current level, Lauterbach says. 

“That is incredibly hard if you want to keep 

schools and most businesses open.” But bars 

and restaurants account for many contacts 

while providing only about 1% of Germany’s 

gross domestic product, making them “kind 

of the perfect target for pandemic measures.”

The first wave of lockdowns provided 

other lessons. For one, framing the debate 

as a choice between public health and the 

economy is wrong, Sridhar says: “In the lon-

ger term, having uncontrolled spread is much 

worse for the economy. That’s what we’ve 

seen across the world.” Also, locking down 

later means locking down longer. “If you wait 

until your infection level is quite high, proba-

bly your 2-week lockdown is going to become 

a 3-month lockdown,” Sridhar says.

Europe’s bigger question, however, is what 

comes next. Osterhaus says the strategy 

should be to get cases to zero using a hard 

and long lockdown, combined with strict bor-

der controls and quarantines to keep the vi-

rus out. That strategy, applied successfully by 

China, Australia, and New Zealand, may be 

politically unpalatable, however, and would 

require intense coordination between coun-

tries. “I can understand why that didn’t hap-

pen,” Leung says. “But the virus couldn’t care 

less whether there are good or not so good 

reasons.” Others are urging governments to 

follow South Korea’s example: Drive cases to 

low numbers while improving the system of 

testing, tracing, and case isolation enough to 

keep the virus from resurging.

For now, Europe appears to be stuck in a 

third scenario: intermittently locking down 

to prevent the health system from buckling. 

“These circuit breakers are almost kicking 

the problem down the road,” Kucharski says. 

“The hope is that vaccines and treatments 

and better options will be available in the 

new year.” Lauterbach says he favored a lon-

ger lockdown in summer to go for elimina-

tion. But that would be too hard in winter, he 

says. “All we can do now is break the wave,” he 

says. “But the water level will remain high.” j

Growth spurt for height genetics
BIOLOGY 

F
or height, DNA is largely destiny. 

Studies of identical and fraternal 

twins suggest up to 80% of variation 

in height is genetic. But the genes 

responsible have largely eluded re-

searchers. Now, by amassing genome 

data for 4 million people—the largest such 

study ever—geneticists have accounted for a 

major share of this “missing heritability,” at 

least for people of European ancestry. In this 

group, they’ve identified nearly 10,000 DNA 

markers that appear to fully explain the influ-

ence of common genetic variants over height. 

“This is a genuine landmark,” says 

Daniel MacArthur of the Garvan Institute 

of Medical Research in Australia.

If the missing genetic contributors to other 

traits and diseases can be identified, and ex-

tended to other ancestries, the results could 

“inform new biology and con-

tribute to personalized medi-

cine,” suggests Loïc Yengo of 

the University of Queensland 

in St. Lucia, Australia, whose 

team presented the work online 

this week at the annual meet-

ing of the American Society of 

Human Genetics. For example, 

geneticists could more accurately assess peo-

ple’s risk of diseases from genome scans. But 

the study leaves some scientists dissatisfied 

because it identifies only markers linked to 

genes that sway height, not the genes.

The mystery of missing heritability dates 

back to the late 2000s, when researchers 

began to use new tools to scan human ge-

nomes for common markers linked to dis-

eases and traits. They expected the results 

of these genomewide association (GWA) 

studies to match evidence from the genet-

ics of twins and families, such as the over-

whelming influence in wealthy countries of 

genes on height, rather than environmental 

factors such as diet or childhood infections.

But it turned out that each identified 

marker, which may be in or just near a rele-

vant gene, only contributes slightly to a trait 

or disease risk, and tallying them up didn’t 

solve the problem. For height, the first 

40 DNA markers linked to the trait ex-

plained just 5% of its variation.

A number of possible explanations 

emerged, including rare gene variants missed 

by the GWA studies, gene-gene interactions, 

and that the twin studies were wrong. But 

Peter Visscher, leader of Yengo’s team, 

argued it was partly a matter of finding 

many more common variants with very 

small effects. He estimated that such vari-

ants should account for 40% to 50% of 

the genetic component of height. Pick-

ing out the faint signals would require 

studying the DNA of a huge number of 

people, however.

By 2018, Visscher’s team and other mem-

bers of a global consortium called GIANT 

had pooled DNA data for 700,000 people 

and found 3300 common markers that 

explained 25% of the variation in height. 

Now, by looking across DNA from 201 GWA 

studies with 4.1 million participants, GI-

ANT has brought the total to roughly 9900 

common markers, accounting for 40% 

of the variation. Other markers located 

nearby and likely inherited 

together account for another 

10% of height variability.

That’s still short of the 80% 

predicted by twin studies. But 

last year, Visscher’s group drew 

on whole-genome sequenc-

ing data of a smaller number 

of people to demonstrate that 

rare variants—those carried by fewer than 

one in 100 people—should explain another 

30% of height’s variation. (The result was 

released in a March 2019 preprint that the 

team is revising.)

Some geneticists say they aren’t surprised 

that heritability gaps can be filled once 

enough people had their DNA scanned. “It 

was expected,” says Aravinda Chakravarti of 

New York University. The problem remains 

that few of the height-linked DNA markers 

have been tied to specific genes that clearly 

alter the trait. “It’s mostly all still ‘missing’ 

in a biological sense,” says David Goldstein 

of Columbia University.

The new findings brighten prospects for 

tracking down those genes, Yengo says. In-

stead of being scattered randomly across 

the entire genome, which would make it 

challenging to ever get a handle on the 

specific genes and their roles, the 9900 

or so markers are confined to only about 

30% of the genome. And many cluster in 

areas known to contain genes involved 

in growth. j

By Jocelyn Kaiser

“This is a genuine 
landmark.”

Daniel MacArthur, 

Garvan Institute 

of Medical Research

NEWS   |   IN DEPTH

By tallying thousands of genetic variants, researchers 
account for height’s remaining “missing heritability”
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ntil now, the only accounts of the 

Xiongnu came from their enemies. 

Chinese records from 2200 years ago 

describe how these fierce mounted 

archers from the wide-open steppes 

of today’s Mongolia clashed with 

armies in what is now northwestern China. 

Their onslaughts spurred the Chinese to 

build what would become known as the 

Great Wall of China on their northern 

border, as protection against the mounted 

nomads. They also started to raise cavalry 

armies of their own.

The equestrian empire of the Xiongnu left 

no written records. But biology is now filling 

out their story, and those of other Central 

Asian cultures in antiquity. Two studies—a 

sweeping survey of ancient DNA from more 

than 200 individuals across 6000 years 

and an analysis of horse skeletons from 

just before the rise of the Xiongnu—trace 

population movements across Central Asia 

and the key role played by horsemanship. 

The results “show the horse was probably 

the driver of some of the ancestry shifts we 

see in the human population,” says Ludovic 

Orlando of Paul Sabatier University, who 

was not involved in the paper. “The horse 

provided new range in patterns of human 

mobility and allowed people to travel long 

distance faster.”

Horses were probably domesticated 

by the Botai culture around 3500 B.C.E. 

near what is modern Kazakhstan (Science, 

11 May 2018, p. 587). Horses may have been 

mainly used for meat and milk at first, and 

later began to pull wheeled chariots.

To learn more about human migra-

tion across Central Asia, a team led by 

Choongwon Jeong of Seoul National Uni-

versity and Harvard University’s Christina 

Warinner sampled and sequenced DNA 

from human remains found in Mongolia. 

The results, which they report this week in 

Cell, span the period from 5000 B.C.E. all the 

way to the heyday of another horse-riding 

culture—that of Genghis Khan’s Mongol 

Empire, around 1000 C.E.

Genetic studies of Western European 

populations have shown that around 3000 

B.C.E., the Yamnaya—mobile herders of cat-

tle, sheep, and goats—pushed west from the 

steppes of what is today Russia and Ukraine 

and triggered a dramatic genetic turnover in 

Europe. Skeletons from Bronze Age Mongolia 

had shown the Yamnaya also moved east and 

introduced their dairy-oriented pastoralist 

lifestyle there. But they left no lasting genetic 

traces in Mongolia, the oldest samples in the 

new study show.

The ancient DNA does show that 

1000 years later, another group from the 

steppes, called the Sintashta, left a lasting 

imprint. They also brought fateful cultural 

changes to Mongolia’s grasslands, as earlier 

archaeological studies had shown. Starting 

in about 1200 B.C.E., equestrian innovations 

including selective breeding for size and en-

durance, plus bridle bits, riding pants, and 

even early saddles, appeared in the record, 

says archaeologist William Taylor of the 

University of Colorado, Boulder, a co-author 

on both papers.

Mongolians of the time were obviously rid-

ing horses, as vividly confirmed by the sec-

ond paper, in the Proceedings of the National 

Academy of Sciences. The authors, Chinese 

and U.S. archaeologists, report that horse 

skeletons buried around 350 B.C.E. in the 

Tian Shan mountains, now part of China’s 

Xinjiang province, show bone abnormali-

ties from riding, including spinal damage 

from the weight of a rider and changes to 

the bones of the mouth from bits and bridles. 

“Put the lower back pathologies together 

The horse was the heart of the mysterious Iron Age Xiongnu empire in Mongolia, as suggested by a decorative bronze belt plate showing two horses grappling.

NE WS   |   IN DEPTH

By Andrew Curry

ARCHAEOLOGY

Wide-ranging warriors made Mongolian empire a melting pot, sweeping gene study shows

How the horse powered human prehistory
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New chip-based lasers promise 
practical terahertz imaging
Semiconductor lasers work with small coolers, enabling 
medical imaging and contraband detection

TECHNOLOGY

C
ompact, chip-based lasers have con-

quered much of the electromagnetic 

spectrum, from ultraviolet to in-

frared, enabling technologies from 

digital communications and barcode 

readers to laser pointers and print-

ers. But one key region of the spectrum re-

mained untamed: the terahertz band, which 

lies between infrared light and microwaves. 

Engineers hankered for a ready source of 

terahertz radiation, which can penetrate 

opaque objects and probe chemical finger-

prints inside. But compact terahertz lasers 

have only worked at ultralow temperatures, 

limiting them mostly to laboratory settings. 

No longer. In this week’s 

issue of Nature Photonics, 

researchers report creating 

a grain-of-rice–size terahertz 

laser on a chip that operates 

at 250 K, or –23°C, a tempera-

ture reachable with a plug-in 

cooler the size of a cracker. 

“This is a great achieve-

ment,” says Miriam Vitiello, 

a condensed matter physicist 

at the Nanoscience Institute 

of Italy’s National Research 

Council. “It has been a long-

term goal in the community 

to push up the temperature of terahertz la-

sers,” she adds. “There is now a plethora of 

applications that can be done,” from medical 

imaging to explosives detection at airports. 

Standard chip-based lasers generate pho-

tons when electrons fall into electron vacan-

cies within a semiconductor alloy, whose 

makeup determines the color. Gallium ni-

tride, for example, emits blue light, whereas 

gallium arsenide emits red. No semi-

conductor alloys emit photons in the tera-

hertz range. (“Terahertz” refers to the light’s 

frequency: trillions of cycles per second.) 

In 1994, however, researchers at AT&T Bell 

Labs created a new kind of laser in which 

the semiconductor’s structure, not just its 

chemistry, determined the wavelength. 

Called a quantum cascade laser (QCL), 

it contained hundreds of layers of semi-

conductors of precise thicknesses. Electrons 

injected into the structure cascade down 

hundreds of energy steps, shedding a pho-

ton at each one. Those photons were infra-

red in the first QCL, but in 2002 researchers 

in Italy and the United Kingdom created 

QCL lasers that emitted terahertz photons.

Those devices needed to be chilled to 

50 K, but last year, researchers led by physi-

cist Jérôme Faist at ETH Zurich unveiled 

a terahertz QCL made up of hundreds of 

alternating layers of gallium arsenide and 

aluminum gallium arsenide (AlGaAs) that 

works at 210 K. It still required bulky and 

expensive cryogenic coolers, however. 

At higher temperature the electrons be-

come unruly, leaping barriers between layers 

rather than cascading through the structure 

one step at a time. “Over-the-

barrier electron leakage was 

the killer,” says Qing Hu, an 

electrical engineer at the Mas-

sachusetts Institute of Tech-

nology. So Hu and colleagues 

added more aluminum to the 

AlGaAs barriers to better con-

fine the electrons. Hu’s team 

also had to prevent electrons 

from interacting in a way that 

caused them to leak through 

the AlGaAs barriers. 

Now, the researchers have 

shown that by tailoring the 

layered structure even more precisely—

some layers were just seven atoms thick—

they could make electrons behave at tem-

peratures warm enough to be reached with 

standard compact thermoelectric coolers. 

What’s more, Hu says, the same strategy 

should enable the team to eventually make 

room temperature terahertz lasers. 

Room temperature terahertz sources 

could be paired with terahertz detectors 

that also work at room temperature, which 

Vitiello and other researchers are now de-

veloping. That marriage could lead to tech-

nologies such as terahertz imagers able to 

distinguish skin cancer from normal tissue 

without a biopsy or watch airline passen-

gers and cargo for hidden explosives, ille-

gal drugs, and even pharmaceutical fakes. 

Faist says: “We have hoped for this for a 

very long time.” j

By Robert F. Service

with evidence for a bridle, and it all suggests 

horses were being ridden,” says Sandra Olsen, 

an archaeologist at the University of Kansas, 

Lawrence, who was not part of either study.

Not long after, the Xiongnu emerged. 

They translated their skills on horseback 

into a sophisticated means of waging war 

and organizing an empire over vast dis-

tances. Starting in about 200 B.C.E., the 

Xiongnu marshalled nomadic tribes from 

across Eurasia into a formidable force, turn-

ing the steppes into a political center rival-

ing neighboring China. “The Xiongnu have 

been a source of constant worry and harm 

to China,” one contemporary Chinese histo-

rian wrote. “They move about in search of 

water and pasture and have no walled cit-

ies or fixed dwellings, nor do they engage in 

any kind of agriculture.”

Jeong’s study of DNA from 60 human 

skeletons from the Xiongnu’s 300-year-run 

shows how the region was transformed into 

a multiethnic empire. After more than 1000 

years in which three distinct, stable human 

populations lived side by side on the Mon-

golian steppe, genetic diversity rose sharply 

around 200 B.C.E. Populations from west-

ern and eastern Mongolia mixed with each 

other and with people carrying genes from 

as far away as present-day Iran and Central 

Asia. Such wide-ranging mixing has “never 

been seen before at that scale,” Jeong says. 

“You can see the entire Eurasian genetic 

profile in the Xiongnu people.”

The results suggest mastery of the horse 

made possible stunning long-distance voy-

ages on Central Asia’s sea of grass. Archaeo-

logical finds in the graves of Xiongnu elites, 

such as Roman glass, Persian textiles, and 

Greek silver, had suggested distant con-

nections. But the genetic evidence suggests 

something more than trade. Eleven Xiongnu-

period skeletons showed genetic signatures 

similar to those of the Sarmatians, nomad 

warriors who dominated the region north 

of the Black Sea, 2000 kilometers across the 

open steppe from Mongolia.

“There’s no written evidence of [Xion-

gnu] contact with Sarmatians, and it’s not 

well-attested archaeologically. It’s really 

surprising they’re mixing over these long 

distances,” says Tsagaan Turbat, an archaeo-

logist at the Mongolian Academy of Scienc-

es’s Institute of Archaeology. “This kind of 

information is really a game changer.”

In the future, researchers hope the ge-

nomes will help reveal how the mysterious 

nomad empire worked. The Xiongnu are 

“doing the things that empires do—forcing 

or enticing people to move,” says Univer-

sity of Michigan, Ann Arbor, archaeologist 

Bryan Miller. “Are people sent out to rule, 

or are local elites allowed to continue?” he 

asks. “Only genetics could answer that.” j

A terahertz laser sits on top of

a small cooler. 
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A
s children once did before Christmas, 

astrophysicists have been eagerly 

awaiting the arrival of a catalog. This 

one lists not toys, but cataclysmic col-

lisions of objects such as black holes—

the ghostly ultraintense gravitational 

fields left behind when massive stars collapse. 

Last week, it arrived, courtesy of the world’s 

network of gravitational wave detectors. “It’s 

very exciting!” says Selma de Mink, an astro-

physicist at Harvard University. “There will 

definitely be a flurry of papers rushing to 

take the first stabs at the data.”

The observations come from three huge L-

shaped optical instruments called interfero-

meters that sense gravitational waves, the 

infinitesimal stretching of space triggered by 

the collisions. Two belong to the Laser Inter-

ferometer Gravitational-Wave Observatory 

(LIGO), instruments with arms 4 kilometers 

long in Louisiana and Washington that in 

2015 first sensed the chirp of gravitational 

waves from two black holes spiraling 

into each other. Virgo, an interferom eter 

near Pisa, Italy, with 3-kilome ter-long 

arms, joined the hunt in 2017.

LIGO and Virgo had already spot-

ted 11 events including a merger of 

two neutron stars, which shed light 

on how the universe forges heavy ele-

ments. Now, the team has cataloged 

37 additional black hole mergers, an-

other neutron star merger, and one pos-

sible merger of a black hole and neutron 

star. The catalog and statistical analyses, 

posted 28 October on the physics pre-

print server arXiv, “are superimportant,” 

says Carl Rodriguez, an astrophysicist at 

Carnegie Mellon University who was not 

involved in the work. “With an individual 

event, there’s only so much you can do in 

comparing to astrophysical models. But 

with a catalog you can not only begin to 

constrain the theory, you can start to un-

derstand the landscape.”

For example, by analyzing the 47 black 

hole mergers together researchers can 

probe how the black holes spin—a poten-

tial clue to how the pairs came together. 

If both black holes spin in the same sense 

that they orbit each other, they might 

have formed from a pair of stars born 

together in the same spinning cloud of 

gas. If one or both black holes spins in 

a different direction—and especially if they 

spin in the opposite sense of the orbit—the 

black holes probably formed separately and 

paired up later.

It’s hard to tell how the spins of a single pair 

of black holes align from the burst of gravita-

tional waves emitted during the merger, says 

Maya Fishbach, an astrophysicist and LIGO 

member from Northwestern University. But 

by analyzing the events en masse, scientists 

have teased out evidence that at least some of 

the mergers involve reversed spins, suggest-

ing black hole pairs form in more than one 

way. “It seems like there might be multiple 

things going on,” Fishbach says.

Rodriguez has argued that the black holes 

could form separately in knots of old stars 

called globular clusters and then pair up. 

He notes that the overall rate of black hole 

mergers that LIGO and Virgo see seems to 

roughly match the rate his model predicts. “I 

shouldn’t toot my own horn—but I totally am 

going to,” he says. But he notes that because 

of the uncertainties, the data are also consis-

tent with such a mechanism producing only 

one-quarter of the mergers.

Analyses of all the events also show that 

when it comes to black holes, “the diversity 

is surprisingly large,” says Frank Ohme, a 

gravitational wave astronomer at the Max 

Planck Institute for Gravitational Phys-

ics. From details of the mergers’ chirplike 

signals, scientists can calculate the masses 

of the colliding black holes. They expected 

to find a “mass gap” between about 45 and 

135 solar masses—the result of particle phys-

ics processes that should blow apart stars 

within a certain mass range before they can 

collapse into black holes.

However, LIGO and Virgo have spotted 

mergers involving black holes within the 

gap, including one weighing 85 solar masses. 

De Mink, who models the evolution of black 

hole pairs from binary star systems, says the 

mass gap is “such a clear prediction from the 

models that it’s hard to believe” it’s not there. 

Similarly, scientists expected another forbid-

den range below five solar masses, based not 

on theoretical modeling, but on obser-

vations of individual black holes peace-

fully orbiting normal stars. But one 

black hole falls below that limit.

Researchers can even probe how 

the number of black hole mergers 

may have changed over cosmic time, 

Fishbach says. The new data show 

the rate 8 billion years ago was no 

more than 10 times what it is now, she 

says, tightening the limit by a factor 

of 10,000.

Such data will challenge theorists as 

never before, says Ilya Mandel, a theo-

retical astrophysicist at Monash Univer-

sity. They can no longer simply whip up 

models to account for oddball events, 

but have to explain the entire set of 

observations. “When you have a whole 

population things become a lot harder,” 

Mandel says. “Your model not only has 

to reproduce the events that you do see, 

but also not predict events that you 

don’t see.” 

The LIGO and Virgo teams owe their 

bounty to their detectors’ ability to spot 

ever fainter, more distant events. And 

they want to keep adding to it. “We’ve 

answered a lot of questions we didn’t 

even know we had,” Fishbach says, “but 

we raised even more. This is just the be-

ginning of the science.” j

Merging black holes might spin in different directions—a hint that 

they were born in separate star systems, then found each other.

By Adrian Cho

ASTROPHYSICS

Black holes by the dozens challenge theorists
Trove of gravitational wave detections allows black holes to be studied en masse 
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E
ighteen months ago, a small vaccine-

maker here called Novavax faced an 

existential threat: delisting by the 

NASDAQ stock index. On the heels 

of a second failed vaccine trial in 

less than 3 years, the firm’s shares 

had plunged to less than $1 for 

30 straight days, triggering a warn-

ing by NASDAQ. Frantic to conserve 

cash, the company sold its two Maryland 

manufacturing facilities, slicing its payroll 

by more than 100 employees. By January, it 

employed only 166 people.

“Good ideas. Bad management. … The 

company will probably die soon,” a former 

Novavax manager wrote on Glassdoor.com 

in October 2019.

What a difference a year—and a pandemic—

make. Today, Novavax is slated to receive up 

to $2 billion from the U.S. government and a 

nonprofit organization to develop and manu-

facture a coronavirus vaccine. The company’s 

stock closed at $80.71 per share 

on 30 October, it has hired more 

than 300 new employees, and this 

month it plans to launch a piv-

otal clinical trial of its coronavirus 

vaccine in the United States and 

Mexico. Made by moth cells har-

nessed to crank out the virus’ spike 

 protein—which the pathogen uses 

to invade human cells—Novavax’s vaccine 

outshone major competitors on key measures 

in monkey and early human tests.

The company is one of just seven vaccine-

makers to win funding so far from Opera-

tion Warp Speed, the giant multiagency U.S. 

government effort aiming to quickly pro-

duce at least 300 million doses of COVID-19 

vaccines. But most Warp Speed–backed 

companies are giant pharmaceutical firms, 

and most have already launched late-stage 

clinical trials in the United States. Tiny No-

vavax is rushing to keep pace with its larger 

rivals because companies that win the first 

approvals from regulators will have big 

market advantages. Still, some observers 

say Novavax’s technology gives it an edge. 

“They are incredibly well positioned,” 

says Andrew Ward, a structural biologist 

at Scripps Research. Ward, who receives no 

payments from the company but owns some 

stock, led a team that last month published 

a paper in Science describing the 

structure of Novavax’s tailormade 

spike protein, the heart of its vac-

cine. He was impressed by its sta-

bility and conformation, as well as 

the vigorous antibody responses 

it has elicited in humans and ani-

mals. “They have the know-how,” 

he says. “And they obviously, as we 

A little company chases its bigger competitors 
in the race for a coronavirus vaccine 

By Meredith Wadman, in Gaithersburg, Maryland

FEATURES

Novavax’s vaccine is made of tiny 

particles studded with the coronavirus 

spike protein plus honeycomblike 

molecules, derived from plants, that 

stimulate the immune system. 

THE LONG SHOT

Science’s

COVID-19 

reporting is 

supported by the 

Pulitzer Center 

and the 

Heising-Simons 

Foundation.IL
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confirmed, make a good product.”

But other people are skeptical. They note 

that Novavax has focused on making vac-

cines for more than 20 years but has never 

brought one to market, and that its senior 

executives have sold tens of millions of dol-

lars of company stock since its share price 

began to soar this summer.

Most significantly, the company has an 

Achilles’ heel. Novavax must rely mostly on 

contract manufacturers to meet its ambi-

tious goal for 2021: producing enough vac-

cine to give 1 billion people two shots each. 

If manufacturing problems crop up—and 

the company last week said manufacturing 

delays had slowed launch of its late stage 

North American trial—competing vaccines 

may surge ahead. “That’s concerning,” says 

David Maris, a veteran drug industry ana-

lyst and managing director at Phalanx In-

vestment Partners. Where small companies 

such as Novavax are concerned, he adds, 

“people do want to believe in fairy tales.”

ON 10 JANUARY, researchers in China pub-

lished the genome sequence of the virus 

ravaging the city of Wuhan. Three days 

later, Gregory Glenn, president of R&D at 

Novavax, asked his staff to order from a sup-

plier the gene for the virus’ spike protein.

Glenn and other Novavax scientists had 

spent years developing “protein subunit” 

vaccines, so named because they employ a 

protein (or part of one) from the targeted 

virus, plus an immune-boosting compound 

called an adjuvant, to provoke an immune 

response. The company hadn’t had a com-

mercial success—its vaccine against a seri-

ous respiratory illness failed in clinical trials. 

But it had produced a promising flu vaccine 

aimed at older adults, which was nearing 

the end of a pivotal trial. The company had 

also created protein subunit vaccines against 

two close cousins of the pandemic virus—the 

coronaviruses that cause severe acute respi-

ratory syndrome and Middle East respiratory 

syndrome, using those viruses’ spike proteins. 

Those vaccines hadn’t made it to market, but 

Novavax had plenty of experience with the 

coronavirus family. Glenn believed it was his 

company’s moment.

The gene for the spike protein was slow 

to arrive, however. Finally, at 6 a.m. on 

3 February, a vice president from the sup-

plier hand-delivered a red-capped vial 

bearing the gene to Novavax’s beige brick 

building here. The virus still hadn’t been of-

ficially named—the vial was labeled “Cov/

Wuhan”—but Novavax was now out of the 

gate and in the race to tame it.

The company’s scientists started to work 

“with frenetic pace,” Glenn says. Some of 

their competitors were already a lap ahead, 

working on their own vaccines. “There’s no 

question [that we’re] behind” several compa-

nies that also won Warp Speed funds, Glenn 

said on the morning of 24 September, the day 

Novavax launched its first phase III trial, of 

15,000 volunteers in the United Kingdom.

Most of Novavax’s key competitors—

Moderna, Pfizer, Johnson & Johnson sub-

sidiary Janssen, and AstraZeneca—had 

launched phase III trials by then. To make 

their vaccines, all four of those firms use 

new technologies based on genetic material 

that directs protein production, rather than 

delivering proteins directly. Those platforms 

rely on DNA loaded in disabled viruses or on 

messenger RNA to carry genetic instructions 

for building the spike protein. Cells within 

a vaccinated person then churn out the pro-

tein, alerting the immune system.

Developers of protein vaccines must 

develop their own version of the spike 

protein—one that closely mimics the natu-

rally occurring spike and is stable enough 

to retain its immunological punch during 

manufacturing, packaging, and distribu-

tion. Most such vaccines include an addi-

tional compound called an adjuvant to help 

stimulate a strong, protective immune 

response. Those extra steps make protein 

vaccines slower to develop than those that 

deliver genetic instructions. 

But protein-based vaccines also have a 

long track record of effectiveness, in con-

trast with the newer, largely unproven 

approaches. The successful hepatitis B vac-

cine licensed in 1986 and recommended 

for all U.S. babies in their first day of life 

is a protein subunit vaccine. So are a flu 

vaccine approved in 2013 and the human 

papillomavirus vaccines that have sent rates 

of cervical cancer plunging since the first 

ones were licensed in the 2000s.

Perhaps because the technology is tried 

and true, scores of other companies are also 

racing to develop protein subunit vaccines. 

Novavax is the only one to have launched a 

phase III trial. Of the other firms, the huge 

vaccinemaker Sanofi Pasteur is likely No-

vavax’s biggest rival. It “is going to be formi-

dable competition to the Novavax vaccine,” 

says Vijay Samant, a former head of vaccine 

manufacturing at Merck and now a consul-

tant to vaccine companies. (Novavax is not 

a client.) Sanofi Pasteur has deep pockets, 

infrastructure, and experience, and markets 

vaccines against 19 infectious diseases.

But Novavax scientists say they’re ready 

for the competition. “We’ve been getting 

ready for this our whole lives,” says Gale 

Smith, Novavax’s chief scientist.

NE WS   |   FEATURES

Novavax scientist Nita Patel (left) examines a plate measuring antibodies in vaccinated monkeys; other staffers gauge how the vaccine’s protein binds to human cells.
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ONCE THE PANDEMIC coronavirus gene 

arrived in Gaithersburg, Maryland, on 

3 February, the company spent weeks mak-

ing more than 20 versions of the spike 

protein, aiming for a product as immuno-

logically potent as possible. The winner 

was the most stable antibody-inducing 

protein, one that mimicked the energy-

packed state of the spike just before it 

fuses with the host cell membrane.

In March, a team led by Nita Patel, a 

senior director in the vaccine develop-

ment department (see sidebar, p. 652), 

confirmed in lab tests that the engineered 

protein bound tightly to its human cell-

surface receptor. The results strongly 

suggested antibodies to Novavax’s protein 

would interfere with the virus’ own spike 

protein as it tried to fuse with cells.

Patel’s boss, Smith, next enlisted Ward 

to verify the protein’s structure and stabil-

ity with electron microscopy. Other tests 

showed the Novavax spike is stable for 

many weeks at 2°C to 8°C—a key advan-

tage over the Moderna and Pfizer vaccines, 

which need to be stored at –20°C and 

–70°C, respectively, and once thawed, last

only days in the refrigerator.

Now, the challenge was to make the pro-

tein in the vast quantities that the world 

would need. Novavax had a system to do 

that, co-invented by Smith decades earlier 

and since used by the company to develop 

its other vaccine candidates: moth cells. 

As a 34-year-old graduate student at 

Texas A&M University in 1983, Smith and 

colleagues had developed a system that 

could produce proteins in big quantities. 

The researchers started with an insect-

infecting virus called a baculovirus, which 

had the virtue of a roomy genome that 

can accommodate large chunks of foreign 

DNA. The researchers inserted a gene for 

a human immune protein, interferon, into 

the virus and then used it to infect cells 

from the caterpillar form of a pest called 

the fall armyworm moth. The virus trans-

ferred the gene to the moth cells, which 

duly secreted human interferon.

Back then, editors of major journals had 

little interest in the discovery and repeat-

edly rejected Smith’s paper, which found a 

home in an obscure new journal, Molecu-

lar and Cellular Biology. But today the sys-

tem is widely used in biotechnology. Now, 

it is at work producing the Novavax vac-

cine at a plant owned by a contractor in 

Morrisville, North Carolina, and soon, it’s 

expected, at other plants owned or con-

tracted by Novavax in Europe, the United 

States, and Asia. 

In North Carolina, countless baculoviruses 

loaded with the gene for the coronavirus 

spike protein are invading moth cells in 

2000-liter bioreactors. The moth cells then 

express the coronavirus spikes on their cell 

membranes. Scientists harvest the proteins 

and mix them with a delivery vehicle: syn-

thetic particles, on average 30 to 40 nano-

meters across. Each “nanoparticle” ends 

up studded with up to 14 spike proteins. 

The finished particles are only slightly 

smaller than the coronavirus itself, help-

ing the immune system “see” them as a 

danger, Smith says. Then Novavax adds its 

adjuvant, based on saponin, a compound 

found in soap bark trees that stimulates 

the immune system (see graphic, below).

To crank up production in the spring, 

Novavax had to cope with a harsh reality. 

“What we didn’t have—what we’d lost by 

downsizing last year—is taking [the vac-

cine] right over to a manufacturing facil-

ity,” Glenn says. “We could have been much 

earlier had we had that strategic asset.” 

Instead, the company “had to beg” he says, 

turning to Gaithersburg-based contract 

manufacturer Emergent BioSolutions to 

produce vaccine for the first human tri-

als. It was “not ideal,” Glenn says. “We’re 

sprinters … [but] it’s hard to get someone 

else to sprint.”

A vital piece of good news came on 

24 March, boosting the company’s search 

for cash. The phase III clinical trial of 

Novavax’s flu vaccine in older adults, also 

made using the moth cell system, returned 

excellent results. For Novavax, which was 

now asking funders for major dollars for its 

pandemic coronavirus vaccine, the proof of 

its capabilities came at a fortuitous time.

Three days later, senior Novavax scien-

tists met with decision-makers from a key 

funder—the nonprofit, international Coali-

tion for Epidemic Preparedness Innovations 

(CEPI)—in a crucial Zoom call. Novavax scien-

tists were used to dealing with skeptics. “Most 

people don’t think [our nanoparticles] work,” 

Smith says. “We’ve been accused that [they] 

aren’t even real, which is ridiculous.” Then 

Ward’s new high-resolution images—show-

ing tiny particles studded with spike proteins, 

with honeycomblike saponins floating beside 

them—flashed on dozens of people’s screens. 

It was “one of those precious moments,” re-

calls Nick Jackson, CEPI’s head of vaccine 

programs. “The excitement was palpable.”

Six weeks later, CEPI awarded Novavax 

up to $384 million for trials and manufac-

turing of its vaccine.

The heart of a new vaccine  
To make their vaccine, Novavax scientists first used a baculovirus to insert the gene for the SARS-CoV-2 

spike protein into moth cells, which produced the spikes on their cell membranes. Scientists then 

harvested the spike proteins and mixed them with a synthetic soaplike particle in which the spikes embed. 

A compound derived from trees serves as an immune-boosting adjuvant. 

Saponin

Antibody Coronavirus

Spike DNA

Moth
cell 2  Moth cell produces spike proteins.

3  Spikes stud a synthetic particle. 

4  A saponin—a purified plant
compound—is added to boost
the immune response.

5  Vaccination aims to trigger
production of antispike
antibodies, blocking
SARS-CoV-2 infection.

1  Baculovirus delivers spike protein DNA from coronavirus to fall armyworm moth cell.
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Ward’s work won over some scientific 

doubters. John Moore, an immunologist at 

Weill Cornell Medicine, had been skepti-

cal of Novavax’s moth cell system because 

in the 1990s it had conspicuously failed 

to produce an HIV spike protein with the 

right characteristics to make an AIDS vac-

cine. But in August, when Ward’s work 

was posted as a preprint, “I looked at that 

paper and was impressed,” Moore says. “It 

changed my perception of the quality of 

the protein. The concerns I had were elimi-

nated by data, which is as it should be.”

By late May, Novavax had launched its 

first human safety trial in 131 volunteers in 

Australia and used the CEPI funding to buy, 

for $167 million in cash, a state-of-the-art 

vaccine manufacturing facility in the Czech 

Republic that the company said would de-

liver more than 1 billion doses in 2021. And 

in early July, Operation Warp Speed granted 

the company up to $1.6 billion, with 

$800 million available immediately, for a 

phase III clinical trial and for manufactur-

ing 100 million doses of vaccine.

IN EARLY AUGUST, the big investors in the 

tiny company won an initial vindication 

when Novavax announced strong results 

from the Australian trial. After two injec-

tions, “the antibody responses in the No-

vavax paper were markedly stronger than 

any of the other vaccines that have been re-

ported,” and participants had experienced 

no severe adverse events, says Moore, who 

recently published a Journal of Virology 

review of the leading vaccine candidates. 

Moore says he intends to volunteer for a 

Novavax trial if eligible. “I’m going, ‘Yes, I’ll 

have that [vaccine].’”

The government of the United Kingdom 

soon signed up to buy 60 million doses 

of Novavax’s vaccine, and the big drug-

maker Takeda licensed it to manufacture 

at scale with funding from the Japanese 

government. Other scientists noted strong 

results in a dozen monkeys injected with 

various doses of Novavax’s vaccine and 

then infected with live coronavirus. The 

virus failed entirely to multiply in the ani-

mals’ noses and replicated in the lungs of 

just one monkey that received the lowest 

dose; that animal shut down the infection 

after 4 days.

“It’s the only vaccine I’ve seen out of all 

the candidates that are further down the 

pipeline that actually had no viral replica-

tion in the nasal swabs of vaccinated ani-

mals,” says Angela Rasmussen, a virologist 

at Columbia University. That’s important, 

she says, because stopping viral replica-

tion in the nose can reduce the spread of 

infection among people who may be un-

aware they are sick. But she cautions that P
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‘Nothing is impossible,’ says lab ace Nita Patel 

S
tanding in front of reporters recently after showing Maryland Governor Larry 

Hogan (R) through the company’s Gaithersburg, Maryland, labs, Novavax CEO 

Stanley Erck touted everything from the company’s manufacturing plans to the 

long hours its scientists are logging. But he praised only one staffer by name: Nita 

Patel, a diminutive 56-year-old wearing jeans and a black mask. “Nita,” Erck said 

to the governor, “has done all the work that you saw today.”

Patel is a senior director in the vaccine development program at Novavax, a small 

firm among giant pharma companies racing to test a vaccine for the pandemic corona-

virus (see main story, p. 649). Her all-female crew is an essential part of Novavax’s lab 

team. Their sophisticated tests verified that the heart of the company’s vaccine—its 

version of the virus’ spike protein—performed as it should in cells and generated virus-

neutralizing antibodies in animals. “Nita is absolutely invaluable,” says her boss, chief 

scientist Gale Smith. “She’s a genius.”

Patel has come a long way from her beginnings in Sojitra, a farming village in India’s 

Gujarat state. There, when she was 4 years old, her family fell into poverty after her 

father nearly died from tuberculosis (TB). He never worked again and told Patel she 

should become a doctor and find a cure.

Patel set about doing that, wearing the same ragged dress to school day after day. 

She had no shoes. She begged bus fare 

from a neighbor—at whose house she also 

devoured the newspaper because her family 

couldn’t afford a subscription.

Her academic excellence propelled her 

through college on government scholar-

ships. She later picked up two master’s 

degrees, in India and the United States, in 

applied microbiology and biotechnology. 

Her memory is photographic: When driving, 

she has to be careful not to look at license 

plate numbers, or she’ll memorize them.

Patel married a U.S. biochemist and then 

moved to Gaithersburg and started job 

hunting. One small company offered her 

less than others—but she would work on a 

TB project. In 1990, Patel became the 16th 

employee at MedImmune. One of her bosses 

there, Herren Wu, now a senior vice presi-

dent at AstraZeneca, remembers her skill 

with a difficult assay that bedeviled others. 

“She was the one [whose data] I believed,” 

he says. “She’s a very good bench scientist.”

But Patel also understands setbacks: A 

MedImmune Lyme disease vaccine failed in its first clinical trial, and another therapy, 

against respiratory syncytial virus (RSV), was rejected by the Food and Drug Adminis-

tration. In 2015, attracted by Novavax’s RSV vaccine work, she jumped to the firm.

After Novavax got the gene for the SARS-CoV-2 spike protein in February, Patel’s 

team tested more than 20 engineered variants of the protein, identifying the version 

most likely to elicit a protective immune response. Now, she’s characterizing details of 

that protein, identifying the precise locations where neutralizing antibodies vigorously 

bind to it, and creating a test to ensure the spike is consistent from one manufacturing 

plant to another.

Since the pandemic arrived, she says, “my day just doesn’t end. And it’s the same 

with everyone else here.” Yet Patel, who prays and meditates daily at a temple in her 

home, projects serenity and good cheer. “To me, nothing is impossible. So, having that 

mindset, nothing stresses me out, being honest.”

Scientist Sonia Maciejewski, who works for Patel, agrees. “She has a very strong 

work ethic … yet somehow doesn’t put that sort of pressure or stress on us.”

Patel’s serenity gets a boost because she doesn’t see the firm as competing with 

others. “We are [all] working towards, together, the world’s problem,” she says. —M.W.
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monkeys are not people. “We can’t really 

conclude that this vaccine is going to be bet-

ter in practice until we have some reliable 

safety and efficacy data in people.”

That’s why researchers will be eager to 

see results from Novavax’s phase III tri-

als. In the one in progress in the United 

Kingdom, volunteers get either placebo or 

vaccine in two injections, 21 days apart. 

Researchers will evaluate whether vacci-

nated volunteers have fewer symptomatic 

coronavirus infections than placebo recip-

ients. They’ll also keep monitoring safety, 

including any reactions to the adjuvant, 

because this will be the first time huge 

numbers of younger people with vigor-

ous immune systems receive it. 

Vaccine trials need volun-

teers who are exposed to the 

virus, so skyrocketing infec-

tions in the United Kingdom 

are likely working in Novavax’s 

favor. The company estimates 

there will be enough infections 

among participants to allow a 

first look at the data early in 

2021—and says it expects the 

U.K. data will  be enough to 

drive approval of its vaccine.

In the United States and Mex-

ico, the company aims to enroll 

30,000 volunteers—about 90% 

of them in the United States—in 

a trial expected to launch this 

month. Keeping volunteers in 

that trial may be challenging if 

other vaccine contenders win 

U.S. marketing approval in com-

ing weeks (Science, 23 October, 

p. 389). But Glenn argues that

this scenario is “not very realis-

tic” given the time required for

U.S. Food and Drug Adminis-

tration (FDA) action and wide-

spread distribution of a vaccine.

Observers also note that more 

than one vaccine will prob-

ably be needed to quell the 

pandemic. The first round of 

vaccine doses promised by Pfizer 

and Moderna combined would only cover 

100 million people. Experts add that the first 

vaccine approved won’t necessarily be the best. 

“Especially when we are talking about vacci-

nating millions of people, you have just got 

to follow the science,” says Mayank Mamtani,

a senior biotechnology analyst at B. Riley 

Securities. In the long run, “being first to 

market is just not, in my opinion, important.”

SOME OBSERVERS RAISED their eyebrows 

when Novavax won Warp Speed funding, 

given that the firm was on life support last 

year. Maris bemoans the “complete lack of 

transparency as to how the funding deci-

sions of Warp Speed were made.” (Journal-

ists and investors have tried unsuccessfully 

to obtain Novavax’s Warp Speed contract.) 

“I would like to see the fundamental or deep 

analysis, if any, done prior to these fund-

ing decisions,” Maris says. “I’m not certain 

whether it exists.” 

Novavax says it will release the contract 

next week as part of its quarterly financial 

reporting.

Other critics noted that since the pan-

demic began, Novavax top managers have 

made tens of millions of dollars by exercis-

ing options to buy their company’s stock at 

earlier, lower prices and sell it at this year’s 

high prices. Such options are a common 

way to pay biotech executives, but against 

the background of a pandemic, the sales led 

to an unwelcome spotlight on Capitol Hill 

in September. At a hearing, the chair of the 

House of Representatives Financial Services 

Subcommittee on Investor Protection, En-

trepreneurship, and Capital Markets raised 

the examples of Novavax and other com-

panies by name. And in a stinging memo 

that Democratic lawmakers issued under 

the heading “Corporate Integrity and Profi-

teering in the COVID-19 Pandemic,” they 

reported that three senior executives at 

Novavax and two board members had pock-

eted nearly $17 million in August alone.

Maris notes that executives who are bull-

ish on their own companies tend to keep 

their stock. “So it’s interesting that they de-

cided to sell.”

Novavax leaders continued their sales in 

September, with four senior managers sell-

ing shares worth a combined $18.9 million. 

“Pretty much all my value I have is in Novavax,” 

says Glenn, who pocketed $6.2 million (be-

fore taxes) in August and sold shares worth 

$4.9 million in September. “A year ago it was 

worth nothing.” CEO Stanley Erck, who sold 

$4.5 million in stock in September, did not 

respond to requests for comment.

Even if Novavax’s phase III 

trials succeed, vaccine watch-

ers say the company’s biggest 

vulnerability will remain: the 

manufacturing process. “I think 

the vaccine is going to be effi-

cacious,” Samant says. “But you 

put that 2 billion–dose task in 

front of a small company, it’s a 

huge uphill task.”

Ward concurs. “It’s like 

trying to cook a really good 

quiche. You can make one for 

your family, but if you try to 

make 50 of them for a wed-

ding, that’s actually very diffi-

cult to do, to get them all the 

same and equivalent.”

“The [moth cell system] is 

not like the flu vaccine and 

eggs,” adds vaccine expert and 

FDA veteran Luciana Borio, 

an admirer of Novavax who is 

a vice president at In-Q-Tel, a 

technology investment firm. 

“It’s untested.”

Novavax counters that the 

company’s manufacturing part-

ners are deeply experienced in 

making vaccines at scale. For in-

stance, the Serum Institute of In-

dia, a veteran vaccinemaker that 

is the world’s largest, is helping 

Novavax expand production at 

the 14,000-square-meter Czech facility, plus 

manufacturing an additional billion doses 

itself, in India, for low- and middle-income 

countries. That brings the total doses the 

company now says it can manufacture in 

2021 to 2 billion, the promised number.

The fact that world-class manufacturers 

such as the Serum Institute “didn’t even 

blink before wanting to work with them 

and helping them scale up” speaks highly of 

the company, Mamtani says.

“It’s going to be a dark horse,” he pre-

dicts. “A dark horse helping us to get out of 

this darkness.” jC
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June 2019

1 27 June 2019
Novavax sells 
its two Maryland  
manufacturing  

 facilities.

2 3 February
Novavax begins  
to develop its 
COVID-19 vaccine.

3 24 March
Novavax’s flu 
vaccine succeeds
in a phase III 
trial in older adults.

4 11 May
Novavax wins up to
$384 million from the
Coalition for Epidemic  
Preparedness Innovations.

5 4 June
The U.S. Department of
Defense pledges $60 million
for U.S. manufacturing 
of Novavax’s vaccine.

6 7 July
Novavax lands up 
to $1.6 billion in 
U.S. Operation Warp 
Speed funding.

7 4 August
Novavax delivers 
positive data
from a phase I and 
II trial of its 
COVID-19 vaccine.

8 24 September
Novavax launches 
a phase III trial in 
the United Kingdom.

9 30 October 
Novavax delays 
launch of phase III 
trial in North America 
until November.

Healthier prospects
In early 2019, Novavax’s share price fell so low that NASDAQ threatened to delist 
the company. Its candidate coronavirus vaccine has turned the small firm’s 
fortunes around, although its stock lost value in the fall. 
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By David B. Wake

T
he invasion of land by vertebrates 

initiated an explosion of new kinds 

of organisms—amphibians—whose 

diversity ballooned until the extinc-

tion event that ended the Paleozoic 

Era 252 million years ago (Ma) nearly 

wiped them out. Several early amphibians 

became specialized in morphology and life 

history, even including forms that lost limbs. 

Many had bizarre shapes, and they also var-

ied greatly in size. Among them were the 

ancestors of the still-living salamanders, 

frogs, and caecilians, collectively known as 

lissamphibians. By the dawn of the Mesozoic 

Era, which followed the Paleozoic, only liss-

amphibians and one other group (tremato-

saurs) survived. The last trematosaurs dis-

appeared in the late Mesozoic, 120 Ma. But 

paleontologists had overlooked one clade. 

On page 687 of this issue, Daza et al. (1) in-

troduce an unusual fossil of the obscure and 

apparently extinct albanerpetontids.

First detected in Late Cretaceous (100 to 

66 Ma) formations and recorded as sala-

manders, albanerpetontids gradually be-

came recognized by paleontologists as a 

fourth kind of lissamphibian, albanerpeton-
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PALEONTOLOGY

A surprising fossil vertebrate
An ancient amphibian converged on a chameleon-like way of feeding

PERSPECTIVES

INSIGHTS

Ballistic tongue representation 

of Yaksha perettii is shown. 

The albanerpetontid is dwelling in 

the understory of the forest, 

and is illustrated an instant before 

being trapped by tree resin. 
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tids (Order Allocaudata). With the discov-

ery of several new taxa, albanerpetontids 

(named for the Albian, a mid-Cretaceous 

age and stage, 100 to 113 Ma) became bet-

ter known. They were salamander-like, or 

maybe lizard-like, biologically, and per-

sisted for a very long time, first appearing 

in the Triassic (252 to 201 Ma) and only dis-

appearing “yesterday” (they were living in 

Italy with other still-surviving amphibians 

until the Early Pleistocene, about 2 Ma). 

With luck we might still have them some-

where (hopefully, one will turn up in what 

remains of biological wilderness on this 

planet—but time is running out). There is 

now a much better idea of the kind of or-

ganism we seek, thanks to the report by 

Daza et al. of their spectacular discovery of 

a new albanerpetontid, Yaksha perettii, en-

cased in Myanmar amber (1).

The Myanmar amber, in this case about 

99 million years old, preserves some spec-

tacular fossils. In 2016, Daza’s team (2) 

reported amazingly well-preserved verte-

brates, including one thought to be the ear-

liest chameleon. The basis for that identi-

fication was a long skeletal element in the 

head and throat, an entoglossal, found only 

in chameleons and the key component in its 

intricate ballistic tongue. The very elongated 

entoglossal plays a special role in tongue fir-

ing in chameleons. It is enveloped by spe-

cialized accelerator muscles, which wrap 

around it. At the anterior end is the massive 

fleshy tongue pad. The entoglossal of cha-

meleons slightly tapers toward the front, so 

when the accelerators squeeze down on it 

the tongue pad is swiftly advanced and slips 

forward off its end, literally flung into space 

(3). No other taxon was thought to have 

such an extreme entoglossal. Hence, the 

initial identification seemed to make sense. 

Logical—but spectacularly wrong. Daza et 

al. now show that not only are the bearers 

of the specialized tongue not chameleons, or 

even squamates; they instead are members 

of the mysterious albanerpetontids. What 

strange lissamphibians these albanerpe-

tontids are: They have claws, scales, and ar-

mored skulls—and at least one had a tongue 

like a modern chameleon.

How the lissamphibians are related to 

each other and to Paleozoic forms is closely 

studied and contentious, but salamanders 

and frogs are likely sister taxa (Batrachia), 

caecilians are mysterious but might be de-

rived from stereospondyls, and albanerpe-

tontids seem likely to be basal derivatives.

Although many salamanders are almost 

prototypical tetrapods, with four limbs of 

roughly equivalent length, a generally long 

tail, and roughly proportional head and 

body, there are also some bizarre exceptions. 

Sirens lack hind limbs and are very elongate, 

permanently aquatic forms with gills and a 

keratinous beak. Aggressively predaceous 

amphiumas are large, very elongate aquatic 

forms lacking gills. They have ludicrously 

small limbs and reduced digits—down to 

one in one species. Asian giant salamanders 

reach 180 cm in length and weigh over 50 

kg. By contrast, frogs, the most numerous 

(88% of lissamphibians) and widespread liv-

ing amphibians, are tailless, short-bodied, 

usually large-headed, and have limbs of of-

ten very unequal length. Caecilians are vir-

tually blind, limbless, nearly tailless but very 

long-bodied burrowers, except for a bizarre 

clade of aquatic species in South American 

rivers and swamps. 

Now, enter the albanerpetontids. Super-

ficially salamander-like in their prototypi-

cal tetrapod habitus, albanerpetontids had 

features that seemed to suggest a burrow-

ing way of life, with a strange, strengthened 

lower jaw with an interlocking articulation, 

a strengthened skull with solid bones cov-

ered with stout scales and elaborate bony 

sculpturing suggesting co-ossification of 

bone and skin, and with limbs bearing 

claws on their digits (four front, five hind). 

But what about the tongue? And how could 

these animals have been captured in amber 

sap ? Were they arboreal (see the figure )? 

The closest analogs may be the strange trop-

ical plethodontid salamanders of the genus 

Oedipina, a group of highly specialized bur-

rowers, which—such as O. alleni—occasion-

ally become arboreal. Their exquisitely spe-

cialized ballistic tongue is as if designed in 

reverse to that of chameleons—the homolog 

of the entoglossal (the basibranchial) is it-

self, together with the tongue pad, projected 

completely out of the mouth (4).

The elongated entoglossal is a vivid exam-

ple of evolutionary convergence, which justi-

fiably continues to receive intense scientific 

scrutiny (5, 6), because it is common and 

profoundly important. The expanded liss-

amphibians display different levels of con-

vergence, including what might be termed 

complete convergence between Yaksha and 

chameleons, which entails both structural 

and functional components, and incomplete 

convergence between Yaksha and plethod-

ontids like Oedipina, a convergence that is 

functional but only partially structural.        j
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 EVOLUTIONARY BIOLOGY

The genetic law 
of the minimum 
The genetic code evolved 
to reduce the impact 
of nutrient limitations

By  Martin F. Polz1 and  Otto X. Cordero2

H
ow organisms are optimized in the 

face of environmental challenges 

remains one of the key unanswered 

questions in biology. The optimiza-

tion of enzymes for changing nutri-

ent concentrations in an organism’s 

environment is well known (1). However, 

intricate genomics studies have revealed 

that optimization might affect the ar-

chitecture of the entire genome (2). On 

page 683 of this issue,  Shenhav and Zeevi 

(3) illuminate how selection driven by

resource scarcity can affect the evolution

of nucleotide and protein sequences in ma-

rine microbes.

In extremely nutrient-scarce regions of 

the ocean, microbial genomes are often 

small and streamlined, containing only 

the most essential genetic information 

(4). However, the essential selective factor 

often is not the absolute concentration of 

a single nutrient but rather its ratio with 

other required nutrients (5). For example, 

the sunlit ocean surface is typically lim-

ited in nitrogen but not organic carbon, 

because photosynthetic organisms require 

much of the former but produce copious 

amounts of the latter. When biomass from 

this surface layer dies and sinks, it is de-

graded by heterotrophic bacteria, which, 

because of the stoichiometry of elements 

in their food versus their cells, shift the 

balance toward carbon limitation (6, 7). 

Recent work has shown that this tran-

sition from nitrogen to carbon limitation 

provides an explanation for an abrupt shift 

in the guanine-cytosine (GC) content in the 

genomes of marine microbes at the ocean 

surface versus those in the deep ocean (8, 

9). Organisms living under consistent ni-

trogen limitation have a low GC content in 

their genomes, leading to a lower nitrogen 

demand for DNA synthesis. These orga-
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nisms also use codons that favor 

a proteome with a comparatively 

low nitrogen and high carbon 

content (10, 11).  

Using a large set of metage-

nomic and single-cell genome 

data from across the global ocean, 

Shenhav and Zeevi show that 

natural selection purged nucleo-

tide and amino acid changes that 

increase the demand for limiting 

resources. Selection was stronger 

at the protein versus DNA level, 

which is consistent with the high 

protein-to-DNA ratio in microbial 

cells. Highly expressed and se-

creted proteins showed the stron-

gest signal for resource-driven 

selection because they place a 

high resource demand on the 

cell. Among the measured envi-

ronmental variables, nitrate con-

centration—the prevailing form 

of nitrogen at the ocean surface  

(6)—was most strongly associated 

with the selection of protein se-

quences. Furthermore, mutations 

leading to lower nitrogen incorpo-

ration were inversely associated 

with mutations leading to lower 

carbon demand. This finding re-

flects the inverse relationship of 

carbon and nitrogen limitation 

as a function of water-column 

depth. The new insight that carbon limi-

tation might also select for lower carbon 

incorporation led the authors to link these 

observations to the nature of the genetic 

code, which appeared to be simultaneously 

optimized for conservation of nitrogen and 

carbon. These findings strengthen the hy-

pothesis that the microbial genome evolved 

to enable nutrient conservation in low-ni-

trogen and low-carbon environments.

Although variations of the standard 

genetic code (for example, in mamma-

lian mitochondria or mycoplasma) show 

that the code itself can evolve, the vari-

ants are minor and derived from the stan-

dard code shared by all life-forms. Thus, 

the basic structure of the code, with its 

characteristic amino acid assignments, is 

believed to be ancestral to all extant cel-

lular life-forms. Multiple (non–mutually 

exclusive) theories have been proposed to 

explain how the code originated (12). One 

of these—the adaptive theory—postulates 

that the genetic code evolved to maximize 

mutational robustness (that is, to lower the 

chance that random mutations lead to del-

eterious effects caused by translation er-

rors) (13). The results of Shenhav and Zeevi 

add to this theory by showing that the code 

is also robust in the sense that it minimizes 

the  impact of random mutations on car-

bon and nitrogen demand. Thus, the code 

seems to have  evolved to minimize the  po-

tential damage of random mutations, both 

in terms of mistranslations and inefficient 

resource use. This new insight indicates 

that differential limitation by carbon and 

nitrogen constrained the evolution of the 

most primordial forms of life when the 

universal genetic code evolved.

The findings of Shenhav and Zeevi point 

to an incredible fine-tuning of genomes 

toward nutrient availability where selec-

tion acts on individual codons. However, 

whereas single mutations that affect the 

performance or regulation of proteins can 

have large fitness effects, the fitness gain 

of an individual-codon mutation in a pro-

tein that optimizes resource use must be 

vanishingly small. Using, as a reference, 

the composition of Escherichia coli, a cell 

with a single nitrogen-saving codon muta-

tion in a highly expressed protein (present 

at 104 copies per cell), would experience a 

change in nitrogen demand on the order 

of only ~0.001%, assuming ~109 nitrogen 

atoms per cell (14).

With these numbers in mind, it seems 

hard to imagine a fitness advantage large 

enough to cause the spread of an adaptive 

mutation. It would therefore be 

illuminating to model the effects 

that such mutations might have 

on cell physiology and long-term 

fitness. For example, scientists 

could develop experimental 

models of competition experi-

ments under nitrogen limitation 

to determine whether fitness 

effects are actually measurable 

(perhaps as a result of unantici-

pated pleiotropy). Such experi-

ments could give researchers a 

better grasp of the magnitude 

of the relative fitness advantage 

experienced by the mutant or-

ganisms and the evolutionary 

dynamics that led to the patterns 

discovered by the authors.

The study by Shenhav and 

Zeevi reveals a fundamental se-

lective force that has affected all 

forms of cellular life dating back 

to their last common ancestor 

and that seems to still be acting 

today on marine microbes. This 

work opens many new avenues 

of inquiry—for example, whether 

similar patterns of evolution are 

observed in other environments, 

such as soils or animal guts; 

whether mutational patterns of 

“amino acid choice” can be used 

to infer resource limitations from 

metagenomic data; and whether purifying 

selection acts one amino acid at a time or 

whether other pleiotropic effects are re-

quired to explain the evolution of resource-

driven codon selection in microbes. j
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By Nathan Harmston1,2 

D
uring the development of multicel-

lular animals, distal gene regulatory 

sequences called enhancers are in-

volved in determining when, where, 

and how much a gene is expressed (1). 

Enhancers contain transcription fac-

tor binding sites (TFBSs), and the combina-

tion of TFs bound determines the activity of 

an enhancer. There is a lack of understand-

ing about how an enhancer sequence inter-

prets regulatory state (input) to drive target 

gene expression (output), and how these 

sequences are constrained and/or modified 

over time. On page 681 of this issue, Wong et 

al. (2) identify a series of enhancers in a ma-

rine sponge (Amphimedon queenslandica) 

that respond to TFs expressed during zebra-

fish (Danio rerio) development. Given the 

large evolutionary distance between zebra-

fish and sponge (their common ancestor ex-

isted more than 700 million years ago), these 

enhancers lack detectable sequence homol-

ogy with vertebrate genomes, yet their ability 

to function as enhancers in zebrafish demon-

strates some kind of functional conservation 

without sequence conservation.

Throughout Metazoa, numerous pairs of 

genes have been identified that are conserved 

together, a phenomenon known as micro-

synteny, thought to arise primarily from cis-

regulatory constraints (3, 4). By investigating 

gene pairs conserved across Metazoa, Wong 

et al. identified and tested a set of enhancers 

present within the intron of one memberof a 

pair (the bystander gene), whose function is 

to regulate the expression of the other gene 

(the target gene) in the pair. Insertion of the 

sponge Islet-Scaper gene pair into zebrafish 

embryos revealed that eISL, an enhancer lo-

cated in the intron of Scaper, drove the ex-

pression of Islet in neuronal cells, similar to 

the expression patterns of the zebrafish para-

logs of Islet. Intriguingly, eISL could drive 

Islet expression in neurons, a cell type not 

present in sponges (see the figure). Therefore, 

this enhancer is responding to the set of TFs 

expressed in zebrafish neurons and driving 

expression of Islet. These findings are impor-

tant for understanding both how enhancers 

are structured and evolve, and how gene 

regulatory networks arereused and co-opted.

A large number of enhancers appear to be 

species-specific (5); however, there are a sub-

set of enhancers that are conserved between 

evolutionary distant species. Comparing 

the genomes of different species within the 

same phyla has identified elements that show 

high noncoding conservation and which act 

as enhancers to regulate the expression of 

key developmental transcription factors (3). 

Mutations affecting these elements have been 

found to have substantial effects on pheno-

types and in many cases are associated with 

developmental disorders (6). Therefore, small 

changes in enhancer sequence can have large 

effects on function and phenotype. 

However, between closely related 

Drosophila (fruitfly) species, the content, 

ordering, and positioning of TFBSs (its cis-

regulatory grammar) within the eve stripe 2 

enhancer are different, yet all of the configu-

rations lead to the same phenotype, indicat-

ing functional conservation despite a lack of 

sequence conservation (7). A brain enhancer 

that is functionally conserved between chor-

dates and hemichordates has been identified. 

This enhancer can regulate the expression 

of sonic hedgehog (Shh) or hedgehog (hh) 

genes during brain development in mouse 

and acorn worm, respectively. Despite be-

ing distinct at the level of their overall DNA 

sequence, these brain enhancers are com-

parable in terms of their constituent TFBSs 

(8). Together, these examples highlight that 

selection pressure on the output of some en-

hancers drives the conservation of enhancer 

sequence, whereas for other enhancers, se-

quence conservation does not appear to mat-

ter, and despite major differences in their 

organization, such enhancers are capable of 

generating the same output. Intriguingly, the 

set of enhancers identified by Wong et al., 

though not conserved at the sequence level, 

can drive expression of their corresponding 

target gene in patterns similar to those of 

their orthologs, but do not regulate expres-

sion in comparable cell types.

Multiple models have been proposed for 

how enhancers are structured in terms of 

the ordering and positioning of their TFBSs 

and the effect this has on the co-operative or 

additive binding of TFs to them. These range 

from the enhanceosome model, which re-

quires the precise positioning of TFBSs (9), 

to the billboard model, where the order and 

positioning of TFBSs are not important (10), 

with the TF collective model allowing for co-

operativity between TFs despite the lack of 

a well-defined grammar (11). Each of these 

models of enhancer organization implies dis-

tinct constraints on how enhancers evolve. 

Wong et al. used the set of TFBSs identified in 

eISL to search for similar sequences in other 

genomes and identified sequences in human, 

mouse, zebrafish, and fruitfly that had a simi-

GENETICS

Regulation in common: Sponge to zebrafish
Developmental enhancers from  a sponge regulate gene expression in zebrafish neurons
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Injection of the entire Scaper-Islet locus of a marine sponge (Amphimedon queenslandica) into zebrafish 

(Danio rerio) embryos reveals that eISL (dark blue circle), a developmental enhancer located within an 

intron of Scaper, can drive Islet expression in zebrafish neurons. The eISL-driven gene expression patterns 

overlap with that of zebrafish orthologs of Islet.
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lar TFBS content and were active in neuronal 

cell types. Although there was no apparent 

conservation between the entire sequences of 

eISL and these enhancers, short, conserved 

blocks of TFBSs were identified between 

them, indicative of a TF collective–like model 

for this enhancer. This indicates the existence 

of a common cis-regulatory grammar that is 

used across multiple lineages to regulate de-

velopmental gene expression in specific cell 

types, and furthermore suggests the presence 

of a regulatory state that has been reused or 

co-opted throughout evolution.

Together, these results indicate that there 

is a complex relationship between the struc-

ture and function of an enhancer and the 

gene regulatory networks that it is a part 

of, with each imposing constraints on the 

other (12, 13). The mismatch between their 

sequence and functional conservation raises 

questions about how to define when two en-

hancers are identical. In cases where there is 

a clear evolutionary history and similar func-

tion, it seems obvious that these enhancers 

are the same. But what if parts or the whole 

of an enhancer have turned over, resulting in 

a lack of observable sequence homology but 

still having the same function –is this still the 

same enhancer? Moreover, what techniques 

can be used to identify and characterize 

them? The eISL enhancer is not a true func-

tional equivalent of the zebrafish enhancer, 

yet it is capable of driving overlapping pat-

terns of gene expression. A critical question 

in understanding enhancer evolution is what 

causes some enhancers to require high se-

quence conservation to ensure conserved ac-

tivity, whereas for others this does not matter 

(14)? Only through a combination of experi-

mental and computational techniques is it 

possible to begin to systematically dissect the 

complex interplay of features affecting en-

hancer evolution to begin to fully understand 

the cis-regulatory grammar (15). j

REFERENCES AND NOTES

1.  I. Miguel-Escalada et al., Curr. Opin. Genet. Dev. 33, 71
(2015).  

2. E. Wong et al., Science 370, eaax8137 (2020).
3.  P. G. Engström et al., Genome Res. 17, 1898 (2007).  
4.  M. Irimia et al., Genome Res. 22, 2356 (2012).  
5. D. Villar et al., Cell 160, 554 (2015).  
6.  L. A. Lettice et al., Hum. Mol. Genet. 12, 1725 (2003).  
7.  E. E. Hare et al., PLOS Genet. 4, e1000106 (2008).  
8. Y. Yao et al., Nat. Genet. 48, 575 (2016).  
9.  D. Panne, Curr. Opin. Struct. Biol. 18, 236 (2008).  

10.  M. M. Kulkarni, D. N. Arnosti, Development 130, 6569
(2003).  

11. G. Junion et al., Cell 148, 473 (2012).  
12.  J. L. Royo et al., Proc. Natl. Acad. Sci. U.S.A. 108, 14186

(2011).  
13.  P. Khoueiry et al., eLife 6, e28440 (2017).  
14.  N. Harmston et al., Philos. Trans. Royal Soc. B Biol. Sci. 

368, 20130021 (2013).
15.  T. Fuqua et al., Nature 10.1038/s41586-020-2816-5 

(2020). 

ACKNOWLEDGMENTS 

T hanks to E. Chua for her constructive comments.

10.1126/science.abe9317

By Issa Kohler-Hausmann

N
ew York City issues hundreds of 

thousands of summonses and mis-

demeanor arrests each year, highly 

concentrated in the city’s poorer and 

minority communities (1, 2). On page 

682 of this issue, Fishbane et al. (3) 

report that about 40% of the summonses 

(issued usually for infractions or violations 

that are classified below misdemeanors) is-

sued in New York City in 2015 resulted in 

a failure to appear (“FTA”) in court, which 

(usually) results in an arrest warrant and 

a host of collateral consequences (4, 5). To 

increase the likelihood that a person issued 

a summons shows up to the mandatory 

court date, Fishbane et al. 

experimented with a num-

ber of different behavioral 

“nudges,” such as summons 

form redesign and texting 

different types of reminders 

to defendants. They found 

that all of these interven-

tions decreased the FTA rate. 

It would be a positive step if 

other jurisdictions adopted 

these reforms. However, if 

the authors are correct that 

their study shows that FTAs 

are not exclusively caused by 

“choosing” not to appear in 

court, what role will that have in efforts to 

reform our massive and punitive criminal 

legal system?

Predicting behavior is distinct from un-

derstanding motives. Fishbane et al. sug-

gest that the research design can adjudicate 

between two different motives for identical 

behavior: contempt for one’s legal obliga-

tions versus lack of knowledge about one’s 

legal obligations. This may be a mere fram-

ing device for the authors’ true interest—

perhaps simply establishing the existence 

of a treatment effect and estimating its 

magnitude. But behavioral economics infre-

quently so limits its explanatory ambitions. 

Rather, it aspires to illuminate underlying 

causal mechanisms by reference to general 

psychological principles. What makes such 

topics interesting, yet difficult, is that ob-

served behavioral propensities are usually 

compatible with multiple psychological ex-

planations [e.g., (6)].

Although the evidence that the “nudge” 

treatments produce causal effects seems 

fairly straightforward, the authors’ preferred 

explanation of the effect is less clear. What 

the authors present as opposing hypotheses 

do not seem to be mutually exclusive. The 

hypothesis the authors seem interested in 

refuting—that the high FTA rate for sum-

monses is explained by defendants “deciding 

to skip court”—might capture many mental 

states. One such mental state might be “To 

hell with criminal court,” where someone is 

aware of the specifics of their court obliga-

tions and would be intent on 

noncompliance irrespective 

of more information about 

how to comply or the conse-

quences of failure. Another 

might be “I can’t afford to go 

to court today,” where some-

one is aware of the specifics 

of their court date, but does 

not attend because they made 

a rational calculation that the 

benefits of nonappearance 

outweigh the costs (e.g., the 

opportunity costs of compet-

ing obligations to work or 

child care).

But one can “choose” not to attend court 

even while being unaware of the specif-

ics of the obligation simply by “choosing” 

not to look at the information. Versions of 

this could include: “I realize this summons 

means I am supposed to go to court at some 

time, somewhere. But I feel hopeless and 

disillusioned from repeated injustice in the 

criminal legal system and I am tuned out,” 

or “I am overwhelmed and busy trying to 

manage so many life obligations with so few 

resources, I never got around to this one.” 

From my years studying and working in 

New York City’s criminal courts, these seem 

especially plausible. But these do not seem 

conceptually exclusive of the authors’ pre-

ferred hypothesis: “insufficient awareness” 

of legal obligations.

What I find more interesting, as a law-

yer, sociologist, and reform advocate, is 

what these opposing theses say about how 

we think we must approach the politics of 

SCIENCE AND LAW

Nudging people to court
Behavioral interventions may improve court attendance, 
but how to reform the system remains unclear

Yale Law School, New Haven, CT 06511, USA, and 
Department of Sociology, Yale University, New Haven, CT 
06511, USA. Email: issa.kohler-hausmann@yale.edu

“…they are not 
excused on the 

same terms many 
of us frequently 
invoke: We are 

busy ... overtaxed 
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criminal legal reform. The hypotheses re-

flect our cultural assumptions: Either the 

people summonsed by the state—largely 

low-income Black and brown residents—

are deserving of compassion or leniency 

because they are oblivious, or they are un-

deserving because they are obstinate. But 

they are not excused on the same terms 

many of us frequently invoke: We are busy, 

our time and resources are overtaxed, and 

we sometimes fail to discharge some of our 

obligations because we are just emotion-

ally overwhelmed.

Unfortunately, the largely low-income 

and minority communities where summons 

enforcement is concentrated have had all 

too many encounters with the state’s pe-

nal authority. Most recognize that the little 

piece of paper the police officer hands them 

represents another mandatory encounter 

with the state’s coercive arm. The fact that it 

is confusing or mentally taxing to pin down 

the logistical details of how exactly to com-

ply is distinct from the claim that one is not 

“aware” that the state has issued a sanction-

backed demand to do so. To live in poverty 

and in highly policed neighborhoods in 

America is to be constantly subjected to 

such demands—from police, courts, welfare 

agencies, child services, landlords—and to 

hear a persistent message that one’s failure 

to successfully perform is proof of one’s un-

fitness for concern and respect in our polity.

At the height of “Broken Windows” polic-

ing in New York City around 2010, almost 

three-quarters of summonses and half of 

misdemeanor arrests resulted in some kind 

of dismissal, most of them “earned” because 

defendants did community service, agreed 

to a temporary marking on their record, or 

just appeared in court until the prosecution 

was willing to dismiss charges (2, 7). Many 

New York City prosecutors hold “clean slate” 

events where anyone with an outstanding 

summons warrant can have it dismissed 

without adjudication or paying a fine. The 

entire logic of low-level enforcement is less 

about showing up to court for the purpose 

of adjudicating the underlying accusation 

than it is about showing up to court for the 

purpose of demonstrating that one has un-

dertaken a cost to perform a responsibility.

I would respectfully disagree with the 

authors’ assertion that our nation’s punitive 

penal policies are “built on an assumption 

that people intentionally weigh the costs 

and benefits” of illegal conduct. I would say 

they are built on the assumption that the 

people targeted by such policies—largely 

people of color and impoverished people—

are undeserving of full and equal member-

ship in our political community absent a 

positive showing of worthiness.

Consider the evidence presented by 

Fishbane et al. in which MTurk participants 

responded to information about hypotheti-

cal “failures to take a required action,” such 

as paying bills, turning in educational pa-

perwork, and making a required criminal 

court appearance (i.e., FTA). Compared to 

most other domains, respondents rated 

court FTAs as less likely attributable to “for-

getting” and more likely to be “intentional.” 

And respondents were least supportive of 

“nudges” in the criminal justice domain. 

These findings might just be ascriptions of 

blameworthiness. When people are asked 

how likely it is that a criminal defendant 

“intentionally and deliberately decided 

to skip their appointment,” they might be 

reporting how likely they think it is that 

this person is as culpable as “intention-

ally deciding” to skip, whether or not the 

person actually knew when and where the 

appointment was or remembered its occa-

sion (8). Similarly, respondents’ expression 

of preferences for punitive measures over 

“nudges” in response to court FTAs does not 

necessarily mean they believe one is more 

efficacious than the other in the criminal 

justice domain. It might well reflect their 

political moral judgments that people who 

miss court, irrespective of the reasons, de-

serve punishments and not nudges. This is 

especially likely given evidence that when-

ever you ask someone about their attitudes 

toward crime, they are often also expressing 

their attitudes toward race (9, 10).

Although it would be positive if many 

jurisdictions would adopt the practices de-

scribed by Fishbane et al., changing the ap-

proach to penal and welfare policy in our 

country will require interventions that are 

much more radical than cost-neutral behav-

ioral nudges that everyone can agree on. j
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By Gabor Egervari, Karl M. Glastad, 

Shelley L. Berger

T
o drive behaviors essential for survival,

numerous pathways have evolved that

translate environmental stimuli into

gene expression. These include inter-

actions between metabolic and epigen-

etic regulation, which encompass both

predictable indirect connections and unan-

ticipated direct contacts (1). Indirect path-

ways involve metabolites generated from diet 

and other sources that provide substrates 

and cofactors for epigenetic enzymes to en-

sure seamless adaption to nutrient availabil-

ity. In addition, epigenetic mechanisms regu-

late the expression of metabolic enzymes, 

which can in turn produce or deplete various 

metabolites. The direct metabolic-epigenetic 

interface, however, represents a paradigm 

shift in our mechanistic understanding of en-

vironmental impacts on gene expression and 

behavior. Direct communication is mediated 

by metabolic enzymes—classically thought to 

reside in mitochondria and cytoplasm—lo-

calizing within the nucleus and even binding 

to chromatin. This surprising relocation en-

ables the generation of metabolite pools that 

can fuel epigenetic enzymes directly. 

Classic examples of indirect metabolic-

epigenetic interactions are the nuclear re-

ceptor superfamily, which bind circulating 

small molecules, such as steroid and thyroid 

hormones. The binding of their ligands un-

leashes nuclear receptors to bind to DNA as 

transcription factors. They subsequently re-

cruit coactivators and corepressors involved 

in chromatin modulation, resulting in the 

activation of new transcriptional programs. 

These mechanisms translate changes in cir-

culating hormones into specific physiological 

and behavioral outcomes (2). An intriguing 

alternative model proposes that circulating 

hormones regulate the activity of certain epi-

genetic enzymes and thereby alter gene ex-

pression and behavior. Specifically, estradiol 

can increase brain masculinization in mice 

and rats by reducing DNA methyltransfer-

ase activity, which prevents or reverses DNA 

methylation. This results in de-repression  of 

masculinizing genes in sexually dimorphic 

brain regions during neonatal development 

(3). Of note, pharmacologic or genetic inhi-

bition of DNA methyltransferases recapitu-

lates the effect of gonadal steroids, resulting 

in masculinized neuronal markers and male 

sexual behavior in female rats (3).

Conversely, epigenetic pathways can de-

termine amounts of circulating hormones, 

leading to persistent developmental and be-

havioral changes. Relevant model organisms 

are ants and other social insects—bees, some 

wasps, and termites—wherein closely related 

individuals exhibit dramatic differences in 

morphology and behavior. For example, in ad-

dition to the distinction of the female repro-

ductive queen from sterile workers, some ant 

species have evolved multiple female worker 

classes. These so-called castes specialize in 

either foraging or defense behaviors that are 

vital for the survival of such complex societ-

ies. Recent findings indicate that epigenetic-

to-metabolic signaling pathways play a criti-

cal role in caste determination in carpenter 

ants (Camponotus floridanus). Juvenile 

hormone (JH) is pivotal to programming 

foraging, and repressive epigenetic pathways 

expressed during brain development estab-

lish low expression of enzymes that degrade 

JH to preserve JH in the adult brain (4). 

Transient experimental manipulation of the 

brain epigenome in early adulthood of the 

defense caste promotes long-lasting behav-

ioral reprogramming through stable epigen-

etic repression of the JH-degrading enzymes, 

switching behavior to foraging (4). Thus, the 

epigenome “encodes” metabolic information 

either naturally expressed during develop-

ment or transiently encountered during 

vulnerable windows in early life, leading to 

long-term ossification of adaptive behavioral 

states. Many social insects can drastically al-

ter their behavioral repertoire over their life 

span to satisfy colony demands. The precise 

role of metabolic-epigenetic reprogramming 

in the regulation of these phenomena later in 

life is currently unknown.

Beyond hormonal regulation, intermediary 

metabolism also influences epigenetic mech-

anisms. Metabolites serve as substrates and 

cofactors for epigenetic enzymes, and their 

availability and concentration can alter gene 

expression (1). Furthermore, provocative re-

cent findings identified previously unknown 

histone modifications that can be driven by 

metabolites. These include, for example, the 

direct incorporation of lactate into chroma-

tin. Lactate covalently binds to several lysine 

residues on core histone proteins, in a pro-

cess potentially regulated by histone acetyl-

transferases, such as p300 (5). Histone lacty-

lation is induced by hypoxia and by bacterial 

infection in human and mouse cells, helping 

to reestablish homeostatic gene expression 

(5). Further examples include the deposition 

of bioamine neurotransmitters serotonin (6) 

and dopamine (7) as covalent modifications 

of histones. Histone serotonylation potenti-

ates binding of transcription factor IID to 

methylated histones (6). Serotonylation is en-

riched in the brain and gut (6), which are the 

primary sites of serotonin production, raising 

the intriguing possibility that incorporation 

into chromatin is dependent on metabolic 

EPIGENETICS

Food for thought
The nuclear metabolic-epigenetic axis bridges 
the environment and genes to  modulate behavior
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The development of carpenter ants (Camponotus 

floridanus) into different worker castes is regulated 

by the metabolic -epigenetic axis.
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availability in those tissues. Similarly, histone 

dopaminylation occurs in dopamine-produc-

ing neurons of the ventral tegmental area, a 

midbrain region involved in reward and mo-

tivated behaviors. Dopaminylation accumu-

lates during cocaine withdrawal, leading to 

transcriptional changes in this brain region. 

Inhibiting histone dopaminylation rescues 

cocaine withdrawal-associated phenotypes 

and attenuates drug-seeking behavior in rats 

(7). Building on these early findings, the ex-

tent to which intermediary metabolites are 

directly incorporated as histone modifica-

tions and their precise role in cells and organ-

isms remain to be fully elucidated.

Recently, an unanticipated model has 

arisen for direct interplay between meta-

bolic and epigenetic enzymes (see the figure). 

Contrary to prevailing dogma that places 

them exclusively in the mitochondria or cy-

toplasm, metabolic enzymes can translocate 

to the nucleus and be recruited to chromatin 

to regulate local metabolite concentrations 

in the nucleus or even at specific gene loci. 

These nuclear metabolic enzymes influence 

gene expression programs through associa-

tion with DNA-bound transcription factors, 

chromatin remodelers, and histone modifi-

ers. Prominent examples are nuclear meta-

bolic enzymes that synthesize acetyl-CoA: 

acetyl-CoA synthetase (ACSS2) (8, 9) and 

ATP-citrate lyase (ACLY) (10). By modulating 

local acetyl-CoA pools, these nuclear meta-

bolic enzymes regulate histone acetylation. 

Another example is chromatin-bound fuma-

rase, which affects histone methylation by 

inhibiting 2-oxoglutarate–dependent lysine 

demethylases (11).

These paradigm-shifting mechanisms have 

profound relevance for health and disease. 

Direct metabolic-epigenetic interactions reg-

ulate autophagy (9) and cell differentiation 

(8, 10) and thus can alter the behavior and 

identity of specific cells. For example, ACLY 

dynamically regulates histone acetylation in 

response to growth factor–induced nutrient 

uptake, thus coordinating cell growth and 

differentiation with metabolic state (10). 

These changes, in turn, can also lead to im-

paired organismal function and disease. In 

many cases, dysregulation of these pathways 

is linked to cancer. ACSS2-mediated histone 

acetylation is implicated in brain tumori-

genesis, and ACSS2 concentrations in the 

nucleus correlate with grades of glioma ma-

lignancy in humans (9). Chromatin-bound 

fumarase promotes tumor growth under glu-

cose deficiency (11).  

Of particular interest is a nuclear meta-

bolic-epigenetic interface in neurons, where 

metabolic regulation of histone acetylation 

serves a key role in spatial learning and mem-

ory. Chromatin-bound ACSS2 is enriched at 

promoters of immediate early genes (IEGs), a 

set of rapidly induced genes (mostly encoding 

transcription factors) that drive activity-de-

pendent functional and structural changes in 

neurons and underlie synaptic plasticity and 

learning. Reduction of ACSS2 in the hippo-

campus attenuates long-term spatial memory 

formation and reconsolidation (8). Further, 

environmental metabolic fluctuations can in-

fluence this pathway. Circulating acetate de-

rived from consumed alcohol is captured by 

ACSS2 in neuronal nuclei and turned into a 

local pool of acetyl-CoA. This is incorporated 

into histone acetylation at IEGs, resulting 

in the activation of transcription programs 

that underlie associative spatial memory 

formation (12). Through this pathway, direct 

incorporation of alcohol metabolites into 

brain histone acetylation may play a critical 

role in encoding drug-related environmental 

stimuli, which contribute to craving, relapse, 

and development of substance use disorders.

Future research will expand our under-

standing of mechanisms that control this 

metabolic-epigenetic axis. Precise regula-

tion is required to restrict consequences of 

natural hormonal and metabolic fluctuations 

that would otherwise change the epigenome, 

leading to stochastic alterations in transcrip-

tion. One key regulatory mechanism is the 

shuttling of metabolic enzymes between 

the cytoplasm and nucleus. This is gated by 

phosphorylation or other modifications (9, 

11), perhaps to regulate interaction with nu-

clear import factors and epigenetic enzymes. 

For example, a recent study demonstrates 

interactions between the folate pathway 

enzyme methylenetetrahydrofolate dehy-

drogenase 1 (MTHFD1) and an acetyl-group 

reader protein, bromodomain-containing 4 

(BRD4). This interaction drives recruitment 

of MTHFD1 to chromatin to regulate the 

nuclear concentration of one-carbon (methyl 

group) metabolites required for transcrip-

tion, thereby driving cancer cell proliferation 

(13). Thus, there are likely to be numerous 

mechanisms to fine-tune metabolic-epigen-

etic signaling in specific tissues—including 

distinct neuronal circuits—in response to en-

vironmental stimuli, which is critical for ef-

fective regulation of behavioral adaptations.

An interesting functional implication of 

nuclear and chromatin-bound metabolic en-

zymes is their availability to recycle posttrans-

lational modifications released from histones. 

This could accomplish dynamic and rapid 

gene activation. Intriguingly, under oxygen 

and nutrient limitation, nuclear ACSS2 main-

tains histone acetylation and gene expression 
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The metabolic-epigenetic axis and behavior    
Through direct and indirect metabolic-epigenetic interactions, transient environmental perturbations can 

influence gene expression programs, leading to long-lasting functional and behavioral adaptations. For example, 

chromatin-bound metabolic enzymes can facilitate the direct transfer of metabolites between histone 

residues and increase the local concentration of active metabolite pools in phase-separated chromatin domains.
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By John M. Jaeger1 and Amelia E. Shevenell2

S
cience is theoretically objective, but 

biases and paradigms often originate 

from something as fundamental as 

field site accessibility, data density, 

or publication date. Such biases may 

be at the heart of an enduring para-

digm in paleoceanography and paleoclima-

tology—that changes in cold dense water 

production in the North Atlantic Ocean 

forced millennial-scale (<1000 year) global 

climate changes during the past ~50,000 

years. These changes were first identified 

in Greenland ice cores >30 years ago (1). 

On page 716 of this issue, Walczak et al. 

(2) present compelling data from marine

sediments collected in the Northeast Pacific

Ocean that add to evidence indicating that

the engine of Earth’s climate system lies

outside the North Atlantic.

The paradigm holds that the intensity of 

North Atlantic Deep Water (NADW) pro-

duction controls the rate of the Atlantic 

Meridional Overturning Circulation 

(AMOC), a central component of Earth’s 

climate system (3). A key supporting ob-

servation is the tenuous temporal link be-

tween abrupt North Atlantic climate tran-

sitions during the last glaciation, inferred 

from Greenland ice cores, and melting of 

marine-terminating ice sheets encircling 

the North Atlantic (4). Marine sediments 

deposited in the glacial North Atlantic con-

tain discrete layers of detrital carbonate-

rich sands in muddy sediments (5). These 

coarse deposits, called Heinrich events, 

suggest melt-out from debris-rich icebergs 

calved from North America’s Laurentide Ice 

Sheet. Iceberg “armadas” and associated 

low-salinity glacial meltwater likely dis-

rupted NADW production, thereby slowing 

PALEOCLIMATE

Steering iceberg armadas
The Asian-Pacific tropics likely instigated millennial-scale 
climate changes 
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by converting acetate released by histone 

deacetylases into acetyl-CoA, which is then 

used by histone acetyltransferases (14). Local 

recapturing of acetate and other metabolites 

may be essential to maintain or activate new 

programs of gene expression in nutrient-poor 

environments. Certain metabolites have pro-

foundly distinct effects on transcription, de-

pending on the histone residue. For example, 

methyl groups correlate with active [e.g., tri-

methylated histone H3 lysine 4 (H3K4me)] or 

repressed (e.g., H3K27me) gene expression. A 

potential scenario emerges whereby chroma-

tin-bound metabolic enzymes associate with 

epigenetic enzymes to enable direct transfer 

of molecules from repressive to activating 

histone residues (or the reverse) to facilitate 

rapid transcriptional changes required for 

cellular and behavioral adaptations.

Another possibility is that nuclear meta-

bolic enzymes are required to maintain me-

tabolite concentrations in phase-separated 

chromatin domains (15). Free diffusion of me-

tabolites between liquid phases may be lim-

ited, and phase-separated chromatin modi-

fiers might thus be largely segregated from 

the nuclear and cytoplasmic pools of their 

substrates. Further, chromatin phase sepa-

ration is regulated by posttranslational his-

tone modifications, for example, acetylation 

(15), which is under metabolic control. It re-

mains to be seen whether metabolic enzymes 

phase-separate with epigenetic regulators 

and whether colocalization to specific phases 

is required to maintain specific epigenetic 

signatures. 

The dialogue between metabolism and epi-

genetics within the nucleus presents a prom-

ising target for future therapeutic interven-

tions. Certain metabolic-epigenetic pathways 

could be targeted to inhibit tumor formation 

and growth (9, 13) or to attenuate certain 

forms of unwanted memories (e.g., environ-

mental cues that trigger relapse in substance-

use disorders or flashbacks in posttraumatic 

stress disorder) (12). Hence, continued in-

vestigation of the metabolic-epigenetic axis 

holds an exciting potential to launch future 

therapies. j
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Unraveling a chain of regional climate events 50,000 years ago 
Paleoclimate records from places like the Hulu Cave in China record strong Asian monsoon periods preceding 

Cordilleran melting events by a few millennia. Recurrent changes in iceberg discharges from the Cordilleran 

Ice Sheet coincide with Sea of Okhotsk sinking water production and precede regional climate changes in 

Greenland found in North Greenland Ice Core Project (NGRIP) ice cores and produced Heinrich event icebergs. 

U1419,  Integrated Ocean Drilling Program (IODP) Site U1419.
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the AMOC and altering global ocean circu-

lation (4). This cascade of events forms the 

working hypothesis for abrupt (<decade) 

transitions between cold and warm climate 

states on millennial time scales during the 

last glaciation (4, 5). Globally distributed 

paleoclimate records reveal similar abrupt 

transitions and millennial-scale events over 

the same period, and these signals are of-

ten linked to North Atlantic processes, even 

though the root cause of the abrupt events 

is debated (1, 3–10).

Walczak et al. challenge this paradigm, 

presenting a high–temporal resolution ma-

rine sediment record from the Northeast 

Pacific Ocean (see the figure). They use 

similar sedimentary archives and data from 

North Atlantic studies to document changes 

in regional Northeast Pacific 

climate. They suggest that 

similar armadas of icebergs, 

“Siku events,” calved epi-

sodically from the marine-

terminating Cordilleran Ice 

Sheet, when regional atmo-

spheric temperatures were 

relatively warm. As in the 

North Atlantic, these Siku 

events were accompanied 

by fresh glacial meltwa-

ter that restricted vertical 

ocean mixing, resulting in the apparent ag-

ing of intermediate-depth ocean waters (2). 

The record of Walczak et al. indicates that 

climate signals in the North Atlantic con-

sistently follow, not lead, those observed in 

the Northeast Pacific, questioning whether 

NADW perturbations initiate these global 

events (3–6).

Modern North Pacific climate is influ-

enced by atmosphere-ocean coupling in the 

tropical Indian and western Pacific Oceans 

(e.g., El-Niño Southern Oscillation, mon-

soons) (11). Walczak et al. propose that pro-

cesses in the Asian tropics initiated glacial 

atmospheric perturbations, which affected 

ocean circulation and CO
2
 cycling on mil-

lennial time scales. The authors link glacial 

Northeast Pacific atmospheric warming and 

surface ocean freshening to times when the 

Asian monsoons were relatively strong, as 

indicated by independently dated Chinese 

speleothem records.

Critically, the atmospheric and oceanic 

changes triggering Siku events observed 

in Walczak et al.’s independently dated 

Northeast Pacific record follow Asian mon-

soon changes by 1000 to 3000 years and 

precede North Atlantic Heinrich events 

and Antarctic and global atmospheric CO
2

changes by 1000 to 1500 years. This pattern 

of leads and lags supports the hypothesis 

that the North Pacific is not a passive recipi-

ent of North Atlantic climate changes, but 

rather is close to the source of millennial-

scale climate perturbations. 

Millennial-scale climate changes at-

tributed to Northern Hemisphere atmo-

spheric teleconnections also are observed 

in the Santa Barbara basin (7), the Gulf of 

California (8), and off Vancouver Island (9). 

However, these records lacked the resolution 

or detailed independent chronologies to de-

finitively determine the phasing of tropical, 

North Pacific, and North Atlantic changes. 

Walczak et al. have the necessary archival 

resolution and chronological control to con-

fidently assess this phasing. The authors’ 

data provide evidence that 

globally recognized millen-

nial-scale climate changes 

likely originated in the 

tropical Asian-Pacific region. 

Changes in heat and mois-

ture transport via the west-

erly Northern Hemisphere 

jet stream likely explain 

synchronous rapid Northern 

Hemisphere warmi ng dur-

ing the last glaciation (10). 

The atmospheric warming 

melted the Cordilleran Ice Sheet, produc-

ing glacial meltwater that may have pro-

vided freshwater (via the Bering Sea and 

Arctic Ocean) that slowed the AMOC (9, 

12). Additional evidence from the circum-

Antarctic Southern Ocean indicates that 

overturning driven by tropical atmospheric 

perturbations regulated glacial-intergla-

cial CO
2 

concentrations, rather than the

AMOC (13). Taken together, paleoclimate 

and paleoceanographic records far from 

the North Atlantic argue that it is time to 

revisit this paradigm central to paleocean-

ography and paleoclimate studies since the 

first high-resolution ice core was drilled in 

Greenland (1, 3). j
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Public health 
during the 
pandemic in 
India

By Jacob John1 and Gagandeep Kang2

 I
n March 2020, with coronavirus disease 

2019 (COVID-19) threatening to over-

whelm India’s fragile health care ecosys-

tem, the country combined a stringent 

lockdown of its 1.37 billion population 

with a program of surveillance and con-

tainment of varied effectiveness across states. 

Testing and data management systems were 

set up, but the paucity of publicly available 

data, especially in the initial phase of the 

pandemic, limited understanding of disease 

epidemiology and transmission dynamics as 

well as the effectiveness of control measures. 

On page 691 of this issue, Laxminarayan et 

al. (1) present findings from government-

implemented surveillance during the first 4 

months of the pandemic in the two southern 

states of Tamil Nadu and Andhra Pradesh 

in India. They use data from, and after, the 

lockdown period to make important obser-

vations on the dynamics of infection, trans-

mission, and risk factors. This collaboration 

between the state governments of Tamil 

Nadu and Andhra Pradesh and academic re-

searchers is a valuable template for federal 

government agencies. 

The public health response to infectious 

disease outbreaks is founded on the ability 

to mount a coordinated strategy that com-

bines measuring and tracking cases to assess 

the efficacy of interventions. For COVID-19, 

testing, tracing, treating and isolating cases, 

quarantining contacts, as well as widespread 

mask wearing and social distancing were, 

and are, the tools for transmission control. 

India’s population is second only to China’s 

“…climate signals 
in the North Atlantic 
consistently follow, 

not lead, those 
observed in the 

Northeast Pacific…”

Data from two Indian 
states give detail about 
variation in transmission 
and disease outcomes
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approximately 1.41 billion, in one-third of the 

land area, and so when severe acute respira-

tory syndrome coronavirus 2 (SARS-CoV-2) 

began its relentless spread outside China, 

there were concerns about the ability of low- 

and middle-income countries (LMICs) to de-

ploy public health tools, given their limited 

health care capacity.

Although there were limitations in track-

ing in many parts of the world, the data 

from hospitals and laboratories were widely 

available, allowing modelers in academia 

and public health systems to use data from 

China and the industrialized world early in 

the pandemic to build predictive 

models based on the government 

strategies that were developed 

(2). Although useful, these mod-

els are sensitive to underlying 

assumptions about contact pat-

terns and transmissibility of the 

infection, which are affected by 

population density, occupation, 

and social structures. In India 

and other LMICs, the lack of in-

formation sharing for analysis 

between government agencies 

with access to the data and aca-

demic groups with the skills to 

perform these analyses resulted 

in control strategies being widely 

debated because the evidence 

base for policy was unclear (3, 4).

Despite the perpetual un-

derinvestment in public health 

in India, both Andhra Pradesh 

and Tamil Nadu have functional 

public health departments. Laxminarayan 

et al. describe scaling of contact tracing to 

reach more than 3 million exposed contacts 

and collect epidemiological and laboratory 

data from 575,051 contacts of cases in the 

first 4 months of the pandemic, when such 

extensive contact tracing was most likely to 

be beneficial. The surveillance was not per-

fect. There were variations in the effective-

ness of screening across districts, with most 

cases having an improbably low number of 

exposed contacts. Testing strategies changed 

multiple times as the public health response 

adapted to emerging challenges, complicat-

ing analyses of infection rates and infection 

fatality ratios. Despite these limitations and 

the subsequent escalation in cases (see the 

figure), the authors have generated impor-

tant insights. 

The study highlights the importance of 

“superspreaders” in fueling the pandemic. 

Although there were limitations in contact 

tracing, and hence in the evaluation of sec-

ondary cases and of transmission chains, the 

finding that a minority of cases were associ-

ated with most transmission events (super-

spreading) is consistent with the emerging 

data across the globe (5, 6). The determinants 

of superspreading are not well understood, 

but it is likely to be a function of social in-

teraction patterns of the infectious host, the 

environment, and biological characteristics 

of the infectious agent. Identifying the char-

acteristics of settings where superspreading 

events are likely will help target control mea-

sures and screening for those settings to max-

imize limitation of transmission. However, 

focused control measures must be balanced 

against the potential for further stigmatiza-

tion of individuals with COVID-19 beyond 

that already reported (7). 

The contact tracing data suggests two 

important findings regarding transmission. 

First, there is an increased likelihood of 

cases infecting contacts of similar ages, and 

second, that children under 14 are active 

participants in transmission. These findings 

probably reflect prevalent social mixing pat-

terns in India (8) but raise concerns about 

the possibility of enhanced transmission 

when poorly ventilated, crowded schools re-

open (9). Children have been implicated in 

the transmission of other respiratory infec-

tions to the elderly when intergenerational 

contact is frequent (10). Careful monitoring 

of transmission by children will be vital to 

shield vulnerable older adults and those 

with comorbidities. At the other end of the 

age spectrum, the low mortality rate in the 

elderly as reported by Laxminarayan et al. 

indicates the need to better understand the 

composition of older age groups by socio-

economic status and comorbidities to clar-

ify the contribution of the survivor effect. 

The lower death rates may also reflect that 

those who live longer in LMICs are more 

healthy than people of similar ages in high-

income countries (11).

More than half the reported deaths in 

these two states occurred within 6 days of 

diagnosis compared with 16 days in China 

(12). There are several potential explanations. 

During the lockdown and with concerns 

about transmission, individuals who were ill 

may have come to health care facilities late 

in their illness. It is also possible that owing 

to limited capacity, testing was reserved for 

those who had more advanced symptoms 

and were potentially more likely to die. In 

the early phase of the pandemic, the treat-

ment facilities may have been inadequately 

prepared, equipped, and staffed. The 26% 

improvement in mortality risk 

in recent months in these states 

(1) may partly be attributed to

improved access to testing, treat-

ment, and health care infrastruc-

ture over time.

The observation that traveling 

in proximity to a case for a long 

duration was a risk factor for 

transmission merits special con-

sideration for India, where most 

interstate transport is by train, 

bus, and truck. Studies in other 

parts of the world on air travel 

have also documented spread 

(13). Most of these studies report 

data before widespread mask 

use, and experimental and real-

world data obtained from using 

different modes of transport with 

well-described air circulation 

must be used to inform travel 

guidance (14). More studies from 

diverse settings at this stage of the pandemic, 

particularly including data from serosurveys, 

are needed to better understand factors de-

termining transmission, plan interventions, 

and predict outcomes in LMICs. j
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Cases and deaths in two southern states of India
Trends in case detection (7-day moving average is shown) and coronavirus 

disease 2019 (COVID-19) fatalities in Andhra Pradesh (    ) and Tamil Nadu (    ) 

highlight low case fatality and the eIects of early interventions.
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By Ya-Wei Li1, Joe Roman2, David S. Wilcove3, 

Timothy Male1, Holly Doremus4

S
pecies are disappearing at an alarming 

rate, with global estimates of about a 

million species facing extinction (1). 

The Endangered Species Act (ESA), 

the primary—and often only—means 

in the United States to prevent ex-

tinctions, is justly celebrated as perhaps the 

strongest model for endangered species pro-

tection worldwide. Since its adoption, how-

ever, the ESA has faced unabated controversy 

because it can restrict economic activities and 

because its implementation often appears in-

consistent. With the explicit goal of reducing 

“unnecessary regulatory burdens,” the Trump 

administration in 2019 finalized the most 

comprehensive changes in more than two 

decades to the regulations that implement 

the ESA (2). Some of the changes will make it 

harder to protect species and their habitats; 

none will directly further the Act’s goal of re-

covering species. For example, the changes 

limit the government’s ability to protect 

habitat that species need to adapt to climate 

change (3) and make it harder for the pub-

lic to hold the federal government account-

able for activities that further imperil species 

(4). Opposition to the changes was swift and 

ardent among many environmentalists, sci-

entists, and the public. Opposition to the ad-

ministration’s changes, however, should not 

overshadow the need for improvements to 

how the ESA is administered to make it more 

effective. Simply revoking recent changes will 

not solve these underlying problems. 

Without deeper reforms to address under-

lying problems, implementation of the ESA 

by the U.S. Fish and Wildlife Service (FWS) 

and the National Marine Fisheries Service 

(NMFS) (“the Services”) will remain ad hoc 

and insufficiently explained (5). This ambigu-

ity invites political intervention that under-

cuts species protection and public confidence 

in ESA decisions, triggers litigation that is 

costly for all parties, and polarizes the law. 

Finding solutions to these problems could 

lead to broad bipartisan initiatives to stem 

biodiversity loss and to increase funding for 

the ESA by reauthorizing the law.

DEFINING THE “FORESEEABLE FUTURE”

One of the controversial revisions pertains 

to how the Services determine the “foresee-

able future,” which is used to decide whether 

species merit listing as “threatened” under 

the ESA. The law recognizes two levels of 

threat: Species may be “endangered”—that 

is, presently in danger of extinction—or 

“threatened,” which means likely to become 

endangered in the “foreseeable future.” In 

2009, the Services first articulated their un-

derstanding of the term “foreseeable future,” 

declaring that it covers the time frame over 

which predictions of the extent of threats and 

their impact on species are “reliable” (6). The 

new regulations provide that the foreseeable 

future “extends only so far into the future 

as the Services can reasonably determine 

that both the future threats and the species’ 

responses to those threats are likely.” The 

agencies’ explanation “clarifies” that “likely” 

means “more likely than not.” Thus, whether 

this new definition will change established 

practice turns on the difference, if any, be-

tween whether predictions of the future are 

“reliable” or “likely.” The Services claim that 

there is no difference, whereas many envi-

ronmentalists see an intent to ignore climate 

change impacts on species (7).

Whatever the linguistic change means, 

the underlying problem of inconsistent and 

inadequately explained treatment of the fore-

seeable future remains. The Services have 

applied notably different interpretations to 

species facing similar threats. When NMFS 

listed the Arctic ringed seal (Phoca hispida 

hispida) in 2012, for example, it estimated 

the threat of reduced sea ice and snow cover 

out to the year 2100, stating that it was able 

to “reliably” forecast ~90 years into the fu-

ture on the basis of models of how global 

greenhouse gas levels would affect the Arctic 

environment (8). But when FWS declined 

to list the Pacific walrus (Odobenus rosma-

rus divergens) in 2017 in the face of similar 

threats, it limited its evaluation to 2060 be-

cause it considered any conclusions beyond 

that date to be “based on speculation, rather 

than reliable prediction” (9). The Services 

did not articulate any difference in the natu-

ral histories of the seal or walrus that could 

justify this difference. The state of Alaska has 

petitioned NMFS to remove the Arctic ringed 

seal from the endangered species list in part 

on the basis of this discrepancy (10).

Courts and researchers also have ex-

pressed concerns about inconsistencies or 

arbitrariness in how FWS has interpreted 

the “foreseeable future” (11, 12). For example, 

when a court rejected FWS’s listing of the 

Key improvements are needed for implementation 
of the Endangered Species Act
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The 2017 decision to not protect the Pacific walrus 

(shown) was based on projections to only 2060, 

despite a 2012 decision to protect the Arctic ringed 

seal that looked out to 2100.
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northern long-eared bat (Myotis septentrio-

nalis) as threatened instead of endangered, 

the agency did not dispute that its evaluation 

of threats, which extended only 8 to 13 years 

into the future, was an irrational approach to 

interpreting the foreseeable future (13). The 

new foreseeable future definition does not fix 

these problems, but neither will restoring the 

prior one.

What is required is consistency and trans-

parency. That will come only if the Services 

issue guidance that will both hold them ac-

countable and explain the principles that 

motivate their decisions. Such guidance 

should ensure, for example, that projections 

about both the geophysical aspects of climate 

change and their effects on species are con-

sistent across comparable situations. Once 

NMFS concluded that the extent of sea ice loss 

was reliably foreseeable to 2100, any conflict-

ing decisions should explain why that conclu-

sion was wrong or why it merits revision in 

light of new data. Given that 2100 is embed-

ded in many of the global climate projections 

constructed by the Intergovernmental Panel 

on Climate Change, we suggest this date as a 

conservative starting point for assessing spe-

cies vulnerable to climate change. Although 

climate change could affect individual spe-

cies differently, the Services should clearly ex-

plain the evidence for these varied effects and 

the justification for differential treatment. 

EXPLAINING DISCRETION

The key protections of section 9 of the ESA 

apply only to endangered species, not threat-

ened species. Protections include restrictions 

on importing endangered species into the 

United States, trafficking in them or their 

parts, and harming or harassing endangered 

animal species by other means, including 

habitat destruction. For threatened species, 

Congress gave the Services the authority to 

decide on a species-by-species basis which 

protections to apply. FWS has long extended 

by default the full protections of section 9 to 

all threatened species while retaining discre-

tion to modify those protections on a species-

by-species basis through a special rule issued 

under section 4(d) of the ESA. The recent 

regulatory revisions withdrew those default 

protections for future listings, requiring 

FWS to issue a 4(d) rule whenever it seeks 

to extend any protection to those species and 

aligning the agency’s approach with that of 

NMFS, which has never extended default 

protection to all threatened species. Despite 

this reversal in FWS policy, the agency is still 

able to offer threatened species as many or 

as few protections as it deems necessary for 

conservation—as has always been the case. 

The problem is that the Services have 

never issued clear guidance on how they will 

exercise this discretion, nor have they ad-

equately explained their choices. Under the 

ESA, the Services “may” offer threatened spe-

cies none, some, or all of the section 9 protec-

tions. In the context of agricultural activities, 

for example, FWS offered the Gunnison sage-

grouse (Centrocercus minimus) full protec-

tions. By contrast, the 4(d) rule for the related 

lesser prairie chicken (Tympanuchus palli-

dicinctus) exempted all routine agriculture 

on cropland maintained in cultivation (14). 

The agency may have had valid reasons for 

this discrepancy, but they have never publicly 

explained those reasons. Exemptions in 4(d) 

rules thus often appear as ad hoc decisions 

influenced by political pressure to minimize 

regulatory impacts of listing a species. This 

concern can trigger litigation from conserva-

tion groups, resulting in further controversy 

and expenditure on lawsuits. 

The Services should develop policy that re-

solves key issues pertaining to protection of 

threatened species through 4(d) rules. That 

policy should directly address the question 

that they have long ducked: What protections 

meet the ESA’s standard of being “necessary 

and advisable” to conserve threatened spe-

cies? Having a policy that states the relevant 

principles would limit the Services’ tendency 

to bow to political pressures, creating an ad 

hoc patchwork of protections. It could also 

help assure landowners that voluntary ef-

forts at conservation will not bring a heavy 

regulatory crackdown. At a minimum, activi-

ties that would undercut a species’ recovery 

should be regulated through 4(d) rules, and 

activities that promote recovery should be 

strongly considered for exemption. An exam-

ple is the recent 4(d) rule for the Louisiana 

pine snake (Pituophis ruthveni), which ex-

empts forestry activities that improve the 

snake’s habitat but regulates intensive me-

chanical forestry practices that can degrade 

that habitat (15). Second, the Services should 

commit to finalizing the protections that a 

threatened species needs when it is listed, 

unless there is substantial uncertainty about 

whether the protections will benefit the spe-

cies. By addressing these and other basic is-

sues, the agencies can help ensure that pro-

tections for threatened species are adequate 

and predictable. 

NEW APPROACHES

The improvements above focus on issues that 

are addressed in the recent rulemaking and 

that can be addressed without legislation, 

but other reforms also deserve priority. For 

example, in 2016 FWS developed a plan to 

address its backlog of decisions on whether 

to list hundreds of species under the ESA. 

FWS will need to diligently implement the 

plan to reduce litigation over delayed listing 

decisions—something it has so far failed to 

do, partly because of political intervention. 

A new regulatory and funding package for 

working with private landowners to conserve 

imperiled species, including dedicated staff-

ing for ESA voluntary conservation initiatives 

and tax benefits for easements and donations 

of private land for rare-species conserva-

tion, would unlock recovery opportunities 

for many species that rely on private lands. 

Conservation on federal lands could benefit 

from legal incentives for federal agencies to 

carry out actions that go beyond the mini-

mum required by the ESA, such as rewarding 

agencies with greater management flexibility 

when they help a species exceed its recovery 

milestones. A new wildlife data and technol-

ogy initiative could bring ESA implementa-

tion into the 21st century by taking advan-

tage of open and machine-readable data, 

remote sensing data, and other technologi-

cal innovations to help monitor species and 

their habitats. Such advances offer some of 

the best opportunities to understand how cli-

mate change will affect the nearly 2400 spe-

cies protected by the ESA.

To keep pace with our biodiversity crisis, 

the ESA will need to go well beyond the sta-

tus quo. Let the current controversy over 

the revised regulations serve as the starting 

point to finding meaningful solutions and 

having deeper discussions of what must be 

done to conserve imperiled species in the 

United States and elsewhere. The passage of 

the Great American Outdoors Act reminds us 

that conservation can still be a bipartisan is-

sue. The reforms we suggest could help bring 

us closer to consensus on the ESA.        j
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n 2005—not long after the founding of 

Wikipedia by Jimmy Wales and Larry 

Sanger in early 2001—academic experts 

commissioned to compare 42 articles 

published in Encyclopaedia Britannica

and Wikipedia relating to science found 

an average of three errors in the Britannica

entries and four in Wikipedia, suggesting a 

comparable level of accuracy (1). Yet in 2007, 

Michael Gorman, former president of the 

American Library Association, argued scorn-

fully that “A professor who encourages the 

use of Wikipedia is the intellectual equivalent 

of a dietician who recommends a steady diet 

of Big Macs with everything” (2). Gorman’s 

article reflected the widespread skepticism at 

the time about the reliability of an encyclope-

dia that anyone can edit. 

Today, Wikipedia is the world’s leading en-

cyclopedia. Every month, 1.5 billion unique 

devices worldwide access it 15 billion times, 

with more than 6000 page views per second. 

Meanwhile, Encyclopaedia Britannica—last 

printed in 2010—is now “all but dead” online, 

according to scholar Heather Ford in her es-

say in Wikipedia @ 20.

The book’s 22 essays are wide-ranging, 

often intellectually engaging, and, in parts, 

stylishly written. Its 34 contributors include, 

fittingly, academics and nonacademics based 

in many countries, although predominantly 

in the United States. Its U.S.-based editors, 

Joseph Reagle and Jackie Koerner, are (re-

spectively) a professor of communication 

studies and a qualitative research analyst 

for online communities who also acts as the 

community health consultant for 

the Wikimedia community. 

Wales neither contributes an es-

say nor makes much of an appear-

ance in the book, although he does 

provide a pithy blurb saluting the 

“hard-won wisdom of its con-

tributors, the novel reflections of 

scholars, and the necessary provo-

cations of those working to shape 

[Wikipedia’s] next twenty years.” 

These provocations are examined 

in detail and range from what to 

do about microaggressive community edit-

ing of novice Wikipedia contributors to how 

Wikimedia, the nonprofit organization that 

hosts Wikipedia, might address the lack of 

reliable internet access experienced by four 

billion people worldwide. 

Perhaps the most important internal con-

troversy discussed is the bias of Wikipedia’s 

contributors and entries. The English Wikipe-

dia has more than 31,000 active contributors, 

yet only 11 language editions have more than 

a thousand active contributors, and more 

than half of the editions have fewer than 10. 

Moreover, a recent Wikimedia Foundation 

survey revealed that about 91% of Wikipedia 

editors are male and 77% are white. As of late 

2019, only 18% of biographies on Wikipedia 

were about women. Far fewer were about 

nonwhites. A number of nonmale and non-

white contributors to the book describe their 

own, often unavailing, efforts to improve 

these statistics.

There is also the tricky issue of determin-

ing the appropriate relationship that should 

exist between Wikipedia’s language editions. 

Each is written independently of the other 

284 editions, although “a contributor may 

consult an existing article in another lan-

guage edition when writing a new article, 

or they might even use the content transla-

tion tool to help with translating one article 

to another language, but there is nothing to 

ensure that articles in different language edi-

tions are aligned or kept consistent with each 

other,” notes Denny Vrandečić, founder of 

both Wikidata and the Croatian Wikipedia. 

“This is often regarded as a contribution to 

knowledge diversity since it allows every lan-

guage edition to grow independently of all 

other language editions,” he adds, begging 

the question: “Would creating a system that 

aligns the contents more closely with each 

other sacrifice that diversity?”

Ironically, one weakness of the book—com-

mon in edited collections—is the infrequency 

of cross-referencing between articles. An-

other is the sweeping summary conclusion 

by Katherine Maher, executive director of the 

Wikimedia Foundation, that “Wi-

kimedia reminds us that the great-

est thing we will ever build is the 

thing which we build with others.” 

This surely underestimates the ad-

vances in human knowledge that 

have come from solitary think-

ers (many of them specialists)—a 

universally popular part of Wiki-

pedia’s entries—rather than from 

collaborative groups. That said, 

anyone interested in the history, 

current constitution, and possible 

future development of a singular contempo-

rary global phenomenon will be stimulated 

by this anniversary collection. j
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T
he history of vertebrate paleontol-

ogy, like that of other scientific dis-

ciplines, has traditionally been told 

and shaped through a masculine fil-

ter. Annalisa Berta and Susan Turner 

aim to rectify this bias, and their 

new book, Rebels, Scholars, Explorers, is a 

stepping stone along that path, synthesiz-

ing observations about the past, present, 

and future of women’s contributions in the 

field. The book is the first major effort 

to bring the work of several centuries’ 

worth of silenced people to light. Any 

such endeavor will inevitably have 

gaps, but it will also serve as a refer-

ence for future projects—particularly 

with regard to premodern individuals, 

details about whom are often much 

harder to track down.

Rebels, Scholars, Explorers can per-

haps best be thought of as a three-part 

work. In the first section, the authors 

offer a broad overview of the often 

hostile climate within which women in 

vertebrate paleontology have long oper-

ated. In the second, they present short 

biographical sketches of a sampling of 

women throughout the field’s history. 

In the third, they provide an assess-

ment of where things currently stand 

and where we might go from here. 

The book includes the contributions 

of many early modern women I had 

never heard of. Among them is Maria 

Pavlova, who, although she was an emi-

nent Russian paleontologist and pro-

fessor in 1919, could do nothing when 

a close colleague rejected her highly 

qualified student (a woman) for a pro-

fessional position. In her memoir, Pav-

lova wrote of the incident, “I’m feeling as if 

I returned from a very hard funeral.”

A number of the biographical sketches 

also contain anecdotal gems. Taphonomist 

Kay Behrensmeyer’s, for example, references 

her nonchalance about a venomous green 

mamba at her field site in Cameroon. And 

Elizabeth (Betsy) Nicholls’s entry notes how, 

at the age of 12, she wrote to renowned natu-

By Jess Miller-Camp ralist Roy Chapman Andrews to ask if girls 

could be paleontologists—and how she kept 

his encouraging reply as a treasured token.

The inclusion of a chapter on modern in-

dividuals whose careers are not primarily in 

original research is refreshing, given aca-

demia’s general habit of ignoring such con-

tributors. Included here are women such 

as Akiko Shinya, the chief vertebrate fossil 

preparator at the Field Museum, and Tsiory 

Andrianavalona, who leads an outreach 

center in Madagascar called ExplorerHome 

that seeks to inspire scientific curiosity in 

Malagasy students.

It was incredible and heartening to see, 

throughout the book, so many citation-

rich sections exclusively referencing works 

led by women. The authors’ account of 

vertebrate paleontology in the Soviet 

Union, for example, discusses the work of 

a host of women studying Paleozoic fishes. 

Such passages make stark the extent to 

which the contributions of women are 

often overlooked.

The book’s interviews contain insightful 

observations and advice from women such 

as Margery Coombs, Catherine Badgley, and 

Romala Govender, as well as from male pa-

leontologists who have mentored women. 

However, some interviewees aim for equal-

ity rather than equity. Reading such pas-

sages was frustrating, but their inclusion 

accurately reflects the prevalence of mis-

guided efforts at allyship. (This section of 

the book is presented without commentary 

and is bound to spark some very good dis-

cussions in paleo reading groups.)

As a book about the history of a field 

whose infancy lies in the West, Rebels, 

Scholars, Explorers has a largely Occi-

dental focus. Discussion of women in 

other theaters picks up, albeit inconsis-

tently, as the book proceeds forward in 

time. The authors thoroughly cover the 

scientific efforts of mid-20th-century 

Chinese women, for example, but only 

a single woman from and living in In-

dia—Sanjukta Chakravorti, a recent 

graduate—is included.

The book’s final chapter begins to ad-

dress intersectionality by discussing the 

additional challenges faced by women 

paleontologists who are also ethnic 

minorities. Here, Anusuya Chinsamy-

Turan’s account of the restrictions placed 

on her during South Africa’s apartheid 

was particularly poignant. However, 

th e authors’ handling of transgender 

issues, another intersectional identity, 

is disappointing. 

Although they rightly include at least 

one trans woman in their account, they 

also include James Robinson, who, prior 

to his transition, studied plesiosaur 

anatomy and behavior. One wonders 

how he would feel about being referred 

to by his pretransition name—a practice 

known as deadnaming, which most who 

transition consider to be disrespectful—

and, more generally, about his inclusion in 

a book about women. It is vital that anyone 

studying or writing about gender seek out 

noncisgendered perspectives, lest errors be 

introduced and individuals harmed.

Despite these shortcomings, Rebels, 

Scholars, and Explorers is a strong back-

bone upon which future scholarly work can 

build. I look forward to seeing the rest of 

the skeleton uncovered. j

10.1126/science.abe5779
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Recognizing the work of women
Despite several stumbles, a new volume about women in
paleontology will likely prove valuable to future scholars

Avian paleontologist Hildegarde Howard examines bird bones 

at the Natural History Museum of Los Angeles County.
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Aquaculture jeopardizes 
migrating Oriental storks 
The Oriental stork (Ciconia bo yciana), 

once the most common bird of the Far 

East, is now listed in Appendix I of the 

Convention on International Trade in 

Endangered Species of Wild Fauna and 

Flora (CITES) and classified as Endangered 

on the International Union for Conservation 

of Nature’s (IUCN’s) Red List (1, 2). Over 

the past few decades, illegal poaching, 

habitat loss, and environmental pollution 

have caused a decline in the Oriental stork 

population in its Northeast Asian breeding 

grounds (3). Fewer than 3000 individu-

als remained worldwide by 2018 (2). The 

Oriental stork now faces a severe survival 

threat at migratory stopover sites in China’s 

Bohai coastal region, where human distur-

bances drive habitat degradation (4).

The Qilihai and Caofeidian wetland 

reserves, located north of the Bohai Bay, are 

the most important stopover sites for   the 

Oriental stork (5). More than 2000 individu-

als refuel in these wetlands during their 

fall migration (6). However, large areas of 

these reserves (including about 80 to 90% 

of the Caofeidian wetland) have been leased 

to aquacultural farmers to create fishponds 

(7).   The farmers dislike foraging storks and 

often try to scare them away with fire-

crackers (4). For aquaculture, wetlands are 

maintained at a relatively high water level, 

which makes foraging difficult for storks 

Edited by Jennifer Sills

The Oriental stork (Ciconia bo yciana) is threatened by human activities in its migratory stopover points in China.

and prevents them from finding enough 

food (4). As a result, the storks relocate 

to private fishponds, where they face an 

increased risk of poisoning and poaching. In 

2019, 19 storks were poisoned in the Qilihai 

and Caofeidian wetlands (8).

    The Oriental stork has been catego-

rized as a  terrestrial species under state 

protection (with a beneficial, economic, 

or scientific value) since 2000 (9), but 

the species’ extremely limited population 

size indicates that this designation is not 

enough. To better protect the Oriental 

stork, the Chinese government is cur-

rently updating the special state protection 

list and changing the protection of this 

bird to the highest first-class level   (10). 

In addition, immediate habitat restora-

tion is required. Fishponds in protected 

areas must be restored to natural wet-

lands to create favorable living conditions 

and reverse population decline. Local 

governments should rapidly formulate 

eco-compensation measures and publicize 

wildlife protection to mediate human-bird 

conflicts. Only by taking action to protect 

this species and its habitat can we prevent 

its looming extinction. 
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Indigenous rights to 
Patagonia’s Guafo island
In September, private investors put 

20,000-ha Guafo island up for sale for 

US $20 million  (1). The island, located in 

northern Chilean Patagonia, is a strong-

hold of unique biodiversity (2, 3) and a 

biocultural heritage site for Patagonia 

Indigenous groups and the country (4). 

The owners bought the island a decade 

Published by AAAS



ago with plans to conduct coal mining 

operations (1), but after Chile made a 

climate change commitment to become 

carbon neutral by 2050 (5), the difficulty 

obtaining mining permits made them 

rethink their investment. The Chilean 

government should protect these valuable 

ecosystems by deeding the island to the 

Indigenous people who claim it.

The challenges facing Guafo island are 

emblematic of environmental problems 

throughout Patagonia. A growing exotic 

salmon aquaculture industry has brought 

about environmental degradation (6). 

Climate change–induced drought has 

led to harmful algal blooms (6, 7) that 

may have contributed to the stranding 

of hundreds of endangered Sei whales 

(8). Terrestrial ecosystems face increas-

ing tensions from tourist developments, 

a growing human population, peat bog 

degradation, exotic species invasion, and 

climate change (6), which threatens gla-

cial freshwater reserves (9) and increases 

the likelihood of fires (6). 

Disrespecting Indigenous peoples’ heri-

tage in Patagonia threatens the region’s 

biodiversity. Degrading the capacity of car-

bon sequestration in forest soils, peatbogs, 

and kelp forests (6) and disrupting the 

carbon sequestration processes fostered 

by large whales and other marine verte-

brates (10) will initiate a perfect storm of 

increasing warming and ecosystem deg-

radation with global consequences. It is 

incumbent upon the Chilean government 

to set an example for Patagonian policy by 

protecting Guafo island and its surround-

ing seascapes, requiring that the salmon 

industry withdraw operations from 

protected waters, and giving Indigenous 

people the rights to their ancestral lands. 

In 2008, Chile passed the Mapuche-

Lafkenche Marine and Coastal Areas for 

Indigenous Peoples (MCAIP) law (11). 

The legislation enables the allocation and 

administration of coastal marine areas to 

Indigenous communities, who can ensure 

the sustainability and conservation of 

marine resources and ecosystems. There is 

already an MCAIP claim for Guafo island 

by Indigenous communities from nearby 

Chiloé island (12), the “Wafo Wapi ances-

tral land for conservation.” The Chilean 

government should support this claim. 
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Fisheries rely on 
threatened salt marshes
Salt marsh ecosystems and the seascapes 

in which they are embedded serve as 

critical habitats for species harvested 

by fisheries (1), which provide food and 

economic security for hundreds of mil-

lions of people (2). Historical marsh 

losses coupled with increasing pressures 

from coastal development and climate 

change place these intertidal ecosystems 

and surrounding uplands under growing 

threat (3). Preventing further losses of salt 

marshes and associated fisheries produc-

tion will require greater public awareness 

and difficult choices in coastal policy and 

management, underpinned by greater 

understanding of marsh function. 

Quantifying the value of salt marsh habi-

tat to fisheries production is challenging. 

Many fisheries species feed and shelter in 

the salt marsh only as juveniles, and it is dif-

ficult to assess the marsh’s effect once they 

have moved to a new location (1). It is also 

unclear how marsh landscape fragmentation 

under sea level rise will affect fisheries; it 

may boost fishery production, at least tem-

porarily (4), but it could also disrupt food 

web processes that support fisheries (5). 

Projections of marsh expansion offer hope 

(6) but are largely dependent on changes

in coastal watershed management. For

instance, human development may prevent

marshes from migrating upland with sea

level rise and thus lead to marsh drowning

(7). Adequate sediment supply is also essen-

tial for marsh resilience, but many coastal

areas in the world are sediment-starved

(8). Much effort has been made to restore

natural riverine flow and other sources of

sediment delivery into marshes, although

such efforts may have negative impacts on

the very fisheries these marshes support (9).

To design effective policies for salt 

marsh restoration and conservation that 

protect fisheries production, we need to 

better understand the role of salt marshes. 

Researchers should continue to explore the 

fundamental linkages between salt marshes 

and fisheries (10), the marsh habitat value 

within the context of the interconnected 

and increasingly urbanized mosaic of 

coastal ecosystems, and the value of salt 

marshes created by upland transgression 

and active engineering. Restoration and 

conservation planning must take a long-

term view that specifically recognizes sea 

level rise and its interaction with other 

anthropogenic stressors. 
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SOLAR SYSTEM
SAMPLING THE EARLY

S P E C I A L  S E C T I O N

O
ur knowledge of the Solar System has 

been greatly advanced by exploration 

with robotic spacecraft, but there are 

many limitations on the instruments 

those can carry. More detailed infor-

mation can be extracted by analyzing 

samples of Solar System bodies in Earth 

laboratories. Meteorites provide some 

natural samples, but the body they came 

from is often unknown, and they may not repre-

sent typical material. Recent years have seen in-

creased interest in directly retrieving samples from 

other worlds and bringing them back to Earth, a 

process known as sample return.

The most primitive carbonaceous asteroids pre-

serve information about the formation and early 

evolution of the Solar System and thus have been 

a high priority for sample return. The Hayabusa 

mission collected 1500 dust particles from aster-

oid (25143) Itokawa and returned them to Earth 

in 2010. A successor mission, Hayabusa2, visited 

asteroid (162173) Ryugu with the goal of obtaining 

a larger mass of sample, which is due to arrive on 

Earth in December 2020. Meanwhile, on 31 Decem-

ber 2018, the OSIRIS-REx (Origins, Spectral Inter-

pretation, Resource Identifi cation, and Security–

Regolith Explorer) spacecraft arrived at another 

primitive asteroid, (101955) Bennu, with plans to 

return at least 60 grams of material.

Writing in Science and Science Advances, mem-

bers of the OSIRIS-REx team present results from 

the survey and reconnaissance phases of the mis-

sion. Detailed maps of surface properties were 

used to identify promising sites for sample col-

lection and provide the necessary scientifi c con-

text. These data provide information on Bennu’s 

composition, constrain its formation process, and 

show how its surface evolved. They show that 

Bennu’s surface material has been modifi ed by 

exposure to space weathering, contains abundant 

organic material, and has evidence of past altera-

tion by liquid water. OSIRIS-REx successfully col-

lected its sample of Bennu on 20 October 2020; it 

is due to arrive on Earth in 2023.

1Senior Editor, Science. 2Deputy Editor, Science Advances.
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The sample site on Bennu, nicknamed 

Nightingale. OSIRIS-REx collected 

material from within the blue circle.

6 NOVEMBER 2020 • VOL 370 ISSUE 6517  673SCIENCE   sciencemag.org

Published by AAAS



RESEARCH ARTICLE SUMMARY
◥

ASTEROIDS

Variations in color and reflectance on the surface of
asteroid (101955) Bennu
D. N. DellaGiustina*, K. N. Burke, K. J. Walsh, P. H. Smith, D. R. Golish, E. B. Bierhaus, R.-L. Ballouz,
T. L. Becker, H. Campins, E. Tatsumi, K. Yumoto, S. Sugita, J. D. Prasanna Deshapriya, E. A. Cloutis,
B. E. Clark, A. R. Hendrix, A. Sen, M. M. Al Asad, M. G. Daly, D. M. Applin, C. Avdellidou, M. A. Barucci,
K. J. Becker, C. A. Bennett, W. F. Bottke, J. I. Brodbeck, H. C. Connolly Jr., M. Delbo, J. de Leon,
C. Y. Drouet d’Aubigny, K. L. Edmundson, S. Fornasier, V. E. Hamilton, P. H. Hasselmann,
C. W. Hergenrother, E. S. Howell, E. R. Jawin, H. H. Kaplan, L. Le Corre, L. F. Lim, J. Y. Li, P. Michel,
J. L. Molaro, M. C. Nolan, J. Nolau, M. Pajola, A. Parkinson, M. Popescu, N. A. Porter, B. Rizk,
J. L. Rizos, A. J. Ryan, B. Rozitis, N. K. Shultz, A. A. Simon, D. Trang, R. B. Van Auken,
C. W. V. Wolner, D. S. Lauretta

INTRODUCTION: The color and reflec-
tance of asteroids can be used to infer
their compositions and histories. Var-
iations in these spectrophotometric
properties are driven by differences
in lithology and/or exposure to pro-
cesses collectively known as space
weathering (bombardment by mete-
oroids and solar wind ions). On an-
hydrous bodies, such as the Moon
and S-type asteroids, space weath-
ering darkens and reddens spectral
slopes (where “redder” indicates a
more positive slope relative to the
solar spectrum) in the visible wave-
lengths. However, on primitive C-
complex asteroids—bodies that may
have delivered water and organics
to early Earth—the spectral changes
that result from spaceweathering are
not well understood. Evidence from
meteorites thought to be analogous
to C-complex asteroids suggests that
either reddening or bluing is pos-
sible. Deciphering such changes is
necessary to understand the origin
and relative exposure age of sur-
face units on primitive Solar Sys-
tem objects.

RATIONALE: The MapCam imager on
the OSIRIS-REx (Origins, Spectral Inter-
pretation, Resource Identification, and
Security–Regolith Explorer) spacecraft
acquired global multispectral images of
the C-complex asteroid (101955) Bennu in
four bands: b′ (0.44 to 0.50 mm), v (0.52 to
0.58 mm), w (0.67 to 0.73 mm), and x (0.82 to
0.89 mm). Bennu is a rubble pile, made up of
the reaccumulated fragments of a larger C-
complex progenitor that was blown apart by
a catastrophic impact.
Using band ratios and principal components

analysis, wemappedBennu’s color and reflec-

tance at a pixel scale of ~25 cm. In combina-
tion with higher-resolution (~5 cm per pixel)
panchromatic PolyCam images, we assessed
relationships between MapCam spectra and
morphologic features on Bennu’s surface, aim-
ing to understand sources of variation from
the average and determine the relative timing
associated with color differences.

RESULTS: The surface of Bennu has unexpect-
edly heterogeneous colors distributedon amod-
erately blue (gently negatively sloped) global
surface. Boulders are the dominant source of

heterogeneity and fall into distinct popula-
tions on the basis of reflectance. Dark boulders
(reflectance of 0.034 to 0.049, encompassing
Bennu’s average reflectance of 0.044) tend
to be rougher and rounder, whereas bright
boulders (0.049 to 0.074) are smoother and
more angular. Variation in color within indi-
vidual boulders is also apparent; for example,
boulder faces that appear to be more recently
exposed owing to fracturing are bluer than
putatively older faces. Conversely, small red-
dish craters are observed to overlie blue cra-
ters, indicating that the former are younger
(more recently exposed material). Bennu’s
smallest craters have a size distribution that
indicates that they are also the youngest,
and they are redder than the average sur-
face. Many of the larger (older) craters have
colors indistinguishable from Bennu’s av-

erage. Crater spectral slopes indi-
cate that terrains with intermediate
ages have the bluest near-ultraviolet
spectral slopes.

CONCLUSION: The differences in re-
flectance and texture among boul-
ders indicate that Bennu may have
inherited distinct lithologies formed
at different depths in its larger pro-
genitor asteroid, as well as debris
from impactors. The color variations
within boulders and among craters
suggest that space weathering on
Bennu does not drive a unidirectional
progression from red to blue (or vice
versa). Rather, freshly exposed redder
surfaces, as exemplified by the small
reddish craters, initially brighten in
the near-ultraviolet region (i.e., be-
come blue at shorter wavelengths),
as exemplified by blue crater rims and
fractured boulder faces. Brighten-
ing in the visible to near-infrared
wavelengths follows, ultimately lead-
ing to more moderately blue spec-
tral slopes, consistent with Bennu’s
average. The time scale associated
with space weathering–induced color
changes (~105 years) is compatible
with previous findings only if Bennu’s
small reddish craters formed under

conditions in which gravity, rather than the
strength of the impacted surface, is the dom-
inant influence. This finding offers an indica-
tion of cratering physics on small rubble-pile
asteroids. ▪
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False-color image mosaic of rubble on asteroid Bennu, as observed
with the MapCam multispectral imager. Color and reflectance vary
between and within boulders, resulting from different exposure ages and
innate compositions. Red is the x/v band ratio (indicating redder spectral
slopes), green represents relative change in the w band (an indication
of composition), and blue is the b′/v band ratio (indicating bluer spectral
slopes in the near-ultraviolet region).
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Variations in color and reflectance on the surface of
asteroid (101955) Bennu
D. N. DellaGiustina1,2*, K. N. Burke1, K. J. Walsh3, P. H. Smith1, D. R. Golish1, E. B. Bierhaus4,
R.-L. Ballouz1, T. L. Becker1, H. Campins5, E. Tatsumi6,7, K. Yumoto7, S. Sugita7,
J. D. Prasanna Deshapriya8, E. A. Cloutis9, B. E. Clark10, A. R. Hendrix11, A. Sen10, M. M. Al Asad12,
M. G. Daly13, D. M. Applin9, C. Avdellidou14, M. A. Barucci8, K. J. Becker1, C. A. Bennett1, W. F. Bottke3,
J. I. Brodbeck1, H. C. Connolly Jr.15, M. Delbo14, J. de Leon6, C. Y. Drouet d’Aubigny1, K. L. Edmundson1,
S. Fornasier8,16, V. E. Hamilton3, P. H. Hasselmann8, C. W. Hergenrother1, E. S. Howell1, E. R. Jawin17,
H. H. Kaplan18, L. Le Corre11, L. F. Lim17, J. Y. Li11, P. Michel14, J. L. Molaro11, M. C. Nolan1, J. Nolau4,
M. Pajola19, A. Parkinson9, M. Popescu20,6, N. A. Porter1, B. Rizk1, J. L. Rizos6, A. J. Ryan1, B. Rozitis21,
N. K. Shultz1, A. A. Simon18, D. Trang22, R. B. Van Auken1, C. W. V. Wolner1, D. S. Lauretta1

Visible-wavelength color and reflectance provide information about the geologic history of planetary
surfaces. Here we present multispectral images (0.44 to 0.89 micrometers) of near-Earth asteroid
(101955) Bennu. The surface has variable colors overlain on a moderately blue global terrain. Two
primary boulder types are distinguishable by their reflectance and texture. Space weathering of
Bennu surface materials does not simply progress from red to blue (or vice versa). Instead, freshly
exposed, redder surfaces initially brighten in the near-ultraviolet region (i.e., become bluer at shorter
wavelengths), then brighten in the visible to near-infrared region, leading to Bennu’s moderately
blue average color. Craters indicate that the time scale of these color changes is ~105 years. We
attribute the reflectance and color variation to a combination of primordial heterogeneity and varying
exposure ages.

T
he near-Earth asteroid (101955) Bennu
is the target of the OSIRIS-REx (Origins,
Spectral Interpretation, Resource Identi-
fication, and Security–Regolith Explorer)
sample-return spacecraft (1). Before launch,

telescopic observations of Bennu had identi-
fied it as a low-albedo object—potentially in-
dicating a carbon-rich composition—with a
featureless, gently blue spectrum (blue sig-
nifies a negative spectral slope with respect
to the solar spectrum, whereas red signifies a
positive slope). This resulted in its classifica-
tion as a blue (B-type) asteroid (2), a subclass
of the broader carbonaceous (C-complex) group
of small bodies. Bennu is a rubble-pile asteroid
(3–6), accumulated from fragments of a larger
parent body that was shattered by a catastro-
phic impact in the inner main asteroid belt ~1
billion years ago (3). Bennu eventually mig-
rated from the main belt into its current orbit
in near-Earth space (3).
OSIRIS-RExmeasurements acquired during

the initial phases of the mission showed that
Bennu is dominated by hydrated clay-bearing
minerals (phyllosilicates) and magnetite (7),
indicating that water was present on and al-
tered the composition of Bennu’s parent body
(aqueous alteration). Organic compounds and
carbonates have been discovered across the
asteroid’s surface, supporting the hypothesis
that B-type asteroids are carbon rich (8, 9).
Carbon-bearing species are optically opaque
(as is magnetite) and thus could be respon-
sible for Bennu’s low global normal albedo of
0.044 (4, 10). These findings suggest that
Bennu’s compositionmay be representative of
the primitive bodies that delivered water and
organic molecules to early Earth (11).

Although the initial composition of an as-
teroid influences its global colors, physical prop-
erties such as particle size, surface roughness,
and porosity can also influence these spectral
characteristics, as can duration of exposure to
the space environment. The surface colors of
airless bodies are expected to be heavily al-
tered by space weathering processes (12, 13),
including bombardment by solar wind partic-
les and meteoroids. On anhydrous planetary
surfaces, such as the Moon and stony (S-type)
asteroids, space weathering darkens and red-
dens spectral slopes in the visible and near-
infrared region (12, 14). However, on primitive
carbonaceous asteroids such as Bennu, and
their meteorite analogs, space weathering ef-
fects are not well understood.Measured colors
of primitive asteroids do not show consistent
spectral relationships with surface exposure
age (13, 15–17), nor do laboratory experiments
of simulated space weathering on analogous
meteorite and phyllosilicate samples: Some
studies indicate that space weathering leads
to bluing (13, 18–22), but others find that it
leads to reddening (16, 20, 23, 24). This is likely
because the initial composition and the phys-
ical structure of thematerials play a role in the
spectral changes observed (16, 20). To deter-
mine how spaceweathering affects low-albedo
carbonaceous asteroids, we searched for a cor-
relation between Bennu’s colors and the age of
its surface features determined frommorphol-
ogy. The spatial distribution and geologic set-
ting of varying colors on Bennu may also aid
our understanding of the composition and
evolution of the asteroid’s surface.

Color observations of Bennu

OSIRIS-REx obtained color observations of
Bennuduring twohyperbolic flybys on 14March
and 26 September 2019, as part of the Baseball
Diamond campaign of themission’s Detailed Sur-
vey (25). TheOSIRIS-RExCameraSuite (OCAMS)
(26) acquired color images using the multi-
spectralMapCam imager,whichhas four bands
in the visible (VIS; 0.40 to 0.70 mm) and near-
infrared (NIR; 0.70 to 2.5 mm)wavelengths. The
MapCambands—b′ (0.44 to 0.50 mm), v (0.52 to
0.58 mm), w (0.67 to 0.73 mm), and x (0.82 to
0.89 mm)—are similar to those used by tele-
scopic surveys (27) to infer asteroid com-
position and classify their spectra (28). Most
asteroid observations have been limited to
unresolved disk-integrated (globally averaged)
spectra. We used spatially resolved MapCam
color images (pixel scale ~25 cm) to investigate
reflectance and color across Bennu’s surface.
To establish relationships between color and
surface morphology, we paired these color ob-
servationswithhigher-resolutionOCAMSPolyCam
panchromatic images (2 to 5 cm per pixel) of
the same locations.
We radiometrically calibrated the MapCam

andPolyCam images to units of reflectance (also

SURVEYING BENNU

DellaGiustina et al., Science 370, eabc3660 (2020) 6 November 2020 1 of 12

1Lunar and Planetary Laboratory, University of Arizona,
Tucson, AZ, USA. 2Department of Geosciences, University of
Arizona, Tucson, AZ, USA. 3Southwest Research Institute,
Boulder, CO, USA. 4Lockheed Martin Space, Littleton, CO,
USA. 5Department of Physics, University of Central Florida,
Orlando, FL, USA. 6Instituto de Astrofísica de Canarias and
Departamento de Astrofísica, Universidad de La Laguna,
Tenerife, Spain. 7Department of Earth and Planetary Science,
University of Tokyo, Tokyo, 113-0033, Japan. 8LESIA
(Laboratoire d’Etudes Spatiales et d’Instrumentation en
Astrophysique), Observatoire de Paris, Université PSL (Paris
Sciences & Lettres), CNRS (Centre National de la Recherche
Scientifique), Université de Paris, Sorbonne Université, 92195
Meudon, France. 9Department of Geography, University of
Winnipeg, Winnipeg, MB R3B 2E9, Canada. 10Department of
Physics and Astronomy, Ithaca College, Ithaca, NY, USA.
11Planetary Science Institute, Tucson, AZ, USA. 12Department
of Earth, Ocean and Atmospheric Sciences, University of
British Columbia, Vancouver, BC, Canada. 13The Centre for
Research in Earth and Space Science, York University,
Toronto, ON, Canada. 14Université Côte d’Azur, Observatoire
de la Côte d’Azur, CNRS, Laboratoire Lagrange, Nice, France.
15Department of Geology, Rowan University, Glassboro, NJ,
USA. 16Institut Universitaire de France (IUF), 1 rue Descartes,
75231 Paris CEDEX 05, France. 17Smithsonian Institution
National Museum of Natural History, Washington, DC, USA.
18NASA Goddard Space Flight Center, Greenbelt, MD, USA.
19Istituto Nazionale di Astrofisica (INAF), Osservatorio
Astronomico di Padova, Padua, Italy. 20Astronomical Institute
of the Romanian Academy, Bucharest, Romania. 21The
School of Physical Sciences, The Open University, Milton
Keynes, UK. 22University of Hawai‘i at Mānoa, Hawai‘i
Institute of Geophysics and Planetology, Honolulu, HI, USA.
*Corresponding author. Email: danidg@lpl.arizona.edu



known as radiance factor or I/F) (29). MapCam
images were corrected to normal viewing con-
ditions (0° solar incidence, 0° solar phase, and
0° observer emission angles) by using aRobotic
Lunar Observatory photometric function to

assess albedo differences across the surface
(30, 31). We subsequently map-projected and
mosaicked the MapCam images using carto-
graphic techniques developed for irregular
planetary bodies (23, 31, 32). Band ratios and

principal components analysis (PCA)were used
to identify variations in multispectral images
and distinguish regions with distinct spectral
properties (29). To establish statisticallymean-
ingful relationships between color, reflectance,
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Fig. 1. Color composite, reflectance,
and band ratio maps of Bennu. (A) False-
color red-green-blue (RGB) color model
composite overlaid on a 0.55-mm (v band)
normal reflectance map of Bennu. Color
channels are: red, x/v (0.85/0.55 mm,
mid-VIS to NIR spectral slope); green, w band
strength (depth at 0.70 mm, composition,
fig. S5); and blue, b′/v (0.47/0.55 mm,
near-UV slope). (B) Normal reflectance.
(C) The x/v band ratio, a proxy for
the mid-VIS to NIR spectral slope,
where warmer values correspond to
redder spectral slopes; values >1 are
redder than the global average, and
values <1 are less red than the global
average. (D) The b′/v band ratio,
a proxy for the near-UV slope, where
higher values correspond to bluer spectral
slopes; values >1 are bluer than the
global average, and values <1 are less
blue than the global average. All
maps range from 65°N to 65°S latitude
(positive and negative values on the
y axes respectively correspond to north
and south), 0° to 360°E longitude.
The white area near 50°S, 128.5°E
represents no data.
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andmorphological features, we mapped ~1600
boulders and ~700 craters, then extracted
their median spectra using established meth-
ods (4, 31, 33). We assessed spectral variations
that were bounded by irregular morphological

features using centimeter-scale 3D digital terr-
ain models produced with data from the
OSIRIS-RExLaserAltimeter (OLA) (34–36).We
also compared our findings with near-infrared
hyperspectral data acquired at lower spatial

resolution using the OSIRIS-REx Visible and
InfraRed Spectrometer (OVIRS) (37).
Bennu’s global photometric spectrum ismod-

erately blue (b′ to x spectral slope of –0.1701 mm–1)
in MapCam data (0.44 to 0.89 mm), but spectral
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Fig. 2. Variation of boulder color and reflectance on Bennu. (A) Reflectance
distribution of boulders (>5 m) on Bennu. The distribution is multimodal with
more than one Gaussian component (31). Shading and colors indicate different
classifications of boulders, as indicated in the legend. (B) Normal reflectance versus
absolute spectral slope of the same boulder populations; some individual boulders
are indicated in the legend. Dark boulders tend to be redder, and their reflectance
monotonically decreases with increasing (redder) spectral slopes, whereas bright
boulders are bluer and more scattered (31). (C) The near-UV index (b′/v band ratio)

versus the b′ to x spectral slope. Dark boulders tend to have a steeper near-UV
slope relative to the global average (>1), whereas bright boulders are more often
spectrally flat or show a downturn in the near-UV (from the b′ to v bands). (D) The
relative band depth at 0.7 mm (w band) versus the b′ to x spectral slope. Some
boulders show an absorption feature at 0.7 mm (relative w band depth >0), indicative
of Fe-bearing phyllosilicates. The boulders named Roc (23.6°S, 25.3°E; Fig. 3C)
and BenBen (46.8°S, 127.5°E) are two of the largest on Bennu; both are dark. The blue
rock (39.80°S, 263.02°E) is shown in Fig. 3E.
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slopes vary from blue (negative, –0.25 mm–1) to
red (positive, 0.05 mm–1) at spatial scales of as
small as 2 m (Fig. 1). Bennu’s surface exhibits
widespread heterogeneity in reflectance (Figs.
1 and 2). PCA shows that the first principal
component (PC1) corresponds to albedo, whereas
the second principal component (PC2) corre-
sponds to changes in the overall spectral slope
(from b′ to x), and PC3 indicates variation in
the near-ultraviolet (near-UV) region (from b′
to v) (figs. S1 to S3).
Bennu’s globally blue surface is dominated

by a coarse layer of decimeter- to meter-scale
rocks with some centimeter-scale particles
(regolith), whichwe refer to as average terrain.
The spectral variability is associated with dis-
tinct geologic features, including boulders,
craters, and areas of mass wasting (rockmove-
ment down geopotential slopes), which we
used to distinguish color units on the asteroid
(Table 1 and fig. S4, A and B). These units pro-
vide a framework for classifying commonly
observed features on the surface.

Boulders on Bennu

Boulders are the primary source of heteroge-
neity on Bennu. Some individual boulders have
VIS-NIR absorption features at 0.55 mm [as pre-
viously observed (5)], 0.7 mm (Fig. 2D), and near
1 mm [as previously observed (38)]. There are
also outliers among the boulder population that
do not correspond with a specific color unit.
Boulders have a wide range of normal re-

flectance values [0.032 to at least 0.26 (38)]
that are multimodally distributed with two
prominent peaks (Fig. 2A). The reflectance of
boulders is not normally distributed and is
most consistent with four Gaussians (31), or
perhaps two or more non-Gaussian compo-
nents. We refer to boulders as bright or dark
based onwhether they are brighter or darker
than the median reflectance of 0.049, which
lies between the two prominent peaks of the
reflectance distribution.
Bright boulders have smooth surfaces, typ-

ically angular shapes (Fig. 3, A and B), and blue
spectral slopes in themid-VIS toNIR (MapCam
v to x bands). However, unlike the average
terrain, ~80% of the bright boulders are dark
in the near-UV region (b′/v < 1; Fig. 2 and fig.
S4, A and B). The bright boulders appear
to have similar sizes (are well sorted) with
diameters <10 m.
Dark boulders (reflectance ≤0.049) span a

range of visible spectral slopes but are gener-
ally redder than the bright boulders in the
mid-VIS to NIR wavelengths (Figs. 1 and 2, A
and B). The dark boulders are less angular than
bright boulders and commonly have rougher,
more undulating surface textures (Fig. 3, C
and D). They encompass a wide range of sizes
(from decimeters to ~95 m) and include all
large ð≳20 mÞ boulders on the asteroid. Al-
though the average terrain lies between the

bright and dark populations, dark boulders
and smaller dark particles (presumably formed
by boulder breakdown) appear to be the dom-
inant material; this is illustrated by the close
correspondence between Bennu’s average re-
flectance (0.0439 ± 0.002) and the reflectance
peak of the dark boulder population (0.0450 ±
0.002) (Fig. 2A, gray dashed line).
Color variation is also evident within indi-

vidual boulders (Figs. 1 and 3). Sometimes this
occurs between faces of an individual rock,
usually a large dark boulder (Fig. 3, C to H).
These examples of intraboulder color varia-
tion are associated with apparent exfoliation
and fracturing of the rock (39) (Fig. 3, G and

H) and occur in textures akin to weathering
rinds—exterior crusts that appear discolored
compared with faces that are potentially more
recently exposed (Fig. 3, C and G). We also
observed boulders that appear to be breccias—
that is, objects composed of rock fragments
cemented together as a result of large impacts
on Bennu’s parent body (33, 38). In these bould-
ers, spectrophotometrically distinguishable frag-
ments (clasts) are embedded in a host matrix
that has similar texture, reflectance, and color
to the dark boulders (Fig. 3, E and F).
A small population of boulders with very

high reflectance [up to 0.26 (38)] shows evidence
of an absorption feature at 1 mm (downturn in
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Table 1. Adopted color units on Bennu and their distinguishing properties.

Color unit Distinguishing properties

Bright boulders Normal reflectance ranges from 0.049 to 0.074.
Bluish spectral slopes are slightly steeper than

the global average in the mid-VIS to NIR
wavelengths (0.52 to 0.96 mm) but are often
spectrally flat or show a downturn in the
near-UV wavelengths (0.44 to 0.50 mm;
MapCam b′ band). Diameters are <10 m.

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Dark boulders Normal reflectance ranges from 0.034 to 0.049,
overlapping with the average reflectance of

Bennu (0.044). Slopes tend to be redder in the
mid-VIS to NIR wavelengths (0.52 to 0.96 mm) and
often show an upturn in the near-UV wavelengths,
consistent with the global average. Diameters

range from decimeters to ~95 m.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Fe-bearing phyllosilicate boulders An absorption feature is present at 0.70 mm
(determined from a relative band depth >1%
in the MapCam w band). Reflectance spans
a wide range, most often overlapping with

that of dark boulders.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Pyroxene-bearing boulders An absorption feature is present beyond
0.89 mm (determined from a downturn in the

MapCam x band relative to the w band) due to pyroxene
(36). Reflectance may reach up to 0.26 (36). These units

can occur as discrete boulders or pyroxene-bearing
clasts in a dark boulder–like matrix.

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Blue units These boulders and craters show an upturn in the
near-UV wavelengths that exceeds that of the
global average photometric spectrum, possibly

resulting from an absorption at 0.55 mm.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Reddish craters These small (<25-m diameter) craters are ≥0.5s
redder than Bennu’s global average (median)
and contain material that is not resolved

at ~2 cm per pixel.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Breccias These medium (~5 m) to large (>10 m) boulders
have embedded clasts (tens of centimeters)
whose spectrophotometric properties are

distinct from those of the host matrix, which
resembles the dark boulders.

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Average terrain These areas are absent of large boulders
ð≳20 mÞ and have a photometric spectrum
similar to the global average (median).

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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the x band). OVIRS data indicate that these
boulders contain pyroxene (38). Pyroxene-
bearing material appears in distinct clasts em-
bedded within larger host rocks whose color
and reflectance are similar to those of the dark
boulders (Fig. 3, I and J) (38); it also appears in
smaller (meter-scale), isolated boulders that
do not look brecciated. Pyroxene was probably
inherited from Bennu’s parent body, where it
was implanted by an impactor that may have
originated from a fragment of (4) Vesta (38),
the differentiated (not primitive) inner–main-
belt asteroid visited by the Dawnmission (40).
Although their reflectance overlaps with that
of the bright boulders and their texture is like
that of the breccias, we separated pyroxene-
bearing boulders into their own category (Table
1) based on their distinct spectral shape in the
VIS to NIR (v to x; Fig. 2, B and C).
Some boulders have an absorption feature

at 0.7 mm (absorption depth of 2 to 10%). Sim-
ilar absorption features have been observed in
spectra of primitive asteroids and carbonaceous
meteorites, where they were attributed to iron

in some clay-bearing phyllosilicates (41). Bould-
ers with the deepest absorptions at this wave-
length span a wide range of reflectance (0.036
to 0.081); however, most (~60%) dark boulders
tend to have a shallow (~1%) 0.7-mm absorp-
tion. Although this is at the limit of the 1% rel-
ative precision of OCAMSdata (29), it is spatially
coherent with individual boulders, giving us
confidence that the feature is real (fig. S5).

Color and surface processes

Some areas of the surface are brighter in the
near-UV region (i.e., show an upturn in the
near-UV b′ band; b′/v> 1.01, or 1% greater than
average); we refer to these areas as blue units.
One of the bluest contiguous surfaces onBennu
is the eastern side of the boulder shown in Fig.
3G. Digital terrain models show that this rock
face is recessed relative to the western face of
the boulder (Fig. 3H), and color data indicate
that the recessed face has a steeper blue spec-
tral slope. Conversely, the western face of the
boulder is brighter and has a more neutral
spectral slope, similar to the global average

(fig. S4C). The bluer, recessed eastern face may
be a fresher surface, more recently exposed to
the space environment by thermal fracturing
or exfoliation—ongoing surface processes on
Bennu (39, 42). Similar patterns are observed
on other boulders that appear to have been
recently exfoliated (as indicated by layers with
different relief). We also observe bluer-than-
average near-UV slopes on the high-elevation
rims (10 to 20 m higher than surrounding
terrains) of equatorial craters that show recent
indications ofmasswasting (Fig. 4, A andB) (43).
The correspondence between blue units and

potentially less weathered surfaces suggests
that enhanced near-UV reflectance is related
to younger exposure ages on Bennu. The blue
units are correlated with the relative band
depth at 0.55 mm (fig. S6), indicating that
the upturn observed in the near-UV index
may be the result of an absorption feature
at 0.55 mm. This absorption feature on Bennu
has previously been attributed to magnetite
(5), which is also detected in thermal emis-
sivity spectra from the OSIRIS-REx Thermal
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Fig. 3. Examples of boulder color and morphology. All RGB color composite
images are shown on the same color scale as in Fig. 1A. (A and B) Bright
boulders near 17.76°S, 74.74°E in (A) MapCam (25 cm per pixel) and (B)
PolyCam (5.25 cm per pixel) images. The higher-resolution panchromatic
PolyCam image (B) shows the angular morphology of bright boulders. (C and
D) Dark boulders near (C) 23.6°S, 25.3°E and (D) 3.92°N, 178.98°E, some of
which display intraboulder color variation. This includes Roc (C), which is the
largest boulder observed on Bennu at 95 m in the longest observable dimension.

(E) A dark boulder with resolvable clasts that appear distinct from the host
matrix (4.62°S, 248.95°E). (F) Digital terrain model of the same boulder. The
three arrows highlight the same clast in (E) and (F). (G) A rock at 39.80°S,
263.02°E. The darker and bluer portion corresponds to a lower-relief fractured
face in the digital terrain model (H). (I) A boulder that appears to contain clasts
and be brecciated; the bright clasts with a greenish color signature are indicative
of pyroxene in this false-color scale. (J) A higher-resolution PolyCam image
(5.25 cm per pixel) of the same boulder. A wider context image is shown in fig. S15.
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Emission Spectrometer (OTES) (7). However,
this absorption feature could also result from
graphitized carbon (44), and both magnet-
ite and graphite are associated with space
weathering (discussed further below).
The color of the largest craters (>100 m) on

Bennu is indistinguishable from that of the
average terrain. However, many small craters
(≤25 m) are redder than Bennu’s average by
≥0.5s in the near-UV to NIR, where s is the
full-width at half maximum of the global dis-
tribution of b′ to x spectral slopes (Figs. 4, C
and D, and 5, A and B). We refer to these as
small reddish craters. By contrast, we identified
no craters bluer than Bennu’s global average
spectral slope by ≤0.5s (Fig. 5A).

The size-frequency distribution of reddish
craters implies that they are one of the young-
est components of the global crater population
(Fig. 5C). If so, we expect that reddish craters
are among the youngest surface features on
Bennu. The absolute spectral slopes of the
reddish craters appear to correspond with
crater size (Fig. 5, A and B), and these craters
are also darker than the global average (Fig.
5D). In PolyCam images, the reddish craters
display a texture distinct from that of the bulk
of Bennu’s surface: unresolved at the pixel scale
(i.e., <5 cm), indicating fine-particulatematerial
(fig. S7). The largest examples of reddish
craters exist at mid- to high latitudes (pole-
ward of ±20°), including the crater selected

as the primary OSIRIS-REx sample collection
site, Nightingale (56°N, 42°E).

Evidence of freshly exposed material on Bennu

Reddish craters and blue units on Bennu both
correspond to apparently young exposure ages
(Figs. 3, G and H, and 4, C and D). To resolve
this apparent contradiction, we considered
crater production rates and size-scaling laws,
stratigraphic relationships, and potential con-
tributors to spectral slopes other than expo-
sure age.
The size-frequency distribution of the red-

dish craters has a power-law index of –2.1 ± 0.4
(31). The power-law index of the reddest
subset of these craters (b′ to x spectral slopes
≥1s from the global median value, i.e., ≥
–0.0698 mm–1) is –2.3 ± 0.6 (31). These values
are close to that of the expected production of
craters in the present-day main asteroid belt
and near-Earth space over the past 100,000 years
(predicted power-law index between –2.6 and
–2.7; Fig. 5C) (45–48). The global crater popula-
tion has a different power-law index of –1.1 ±
0.1 (31). At small diameters, the distribution
of the reddish craters does not deviate from
that of the expected crater production (Fig.
5C), unlike the global population of craters
on Bennu (33) and nearly all other closely
studied small bodies (49). A mismatch at
small diameters between observed crater
populations and the expected crater produc-
tion has been attributed to erasure processes
(49), which efficiently erode and diminish small
craters. The correspondence between the
expected production of the redder craters on
Bennu and their actual distribution supports a
young age: Unlike the global crater distribu-
tion, they have not yet experienced substan-
tial erasure.
We estimated the time required to produce

the craters on Bennu using a crater produc-
tion rate and a scaling law for crater size from
impactor size (31). Assuming that the redder
craters have formed since Bennu’s arrival in the
inner Solar System, we adopted the established
crater production rate from the near-Earth
object population (47, 48). Crater scaling rela-
tionships, however, are less certain owing to
unknownmaterial properties and the structure
of rubble-pile asteroids. The Small Carry-on
Impactor (SCI) experiment performedonasteroid
(162173) Ryugu by the Hayabusa2 mission (50)
showed that small impactors (~30 cm) can
produce craters consistent with scaling laws
that depend on gravity; craters formed in this
gravity regime can bemany times larger than
the sizes expected from scaling laws governed
by target material strength. The sizes of the
reddish craters on Bennu are smaller than or
similar to the diameter of the SCI crater (~18m)
(50). If gravity dominates the cratering process
for small craters on Bennu (51), the reddest
subset of these craters is less than 105 years old
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Fig. 4. Examples of crater color. (A) The b′/v band ratio map of equatorial craters at 3.05°S, 128.79°E
(black dashed circle) and 1.06°S, 152.75°E (red dashed circle), which have a relatively high near-UV index and
are considered blue units. (B) An elevation map of the same equatorial craters in (A). These blue units
correspond with areas that show recent indications of mass movement away from regionally high elevations,
such as from crater rims. Black arrows correspond to locations of previously mapped mass movement
(43). (C and D) RGB color composite images of small craters (indicated by white arrows), shown on the same
color scale as in Fig. 1A. As indicated by their color, these craters are consistently redder than Bennu’s
average terrain, with positive to slightly blue b′ to x spectral slopes. The blue crater indicated by the dashed
black circle in (A), (B), and (D) has been overprinted by several smaller reddish craters.
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Fig. 5. Color, reflectance, and size distribution of Bennu’s craters. (A) The b′
to x spectral slope distribution of craters on Bennu, which are not normally
distributed. (B) Crater diameter as a function of the crater’s median b′ to x spectral
slope. Craters have more negative spectral slopes at higher size and frequency;
this suggests that redder (more positively sloped) craters are younger. (C) The
crater size frequency distribution on Bennu for craters classified on the basis of
their b′ to x spectral slopes. The black line shows the expected crater production
for 100,000 years in near-Earth space (cumulative power-law index of –2.7),
assuming cratering in the gravity regime (51). The size-frequency distribution of

the reddish craters (purple circles) is more consistent with the black line at
small diameters than that of the global crater population (gray circles).
The reddest subset of craters (red circles) falls below the black line and
appears to have formed more recently than 100,000 years ago. (D) The
normal reflectance of craters on Bennu as a function of b′ to x spectral
slope. Like that of dark boulders, the reflectance of craters monotonically
decreases with increasing (redder) spectral slopes (31). Supporting
information for the relationship between spectral slope and crater size
and frequency is shown in fig. S16.
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(Fig. 5C). This is consistent with the expected
time scale of space weathering on near-Earth
asteroids (~105 years) based on returned sam-
ples of asteroid Itokawa (52) and laboratory ex-
periments on primitive meteorites (20). Thus,
it is plausible that the reddish craters are the
most recent areas of surface exposure and re-
present the least weatheredmaterial on Bennu.
Although recent surface exposure may ex-

plain the reddish craters on Bennu, in carbo-
naceous meteorites, redder spectral slopes in
the VIS-NIR can also arise from fine particle
sizes (<100 mm) (53). The smooth and unre-
solved appearance of the reddish craters on
Bennu suggests that they possess finer-scale
regolith (fines) than elsewhere on the surface
(fig. S7). However, small craters on boulders
also appear redder than the global average
photometric spectrum, indicating that parti-
cle size is not the only factor (fig. S8). When the
electrostatic forces acting on particles exceed
that of gravity and cohesion—as is often the
case for micrometer-sized grains on asteroids—
lofting occurs and preferentially removes fines
(54). Simulations of electrostatic lofting show
that detachment and escape of submillimeter
particles is feasible on Bennu and likely occurs
shortly after the formation of such fines (54).
Although particle sizes <100 mm could con-
tribute to reddening on Bennu, we anticipate
that the loss of fines takes place on shorter time
scales than the age of the reddish craters. How-
ever, if micrometer-scale particles are closely
associatedwith freshly exposedmaterials, they
could also produce the observed reddening.
Longer infrared wavelengths also indicate

younger exposure ages for reddish craters. The
shape of the 2.7-mmhydration feature, which is
ubiquitous on Bennu (7), is sharper and shifts
to shorter wavelengths within reddish craters,
including theNightingale sample site (fig. S9A).
This is consistentwith laboratory spaceweather-
ing experiments performed on carbonaceous
meteorites (20), which show that theminimum
of the hydration feature at ~2.7 mm moves
toward longer wavelengths with prolonged ex-
posure to space weathering processes. Thus,
sharper band features with shorter minimum
wavelengths within craters may signify more
recent exposure. The blue equatorial crater at
1.06°N, 152.75°E (Fig. 4, A and B) appears to
have a sharper absorption feature but a band
minimum similar to the global average (fig.
S9B), indicating that it may have an interme-
diate exposure age. Unlike the spectral slope,
the shape of this spectral signature is not ex-
pected to be influenced by particle size (20).
The exposure age is less clear for the bluer-

than-average, apparently broken boulder face
in Fig. 3, G andH.We can set some constraints
from the blue units associated with equatorial
craters. Since its time in near-Earth space,
Bennu’s rotation rate has accelerated in re-
sponse to surface scattering of sunlight and

the emission of its own thermal radiation
(10, 55), consequences of the Yarkovsky-O’Keefe-
Radzievskii-Paddack (YORP) effect. The lo-
cations of two of the bluest craters (1.06°S,
152.75°E and 3.05°S, 128.79°E) correspond to
an isolated equatorial region that experienced
increased surface accelerations as Bennu’s spin
period decreased from 5 hours to the present-
day 4.3 hours (fig. S10) (10, 55), suggesting that
this area has experienced surface mass move-
ment at some point in the past 200,000 years
(43). Thus, we infer that that the exposure age
of blue units is ~200,000 years.
Blue unit craters have also been overprinted

by small reddish craters (Fig. 4D); we there-
fore presume that they are composed of the
same underlying material and that the blue
unit craters are older than the reddish craters.
This color trend of bluing with exposure time
is consistent with some spectral studies of
space weathering of carbonaceous meteorites
(18–22) but not previous surface-resolved ob-
servations of asteroids.
We suggest that nonlinear spaceweathering

occurs on Bennu’s surface. In this scenario,
freshly exposed material is initially redder
than the bulk of Bennu in the near-UV to NIR
wavelengths (b′ to x) (first stage). During early
spaceweathering, these surfaces brightenmore
rapidly in the near-UV (b′) than in the mid-VIS
toNIR (v to x), thereby increasing the b′/vband
ratio (middle stage). This near-UV bluingmay
result from the deepening of an absorption near
0.55 mm, implying that magnetite or graphite
abundance increases during the early stages of
space weathering. Eventually, however, these
color differences neutralize as the surface is
brightened across the wavelengths observed
by MapCam, and the downturn at 0.55 mm
(v band) diminishes, leading to the gently
blue spectral slope that characterizes Bennu’s
global photometric spectrum and the oldest
craters (final stage).
This space weathering progression is dem-

onstrated by craters that have been categorized
on the basis of their spectral slope (Fig. 6).
The first and middle stages are illustrated by
the small reddish craters overprinted on blue
equatorial craters (Fig. 4D). The middle and
final stages may also be illustrated by the
boulder in Fig. 3G, whose higher-relief, pre-
sumably older western face is brighter and has
a more neutral spectral slope than the more
recently exposed, bluer face. The final stage is
illustrated by Bennu’s average terrain.
The orientation of intraboulder color varia-

tion provides further evidence of spaceweather-
ing on Bennu. We examined 220 boulders
with sizes≳5 min the equatorial region (20°S
to 20°N), where MapCam images have the
most consistent viewing conditions, and cal-
culated the azimuthal angle that maximizes
blue-to-red color variation across each boulder
(31). Figure S11 shows the latitude of boulders

with large color variation (b′ to x slope differ-
ence of >0.05 mm–1 between the two regions)
as a function of the azimuthal angle of the
blue-to-red direction (31). Bluer faces are pre-
ferentially oriented toward the equator (fig. S12).
This may relate to solar exposure (e.g., heating
or irradiation) and/or meteoroid bombard-
ment, all processes that would preferentially
affect equatorial latitudes (42, 56). We ob-
served this intracolor variation only on dark
boulders, perhaps owing to their larger sizes
compared with other boulder types, or a dif-
ferent initial composition.

Mechanisms for space weathering on Bennu

Dark, optically opaqueminerals, such as nano-
phase iron, graphitized carbon, sulfides, and
magnetite, are commonly produced by space
weathering of primitivematerials (19, 23, 44, 57).
Laboratory studies have shown that phyllosi-
licates intimately mixed with certain carbon
species (including graphite) and magnetite
can lead to bluer and darker spectral slopes
in the visible wavelengths (44) (fig. S4, C and
D). The link between bluing opaque minerals
and space weathering implies that blue spec-
tral slopes are the result of a mature, weath-
ered regolith on primitive B-type asteroids,
although they cannot fully explain the bright-
ening in the near-UV toNIR observed onBennu.
As discussed above, studies of primitive as-

teroids and meteorites have contradictorily
predicted both bluing and reddening with
increased space weathering (13–24). Ion and
meteoroid bombardment lead to darkening
and reddening of anhydrous silicate plane-
tary surfaces; this has previously been attrib-
uted to the accumulation of nanophase and
larger metallic iron particles, which form in
response to the space environment (58). How-
ever, contrary to the bluing and darkening pre-
dicted from the production of graphitized
carbon and magnetite, the formation of nano-
phase iron in low-albedo asteroids such as
Bennu may have a reddening and brightening
effect, owing to the higher reflectance of nano-
phase iron than that of the primitive materials
found in carbonaceous meteorites (59).
Space weathering trends observed on Bennu

corroborate earlier studies (13, 44) that found
that primitive asteroids, though dark relative to
the asteroid population, are brighter in the UV
than their primitive meteorite counterparts—
that is, they are spectrally bluer at shorter
wavelengths. Ion bombardment of primitive
low-albedo meteorites in the laboratory leads
to spectral bluing and brightening (20). These
spectral changes are attributed to the process
of carbonization, whereby hydrogen is lost and
crystalline carbon structures, such as graphite,
are formed (57). Irradiation experiments on
complex hydrocarbons have shown that car-
bonization can induce metal-like optical prop-
erties in carbonaceous material, which leads
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to bluing and brightening (17, 57). We propose
that space weathering–induced carbonization
or magnetite formation may have influenced
the surface colors on Bennu, especially in dark
materials that become bluer (from the v to
x bands) and brighter (across all bands) with
increased exposure age.

Evidence for parent body heterogeneity

Although space weathering may influence the
spectral slopes on Bennu, the disparate boul-
der populations that we identify—which differ
in terms of their reflectance, texture, and size—
suggest that some of Bennu’s heterogeneitywas
inherited from its parent body. Dark boulders
show a monotonic relationship of decreasing
reflectance with increasing (redder) spectral
slope, which is distinguishable from that of
their bright counterparts (Fig. 2B) (31). Be-
cause space weathering is likely controlled by
initial texture and composition, the difference
in spectral slope trends between dark and
bright boulders could result from the matura-
tion of geologically distinct materials. Likewise,
the less varied spectrophotometric properties
of the bright boulders suggest that they are less
susceptible to modification from space weather-
ing or change on a different time scale (Fig. 2).
Heterogeneity in boulder reflectance onBennu

may be the result of distinct rock types that
fragment differently, leading to an observed
difference in their size-frequency distributions
(4). Different compositions of the dark versus
bright boulders may account for the corre-
lation between reflectance and thermal prop-

erties for boulders on Bennu (60). The dark
boulders have lower thermal inertia, which is
attributed to higher porosity (60), consistent
with their rougher and more crumbly (friable)
appearance (Fig. 3, C and D). Conversely, the
apparently smoother, more consolidated and
angular bright boulders (Fig. 3, A and B) tend
to have higher thermal inertias, attributed to
lower porosity (60). Distinct texture and poro-
sity can follow fromdifferingmineralogy, levels
of compaction, or heating and aqueous alter-
ation histories.
The average blue spectrum of Bennu is con-

sistent with serpentine or magnetite and ser-
pentine, with some carbon (fig. S4, C and D).
This composition is similar to that of Bennu’s
presumed meteorite analogs, the CM and CI
groups of carbonaceous chondrites, which are
dominated by Fe- and Mg-bearing phyllosi-
licates, respectively. In the most intensely
aqueously altered CI chondrites, the Fe is con-
tained in oxides, sulfides, carbonates, and other
minor species (61–63).
The tendency of dark boulders to be slightly

redder and brighter in the near-UV region
(Fig. 2, A to C) may indicate that they have a
higher overall abundance of organicmolecules
compared with their bright counterparts. This
compositionmanifests as lower reflectance and
redder slopes in more freshly exposed surfaces,
which develop into steeper blue slopes during
the early stages of space weathering. This,
along with the weak 0.7-mm absorption some-
times present in dark boulders (Fig. 2D), is in-
dicative of a higher proportion of Fe-bearing

phyllosilicates than other boulders and implies
that they represent a population of material
fromBennu’s parent body that has experienced
less aqueous alteration. A correlation between
lower reflectance and a 0.7-mmabsorption band
is consistent with moderately altered CM car-
bonaceous chondrites, which are among the
darkest primitivemeteorites with a nearly ubi-
quitous 0.7-mm absorption feature (64).
Some bright boulders contain veins of

brighter material, which may be composed of
carbonates (9). This implies a level of aqueous
alteration that should also lead to the forma-
tion of magnetite (65). The lack of a near-UV
upturn in carbonate-bearing boulders could
signify that other phases influence their spec-
tral characteristics. For example, bright boul-
ders may be dominated by a hydrated mineral
that is more absorbing at the longer wave-
lengths (so the reflectance is bluer).
We expect vein-bearing boulders to con-

tain less organic material if their reduced
carbon was oxidized by fluids to form the
observed carbonates (66). Thus, if both low
albedo and near-UV bluing are caused by
the carbonization of organics via space weath-
ering, we expect those spectrophotometric ef-
fects to be weaker in the vein-bearing rocks—as
is observed (Fig. 2, A and C). Although graph-
itized carbon could explain the bluing ob-
served in the more recently exposed faces of
dark boulders, a UV upturn is also consistent
with increasing abundances of magnetite,
which has a blue spectral slope shortward
of 0.5 mm (65).
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Fig. 6. Evolution of crater colors from MapCam data. Older craters have bluer
overall spectra from b′ to x (Fig. 5); here we show variations in each filter
separately. (A) The average absolute reflectance spectra of all craters within
a given b′ to x slope range (see Fig. 5A). The light gray box encompasses the
range of absolute radiometric uncertainty (29), whereas error bars show the
relative precision of OCAMS measurements (26). Craters become brighter
as their spectral slopes steepen. (B) The same reflectance spectra shown in (A),

normalized at 0.55 mm. The progression from the mid-VIS to NIR (v to x bands)
dominates the evolution of crater spectra, which mature toward more negative
slopes. In the near-UV, spectra with intermediate b′ to x slopes steepen in a
subtle but statistically significant way (31). This may result from more rapid
brightening in the near-UV relative to longer wavelengths, a deepening of
absorption feature at 0.55 mm (v band), or both. As a result, crater spectra
show a non-unidirectional change near the b′ band as they age.
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The presence of potential carbonate veins
(9) in bright boulders signifies a greater degree
of aqueous alteration than in their dark coun-
terparts, suggesting an origin within the in-
terior of Bennu’s parent body. Indark boulders,
we do not find a clear spectral signature in-
dicative of their provenance; however, their
textures may provide clues. Brecciated boulders
typically have a host matrix similar in texture
to the dark boulders, including examples with
clasts of exogenic pyroxene; this implies
that these rocks formed near the surface of
Bennu’s parent body (38). Boulders on Bennu
thus may have originated from different zones
within the parent body. The multimodal dis-
tribution of the boulder populations implies
that different processes (or extents of processes),
such as aqueous alteration and heating, led to
their distinct spectrophotometric properties.

Comparison with Ryugu

Asteroid Ryugu, visited by the Hayabusa2
spacecraft, is also a low-albedo, carbonaceous
near-Earth asteroid. Althoughboth asteroids are

thought to have come from primitive asteroid
families in the inner main belt (67), Ryugu, un-
like Bennu, appears to have experienced par-
tial dehydration (68). Themultiband cameras
onboard the two spacecraft use similar photo-
metric filters in the visible wavelengths and
thus allow a direct comparison of the spectra
from each (26, 31, 68). Figure S13 shows the
areal distribution of the reflectance and near-
UV toNIR spectral slope of each asteroid. The
variation in reflectance on Bennu is 1.7 times
that on Ryugu, and Bennu exhibits a bluer
overall color. Though the standard deviations
of the spectral slope distributions are similar
(s = 0.039 and 0.034 mm–1 for Ryugu and
Bennu, respectively), the distribution of color
differs spatially. Ryugu shows large-scale lati-
tudinal color differences: The latitudinal dif-
ference is ~0.5 the standard deviation of the
global color variation [>99% confidence with
mean difference of 0.52s between the redder
mid-latitudinal and thebluer equatorial regions
(27)], which has been attributed to regolith
migration from the equator to mid-latitudes

during the spin-down of Ryugu (68). A lati-
tudinal color trend is also observed on Bennu,
but the difference is small compared with its
overall color variation [>99% confidence with
mean difference of 0.21s (31)]. Bennu’s slightly
bluer equatorial region may indicate the pres-
ence of more mature material, which is con-
sistent with its increasing rotation rate and
the associated global patterns of mass move-
ment across the asteroid (43).
Unlike Ryugu, color variation on Bennu ap-

pears to be dominated by heterogeneity at the
meter scale, likely driven by boulders. This
suggests that the extent of recent large-scale
mass wasting on Bennu may not have been
as widespread as the effect of regolith mix-
ing. Episodes of particle ejection have been
observed from Bennu’s surface (42), redistrib-
uting its surface material over shorter time
scales than those expected for mass wasting
(69). Large-scale latitudinal spatial patterns
may have been obliterated by particle ejection
events, which overturn ~104 g of surface mate-
rial per orbit (437 days) (69). Of the material
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Fig. 7. Proposed model of color and reflectance diversity. We propose that
distinct rock types formed at different depths on Bennu’s parent body. After
the parent body was catastrophically disrupted by a giant impactor, Bennu
accumulated from its debris (4–6) and inherited these distinct materials, leading
to the observed heterogeneity among boulders on Bennu. Since Bennu’s

formation and subsequent transit to near-Earth space, it has been altered by
exposure to the space environment, which ultimately results in its moderately
blue global color. Small near-Earth impactors also continually refresh the surface,
creating craters of comparatively fresh, reddish material, which weather
toward bluer colors on a time scale of ~105 years.

RESEARCH | SURVEYING BENNU



lofted, most of the mass (70 to 85%) falls back
onto Bennu’s surface (69).
Young craters on Bennu tend to be redder

than the average surface, whereas their young
(small) counterparts on Ryugu are bluer than
average (70). Because Bennu’s global photomet-
ric spectrum is bluer overall thanRyugu’s, the
absolute spectral slopes of the craters on the
two asteroids are similar (fig. S14). Hayabusa2
NIR observations showed that the freshly ex-
posed interior of the artificial SCI crater on
Ryugu does not exhibit a deep hydration band
at 2.7 mm (50), suggesting that Ryugu’s dehy-
dration is not a recent event and likely took
place on the parent body (71). Although the
colors of young craters on Ryugu and Bennu
are similar, their hydration properties differ,
suggesting that spectral changes in response to
space weathering (e.g., bluing versus redden-
ing) can be influenced by initial composition.

Conclusions and prospects for sample return

Bennu’s surface is highly diverse, encompass-
ing primitive material potentially from differ-
ent depths in its parent body (Fig. 7). A smaller
proportion consists of exogenic material from
another asteroid family delivered in a predis-
ruption impact to theparent body (38). Although
Bennu’s low average reflectance (0.044) (4, 10) is
dominated by the abundant dark boulders and
particles formedby their breakdown, the limited
latitudinal pattern in the observedheterogeneity
indicates awell-mixed combinationof disparate
materials at spatial scales of 1 to 10 m.
Interboulder variations in reflectance and

texture appear to be primordial in origin, but
variations in spectral slopes among craters
and between individual rock faces appear to
be linked to exposure age (Fig. 7). The young
age of small reddish craters and the solar ori-
entation of intraboulder color patterns indicate
that redder spectra correspond to the most re-
cently exposed surfaces. The underlying com-
position of dark materials on Bennu, which
potentially contain a higher proportion of
organic material available for carbonization,
likely leads to initial near-UV bluing of any
freshly exposed redder materials. Initial bluing
could also occur with the production of magne-
tite in response to space weathering. With age,
surface materials brighten and become more
neutrally sloped, consistent with Bennu’s gently
blue average spectral slope. This final stage of
space weathering may result from accumula-
tions of nanophase and larger metallic iron
particles, which potentially have a brightening
and reddening effect in low-reflectance and
carbonaceousmaterials (59). It could also arise
from the development of metal-like optical
properties in Bennu surface materials due to
progressively stronger carbonization effects,
which eventually leads to brightening (57).
Our observations suggest that the OSIRIS-

REx samplewill containmaterialswith diverse

origins and evolution even from a single loca-
tion on the asteroid. Both the primary and
back-up sample sites, Nightingale (56°N, 42°E)
and Osprey (11.5°N, 87.5°E), are situated within
small reddish craters. The redder colors and
shorter 2.7-mm band minimum positions of
materials in these craters imply that they are
pristine, have experienced less modification
from spaceweathering than the average Bennu
surface, and potentially have a higher propor-
tion of micrometer-scale grains.
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INTRODUCTION: Owing to their low reflectance
and spectral similarity to primitive carbona-
ceous chondrite meteorites, C-complex aste-
roids are thought to contain carbon-bearing
material. The OSIRIS-REx (Origins, Spectral
Interpretation, Resource Identification, and
Security–Regolith Explorer) spacecraft is de-
signed to return a sample of carbonaceous ma-
terial from the near-Earth C-complex asteroid
(101955) Bennu. The selection of a suitable sam-
ple site necessitated global mapping and char-
acterization of Bennu’s surface. Spatially resolved
spectral mapping can determine the surface
properties and composition of Bennu. It also
provides context for both the sample that will
be returned and the interpretation of unre-
solved observations of other dark asteroids.

RATIONALE: We used data acquired by the
OSIRIS-REx Visible and InfraRed Spectrom-
eter (OVIRS), a point spectrometer that covers
the wavelength range from 0.4 to 4.3 mm, to
map the physical and compositional character-
istics of Bennu’s surface. These data allow us to
search for spectral signatures of carbon bearing
materials on Bennu. The 3.4-mm region is
sensitive to carbonate or organic materials,
which produce absorption bands at this wave-
length because of either CO3

2– stretching and

vibration or C-H stretching. OVIRS mapping
provided global coverage of Bennu at ~600-m2

areal resolution at several local solar times.
Using the data with the highest solar illumi-
nation (~9° phase, 12:30 p.m. local solar time),
wemapped the depth of the 3.4-mmabsorption
band, peak temperature, 0.55-mmbrightness,
spectral slope from 0.5 to 1.5 mm, and the dis-
tribution of the 2.74-mm absorption band of
hydrated minerals, which was previously de-
tected in unresolved observations.

RESULTS: The 3.4-mm absorption band, indica-
tive of carbon-bearingmaterials, is detected over
all of Bennu’s surface with band depths of a
few percent. The band shape varies with sur-
face locationand spans the range of 3.4-mmband
shapes seen on other dark C-complex asteroids.
Thediffering band shapes persist at higher areal
resolution (60 m2) and at several phase angles.
The spectra collected at 60 m2 show that the
deepest bands occur over distinct boulders.
Thedistributionof the3.4-mmbandonBennu’s

surface does not correlate with the distribu-
tions of temperature, brightness, spectral slope,
or the 2.74-mmabsorption band, although some
of these features correlate weakly with each
other. At low phase angles, the darkest areas
(~3% reflectance at 0.55 mm) are correlated

with the hottest surface temperatures (~350 K),
with a Spearman’s rank correlation coefficient,
r, of 0.65.
The absorption feature at 2.74 mm, indic-

ative of hydrated phyllosilicates, is globally
present, with band depths of 12 to 17% that
correlatewith surface temperature and latitude
(|r| = 0.76 and 0.58, respectively). When the
temperature trend is removed, the correlation
of hydrated phyllosilicates with latitude is
weaker (|r| = 0.48). In OVIRS data, Bennu’s
global surface has an overall blue (negative)
spectral slope from 0.5 to 1.5 mm, with some
boulders and craters that are redder (less neg-
ative) than average, consistentwith results from
multispectral imaging. Some of the darkest
material is spectrally blue, whereas some is
spectrally red, indicating local differences in
composition, space weathering, and/or par-
ticle size.

CONCLUSION: The variation in the shape of the
3.4-mm band indicates a mix of organics and
carbonates on Bennu’s surface, likely inherited
from the collisional disruption of its parent as-
teroid. To retain a widespread 3.4-µm organic
feature,most of thematerial onBennu’s surface
could not have been exposed to the space en-
vironment for more than a few million years.
The samples returned to Earth by the OSIRIS-
REx spacecraft should contain ample amounts
of thesematerials, regardless of sampling loca-
tion. Variable 3.4-mm band depths over indi-
vidual boulders may be due to compositional
differences or to exposure of fresh material by
means of thermally driven fracturing. ▪
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Spectral variations on Bennu’s 60°E hemisphere. (A) Visible to near-infrared (0.5 to 1.5 mm) slope. Blue denotes more steeply negative slopes (decreasing
brightness with increasing wavelength); red denotes shallower slopes. (B) Band area at 3.4 mm, indicative of carbon-bearing materials. Blue indicates smaller band
areas; red, larger band areas. (C) Band depth at 2.74 mm, indicative of hydrated phyllosilicates. White indicates shallower bands; blue, deeper bands.
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asteroid (101955) Bennu
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Asteroid (101955) Bennu is a dark asteroid on an Earth-crossing orbit that is thought to have assembled
from the fragments of an ancient collision. We use spatially resolved visible and near-infrared
spectra of Bennu to investigate its surface properties and composition. In addition to a hydrated
phyllosilicate band, we detect a ubiquitous 3.4-micrometer absorption feature, which we attribute to
a mix of organic and carbonate materials. The shape and depth of this absorption feature vary
across Bennu’s surface, spanning the range seen among similar main-belt asteroids. The distribution
of the absorption feature does not correlate with temperature, reflectance, spectral slope, or hydrated
minerals, although some of those characteristics correlate with each other. The deepest 3.4-micrometer
absorptions occur on individual boulders. The variations may be due to differences in abundance, recent
exposure, or space weathering.

A
steroid (101955) Bennu is a dark near-
Earth asteroid averaging 4.4% reflectance
(1), thought to be a collisional remnant
of a much larger object in the main as-
teroid belt (2). Bennu is classified as a C-

complex asteroid—a body with low reflectance
and spectral similarities to carbonaceous chon-
drite meteorites—so is expected to have high
carbon content (3). Specifically, Bennu belongs
to a subgroup of the C-complex, the B-types,
which have bluer spectra (4) and are thought
to have silicates, hydrated minerals, organic
molecules, magnetite, and sulfides on their
surfaces (5).
Launched in 2016, the OSIRIS-REx (Origins,

Spectral Interpretation,Resource Identification,
and Security–Regolith Explorer) spacecraft is
designed to return a sample of carbonaceous
material from Bennu to Earth for laboratory
analysis (6). One of the mission objectives is to
compare ground-based Bennu data with the
resolved surface to help interpret unresolved
observations of other asteroids (6). Detailed spa-
tial and spectralmapswill also be required to tie
the returned sample to its local geologic context.
The B-type asteroids are subdivided accord-

ing to their visible to near-infrared (VIS-NIR)

spectral slopes, with some bluer objects sim-
ilar to (2) Pallas, some redder objects similar
to (24) Themis, and others in the continuum
of spectral slopes between them (7). Each of
these VIS-NIR spectral slopes can be matched
with analogous carbonaceous chondrite mete-
orites, which show various degrees of aque-
ous and thermal alteration (5). On the basis
of these meteorite comparisons, it has been
proposed that the redder-sloped B-types are
the most water-rich, similar to the CM class
of chondrites, and the bluer-sloped B-types
are dry and have been heated or thermally
metamorphosed, similar to the CK4 class of
chondrites (5). Before the OSIRIS-REx space-
craft’s arrival, one of the closest spectralmatches
to Bennu’s blue spectral slope (at <1.5 mm)was
a carbonaceous chondrite that shows signs of
having been aqueously altered then heated
and dehydrated (8). However, global spectra
acquired during the spacecraft’s approach to
Bennu showed a 2.7-mm absorption band, in-
dicating hydratedminerals, with a shapemore
similar to that of the aqueously altered CM
chondrites (9).
Bennu is thought to be a member of either

the (142) Polana or the (495) Eulalia collisional
family, groups of asteroids that appear to orig-
inate from a common source in the main as-
teroid belt between Mars and Jupiter (10, 11).
Both Polana and Eulalia reside in themain belt
and have spectra that indicate that they are
members of the C-complex (12). TheHayabusa2
spacecraft has visited and sampled the near-
Earth asteroid (162173) Ryugu, which is also
likely to be a member of the Polana or Eulalia
family, but is classified as a near-Earth Cb-type
asteroid, a different spectral subgroup of the
C-complex (13). Spatially resolved spectra from

Hayabusa2 indicate that Ryugu has a weaker
global 2.7-mm hydration feature than Bennu.
On Ryugu, the band varies only slightly (7 to
10% band depth) across the surface, which is
consistent with thermal processing (14). Other
asteroid families, such as the (24) Themis fam-
ily, show spectral diversity among theirmembers
and evidence of material separation, possibly
into rock and ice—likely enough to produce
aqueous alteration (15). Similar processing may
have occurred in the parent body of Bennu.
Bennu is a rubble-pile asteroid, an agglomer-
ation of collision fragments, that was ejected
from the main asteroid belt and migrated to its
final near-Earth orbit. Global maps of Bennu’s
spectral characteristics are required to under-
stand its relationship to Ryugu and their parent
population and to the broader classes of B-
and C-type asteroids.
In 2019, the OSIRIS-RExmission completed

a campaign of close-proximity observation
of Bennu to determine suitable sites for sam-
ple collection, which occurred 20 October 2020
(6). The OSIRIS-REx Visible and InfraRed Spec-
trometer (OVIRS) acquired global surface data
from 0.4 to 4.3 mm at multiple phase angles
(16). Visible wavelengths are used to determine
the overall color variations across Bennu’s sur-
face and its mineral content, whereas the NIR
is sensitive to surface temperature and com-
positional variations. The OVIRS NIR cover-
age around 2.7 mm has been used to detect
the global presence of hydrated minerals (9),
and the region from 3.2 to 3.6 mm is sensi-
tive to carbonate (CO3

2– stretching or vibra-
tion) and organic (C-H stretching) absorption
bands.
In this study, we investigated the spectrum of

Bennu using OVIRS observations and searched
for evidence of absorption bands attributable
to carbon-bearing materials. Our goal was
to compare the shape of any carbon-bearing
absorption features with spectra of other
C-complex asteroids and determine the sur-
face distribution of carbon-bearing materials.

Observations and mapping

We used data from the Equatorial Stations sub-
phase (25 April to 6 June 2019) of the OSIRIS-
REx Detailed Survey phase, which ran from
7 March through 6 June 2019. The subphase
was composed of data collection from seven
spacecraft stations, each positioned close to
the equator at a different local solar time and
~5 km above the surface (6). As OVIRS is a
point spectrometer, with a circular 4-mrad field
of view, each spectrum covers all wavelengths
simultaneously for a spot on the surface (16).
At each local solar time, the spacecraft nodded
along lines of constant longitude at ~2mrad s−1

to achieve nearly global OVIRS coverage as
the asteroid rotated below. Although OVIRS
observed most latitudes and longitudes at
each station, the individual spots were not
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centered at the exact same locations from sta-
tion to station. The spot spatial resolution was
~20 m cross-track and 30 m along-track at the
equator. Surface projection increases the along-
track spot size at higher latitudes, and local
surface slopes also cause the resolution to vary.
From these data, we produced global OVIRS
maps at ~600-m2 equatorial areal resolution
from the stations at 10:00 a.m., 12:30 p.m., and
3:00 p.m. local solar time, as these have the
highest available solar illumination and max-
imum surface temperatures.
From 4 to 27 October 2019, the spacecraft

conducted lower-altitude reconnaissance fly-
overs of four candidate sample sites and sur-
rounding context regions, scanning each area
of interest at a range of 1 to 1.3 km (6). Re-
connaissance flyovers occurred when Bennu
was at a greater distance from the Sun than
during the Detailed Survey, and therefore solar
illumination was lower; longer exposure times
were used to compensate. The resulting OVIRS
spatial resolution was ~4 to 5 m cross-track
and ~7 to 10 m along-track, plus the surface
projection effects at the higher latitudes. We
produced spectral maps of these smaller re-
gions at ~60-m2 areal resolution.

Globally averaged spectra
Global spectra were calculated for each De-
tailed Survey equatorial spectral mapping sta-
tion by averaging all OVIRS spots that were
fully on the surface; there are 6189, 7193, and
6877 spectra for 10:00 a.m., 12:30 p.m., and
3:00 p.m., respectively. Although not identi-
cal to a full-disk spectrum, because of the fixed
local time, the averages include emission angles
from latitudes all the way to the poles. In the
12:30 p.m. data, Bennu shows a weak global
absorption feature from 3.2 to 3.6 mm (here-
after, the 3.4-mm feature), which we attribute
to carbonate and organic materials (Fig. 1B).
This absorption feature was not detectable in
full-disk, unresolvedOVIRS spectra, takenwhen
Bennu only filled ~40% of the field of view and
the surface was warmer owing to closer prox-
imity to the Sun (9). Spatially resolved datasets
were also acquired in March 2019, very close
to Bennu’s perihelion. These contain hits of a
3.4-mm absorption feature, but the band depth
was likely affected by thermal fill-in, an effect
whereby greater thermal emission at high tem-
peratures increases the thermal flux at the band
wavelength, thereby weakening absorption
features (17). Those spectra were also noisier

at long wavelengths > 3 mm, owing to higher
instrument detector temperatures.
Bennu’s globally averaged 3.4-mm absorp-

tion feature, as observed during the Detailed
Survey, is distinct from that seen on other C-
complex asteroids (Fig. 1). Previous observations
of a 3.4-mm feature in other disk-integrated
asteroid spectra, including (24) Themis and
Themis-like asteroids, have been attributed pri-
marily to aliphatic organic molecules (18–20).
However, ground-based observations of (1)
Ceres and Ceres-like asteroids have revealed a
strong 3.4-mm feature that was instead primarily
attributed to carbonates, as it was accompa-
nied by a detection of the 3.9-mm carbonate
band (20, 21). Several main-belt asteroids dis-
play variability between 3.2 and 3.6 mm, in-
dicating potential compositional variation,
although the band variations are uncertain
for (704) Interamnia and (121) Hermione (Fig.
1A) (18, 22). However, in individual spot spec-
tra, Bennu has absorption band shapes be-
tween 3.2 and 3.6 mm that are similar to those
of Themis, Ceres, and other main-belt asteroids
(Fig. 1B).
We also produced a globally averaged ther-

mal infrared spectrum using data from the

Simon et al., Science 370, eabc3522 (2020) 6 November 2020 2 of 8

Fig. 1. Comparison of
3.4-mm absorption features
on main-belt asteroids
and multiple locations on
Bennu. (A) C-complex
asteroid spectra obtained at
15° to 30° phase angle (22)—
except the (24) Themis
data from (18)—each plotted
with 1s uncertainties.
Curves are offset from 1.0
for clarity. (B) The OVIRS
globally averaged Bennu
spectrum at 9° phase angle
shows a broad absorption
feature of ~2% depth,
extending from 3.2 to 3.6 mm.
The solid line shows the
spectrum smoothed with a
nine spectral channel–width
Gaussian. Spectra of individ-
ual locations on Bennu are
also shown, the coordinates of
each location labeled, and
curves are offset from 1.0 for
clarity. Uncertainties are
smaller than the symbol size.
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OSIRIS-REx Thermal Emission Spectrometer
(OTES) (23), acquired during the Detailed Sur-
vey phase, to search for spectral features that
could be attributable to carbon in organics
and/or carbonates. However, other minerals
exhibit features in the same spectral region,
complicating our interpretation. The radio-
metric performance of OTES is degraded at
>1300 cm−1 (≲7.7 mm) and at surface temper-
atures lower than 325 K (23), requiring us to
co-add spectra to maintain an adequate signal-
to-noise ratio (fig. S1) (24). This prevents us
from obtaining detailed spatial distribution
information for comparison with the OVIRS
observations made at four times the areal
resolution. We therefore limit our analyses
to just the OVIRS data.

Feature repeatability

With repeated coverage over some areas of
Bennu’s surface, we investigated the effects of
phase angle on spectral shape to determine
whether the absorption is an observational
or processing artifact. The globally averaged
spectra from the three local solar times are
shown in Fig. 2A. A similar 3.4-mmband shape
is seen in each average spectrum, although
at 12:30 p.m. and 3:00 p.m. the feature is
slightly deeper near 3.45 mm and has more
absorption below 3.3 mm than at 10:00 a.m.
There is no apparent thermal emission fill-in in
the absorption band at any phase angle, because
the average surface temperatures were low
(328 K at 12:30 p.m.); however, individual
hot surface locations become very noisy in the
3:00 p.m. spectra. Using the average surface
temperatures, reflectance, and solar range–
corrected flux for each observation, the ra-
diance contribution from reflected solar light
at 3.4 mm is shown to be ~31, 22, and 15% for
10:00 a.m., 12:30 p.m., and 3:00 p.m., respec-
tively. However, the absolute reflected solar
radiance at 12:30 p.m. is nearly twice that at
10:00a.m. and3:00p.m., resulting in thehighest
signal-to-noise ratio after thermal tail subtrac-
tion (fig. S2) (24).
We also investigated feature repeatability on

a regional scale. Using the regions with higher-
resolution observations (Fig. 2B), we averaged
several overlapping spots together to obtain
a close (although not identical) match to the
spatial resolution of each Detailed Survey map.
Two overlapping spots in each observation
cover ~900m2, and the afternoon spectra again
have a deeper band than the 10:00 a.m. spec-
tra, but spectral shapes are similar for each
observation. We also compared the average of
all high-spatial-resolution spots over an area
with the corresponding low-spatial-resolution
spectrum (Fig. 2, C and D). Although the spec-
tra were taken at different local solar times,
differences between the resulting spectra are
<0.5%, indicating that phase angle does not
appreciably affect the band depth or shape.

Global surface distribution
To map the distribution of the absorption fea-
ture across the surface, we used the 12:30 p.m.
spectra, as they have the highest signal-to-
noise ratio and fewest shadows. From those
data, we calculated the band area (band depth
integrated from 3.2 to 3.6 mm), mapped it onto
the surface of a three-dimensional shapemodel
of Bennu (25), and overlaid the results on an
OSIRIS-REx Camera Suite (OCAMS) base map
with 5-cm spatial resolution (26, 27) (Fig. 3A).

Band area was chosen over single-channel band
depth to cover the range of spectral shapes
that could arise as a result of different carbo-
nates or organics (28).
Themap inFig. 3A shows that carbon-bearing

material is spread over 98% of Bennu’s surface,
with band areas varying from 0.12 to 0.82% mm,
but in no discernible large-scale pattern; 98%
of the surface between ±50° latitude shows a
band depth of >1% at 3.42 mm, and 32% of the
surface has an absorption ≥ 2%. Most other
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surface parameters, such as 12:30 p.m. sur-
face temperature, 0.55-mm reflectance, or visi-
ble spectral slope (Fig. 3, B to D), align with
surface features: the darkest boulders and
blanketed areas (lowest 0.55-mm reflectance)
tend to be the hottest and have the shallowest
hydration band at 2.74 mm. The boulders ap-
pear to have low thermal inertia, high thermal
roughness, and usually a redder spectral slope
(29, 30).
Over wavelengths from 0.5 to 1.5 mm, most

of the surface has a blue (negative) spectral
slope (8, 9), but some individual regions have
a redder (flat to slightly positive) slope (Fig.
3E). Some individual boulders stand out in
the spectral slope map, but not all boulders are
redder than average; some are bluer (steeper
negative slope). These data agree with photo-
metric color observations at higher spatial
resolution, which show that individual boul-
ders and craters have a variety of colors (30).
Many of the areas that are redder than aver-
age occur at low latitudes, in agreement with
some ground-based measurements that find
equatorial reddening, although the measured

variation in slope in OVIRS data is much smaller
than is seen in those studies (31). As with the
3.4-mm absorption, the range of spectral be-
havior observed on Bennu at wavelengths
shorter than 2.5 mm is similar to that found
among B-type asteroids throughout the main
belt (5). Bennu’s blue color may in part be due
to space weathering (30).
To determine whether Bennu’s global char-

acteristics are correlated at low spatial resolu-
tion, we calculated Spearman’s rank correlation
values, r, on different map pairs. We limited the
calculation to latitudes less than 50° to avoid
effects from variable solar illumination on
short wavelength and thermal parameters,
which affect high latitudes more strongly;
at this limit, the temperature map has weak
correlation to incidence or emission angles
(|r| < 0.25), and further narrowing the lati-
tude range did not meaningfully affect the re-
sults. At low phase angle, maps of the 2.74-mm
hydration band depth and 0.55-mm reflectance
show some correlation with peak surface tem-
perature (|r| = 0.76 and 0.65, respectively) (fig.
S3) (24). The slope from 0.5 to 1.5 mm shows the

least correlation with peak temperature, with
the bluest and the reddest regions both being
warmer than the average. However, the spectral
slope does weakly correlate with the hydration
band and 0.55-mm reflectance (|r| > 0.55), with
the reddest large boulders having the shallow-
est hydration band and the lowest reflectance.
Although the 3.2- to 3.6-mm band area map

shows that some boulders have a deeper ab-
sorption than others, comparison with other
surface parameters (24) indicates no obvious
correlation, and all map pairs have |r| ≤ 0.45.
Bennu’s carbon band area follows neither the
reddest nor the darkest regions on the surface.
This would be unexpected if Bennu’s 3.4-mm
band were attributable entirely to organics (32).
However, as most spectra have an absorption
shape that matches a mix of organics and car-
bonates (28), we cannot globally map these in-
dependently of one another. Thus, the lack of
correlation may be the result of composition or
for another reason, such as particle size effects.
As the 0.55-mm albedo and hydration band

depth are correlated with surface tempera-
ture, we also produced a detrended 2.74-mm
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hydration band map (fig. S4) to search for
residual variations after removing the tem-
perature dependence (24). Neither the band
area from 3.2 to 3.6 mm nor the spectral slope
from 0.5 to 1.5 mm show any correlation with
the detrended hydration map, with |r| ≤ 0.23
(24). The 2.74-mmhydration bandmap, caused
by the presence of hydrated phyllosilicates,
shows a correlation with latitude, |r| = 0.58
(fig. S5). This correlation decreases to |r| = 0.48
in the temperature-detrended map. The cor-
relations between hydration band and peak
surface temperature or latitude could be due
to dehydration, differential space weathering,
compositional differences, particle size, surface
roughness, or other causes. Although hydrated
phyllosilicates and carbon-bearing material
are globally present, their lack of correlation
indicates separate formation processes.

Local variability
At the 20- to 30-m spot scale used in the global
maps, spot-to-spot variability in band area
(0.04 ± 0.01 to 0.84 ± 0.02% mm) indicates a
heterogeneous surface, either in terms of band
depth or shape. At the 5- to 10-m scale, the
band shape and area are consistent over small
areas where the spots overlap on a geologic
feature (Fig. 4B) but change as the spots move
to adjacent rocks, possibly because of local var-
iability (Fig. 4, A and C). However, some of
these high-spatial-resolution data were ac-
quired at phase angles where shadows may
affect the signal, particularly at high latitudes
or near large boulders (Fig. 4A).
Nonetheless, at the finer spatial scale, ab-

sorption depths exceed 10% in a few isolated
locations; these locations with the deepest ab-
sorptions likely have the highest concentra-

tion of carbon-bearing material, although
viewing conditions and particle size effects
may also affect band depth. While full global
coverage was not obtained at this resolution,
187 spectra (~1% of the high-spatial-resolution
spots) were found to have absorptions of 5 to
14% at 3.42, 3.45, or 3.47 mm; thesewavelengths
were chosen to span the deepest absorption
wavelengths for a mix of organics and carbo-
nates (28). Most of these locations occur over
boulders; only a single spectrum with a deep
absorption feature occurs over a smooth crater
floor, which is ringed by boulders having deep
absorptions. However, this region is at high
latitude, and the viewing conditions included
some large shadows.
Toavoidpotential effectsonbanddepthcaused

by shadows and low signal, we identified 18
low-latitude spectra with a 3.4-mm absorption
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feature >5% in depth and overlaid themon the
OCAMS map of Bennu (26, 27). In some in-
stances, the spots overlap spatially, resulting
in 10 individual locations with deep 3.4-mm
absorption (Fig. 5A). All of these locations lie
on large boulders that dominate the OVIRS
field of view. As with the global-scale maps,
these boulders span a range of brightness and
colors, with no distinguishingmorphological
features; some appear buried or are compos-
ites of broken material, whereas others are
neither (30). Another low-latitude region (Fig.
5B) shows that the deepest absorptions occur
in a rock field between two craters. In com-
parison, the OSIRIS-REx mission’s primary
sample site, Nightingale crater at 56°N, 42°E
(Fig. 5C), shows many spots with 3.4-mm ab-
sorption of 5 to 7% depth, despite low solar
illumination. Again, although there is an ab-

sorption over the entire region, most spots
with deep features correspond to boulders
around the rim of the crater (28).

Origin of carbon material

The variation in 3.4-mm feature shape depends
on surface location, with individual spot spec-
tra that match those of other C-complex aster-
oids (Fig. 1A), demonstrating a heterogeneity
that spansmultiple asteroid families and classes.
This heterogeneity is likely caused by varying
proportions of carbonate and organics (28),
which we cannot distinguish in our global data-
set. A spectral feature we observe at 3.98 mm
may be due to carbonates (28) (Fig. 6), but the
signal-to-noise ratio of the thermal-corrected
spectra is <25 above 3.7 mm (24). An observed
2.3-mm feature could also be due to carbonates
or to phyllosilicates, but the lack of a corre-

sponding 2.5-mm absorption makes an iden-
tification uncertain. Spectral slopes could be
affected by the presence of organics (33), but
Bennu’s spectral slope variation is small, and
redderOVIRS spectra show similar absorption
features to bluer spectra in the low-resolution
600 m2 data (Fig. 6).
We do not observe widespread evidence of a

3.1-mm absorption from water ice or ammo-
niated phyllosilicates (Fig. 1B), which is pres-
ent on many C-complex main-belt asteroids
(e.g., Ceres and Themis) (18, 22), indicating that
Bennu’s bulk mineralogy and chemistry are
distinct, despite the similarities in the 3.4-mm
region. As a rubble-pile near-Earth asteroid,
Bennu is a mixture of parent-body material
aggregates that have been warmed by prox-
imity to the Sun, which would have removed
volatile water ice (34).
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Local regions on Ceres have complex min-
eralogy including organic matter, carbonates,
and ammoniated phases (33, 35). Ground-based
observations of Ceres indicated the presence
of carbonates, while orbital data showed sev-
eral organic-rich areas (32, 36). The limited
spatial concentration of aliphatic organics on
Ceres has been attributed to geologically re-
cent exposure of those materials, such that
they have not been broken down by solar ir-
radiation (33, 35, 37). With irradiation, ali-
phatic carbon breaks down to graphitized or
amorphous carbon, and these phases are thought
to be ubiquitous on Ceres (38); they may also
be present on Bennu (29) but cannot be di-
rectly observed with NIR spectroscopy. The
widespread presence of aliphatic organics at
3.4 mmwould indicate that neither spaceweath-
ering nor heating on Bennu were pervasive
enough to degrade (or graphitize) all aliphatic
organics. To preserve a widespread 3.4-mm or-
ganic feature, most of the material on Bennu’s
surface could not have been exposed to the
space environment for more than a few mil-
lion years (39–41).
Two scenarios could explain the carbon-

bearing material on Bennu’s surface and its
variety of spectral shapes: accretion of exter-
nal material over time or gradual exposure of
a mix of materials present from its aggre-
gation. First, given the similarity of local-area
spectral shapes to different C-complex asteroids,
Bennu’s surface may exhibit a mix of mate-
rials accreted during its time in the main belt
and later transit to a near-Earth orbit (exog-
enous material). Pyroxene-bearing boulders
have been detected on the surface and are
spectrally consistent with the howardite, eu-
crite, and diogenite achondrite meteorite
groups associated with asteroid (4) Vesta (42),
indicating that the surface retains at least
some exogenous material. However, at the scale
of these observations (~20 m per spot), there
is no obvious connection between the carbon-
bearing absorption features and any particu-

lar rock type (30). The meteorites that are the
closest spectral analogs to Bennu (CI and CM
chondrites) tend to have less than 5 vol %
carbonates. Carbon-bearing materials were
likely ubiquitous in the forming solar system
and interstellar medium, so they would have
been available to form organics and carbo-
nates in planetesimals (43). Any such mate-
rial delivered to the surface of Bennu would
be altered by space weathering and high sur-
face temperatures, especially during perihelion,
so pristine carbon-bearing material, particu-
larly organics, would not be preserved unless
synthesized and delivered within the past mil-
lion years (39–41). The widespread distribution
of such material on Bennu’s surface makes this
scenario unlikely.
Alternatively, as a rubble pile formed after a

collision (2, 25), Bennu’s surface may be pep-
pered with boulders aggregated from different
layers of its parent body and/or the impactor.
Again, any surface materials, especially organ-
ics, would degrade over time. It is possible that
buried organic material is being newly ex-
posed by surface impacts, although we do not
observe any correlation between the carbon-
bearing material and craters (Figs. 3 and 5).
In the carbon-bearing boulders, thermal cy-

cling and degradation by meteoroid impacts
could cause fatigue and fracturing that ex-
poses new organic material over time (44, 45).
The ejection of particles from Bennu’s surface
supports the idea that fresh surfaces are ac-
tively being exposed (46). Bennu’s blue spec-
tral slope is also consistent with the colors of
a subset of asteroids that show evidence of
ongoing mass loss and are known as main-belt
comets. However, on Bennu, this blue spectral
slope extends to the shortest wavelengths we
observe, which is rare for main-belt comets
(19). Conversely, some of Bennu’s boulders dis-
play veins that may be composed of carbonate
minerals (28), lending further credence to the
supposition that we are observing a mixture of
carbon-bearing materials.

Our observations provide context for the
sample planned to be returned to Earth by
OSIRIS-REx. The widespread surface distribu-
tion of the 3.4-mm absorption on Bennu indicates
that the sample should contain carbon-bearing
material, regardless of sampling location. The
primary sample site, Nightingale, shows deeper
regional carbon-bearing absorptions than av-
erage, particularly in the boulders around the
crater rim; this does not rule out substantial
carbon-bearing material on the crater floor.

Methods summary

All OVIRS spectra were calibrated using an
automated pipeline that converts raw counts to
calibrated radiance units (watts per square cen-
timeter per micrometer per steradian) (24, 47).
Before analysis, each spectrum was resampled
onto a common wavelength axis with 2-nm
spectral resolution below 2.4 mm and 5-nm
resolution from 2.4 to 4.3 mm. These resam-
pled spectra were then fitted with a model of
a thermal tail, which was subtracted, then di-
vided by the solar flux to produce reflectance
spectra (24). Surface feature maps were con-
structed using a Lommel-Seeliger disk correc-
tion to remove latitudinal effects. For band
depth and shape comparisons, the background
continuum was removed using a model fitted
to each spectrum (24).
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INTRODUCTION: Carbonaceous asteroids formed
early in Solar System history and experienced
varying degrees of aqueous (water-rock) and
thermal alteration.Mostmodels of the evolution
of these asteroids suggest that aqueous altera-
tion was driven by hydrothermal convection.
However, it is debatedwhether this alteration
occurred in a chemically closed or open system.
The bulk chemical compositions of the carbo-
naceous chondrite meteorites imply that the
system was closed. Models predict that large-
scale fluid flow in an open system took place on
at least some asteroids. In this scenario, fluids
would have flowed through fractures from the
interior, and minerals would have precipitated
into these fractures, forming veins.

RATIONALE: Global spectral observations by
the OSIRIS-REx (Origins, Spectral Interpre-
tation, Resource Identification, and Security–

Regolith Explorer) spacecraft have shown that
carbon-bearing materials, including organics
and/or carbonates, are widespread on the sur-
face of near-Earth asteroid (101955) Bennu. To
understand the composition of these carbon-
bearing materials and their implications for
Bennu’s aqueous alteration history, we ex-
amined visible–near-infrared spectra obtained
at resolutions of ~4m in the region around the
mission’s primary sampling site, Nightingale.
We compared these spectra with laboratory
spectra of organics and carbonates. Broad-
band panchromatic images of the Nightingale
region at pixel scales of ~1.4 cm allowed us to
search for surface features that could contex-
tualize the spectral data.

RESULTS: On the basis of the wavelength posi-
tion and shape of spectral absorption features,
the closest matches to a subset (~15%) of

spectra collected in the Nightingale region
are the carbonate minerals calcite, dolomite,
and magnesite, with calcite being the most
prevalent. These minerals are found in the
highly aqueously altered CM- and CI-group
carbonaceous chondrites, proposed meteor-
ite analogs of Bennu.
Bright, centimeters-thick, roughly meter-

long veins are apparent in images of some
boulders near the Nightingale site. The veins
have albedos of 10% to at least 19%, much
brighter than Bennu’s average of 4.4%. These
albedos are consistent with the veins being
filled by carbonates with minor abundances
of opaque materials such as magnetite and
organics. The albedos are too high for the
veins to be dominantly composed of organics
or any other material that has been identified
on Bennu, except carbonates.
There are only a few bright vein-filling ma-

terials found in meteorites, and carbonate is
the only one of these that is plausibly present
on Bennu. Linear mixture modeling suggests
that only a small fraction of a spectrometer
field of view (<1%)needs to contain carbonate to
explain the observed spectral signatures, which
is consistentwith the observed extent of the veins.

CONCLUSION: The observed bright veins on
Bennu are most likely dominantly composed
of carbonates. The detection of these meter-
sized, putative carbonate veins indicates that
extensive water flow occurred in a chemically
open hydrothermal systemon the larger parent
asteroid of Bennu, before the catastrophic dis-
ruption of the parent asteroid led to Bennu’s
reaccumulation as a rubble pile. Kinetic mod-
eling assuming a calcite vein composition shows
that a hydrothermal system kilometers in size,
with alteration likely taking place over thou-
sands to millions of years, would have been
needed to create veins of the dimensions pre-
served in the constituent boulders of Bennu.
Some CM- and CI-group meteorites have

very small (micrometers to millimeters) car-
bonate veins or presumed vein fragments;
veins on the scale that we observe on Bennu
are not present in meteorites. It is possible
that such veins are present on other carbo-
naceous asteroids that have not been observed
by spacecraft. We predict that the sample of
Bennu’s surface material that is planned to be
returned to Earth by the OSIRIS-REx space-
craft will contain carbonates and that they will
be distributed with a structure and scale dis-
tinct from those that occur in meteorites.▪
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53 cm
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OSIRIS-REx panchromatic image (~1.4 cm pixel–1) showing a boulder with a bright vein on Bennu.
This linear feature is more than twice as bright as the surrounding rock. Its most plausible composition is
carbonate, suggesting that a large, long-lived hydrothermal system operated on Bennu’s parent asteroid.
The image was collected by the PolyCam imager on 26 October 2019 at 61.60°N, 50.57°E.
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Bright carbonate veins on asteroid (101955) Bennu:
Implications for aqueous alteration history
H. H. Kaplan1,2*, D. S. Lauretta3, A. A. Simon1, V. E. Hamilton2, D. N. DellaGiustina3, D. R. Golish3,
D. C. Reuter1, C. A. Bennett3, K. N. Burke3, H. Campins4, H. C. Connolly Jr.5,3, J. P. Dworkin1,
J. P. Emery6, D. P. Glavin1, T. D. Glotch7, R. Hanna8, K. Ishimaru3, E. R. Jawin9, T. J. McCoy9, N. Porter3,
S. A. Sandford10, S. Ferrone11, B. E. Clark11, J.-Y. Li12, X.-D. Zou12, M. G. Daly13, O. S. Barnouin14,
J. A. Seabrook13, H. L. Enos3

The composition of asteroids and their connection to meteorites provide insight into geologic processes
that occurred in the early Solar System. We present spectra of the Nightingale crater region on near-
Earth asteroid Bennu with a distinct infrared absorption around 3.4 micrometers. Corresponding images
of boulders show centimeters-thick, roughly meter-long bright veins. We interpret the veins as being
composed of carbonates, similar to those found in aqueously altered carbonaceous chondrite
meteorites. If the veins on Bennu are carbonates, fluid flow and hydrothermal deposition on Bennu’s
parent body would have occurred on kilometer scales for thousands to millions of years. This suggests
large-scale, open-system hydrothermal alteration of carbonaceous asteroids in the early Solar System.

T
he Origins, Spectral Interpretation, Re-
source Identification, and Security–Regolith
Explorer (OSIRIS-REx) mission to asteroid
(101955) Bennu is designed to return a
carbon-rich sample of the asteroid to Earth

(1). Bennu, a 500-m-diameter near-Earth as-
teroid, was chosen as the mission target be-
cause of its spectral similarity to primitive and
organic-rich carbonaceous chondrite meteor-
ites (2). Primitive chondritic meteorites formed
in the early Solar System, so theymay record the
materials, processes, and events that occurred
during that period.
The OSIRIS-REx spacecraft entered orbit

around Bennu in December 2018. Throughout
2019 and early 2020, the spacecraft acquired
images and spectra to characterize Bennu’s
surface properties, composition, and relation-
ship to meteorites, in advance of sample
collection.
Bennu is spectrally classified as a B-type

asteroid on the basis of its blue (negative)
spectral slope. B-types are a subset of the

larger C-complex of primitive asteroids, so-
named for their presumably carbonaceous
compositions. Bennu’s surface contains abun-
dant, widespread hydrated minerals (3), has
widespread magnetite (3, 4), and is dominated
by boulders up to ~100 m in longest dimen-
sion (5). Near-infrared spectra of Bennu’s sur-
face exhibit an absorption feature due to
hydroxyl in hydrated clay minerals; the band
minimum is 2.74 mm, most consistent with
hydrated Mg-bearing phyllosilicates (3, 6).
Thermal infrared spectra exhibit silicate
stretching and bending modes consistent
with volumetrically dominant phyllosilicates,
as well as absorptions attributable to magnet-
ite near 18 and 29.4 mm (555 and 340 cm–1)
(3). These observations demonstrate that Bennu
is mineralogically similar to the carbonaceous
chondrite meteorites that show evidence of
water-rock interaction (i.e., aqueous alteration),
with the closest meteorite analogs being the
most heavily altered members of the CM and
CI groups. Aqueous alteration of these mete-
orites likely took place on a large parent
asteroid, >30 km in diameter (7), early in
Solar System history (8). Dynamical analyses
suggest that Bennu, a rubble pile asteroid,
consists of fragments of a parent body of
~100-km diameter that reaccumulated after
a catastrophic disruption (9–11).
Establishing Bennu’s relationship with spe-

cific groups of meteorites—whether CI, CM, or
others—would provide insight into the geologic
processes that Bennu’s parent body exper-
ienced. The CI and CM groups record diverse
scenarios of parent body aqueous alteration.
All known CI chondrites are categorized on
the basis of their mineral and rock properties
as petrologic type 1 (CI1) (12). This classifies the

CIs as heavily hydrated, and they contain the
highest abundances of volatile elements of any
meteorites (13). CM chondrites span a broader
range of degrees of aqueous alteration, from
petrologic type 1 to 2 (14, 15). The CM chon-
drites are depleted in volatiles relative to the
CIs. Although the CM1 and CI1 meteorites are
both highly aqueously altered, they have dis-
tinct bulk chemistry and textures (15). There
are other carbonaceous chondrites that cannot
be classified into any of the known groups and
are therefore termed “ungrouped” (16). Group-
ing chondrites together implies that they likely
originate from the same geologic context; if
a carbonaceous chondrite is ungrouped, it is
possible that it has a distinct geologic origin.
We consider recent observations of asteroid
Bennu within this meteorite framework, to
constrain its geologic history and make pre-
dictions for the sample that will be returned
to Earth.

Spectra of carbon species on Bennu

In global observations of Bennu collected
during the Detailed Survey–Equatorial Sta-
tions campaign of the OSIRIS-REx mission
(25 April to 6 June 2019) (1), the OSIRIS-REx
Visible and InfraRed Spectrometer (OVIRS)
(17) detected a ubiquitous infrared absorp-
tion feature near 3.4 mm (18), a spectral region
associated with carbon-bearing species. OVIRS
measures reflected light at wavelengths from
0.4 to 4.3 mm with a circular, 4-mrad field of
view (17). Between 3.2 and 3.6 mm, there are at
least five absorption minima attributed to
organic molecules, including symmetric and
asymmetric stretchingmodes of methyl (–CH3)
andmethylene (–CH2) groups (i.e., aliphatic
CH), and an aromatic CH stretch. Carbonates
have overlapping absorption features in this
wavelength region from overtones (absorptions
occurring at higher-energy multiples of the
fundamental frequency) and combinations of
the fundamental stretches in CO3.
The global data have a spatial resolution of

~30 m in the direction of spacecraft motion
(along-track) and 20 m in the perpendicular
direction (cross-track), with coverage of nearly
the entire asteroid surface (18). The complex
spectral features near 3.4 mm in this dataset
are attributed at the global scale to mixtures
of organics and carbonates (18). The spectral
shape in this wavelength region is repeatable
to <1% across multiple observations of the same
surface spot, indicating that instrumental and
illumination effects do not cause the observed
absorption complexity (18).
We analyzed higher-spatial-resolution OVIRS

observations thatwere collected inOctober 2019
during the first Reconnaissance (Recon A)
phase of the OSIRIS-REx mission, which en-
tailed more detailed investigations of candi-
date sampling sites. We used data from the
region around Nightingale crater, the mission’s
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primary sampling site, to provide context for the
sample return. These observations have spatial
resolutions of ~4 m cross-track and 9 m along-
track for each OVIRS footprint.
The shapes of the 3.4-mm feature in the

Nightingale observations differ from those in
the global observations (18), indicating that it
may be possible to distinguish compositions at
higher spatial resolution. To discriminate be-
tween organics and carbonates, we use a chi-
square goodness of fit test, band minima
positions, and visual inspection (19). The good-
ness of fit test uses a set of 220 laboratory
spectra of carbonates and organics with a
range of compositions to assess how closely
these laboratory data match the shape of the
OVIRS data (table S1). Uncertainties were
determined by adding noise to the laboratory
spectra to mimic the OVIRS signal-to-noise
ratio (SNR) near 3.4 mm (19).We find that chi-
square values of <1 can identify either carbon-
ate minerals or organics with >99% confidence
(>95% confidence for chi-square < 2) (table S1).
Organic and carbonate spectral features dif-

fer in terms of number of minima, minima
positions, and absorption widths. We identify
some OVIRS spectra with 3.4-mm features that
are consistent with carbonates and others that
are consistent with organics (Figs. 1 and 2).
The OVIRS spectral shapes consistent with
organics are similar to those previously detected
near 3.4 mm in asteroids [e.g., (20–22)] and me-

teorites (23) (Fig. 2). These features have a
narrow minimum at 3.42 mm or a broad, flat
feature centered at 3.42 mm [e.g., (24)]. The
OVIRS spectral signature consistent with
carbonates is primarily identified by an ab-
sorption feature with twominima near 3.4 mm
(Fig. 1). The band positions vary by tens of
nanometers, consistent with known changes
in wavelength of carbonate absorptions with
varying cation composition (Fig. 3). The OVIRS
spectra that are best fitted with carbonate lab-
oratory spectra (Fig. 2) are poorly fitted with
organic laboratory spectra (fig. S1).
The carbonate-matching OVIRS spectra in-

clude features similar to those of calcite
(CaCO3), siderite (FeCO3), magnesite (MgCO3),
dolomite [CaMg(CO3)2], and/or breunnerite
[(Mg,Fe,Mn)CO3] (Figs. 1 and 2). We cannot
distinguish calcite and siderite at the spectral
resolution and SNR of the OVIRS data near
3.4 mm; however, Fe in siderite would produce
a broad absorption near 1 mm, which is not
detected (fig. S2). Siderite is rare in carbona-
ceous chondrite meteorites, whereas calcite is
abundant (24). We therefore conclude that
calcite is the most likely carrier responsible
for these carbonate-matching spectra. Aragonite
has the same composition as calcite (CaCO3)
with a different crystal structure; its spectral
properties are similar to those of calcite at
wavelengths <2.5 mm (25), but appropriate
laboratory spectra are not available, so it is

not included in our analysis. Spectra that
we identify as dolomite could alternatively
be due to Fe-rich breunnerite, which has an
absorption feature at a similar wavelength.
For more Mg-rich forms of breunnerite, we
expect the bandposition to shift toward shorter
wavelengths, similar to magnesite. We have
not found a 3.4-mm feature on Bennu that
corresponds to natrite (Na2CO3), which was
detected in the brightest regions of dwarf
planet Ceres and hasminima at longer wave-
lengths than calcite (26).
In addition to the feature at 3.4 mm, car-

bonates are expected to produce an absorption
near 4 mm. OVIRS has an SNR of 50 at 3.4 mm,
but the signal decreases rapidly beyond~3.6mm,
with an SNR of only 15 at 4 mm. Low SNR
reduces our ability to detect the expected
carbonate absorption near 4 mm, but we do
find a possible absorption feature in this re-
gion that is correlatedwith the 3.4-mm feature
(fig. S2).Overtones at~2.35and, possibly, 2.55mm
are also observed in theOVIRS spectrum (fig. S2)
and may be due to carbonate and/or Mg or Fe
phyllosilicates. However, these features have
<2%band depth, the strength of the absorption
feature compared to the continuum, and any
variation in banddepth iswithin theuncertainty.
Thermal infrared spectra from the OSIRIS-

REx Thermal Emission Spectrometer (OTES)
(27) exhibit a spectral feature near 7.04 mm
(1420 cm–1) thatmay be attributable to carbon-
ates (28), but this feature has not been de-
finitively assigned (3). Another carbonate
feature, the n3 (third fundamental) absorption,
is expected at ~6.35 to 6.75 mm (1500 cm–1) and
has been observed in laboratory and remote-
sensing data (28, 29); however, it has not been
identified in OTES global spectral observa-
tions (spatial resolutions of 20 to 40 m). Nor
have other expected carbonate features, in-
cluding the narrow, n2 fundamental absorption
near 11.3 mm (886 cm–1) and a large, broad,
fundamental absorption between ~25 and
33 mm(~400 to 300 cm–1). Detection of spectral
features in the thermal infrared depends on
SNR, temperature, physical conditions (e.g.,
roughness or cavities), phase abundance, the
compositions of the other phases that are
present, spectral resolution, and particle size
(19). These factorsmay explain the nondetection
of these carbonate bands, despite the higher
SNR of the OTES data relative to that of the
OVIRS data.
We mapped a ~0.03-km2 area surrounding

the Nightingale sample site (~56.04° latitude,
42.05° longitude), withinwhich ~1% of the 3396
OVIRS spectra have a chi-square < 1 match to
laboratory spectra of carbonates, rather than
organics ormixtures, and~15%have chi-square
< 2 (Fig. 2) (19). Organics account for <1% (chi-
square < 1) or 8% (chi-square < 2) of the spec-
tra based on these goodness of fit tests. The
spectral signatures with chi-square < 1 match
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to carbonates are strongest at the rim of Night-
ingale crater and on individual boulders in the
area. Some of these same surface features are
also associated with the strongest absorptions
at 3.2 to 3.6 mm, though many are not (Fig. 4).
Themajority (~64%)of the carbonate signatures
have band positions that are consistent with
calcite, followed bymagnesite/Mg-rich breun-
nerite (~24%) anddolomite/Fe-rich breunnerite
(12%) (Figs. 2 and 3).

Bright vein-like features and mottling
in boulders

To provide geologic context for the spectral
observations, we examined high-resolution
(~1.4 cm pixel–1) images of the Nightingale
region acquired by the OSIRIS-REx Camera
Suite (OCAMS) PolyCam imager (30, 31) during
Recon A. We found centimeter- to meter-scale
features on boulders that are distinctly brighter

than the surrounding host rock. Some of these
features are elongated and linear, whereas
others are irregularly shaped. They are appar-
ent in the raw camera images, with digital
number (DN) values between 1.4 and 1.9 times
the average value of the host rock (table S3),
indicating higher reflectance than the average
Bennu surface.
To quantify the brightness and morphology

of these features, we focused on three host
boulders (Fig. 5). We radiometrically calibrated
the images using the mission’s standard cal-
ibration process (31). This process converts
raw DN values to reflectance (also known as
radiance factor or I/F), the ratio of incident
solar radiation that is reflected from the as-
teroid to that which would be reflected from
an ideal Lambertian surface normally illumi-
nated by the Sun. The reflectance values are
then used to determine the bright material’s

normal albedo, defined as the reflectance at
normal observing conditions (0° solar inci-
dence, 0° solar phase, and 0° emission angles).
We registered the calibrated images to digital
terrain models (DTMs) of the boulders, previ-
ously produced from OSIRIS-REx Laser Altim-
eter (OLA) data with an average facet size of
~7 cm (19, 32). We estimated the observed
photometric angles by ray tracing from the
registered position and orientation of the cam-
era to the DTMs. We used the derived angles
as inputs to the Robotic Lunar Observatory
photometric correction (33) to compensate
for the reflectance variations resulting from
changing viewing and illumination conditions.
We then measured the absolute difference in
normal albedo between the bright features and
their host rocks.
Themedian normal albedo of Bennu, ~4.4%,

is among the lowest of any object in the Solar
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System (5, 34). Analyses of the photometrically
corrected images show that the bright features
have normal albedos of at least 10 to 19% (Fig. 5
and table S3). The mean normal albedo of the
host boulders varies between 6.0 and 7.6%
(table S3), which is also brighter than Bennu’s
global average.
We performed further analysis of one of the

bright feature–bearing boulders (labeled VBR-
13 in Fig. 5, where VBR stands for vein-bearing
rock) to assess the uncertainty and variability
of the derived normal albedo values. This
boulder was identified in 13 images taken at
varying resolutions and observation geome-
tries (table S3). In images with pixel scales
ranging from 1.3 to 4.8 cm pixel–1, the normal
albedo of the bright material ranges from
14 to 19% (±2.2%, 1s) (table S3). We rule out
textural and observation geometry effects
and conclude that the bright features are
high-reflectance material included in the
host rocks.
The three illustrative examples of the

elongated, linear bright features are 3 to 15 cm
thick and vary in length from 50 to 150 cm,
though smaller examples exist (Fig. 6). These
occur at sharp edges of boulders so may be
small exposures of a larger internal layer. We
interpret all these features as veins—narrow,
linear features formedwhen an aqueous solu-
tion flows through a rock, depositing minerals
by precipitation, usually within preexisting frac-
tures. Shock processes can also create linear or
planar features, andmelt veins created by shock

events are found in somemeteorites (35). Shock
melt veins are darker than the surrounding
meteorite matrix, whereas the veins on Bennu
are brighter than their host rocks.
The irregularly shaped bright features in

darker host rocks produce a mottled appear-
ance (Fig. 6). Similar mottled boulders occur
on another C-complex asteroid, (162173) Ryugu
(36). The irregular features on Bennu are typ-
ically >10 cm in the longest dimension, range
from angular to rounded, and can occur in-
dividually or in clusters.
The host rocks of the veins and irregular

features span a range of albedos and sizes but
tend to have similar morphologies. The host
boulders appear to be part of a previously iden-
tified population that has a distinct, brighter
albedo distribution (thoughnot as bright as the
veins and irregular features they host) relative
to the dark boulders that dominate Bennu’s
surface, and a more negative spectral slope at
ultraviolet (UV)wavelengths (37). Thesebrighter
boulders also have a different texture, appearing
smoother and more angular than the dark
boulders on Bennu. The former exhibit frac-
tures and pits and appear to be harder and
less easily broken down than the other, more
hummocky observed boulder morphologies.
The largest bright boulder is ~10 to 12 m; all
of the largest boulders (≳20 m) on the asteroid
are dark (5). In many cases, boulders that host
bright veins or irregular features do so only on
a single face. A few small boulders have bright
material that dominates an entire face (fig. S3).

Analysis of their colors is published elsewhere
(37). They have higher thermal inertias than
the dark boulders, which may indicate lower
porosity (38), as we expect for precipitation
of vein-filling materials in fractures and void
spaces.

Carbonates and veins in meteorites

Although meteorites are a biased sample of
the asteroids from which they are derived,
comparison may offer insight into the possible
carbonate mineralogy and vein-filling mate-
rials on Bennu.We therefore searched previously
published studies for evidence of carbonate
minerals and bright veins in the carbonaceous
chondrite meteorites.
The carbonate mineralogy of carbonaceous

chondrites is a function of their alteration
history. CM chondrites contain on average
<4 vol % carbonate (39–41). The least altered
CM chondrites contain calcite as the dominant
carbonate mineral (39, 42). With increasing
degrees of alteration, dolomite appears, fol-
lowed by breunnerite (42–44). In the most
altered samples, dolomite, breunnerite, and
calcite are replaced (in that order) by Fe-rich
serpentine, Fe–Ni sulfides, and Mg-rich serpen-
tine (39). In CM chondrites of all subtypes, a
second generation of calcite forms after the
sulfides and phyllosilicates by replacement
of remaining anhydrous silicates and dolo-
mite (39).
The carbonate mineralogy of the CI chon-

drites is similar to that of the most altered
CMs. CI meteorites contain four types of
carbonates (dolomite, breunnerite, calcite,
and siderite) comprising an average of 5 vol %
of the samples (24). However, the abundance
of carbonates in some individual lithic frag-
ments of CIs exceeds 10 vol %. A lithic frag-
ment in Ivuna (a CI) has calcite as the only
carbonate, which accounts for more than
20 vol % (24). Another clast has 21.5 vol %
carbonate (45). A darkmatrix clast in Orgueil,
another CI, contains ∼35 vol % of pure calcite
(46). CIs have greater diversity in carbonate
cations than CMs, including more Mg in
breunnerite and magnesite. In CIs, dolomite
is the most abundant carbonate phase, with
breunnerite and calcite being much less abun-
dant (24, 44, 47). Siderite is extremely rare,
with only one grain reported (24).
Similar to the highly altered CMs and the

CIs, the ungrouped carbonaceous chondrite
Tagish Lake has a carbonate-rich lithologywith
calcite, dolomite, and Fe- and Mg-rich breun-
nerite spread diffusely through thematrix (48).
The CR chondrites also have carbonates up to
5.7 vol % (49).
Most carbonates in CI and CM chondrites

occur as grains 10 to 50 mm in diameter dis-
tributed throughout the matrix. However, car-
bonates in some carbonaceous chondrites
occur as veins or vein fragments (39, 50). For

Kaplan et al., Science 370, eabc3557 (2020) 6 November 2020 4 of 12

Mg

Ca

Fe

Fe0.5,Mg0.5

CaMg

n=60

n=20

n=1

OVIRS

Continuum-Removed Band Center 1

C
on

tin
uu

m
-R

em
ov

ed
 B

an
d 

C
en

te
r 

2

3.26 3.423.403.383.363.343.323.303.28

3.40

3.52

3.50

3.48

3.46

3.44

3.42

calcite

dolomite

breunnerite

magnesite

siderite

Fig. 3. Band minima positions of OVIRS signatures compared to laboratory spectra of carbonates. The
positions of two carbonate band minima near 3.4 mm are plotted for Bennu (empty black circles), along
with values for laboratory spectra (colored solid symbols; see legend and table S1). The OVIRS minima
positions indicate a range of compositions on the surface. Circles are scaled to show the number of spectra
represented, as indicated in the legend.

RESEARCH | SURVEYING BENNU



instance, the CM chondrite SCO 06043 is
crosscut by dolomite veins hundreds of micro-
meters in length (39). LON 94101, another
CM chondrite, contains calcite that occurs
as millimeter-sized veins (50). Carbonate ag-
gregates (~100 mm across) resembling fracture
fillings have been observed in the Orgueil and
Alais CI chondrites (24, 51). These have been
interpreted as vein fragments that were me-
chanically disrupted and dispersed during
breakup of the host rock (24). Veins up to
~300 mm in length are observed in Belgica
7904, a chondrite with similarities to both the
CI and CM groups (52). Veins of carbonates
also occur in some CR chondrites, such as in
Renazzo and GRO 95577 (40, 53).
Other vein-filling minerals are found in me-

teorites. Fractures ≤500 mm long are filled with

smectite-chlorite in the ungrouped carbonaceous
chondrite Y-82162 (54). Phyllosilicate–magnetite
structures and “trains” ofmagnetite crystals in
Orgueil have been interpreted as recrystallized
veins (55). Sulfate and phyllosilicate veins occur
in some CIs (44), and sulfate and Fe-rich veins
are found inCMs (56). At least someof the sulfate
veins are thought to be terrestrial weathering
products (57).
The presence of bright, carbonate-filled veins

in meteorites suggests a connection between
our observations of carbonate-matching spectra
and bright veins in the Nightingale area. The
carbonate compositions that best match the
spectral signatures on Bennu are similar to those
of the CI chondrites and the most aqueously
altered CM chondrites (24, 39, 43, 58), which are
sometimes expressed as veins.

Composition of veins on Bennu
In addition to the spectral evidence indicative
of carbonates (calcite, magnesite, dolomite,
and breunnerite) that we present, known
phases on Bennu’s surface include Mg-rich
phyllosilicates (3), the Fe-oxide magnetite
(3, 4), aliphatic organic molecules (18), and
a few pyroxene-rich boulders likely origi-
nating from the Vesta asteroid family and
delivered by impact (59). We consider whether
any of these other phases could be potential
vein-filling minerals.
Phyllosilicate veins in meteorites have sim-

ilar compositions to that of their host rock (54)
and therefore are unlikely to have distinct
albedos from that of their surroundings,
which is inconsistent with the bright veins
and irregular features that we observe in host
boulders. The exogenous pyroxene-bearing
boulders have brighter normal albedos of ~10
to at least 26% (59). However, they have dis-
tinctive spectral features in the 1- and 2-mm
region that we do not observe in OVIRS spec-
tra covering the bright features. Sulfates are
present in Bennu-analog meteorites, but the
signatures observed in meteorite spectra (i.e.,
Ca-sulfate: distinctive features at ~1.4, 1.75,
1.9, and 2.1 to 2.2 mm) (60) are not detected in
the OVIRS spectra. Magnetite and organics
are optically opaque and unlikely to have the
normal albedos of 10 to at least 19% observed
for the bright features and veins (23, 61).
Thus, although the 3.4-mm feature in some
OVIRS spectra could be attributable to or-
ganics rather than carbonates (Fig. 2), the
low albedo of organic-rich material means
that it is not a plausible candidate for the
dominant composition of bright veins on
Bennu.
We conclude that carbonate is the most

likely bright vein-filling material. Magnet-
ite, sulfides, and organic phases may also be
present in smaller abundances. These phases
are commonly associated with carbonates in
carbonaceous chondrites (45). Pure carbo-
nates have albedos approaching 100% (62),
but minor abundances of opaque minerals
(e.g., magnetite and sulfides) can reduce
albedo to the level of the bright features on
Bennu (63). Coarser grain size can also re-
duce albedo (64).
Reciprocally, the bright veins and irregular

high-reflectance features in boulders on Bennu
are the most likely source of the carbonate-
matching spectral signatures that we detected
in the higher–spatial resolution OVIRS data.
Hereafter, we refer to these 3.4-mm spectral
signatures as carbonate signatures.
However, even at the highest spatial reso-

lution available, OVIRS footprints are too
large to isolate individual bright features. For
instance, the veins in Fig. 6 only account for
<0.1% of an OVIRS footprint (~28 m2), and
their host boulders account for 7 to 35% of a
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footprint. Previous work has shown that
OVIRS is highly sensitive to bright material,
even in cases where it accounts for <1% of the
instrument field of view (59). Changes in
viewing geometries and outcroppings could
block carbonate from the view of the spec-
trometer, explaining the variable strength of
the carbonate feature in the spectral data
(fig. S4).
We used a linear mixture analysis to assess

whether carbonates, sequestered in veins com-
prising <0.1% of an OVIRS footprint, could

account for the spectral signatures that we
observe (19). We found that very small frac-
tions of carbonate, typically <0.5%, are enough
to reproduce the features seen in the OVIRS
spectrum (Fig. 6).
Near the Nightingale site, most of the

OVIRS spots that cover veins (Fig. 6) have a
calcite signature, which is the most common
carbonate spectral signature on Bennu (Figs.
2 and 3). Signatures that may indicate more
Mg-rich carbonates (dolomite, magnesite,
breunnerite) are commonly associated with

larger, bright boulders (up to ~10 m), some-
times without visible evidence for veins or
mottling (Fig. 4). Some areas have carbonate
signatures with no visible veins or bright ir-
regular features, but where small boulders
consistent with the vein-hosting type are
present. We attribute these detections not
associated with a visible feature to more
diffuse carbonate material, as would be ex-
pected in boulders or regolith where carbonate
deposition may have occurred in micropores or
fine veinlets, veins may have been brecciated
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and dispersed through impact gardening, or
carbonates may have formed by fine-scale al-
teration processes that did not cause devel-
opment of veins. It is also plausible that there
is visible-scale carbonate-rich material within
a host rock that is simply not exposed on the
boulder face (e.g., VBR-14 in Fig. 5).

Conversely, we observe some veins in OVIRS
spots without a strong carbonate signature.
These spots tend to have spectral signatures of
organics or organic-carbonate mixtures, which
could indicate that a greater proportion of
organics is present that is obscuring the
carbonate signature, or that viewing geom-

etry effects are depressing the carbonate
band depth (fig. S5) (19).

Carbonate abundances on Bennu

Though carbonaceous chondrites contain car-
bonate, they rarely show spectral evidence
of it in the visible–near-infrared (VIS-NIR)
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wavelengths covered by OVIRS (0.4 to 4.3 mm).
Carbonaceous chondrites with some of the
highest carbonate abundances exhibit a 4-mm
carbonate absorption [e.g., Tagish Lake, (23)],
but evidence of carbonate in the region from
3.2 to 3.6 mm is rarely found in meteorite
spectra. Among published carbonaceous chon-
drite spectra, <2% have evidence for carbonate
in this spectral region, with most either having
no absorption or an organic absorption feature
(table S4). There are no known organic-
carbonate mixtures in carbonaceous chon-
drite spectra, suggesting that the abundances
and/or spectral mixing regime on Bennu are
distinct from that in the meteorites. Out-
croppings of carbonate in meter-length veins
could produce such a distinct spectral mixing
regime, which would not be represented in
meteorites.
Because carbonate has not been definitively

detected in OTES spectra, we can place con-
straints on its abundance. For particles that
are larger than the wavelength of light, thermal
infrared spectra are the linear sum of the
spectral signatures of all component phases
in proportion to their abundance (65). Typi-
cally, such data are sensitive to individual
phases at volumetric abundances of a few
percent or more in laboratory and remote-
sensing mixtures (66). The absence of these
features suggests that, at global to regional
scales, carbonate is unlikely to constitute
more than a few percent of Bennu’s surface
mineralogy. At local scales (single to a few
spectra), OTES’s SNR is low at wavelengths
less than ~7.4 mm, making detection of the
n3 fundamental band challenging. At longer
wavelengths, there are no substantial dif-
ferences from global and regional averages
in the features near 11.3 and 25 to 33 mm.
This is consistent with absolute abundan-
ces of a few percent or less at the scales of
most OTES global observations.
If carbonate is concentrated in the veins and

irregular bright features on Bennu, it would
account for only a percent or less of the area of
each OVIRS spot, or 0.5% of an OTES spot (fig.
S6). Such an abundance is consistent with the
lack of OTES detection and with our linear
mixture analysis, which indicates that only a
fraction of a percent of the surface needs to be
carbonate to account for the OVIRS signatures
(Fig. 6). OVIRSmay be particularly sensitive to
carbonates if they are segregated from other
surfacematerials and bright compared to their
surroundings, as is the case for the pyroxene-
bearing boulders (59). Although outcroppings
of carbonate at the scales of veins observed on
Bennu are not represented in the meteorite
collection, the overall abundances of carbon-
ate on Bennu may be similar to those of the
meteorites (a few vol% or less). The clasts with
high vol%carbonate found in someCI chondrites
could result from the breakup of larger features

by impact. We expect high concentrations of
carbonate in meteorites if centimeter- and
meter-scale carbonate features are present on
their parent bodies.

Hydrothermal alteration on Bennu’s
parent body
Distance

Uninterrupted veins up to 150 cm long, such
as those that we observe in the OCAMS data,
are too large to have formed on Bennu itself
and thus must have survived from the parent
body. We interpret these veins as most likely
originating in the same aqueous system that
is responsible for the overall level of hydra-
tion observed on Bennu.
Models of carbonaceous asteroid thermal

evolution, based on meteoritic evidence, indi-
cate that aqueous alteration was driven by
hydrothermal convection [e.g., (67)]. It is
unclear whether aqueous alteration occurred
in a chemically closed system, in which bulk
chemistry did not vary on the length scales of
the meteorites, or an open system in which
fluid flow promoted chemical fractionation
(50). The unfractionated bulk chemical com-
positions of the carbonaceous chondrites ap-
pear incompatible with fluid flow over the
large distances expected for open systems
(13, 68, 69). Closed-system models are con-
sistent with carbonaceous chondrite unfrac-
tionated bulk chemical compositions and
their oxygen isotopes (14, 47, 67, 70, 71). The
latter models are supported by the low per-
meability of parent body interiors (72). Open-
system hydrothermal alteration scenarios
suggest that fluids flowed through fractures
from the interior to the exterior of the as-
teroid, and carbonate minerals precipitated
into these fractures as veins (24). Oxygen
isotope evidence has been alternatively inter-
preted as indicative of such open systems
with large-scale fluid flow (73, 74). Numerical
simulations of parent body evolution also
suggest asteroid-scale fluid mobility (75–78).
The putative carbonate veins that we ob-

serve on Bennu are orders ofmagnitude larger
than any known in meteorites. We used mass
balance constraints to estimate the size of the
hydrothermal systems required to produce the
observed veins on Bennu. Assuming that
the veins are pure calcite, they would con-
tain 56 wt % CaO; this is an upper limit, given
the lower albedo of the veins relative to pure
carbonate. Previous analysis showed that the
bulk abundance of CaO in Orgueil, which has
major element abundances similar to the
solar photosphere and hence the bulk Solar
System, is 1.36 wt %, of which 0.63 wt % is
soluble (46). Thus, formation of calcite veins
requires a rock volume 41 times that of the
vein, if all of the Ca is removed from an
Orgueil-like host rock. If only the soluble
component is mobilized, then the alteration

volume increases to 89 times that of the vein.
The largest observed vein on Bennu is 14 cm
thick. This thickness implies that a volume of
host rock extending between 288 and 622 cm
above and below the vein must have been
leached of Ca, if carbonate fills the vein. Thus,
hydrothermal alteration onBennuwould have
occurred on the scale of at least meters. How-
ever, this estimate is a lower limit, as it re-
quires substantial elemental fractionation of
nearby host rocks, which is inconsistent with
bulk chondritic elemental abundances.
Carbonate formation during aqueous alter-

ation in CM chondrites would have occurred
at moderate temperatures (<35°C) and pres-
sures (<10 MPa) in the interior of a parent
asteroid (69). These conditions are consistent
with experiments of calcite vein formation
performed at temperatures of 22° to 23°C and
ambient atmospheric pressure (~100 kPa) (79).
These experiments indicated that a large vol-
ume of fluid is required to produce calcite
veins: typically, a fluid/calcite volume ratio of
105 to 106 for formation of thin short veins.
Applying these values to the thickest veins on
Bennu suggests fluid flow at the scale of 20 to
45 km on either side of the vein, implying a
nearly global, openhydrologic systemonBennu’s
~100-km-diameter parent body (11, 19).
Our calculations support the open-system

model of asteroidal aqueous alteration. In this
scenario, internal pressurization drove fluid
flow from the interior of Bennu’s parent as-
teroid through pore spaces to the asteroid
surface, where water could be lost into space.
As water ice melted, liquid water migrated
through high-permeability fractures created
by impact-inducedbrecciation (24, 39, 50, 58,80).
Alternatively, crack propagation could have
been driven by overpressurization of gas
formed during alteration (81). The reactants
Ca and CO2 were leached from host rock and
transported over distances of meters to kilo-
meters. As the hydrothermal solution cooled,
calcite crystals grew into open pore spaces
along the fractures, forming the veins that we
observe on Bennu. This mechanism is con-
sistent with calcite in CM chondrites having
formed by cementation of fluid-filled frac-
tures (50, 58).
Impact processing of the parent asteroid

regolith could have continued after vein for-
mation. The catastrophic disruption of the
parent body and reaccumulation of rubble to
form Bennu likely fractured rocks along the
weak carbonate veins, potentially explaining
why they are sometimes exposed on appar-
ently broken faces. Thus, the geologic expres-
sion of the veins on Bennu has been modified
by its violent history.

Time

Aqueous alteration likely proceeded progres-
sively in multiple phases or events. Several
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episodes of alteration occurred on the CI
parent body (24). Coexisting calcites and do-
lomites in CM chondrites are not in equilib-
rium so also formed in distinct events (44, 80).
Dolomites typically form slightly earlier than
breunnerites. Extensive aqueous activity on
the Orgueil parent body occurred over a pe-
riod of several million years, starting ~3 to
4 million years (Myr) after formation of the
Solar System (82). The probable difference
in age between dolomite and breunnerite in-
dicates temporal variations in fluid composition
(82). Different carbonates (e.g., calcite, dolomite,
and breunnerite) are characterized by distinct
oxygen and carbon isotopic compositions [e.g.,
(83)]. Much of the calcite in CM chondrites
represents a second generation that formed
after the first-stage alteration that established
the dominant phyllosilicate mineralogy [e.g.,
(39)]. This scenario is consistent with our ob-
servations of bright, ostensibly calcite veins
hosted in fractures in phyllosilicate-rich boulders.
Carbonate precipitation time scales depend

on factors such as fluid saturation state, flow
velocity, vein dimension, and kinetic rate con-
stants and reaction order. We apply a kinetic
model (79) to constrain the time necessary for
vein filling, finding that the veins on Bennu
developed on the parent body over thousands
to millions of years (19).
These time scales are consistent with the

timing of crystallization indicated by Mn-Cr
dating of carbonates in CI and CM chondrites.
Calcites and dolomites in four CM chondrites
all have formation ages of 3:8þ0:4

�0:5 Myr after
the formation of the oldest Solar System solids
(84). The crystallization ages of dolomite in
theQUE93005 and Sutter’sMill carbonaceous
chondrites indicate that aqueous alteration
occurred at a similar timing of 3.93 ± 0.23Myr
(42) and 2.4 to 5.0 Myr after the birth of the
Solar System (85), respectively.

Does Bennu have a meteorite analog?

Spectral data from OVIRS and OTES collected
while approaching the asteroid indicated that
Bennu’s mineralogy and chemistry were con-
sistent with the most aqueously altered CM
chondrites but did not rule out the presence of
some CI-like material (3). We build on that
analysis with the spectral and geologic fea-
tures that we observe at Nightingale to further
constrain Bennu’s relationship to the carbo-
naceous chondrite meteorites.
Bennu’s observed global spectral properties

are broadly consistent with a highly altered
CM chondrite mineralogy (e.g., CM1): Bennu
has a hydration band minimum at 2.74 mm, a
position that is associated primarily with Mg-
serpentine (e.g., antigorite) but could incor-
porate some Fe-serpentine (cronstedtite) (3).
The CIs, however, have bandminima at shorter
wavelengths (2.71 mm) associated with the
phyllosilicates saponite and Mg-serpentine

(lizardite and chrysotile) (6). The OTES data
suggest that Bennu’s surface is dominated
by phyllosilicates, consistent with the most
aqueously altered CMs (3).
Though calcite is the most common car-

bonate mineral that we identify on Bennu, at
least one-quarter of the carbonate detections
are more Mg-rich compositions based on the
wavelength of their 3.4-mm features (Fig. 3),
including likely dolomite, breunnerite, and
magnesite. Only calcite, breunnerite, and do-
lomite have been found in CM chondrites,
possibly because Mg is limited to dissolution
from olivine, which occurs in only the most
altered CMs (39, 43).Magnesite has only been
reported in the CIs (47, 86) and in some un-
grouped carbonaceous chondrites (87), so the
presence of magnesite on Bennu could imply
a closer relationship to these meteorites.
However, calcites still account for the largest
individual fragments in the CIs (46), and vein-
filling calcites are found in both CIs and CMs
(24, 39, 51).
CM and CI meteorites are usually assumed

to originate from different asteroid parent
bodies. The bright veins and irregular fea-
tures on Bennu are associated with a specific
boulder morphology and reflectance range, so
they couldhave adifferent composition, and thus
a distinct source, from that of the other boulders
on Bennu. However, though the vein-bearing
boulders belong to a population with distinc-
tive albedo and color (37), there is no indication
that the hydration band minimum position or
depth for these boulders is different from that
of the rest of Bennu (18), though much of the
spectral data have a spatial resolution too low
to isolate individual boulders of this type.Bennu’s
rubble-pile structure and diverse boulder mor-
phologies are consistent with a mixture of
compositions from multiple locations within
its parent asteroid.
Bennu may bear the closest resemblance to

the ungrouped carbonaceous chondrite mete-
orites with similarities to both CMs and CIs.
For instance, the ungrouped carbonaceous
chondrite Tagish Lake has mineralogy, oxy-
gen isotope, and bulk chemical composition
that fall between those of the CMs and CIs
(88). It has a carbonate-rich lithology that
contains both calcite and Fe,Mg-carbonates
intermixed with saponite andmagnetite clasts
(88). Tagish Lake is dynamically and spectrally
linked to outer main belt C-complex asteroids
with red spectral slopes (89), so we do not
suggest that it is directly related to the blue-
sloped Bennu. However, Bennu may similarly
represent an ungrouped, intermediate com-
position of chondritic material. The bright
centimeter-scale irregular features and meter-
scale veins on Bennu, which are also not
represented in meteorites, may be charac-
teristic of this particular material; alterna-
tively, it may be common on carbonaceous

chondrite parent bodies but only observed
on Bennu, where we are able to make ob-
servations at the outcrop scale.Mottled boulders
on Ryugu could be a similar expression of
bright, carbonate-bearing material; however,
this cannot be confirmed with the spectrom-
eter on Hayabusa2, which does not cover the
3.4-mm region.
Vein fragments in carbonaceous chondrites

could be rare because most carbonate veins
have been broken up and scattered by impacts
(44, 51). Carbonate veins may be preferentially
destroyed by the ejection process and/or pas-
sage through Earth’s atmosphere, reducing
the likelihood of being represented in the
meteorite record. Meteorite collection parties
might not recognize carbonate-rich fragments
as possible meteorites.

Role of space weathering

Space weathering can modify the spectrum of
an exposed surface, complicating comparison
between in situ spectra of Bennu and the
interiors ofmeteorites. The influence of space
weathering on Bennu’s spectral properties is
only partly understood. The bright boulder
population that hosts the veins and irregular
features appears more resistant to space
weathering than dark boulders on Bennu (37).
Irradiation experiments performed on mete-
orites indicate that a wide range of changes in
VIS-NIR spectral slope are possible (90). Space
weathering can destroy aliphatic organics (91),
which could explain the variable organic and
carbonate mixture signatures that we observe
with OVIRS. In this scenario, more recently
exposed surfaces would have stronger organic
absorptions that weaken with time. Bennu is
known to eject particles from its surface; the
mechanism is unknown but could expose ma-
terial from the interior (92). The spectral sig-
nature of carbonate and mixtures, where
present, still implies either an unexpectedly
high abundance or, more likely, an unusual
outcropping of carbonate, compared to the
carbonaceous chondrite spectra.
OSIRIS-REx’s sampling mechanism is de-

signed to collect the top several centimeters
of Bennu’s regolith (93), whereas the spectrom-
eters only measure the top tens to hundreds of
micrometers. Thus, space-weathered material
may be in the minority of the collected sample,
unless regolith mixes on the centimeter scale
on time scales longer than the rate of space
weathering. Material attached to the space-
craft’s surface contact pads could distinguish
surface-exposed material from un–space-
weathered material in the near subsurface.

Thermal evolution and organics

Most aqueous alteration in the CIs and CMs
occurred at temperatures <150°C, but some
meteorites have experienced additional heat-
ing to higher temperatures (86). Carbonates
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decompose at ~400° to 800°C depending on
cation (94), suggesting that the carbonates on
Bennu were not exposed to these higher tem-
peratures, at least not for a sufficiently long
period to decompose them all. The pervasive
2.7-mm hydration feature, with no spectral
evidence for volumetrically abundant anhy-
drous silicates such as olivine and pyroxene
(3), indicates that the phyllosilicate that is
widespread on Bennu has not been dehy-
drated or decomposed (which is nearly com-
plete by 700°C), nor has it formed detectable
secondary olivine (which occurs by 800°C) (95).
The temperature and duration of aqueous

alteration of the materials on Bennu, and
their thermal metamorphism, will affect the
abundance and distribution of both soluble
and insoluble organic matter in the returned
samples. The presence of aliphatic organics
across Bennu’s surface places a stricter limit
on peak temperatures than the carbonates,
because thermal alteration quickly destroys
aliphatic bonds (96). The 3.4-mm spectral fea-
ture from aliphatic organics in insoluble or-
ganic matter (IOM) is lost within ~200 years
at 100°C (97). CMs with organic spectral fea-
tures therefore experienced <15°C heating over
the duration of aqueous alteration, potentially
further limiting the range of temperatures ex-
perienced by organic-rich regions on Bennu.
It is possible that organic-rich boulders and
carbonate-rich boulders are distinct popula-
tions (40, 41), with different thermal histor-
ies. The thermal gradient within an asteroid
parent body similar to Bennu’s spans a range
of hundreds of degrees Celsius (73), and this
gradient, along with spatial heterogeneity in
pore water flow, could account for the range
of compositions inherited by Bennu.

Conclusions

Remote-sensing observations provide outcrop-
scale information, on scales larger than me-
teorite samples. Bennu shares compositional
traits with aqueously altered CM and CI
meteorites, including the presence of Mg-
phyllosilicates, magnetite, and, we posit, car-
bonate mineralogy dominated by calcite, with
smaller amounts of magnesite, dolomite, and
breunnerite. However, the carbonate spectral
dominance inOVIRS data at 3.4 mm is unusual
compared to meteorite spectra. We observe
bright veins with thicknesses of 3 to 15 cm and
lengths that can exceed 1 m. We propose that
they are composed of the spectrally detected
carbonates. On the basis of the vein dimen-
sions, which are much larger than any veins
found inmeteorites, a hydrothermal system of
at least 89 times the volume of the veins, or an
amount of fluid at least 105 times the volume
of the veins, would have been required to
leach the elements from the surrounding host
rock. Fluid flow onBennu’s parent bodywould
have taken place over distances of kilometers

for thousands to millions of years. We predict
that the returned sample could contain carbo-
nates with structure and scale distinct from
those in the meteorites.
It remains unclear whether these differences

arise from material that would not survive
delivery to Earth as a meteorite, or because
Bennu’s parent body is distinct from the CM
or CI parent body. Bennu is unlikely to be the
only object of its kind in the asteroid pop-
ulation, as most asteroids have not been vis-
ited by spacecraft. Large-scale open-system
hydrothermal alteration may therefore have
occurred on carbonaceous parent bodies
more generally. Ceres, the only other known
carbonate-bearing asteroid that has been vis-
ited by a spacecraft, experienced extensive
hydrothermal alteration, beyond the degree
of the most hydrated (CI group) meteorites
(98). This extensive alteration alongwithmore
recent geologic activity (99) may have obscured
evidence of the earliest stages of alteration, in-
cluding vein formation. Whether distinct or
representative, the returned sample fromBennu
is likely to contain carbon-bearing species in
the form of organics and/or carbonates.
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produced are needed if we want 

to meet the goals of the Paris 

Agreement. —HJS

Science, this issue p. 705

BATTERIES

Layering the charge
Layered metal oxides such 

as lithium cobalt oxide have 

attracted great attention for 

rechargeable batteries. In lithium 

cells, only the octahedral struc-

ture forms, but in sodium cells, 

trigonal prismatic structures are 

also possible. However, there is 

a lack of understanding about 

how to predict and control the 

formation of each structure. 

Zhao et al. used the simple 

properties of ions, namely their 

charge and their radius appropri-

ately weighted by stoichiometry, 

to determine whether sodium 

in the interlayers between the 

ANTIBIOTICS

Triaging antibiotic use
The use of broad-spectrum, 

second-line antibiotics in treating 

urinary tract infections (UTIs) 

is increasing, likely because 

of the prevalence of antibiotic 

resistance. Kanjilal et al. applied 

a machine-learning approach 

calibrated to local hospital 

electronic health record data to 

predict the probability of resis-

tance to first- and second-line 

antibiotic therapies for uncom-

plicated UTIs. The algorithm then 

recommended the least broad-

spectrum antibiotic to which a 

given isolate was predicted to be 

nonresistant. Use of the pipeline 

reduced both broad-spectrum 

and ineffective antibiotic prescrip-

tion for UTIs in the patient cohort 

relative to clinicians. —CAC

Sci. Transl. Med. 12, eaay5067 (2020).

CLIMATE CHANGE

Thought for food
To have any hope of meeting 

the central goal of the Paris 

Agreement, which is to limit 

global warming to 2°C or less, 

our carbon emissions must be 

reduced considerably, including 

those coming from agriculture.

Clark et al. show that even if fos-

sil fuel emissions were eliminated 

immediately, emissions from the 

global food system alone would 

make it impossible to limit warm-

ing to 1.5°C and difficult even 

to realize the 2°C target. Thus, 

major changes in how food is 
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ECOLOGICAL GENOMICS

Untangling the genetics 
of plasticity

T
he common buckeye butterfly, Junonia 

coenia, exhibits plastic coloration; it has 

two color morphs, light tan and dark red, 

that depend on day length and tempera-

ture. By selecting for more and less color 

plasticity, van der Burg et al. generated butterfly 

lines that were used to map the genetic variants 

that underlie differential coloration. Genome-

wide analysis and RNA sequencing identified 

the genes most likely to be associated with the 

differences in color plasticity. Inactivation of 

genes with CRISPR–Cas9 identified three genes 

that affected the red phenotype, and other 

techniques identified cis-regulatory, noncod-

ing genomic variants that were correlated with 

coloration. From these results, the authors were 

able to model how genetically encoded plastic-

ity and assimilation of the plastic trait likely 

evolved. —LMZ   Science, this issue p. 721

The common buckeye butterfly can 

exhibit seasonal color variation, a complex 

trait that evolved through genetic assimilation.

Carbon emissions from the global food system have large climate impacts.

Published by AAAS
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transition metal or other ion-

oxide layers remain octahedral 

rather than switching over to 

trigonal prismatic coordination. 

—MSL

Science, this issue p. 708

CORONAVIRUS

Locking down the 
SARS-CoV-2 spike
Many efforts to develop 

therapies against severe 

acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) 

are focused on the spike (S) 

protein trimer that binds to 

the host receptor. Structures 

of trimeric S protein show its 

receptor-binding domain in 

either an up or a down confor-

mation. Toelzer et al. produced 

SARS-CoV-2 S in insect cells 

and determined the structure 

by cryo–electron microscopy. 

In their dataset, the closed 

form was predominant and was 

stabilized by binding linoleic 

acid, an essential fatty acid. A 

similar binding pocket appears 

to be present in previous highly 

pathogenic coronaviruses, and 

past studies suggested links 

between viral infection and fatty 

acid metabolism. The pocket 

could be exploited to develop 

inhibitors that trap S protein in 

the closed conformation. —VV

Science, this issue p. 725

ECOLOGICAL TRACKING

Ecological “big data”
Human activities are rapidly 

altering the natural world. 

Nowhere is this more evident, 

perhaps, than in the Arctic, 

yet this region remains one of 

the most remote and difficult 

to study. Researchers have 

increasingly relied on animal 

tracking data in these regions 

to understand individual spe-

cies’ responses, but if we want 

to understand larger-scale 

change, we need to integrate 

our understanding across spe-

cies. Davidson et al. introduce 

an open-source data archive 

that currently hosts more than 

15 million location data points 

across 96 species and use it to 

show distinct climate change 

Edited by Caroline Ash 

and Jesse Smith
IN OTHER JOURNALS

responses across species. 

Such ecological “big data” can 

lead to a wider understanding 

of change. —SNV

Science, this issue p. 712

ARCHAEOLOGY

A woman hunter 
in the early Andes
The ethnographic record of 

modern hunter-gatherers 

indicates that men were the pri-

mary, almost exclusive, hunters 

of big game. However, to what 

extent this pattern existed in 

prehistory has been challenged 

on both empirical and theo-

retical grounds. To examine this 

question, Haas et al. studied 

the artifacts recovered from a 

burial of a young woman at a 

site on the Andean Altiplano 

dated to more than 8000 years 

ago. Found with her was a tool 

kit used in animal processing 

and numerous projectile points, 

strongly indicating that she 

hunted. Additional examples 

of female hunters at late 

Pleistocene and early Holocene 

sites in the Americas were also 

identified, findings that support 

a model of relatively undif-

ferentiated subsistence labor 

among early populations in the 

Americas. —MSA

Sci. Adv. 10.1126/sciadv.abd0310 

(2020).

ORGANIC DEVICES

Low-noise organic 
photodetectors
Although the high performance 

and low cost of visible light sili-

con photodetectors suffice for 

most applications, their small 

size and rigid nature are not 

optimal for applications such 

as wearable sensors. Organic 

photodetectors can be flexible 

and large in area but are often 

noisy. Fuentes-Hernandez et al. 

found that optimized choices 

of the semiconductor and elec-

trode materials that improve 

diode characteristics enable 

organic photodetectors that 

can detect low light levels with 

low noise. —PDS

Science, this issue p. 698

EPIDEMIOLOGY

Famine’s intergenerational partner

F
amine extends its dangerous reach across generations: 

Witness the epigenetic effects of the Dutch famine in 

1944–1955, which led to diabetes and metabolic disease 

among the grandchildren of those affected. Sixty years 

ago (1958–1962), a great famine caused by a collapse of 

the food system prevailed across China. Chen et al. investi-

gated whether the high levels of pulmonary tuberculosis (TB) 

currently found in Sichuan Province  might be a consequence 

of that famine two generations later. The authors accessed 

more than 1 million TB cases diagnosed between 2005 and 

2018 and identified 12,000 cases that could be attributable to 

the famine . Malnutrition and accompanying immune suppres-

sion are likely to activate latent TB.  Subsequently, among the 

low-birthweight famine cohort (F
1
), starvation was associated 

with greater risk of adult TB emerging and, furthermore, of an 

increased risk of adult TB emerging in their children (F
2
). This 

effect is most likely mediated by intergenerational damage to 

immune responses and lung anatomy rather than just expo-

sure to infected family members. The work starkly shows how 

societal shocks can cut across  generations.  —CA    

Proc. Natl. Acad. Sci. U.S.A. 10.1073/pnas.2008336117 (2020).

Survivors of the Great Chinese Famine of 1958–62 suffered starvation, 

which has left a legacy of tuberculosis that still prevails today.
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NEUROSCIENCE

Change with distance 
from the soma
Hippocampal neurons receive 

and integrate synaptic input 

along their dendritic tree. Inputs 

located near the cell soma or in 

the distal dendrite contribute 

differently to neuronal integra-

tion by a variety of mechanisms, 

including NMDA receptor 

(NMDAR)–dependent plasticity 

processes. Using superresolution 

microscopy, single-nanoparticle 

imaging, and glutamate uncag-

ing, Ferreira et al. investigated 

the nanoscale organization of 

NMDARs containing the subunits 

GluN2A and GluN2B along the 

dendritic tree. The organiza-

tion and surface dynamics of 

GluN2B-NMDARs, but not of 

GluN2A-NMDARs, changed 

between proximal and distal 

clusters, with a gradual increase 

in receptor local density from 

proximal to distal dendritic seg-

ments. At the proximal dendrite, 

the nanoscale organization and 

membrane dynamics of GluN2B-

NMDARs were influenced by 

physical interplay with the protein 

kinase CaMKII. —PRS

Proc. Natl. Acad. Sci. U.S.A. 117, 24526 

(2020).

NEUROSCIENCE

Mitochondrial anchoring 
in synapses
ATP has a limited diffusion capac-

ity in axons, so locally anchored 

presynaptic mitochondria may be 

used to support high metabolic 

demand. Only 33% of presynaptic 

active zones in hippocampi retain 

mitochondria. Sustained synaptic 

activity is mainly restricted to 

these mitochondria-containing 

synapses during long-term 

potentiation. Li et al. investi-

gated whether increased energy 

consumption during intensive 

synaptic activity contributes to 

presynaptic energy stress and 

how mitochondria are recruited 

to synapses. Syntaphilin (SNPH) 

anchors axonal mitochondria, and 

deleting snph enhances axonal 

mitochondrial motility in vitro and 

in vivo. Synaptic activity induces 

presynaptic energy stress, which 

activates the AMPK-PAK signaling 

cascade, triggering presynaptic 

mitochondrial recruitment and 

SNPH-mediated anchoring. 

Cross-talk between energy sens-

ing and mitochondrial anchoring 

enables neurons to capture 

presynaptic mitochondria in 

response to local energy stress 

during intensive synaptic activity. 

—SMH

Nat. Metab.  2, 1077 (2020).

MOLECULAR DIFFUSION

Mobile aryl groups on 
graphene
Phenyl groups on aromatic 

rings can migrate to an adjacent 

carbon atom under acidic condi-

tions through an ipso arenium 

ion intermediate. He and Swager 

show that analogous migra-

tion of aryl groups on p-doped 

graphene surfaces can occur if 

functional groups weaken the 

bond to graphene. They pat-

terned graphene with a copper 

mask to create circular islands of 

phenyl, 4-trifluoromethylphenyl, 

and 4-methoxyphenyl groups. 

Upon oxidative etching of the 

copper, which leads to p-doping 

of the graphene, Raman imaging 

showed that the aryl pattern 

remained for the first two 

groups. For 4-methoxyphenyl, 

migration of these groups 

several micrometers from 

their original position occurred 

through a random walk. —PDS

J. Am. Chem. Soc. 142, 17876 (2020).

IMMUNOLOGY

Making peace with the 
beast within
One way that immune cells such 

as neutrophils and macrophages 

contribute to host defense is by 

engulfing microbes. This process, 

known as phagocytosis, typi-

cally entails the formation of an 

organelle around the microbes 

called the phagosome, which 

then fuses with lysosomes to 

facilitate degradation. However, 

some pathogens can survive and 

even thrive within phagosomes. 

Westman et al. investigated the 

process by which phagosomes 

sequester and control the rapidly 

growing fungus Candida albicans 

after phagocytosis. The mac-

rophage phagosome expands 

to match the fungus’ growth 

through the calcium-dependent 

insertion of lysosomes. If lyso-

somal fusion is inhibited, the 

phagosomes rupture, leading to 

NLRP3 inflammasome activation, 

host cell death, and the enhanced 

growth and escape of C. albicans. 

However, by tolerating the bur-

geoning fungus, lysosomal fusion 

appears to contain infection and 

give the host precious time to 

mount its defenses. —STS

Cell Host Microbe 10.1016/

j.chom.2020.09.004 (2020).

QUANTUM SYSTEMS

Efficient transfer of 
entanglement
Processing quantum information 

across a network relies on the 

encoding, storage, manipula-

tion, and transfer of quantum 

states between the nodes along 

the network chain. However, the 

information stored in the fragile 

quantum states can be lost as 

they propagate along the network, 

limiting the overall transfer effi-

ciency typically to between 15 and 

20% and thereby compromising 

the scalability of the network. 

Cao et al. developed a method to 

enhance the efficiency with which 

the quantum information can 

be transferred. Using temporally 

shaped single-photon light pulses 

and a cold atom storage medium, 

their protocol can enhance the 

storage and retrieval efficiency to 

~85%. Further improvement in 

the transfer efficiency of entan-

glement between the quantum 

memories and the information 

carrier (photons) will advance the 

development of quantum com-

munication technologies. —ISO

Optica 7, 1440 (2020).

CHEMICAL STRUCTURE

Computer-aided design of 
metal borides
Because of their extreme hard-

ness and electronic conductivity, 

transition-metal borides find 

wide industrial applications. 

Expanding their elemental space 

with new elements can enhance 

their range of useful properties. 

Using density functional theory 

calculations, Dahlqvist et al. 

explored chemical ordering upon 

M-site alloying of M
2
AlB

2
 (where 

M is a transition metal, A is an 

A-group element, and B is boron) 

in various symmetries for M from 

groups 3 to 9. Several previously 

unknown stable phases were 

identified, and two of them with 

in-plane chemical order were 

successfully synthesized and 

characterized in agreement with 

theory. The proposed theoretical 

approach can serve as a power-

ful tool to explore the chemical 

space of metal borides when 

metal alloying is considered. —YS

J. Am. Chem. Soc. 10.1021/

jacs.0c08113 (2020).

Candida albicans, shown here, is a yeast-like fungus that can be contained within 

host phagocytes while immune defenses build.

Published by AAAS
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EPIGENETICS

Linking metabolism 
to behavior
An emerging theme in stud-

ies of animal behavior is that 

metabolism, as an indicator of 

the environment, can modulate 

behavior through epigenetic 

changes and associated gene 

expression. In a Perspective, 

Egervari et al. discuss insights 

emerging from numerous spe-

cies—including ants, mice, rats, 

and humans—that the metabo-

lism-epigenetic axis can influence 

behaviors, including foraging 

behavior in ants and substance 

use disorder in rodents and 

humans. This new paradigm 

has numerous implications that 

require further research and 

could provide a tractable pathway 

for therapeutic modulation of 

various disorders. —GKA

Science, this issue p. 660

ASTEROIDS

The complex history of 
Bennu’s surface
The near-Earth asteroid 

(101955) Bennu is a carbon-rich 

body with a rubble pile structure, 

formed from debris ejected by 

an impact on a larger parent 

asteroid. The Origins, Spectral 

Interpretation, Resource 

Identification, Security, Regolith 

Explorer (OSIRIS-REx) space-

craft is designed to collect a 

sample of Bennu’s surface and 

return it to Earth. After arriving 

at Bennu, OSIRIS-REx performed 

a detailed survey of the asteroid 

and reconnaissance of poten-

tial sites for sample collection. 

Three papers present results 

from those mission phases. 

DellaGiustina et al. mapped 

the optical color and albedo of 

Bennu’s surface and established 

how they relate to boulders and 

impact craters, finding com-

plex evolution caused by space 

weathering processes. Simon 

et al. analyzed near-infrared 

spectra, finding evidence for 

organic and carbonate materials 

that are widely distributed 

across the surface but are most 

concentrated on individual 

boulders. Kaplan et al. examined 

more detailed data collected on 

the primary sample site, called 

Nightingale. They identified 

bright veins with a distinct infra-

red spectrum in some boulders, 

which they interpreted as being 

carbonates formed by aqueous 

alteration on the parent asteroid. 

Together, these results constrain 

Bennu’s evolution and provide 

context for the sample collected 

in October 2020. —KTS

Science, this issue p. 674, p. 675, p. 676

CRIMINAL JUSTICE

“Nudges” and criminal 
justice
Criminal justice policy in the 

United States focuses on increas-

ing negative consequences 

to deter undesired behavior. 

However, defendants often 

appear relatively insensitive to 

these changes in the severity 

of consequences. Fishbane et 

al. considered a different policy 

lever: improving the communica-

tion of information necessary 

to adhere to desired behavior 

(see the Perspective by Kohler-

Hausmann). They found that 

redesigning a criminal sum-

mons form to highlight critical 

information and providing text 

message reminders increased 

the likelihood that defendants 

would show up to their appointed 

court date, thus eliminating a 

substantial percentage of arrest 

warrants for failing to appear in 

court. In follow-up experiments, 

the authors found that laypeople, 

but not experts, believe that such 

failures to appear are relatively 

intentional, and this belief reduces 

their support for interventions 

aimed at increasing awareness 

rather than punishment. These 

findings have implications for poli-

cies aimed at improving criminal 

justice outcomes. —TSR

Science, this issue p. 682;

 see also p. 658

METABOLIC GENOMICS

Maximizing elements for 
your genome
The accumulation of mutations 

is typically limited by selective 

parameters. One such param-

eter is the elements needed to 

build proteins and molecules to 

maintain cells. Examining the 

underlying carbon, oxygen, and 

nitrogen content for different 

amino acids, Shenhav et al. 

examined the selective pressure 

resulting from nutrient limita-

tion (see the Perspective by 

Polz and Cordero). The authors 

identified “resource-driven” 

selection as a purifying selective 

force associated with environ-

mental nutrient availability, 

particularly nitrogen, and deter-

mined the impact of mutations 

on the organismal nutritional 

budget. From this constraint, 

the authors have proposed that 

the structure of the genetic 

code across organisms reflects 

the mutational impact on 

elemental resources. —LMZ

Science, this issue p. 683;

see also p. 655

PALEONTOLOGY

Ancient amphibians 
preserved in amber
Extant amphibians are repre-

sented by three fairly simple 

morphologies: the mostly hop-

ping frogs and toads, the 

low-crawling salamanders, and 

the limbless caecilians. Until the 

early Pleistocene—and for more 

than 165 million years—there 

was another group, the albaner-

petontids. We know little about 

this group because amphibian 

fossils are poorly preserved, and 

previous specimens from this 

group are both rare and mostly 

badly damaged. Daza et al. 

describe a set of fossils preserved 

in amber showing that this group 

was unusual both in their habitat 

use (they may been climbers) 

and their feeding mode, which 

appears to have been convergent 

with the ballistic feeding now 

seen in chameleons (see the 

Perspective by Wake). —SNV

Science, this issue p. 687;

see also p. 654

CORONAVIRUS

Epidemiology in 
southern India
By August 2020, India had 

reported several million cases 

of severe acute respiratory 

syndrome coronavirus 2 (SARS-

CoV-2), with cases tending to 

show a younger age distribu-

tion than has been reported 

in higher-income countries. 

Laxminarayan et al. analyzed 

data from the Indian states 

of Tamil Nadu and Andhra 

Pradesh, which have devel-

oped rigorous contact tracing 

and testing systems (see the 

Perspective by John and Kang). 

Superspreading predominated, 

with 5% of infected individuals 

accounting for 80% of cases. 

Enhanced transmission risk was 

apparent among children and 

young adults, who accounted 

for one-third of cases. Deaths 

were concentrated in 50- to 

64-year-olds. Incidence did not 

change in older age groups, 

possibly because of effective 

stay-at-home orders and social 

welfare programs or socio-

economic status. As in other 

settings, however, mortality 

rates were associated with older 

age, comorbidities, and being 

male. —CA

Science, this issue p. 691;

see also p. 663

CLIMATE CHANGE

The future in the past

A major cause of uncertainties 

in climate projections is our 

imprecise knowledge of how 

much warming should occur as 

a result of a given increase in 

the amount of carbon dioxide in 

the atmosphere. Paleoclimate 

records have the potential to 

help us sharpen that under-

standing because they record 
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such a wide variety of environ-

mental conditions. Tierney et al. 

review the recent advances in 

data collection, statistics, and 

modeling that might help us bet-

ter understand how rising levels 

of atmospheric carbon dioxide 

will affect future climate. —HJS

Science, this issue p. 680

ENHANCER GENOMICS

Enhancer function, from 
sponges to humans
Identifying the function of 

enhancers, DNA regions that 

help to regulate gene expression 

and evolve rapidly, has been 

difficult. This area of research 

has been hampered by the dif-

ficultly in identifying functional 

conservation. Wong et al. now 

show that despite low sequence 

conservation, enhancer function 

is strongly conserved through 

the animal kingdom (see the 

Perspective by Harmston). 

 Transgenic expression of sponge 

enhancers in zebrafish and 

mice demonstrates that these 

sequences can drive cell type–

specific gene expression across 

species. These results suggest 

an unexpectedly deep level of 

conservation of gene regula-

tion across the animal kingdom 

maintained over the course of 

metazoan evolution. —LMZ

Science, this issue p. 681;

see also p. 657

TOPOLOGICAL OPTICS 

Switching on topology

Ways to control and design 

topological features in vari-

ous systems are being studied 

intensively because the resulting 

properties tend to be robust 

against things such as scatter-

ing and defects, endowing the 

system with topological protec-

tion. Maczewsky et al. now look 

to another regime in optics to 

show that optical nonlinearity 

can induce a topological change 

in the properties of a photonic 

lattice. At low excitation power, 

probe light uniformly leaks 

into the rest of the lattice, an 

optically trivial phase. Above 

a threshold power, optical 

nonlinearity induces a topologi-

cal change in the properties of 

the photonic lattice, and probe 

light is confined to propagate 

along the edge of the structure. 

These results illustrate a route to 

dynamically control the propaga-

tion of light. —ISO

Science, this issue p. 701

PALEOCLIMATE

Calving cousins

Walczak et al. report that 

increases in Pacific Ocean 

ventilation and periods of rapid 

production of icebergs from the 

Cordilleran Ice Sheet during 

the last glacial period preceded 

episodic iceberg discharges 

into the Atlantic Ocean (see 

the Perspective by Jaeger and 

Shevenell). Marine sediments 

from the Gulf of Alaska show 

that increases in vertical mixing 

of the ocean there correspond 

with intense iceberg calving from 

the ice sheet that covered much 

of high-latitude western North 

America and that these changes 

occurred before the analogous 

Heinrich events in the North 

Atlantic. Thus, these Pacific 

climate system reorganizations 

may have been an early part of 

a cascade of dynamic climate 

events with global repercus-

sions. —HJS

Science, this issue p. 716;

see also p. 662

TUMOR IMMUNOLOGY

CAR T cells get a STAT 
tune-up
Adoptive cell therapies using 

chimeric antigen receptor (CAR) 

T cells display potent antitumor 

immunity, but T cell exhaustion 

can compromise their efficacy. 

Building on a previous observa-

tion that interleukin-7 treatment 

induced polyfunctional CD4+ 

T cells producing multiple 

cytokines, Ding et al. expressed 

a constitutively active variant 

of the signaling protein STAT5 

called CASTAT5 in mouse CD4+ 

T cells specific for a tumor 

antigen. CASTAT5-expressing 

T cells underwent epigenetic 

remodeling, developed polyfunc-

tionality, and promoted CD8+ 

T cell–dependent elimination 

of tumors. In a mouse model of 

CAR T cells targeting the B cell 

antigen CD19, CASTAT5 expres-

sion in both CD4+ and CD8+ T 

cells resulted in improved tumor 

elimination. These findings 

introduce a new T cell–engineer-

ing approach for CAR T cells that 

could yield improved resistance 

to exhaustion and more robust 

antitumor activity. —IRW

Sci. Immunol. 5, eaba5962 (2020).

MICROBIAL SIGNALING

Pathogen rewiring for 
host adaptation
Clinical isolates of the opportu-

nistic pathogen Pseudomonas 

aeruginosa from cystic fibrosis 

patients often have mutations 

that affect the two-component 

systems—the signaling modules 

in bacteria. Cao et al. found 

that mutations in P. aeruginosa 

strains adapted to cystic fibrosis 

patients resulted in disruption 

of a two-component system and 

aberrant cross-talk between dis-

tinct two-component systems. 

These changes enabled the 

strains to switch from an acute 

to chronic infection state and 

allowed the activation of a two-

component system by glucose, 

which is abundant in the lungs of 

cystic fibrosis patients. —AMV

Sci. Signal. 13, eaaz1529 (2020).

Published by AAAS
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Linda C. Ivany, Sandra Kirtland Turner, Daniel J. Lunt, Jennifer C. McElwain, Benjamin J. W. Mills,
Bette L. Otto-Bliesner, Andy Ridgwell, Yi Ge Zhang

BACKGROUND: Anthropogenic emissions are
rapidly altering Earth’s climate, pushing it
toward a warmer state for which there is no
historical precedent. Although no perfect
analog exists for such a disruption, Earth’s
history includes past climate states—“paleo-
climates”—that hold lessons for the future of
our warming world. These periods in Earth’s
past span a tremendous range of tempera-
tures, precipitation patterns, cryospheric ex-
tent, and biospheric adaptations and are
increasingly relevant for improving our un-
derstanding of how key elements of the cli-
mate system are affected by greenhouse gas
levels. The rise of new geochemical and sta-
tistical methods, as well as improvements in
paleoclimatemodeling, allow for formal eval-
uation of climatemodels based on paleoclimate
data. In particular, given that some of the new-
est generation of climate models have a high
sensitivity to a doubling of atmospheric CO2,
there is a renewed role for paleoclimates in
constraining equilibrium climate sensitivity
(ECS) and its dependence on climate back-
ground state.

ADVANCES: In the past decade, an increasing
number of studies have used paleoclimate
temperature and CO2 estimates to infer ECS
in the deep past, in bothwarmand cold climate
states. Recent studies support the paradigm
that ECS is strongly state-dependent, rising
with increased CO2 concentrations. Simula-
tions of past warm climates such as the Eocene
further highlight the role that cloud feed-
backs play in contributing to high ECS under
increased CO2 levels. Paleoclimates have pro-
vided critical constraints on the assessment
of future ice sheet stability and concomitant
sea level rise, including the viability of thresh-
old processes like marine ice cliff instability.
Beyond global-scale changes, analyses of past
changes in the water cycle have advanced our
understanding of dynamical drivers of hydro-
climate, which is highly relevant for regional
climate projections and societal impacts. New
and expanding techniques, such as analyses
of single shells of foraminifera, are yielding
subseasonal climate information that can
be used to study how intra- and interannual
modes of variability are affected by external

climate forcing. Studies of extraordinary, tran-
sient departures in paleoclimate from the back-
ground state such as the Paleocene-Eocene
Thermal Maximum provide critical context
for the current anthropogenic aberration, its
impact on the Earth system, and the time
scale of recovery.
A number of advances have eroded the

“language barrier” between climate model
and proxy data, facilitating more direct use of
paleoclimate information to constrain model
performance. It is increasingly common to in-
corporate geochemical tracers, such as water
isotopes, directly into model simulations, and
this practice has vastly improved model-proxy
comparisons. The development of new statis-
tical approaches rooted in Bayesian inference
has led to a more thorough quantification of
paleoclimate data uncertainties. In addition,
techniques like data assimilation allow for a
formal combination of proxy and model data
into hybrid products. Such syntheses provide a
full-field view of past climates and can put con-
straints on climate variables that we have no
direct proxies for, such as cloud cover or wind
speed.

OUTLOOK: A common concern with using
paleoclimate information as model targets is
that non-CO2 forcings, such as aerosols and
trace greenhouse gases, are not well known,
especially in the distant past. Although evi-
dence thus far suggests that such forcings
are secondary to CO2, future improvements
in both geochemical proxies and modeling
are on track to tackle this issue. New and
rapidly evolving geochemical techniques have
the potential to provide improved constraints
on the terrestrial biosphere, aerosols, and trace
gases; likewise, biogeochemical cycles can now
be incorporated into paleoclimate model sim-
ulations. Beyond constraining forcings, it is
critical that proxy information is transformed
into quantitative estimates that account for
uncertainties in the proxy system. Statistical
tools have already been developed to achieve
this, which should make it easier to create
robust targets for model evaluation. With this
increase in quantification of paleoclimate in-
formation, we suggest that modeling centers
include simulation of past climates in their
evaluation and statement of their model per-
formance. This practice is likely to narrow
uncertainties surrounding climate sensitivity,
ice sheets, and the water cycle and thus im-
prove future climate projections.▪
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Past climates provide context for future climate scenarios. Both past (top) and future (bottom) climates are
colored by their estimated change in global mean annual surface temperature relative to preindustrial conditions,
ranging from blue (colder) to red (warmer). “Sustainability,” “Middle road,” and “High emissions” represent
the estimated global temperature anomalies at year 2300 from the Shared Socioeconomic Pathways (SSPs)
SSP1-2.6, SSP2-4.5, and SSP5-8.5, respectively. In both the past and future cases, warmer climates are associated
with increases in CO2 (indicated by the arrow). Ma, millions of years ago.
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Past climates inform our future
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As the world warms, there is a profound need to improve projections of climate change. Although the
latest Earth system models offer an unprecedented number of features, fundamental uncertainties
continue to cloud our view of the future. Past climates provide the only opportunity to observe how the
Earth system responds to high carbon dioxide, underlining a fundamental role for paleoclimatology in
constraining future climate change. Here, we review the relevancy of paleoclimate information for
climate prediction and discuss the prospects for emerging methodologies to further insights gained from
past climates. Advances in proxy methods and interpretations pave the way for the use of past climates
for model evaluation—a practice that we argue should be widely adopted.

T
he discipline of paleoclimatology is rooted
in the peculiarities of the geological re-
cord, which has long hinted that Earth’s
climate can change in profound ways. In
possibly the first paleoclimate study, the

17th-century English physicist Robert Hooke
concluded, based onobservations of large turtles
and ammonites in Jurassic rocks, that condi-
tions in England had once beenmuch warmer
than now (1). Since then, paleoclimate studies
have revolutionized our view of the climate
system (2), documenting both warm and cold
worlds much different from the one we inhabit
and establishing the link between atmospheric
CO2 and global temperature (Fig. 1).
Although paleoclimatology continues to

narrate the history of Earth’s climate, it also
plays an increasingly central role in understand-
ing future climate change. The study of past

climate has never been more relevant than it
is now, as anthropogenic activities increase
atmospheric greenhouse gas concentrations
and modify the land surface and ocean chemis-
try at a rate and scale that exceed natural
geologic processes. CO2 levels are higher now
than at any point in at least the past 3 million
years and, at the current rate of emissions, will
exceed concentrations typical of the past
30 million years by 2300 (Fig. 1). In this con-
text, past climates are windows into our future
(3)—the geological record is the only observa-
tional source of information for how the climate
system operates in a state much warmer than
the present.
The challenge for paleoclimatology is that

there are few direct quantitative records of
past climate (e.g., temperature, precipitation).
Instead, we make use of “proxies,” surrogates
for climate variables that cannot be measured
directly. In some cases, the physical occurrence
(or absence) of a proxy (like glacial deposits)
reveals information about past environmental
conditions. More often, geochemical data (such
as elemental and stable isotope ratios) stored
in fossils, minerals, or organic compounds are
used to infer past conditions. The discovery of
new proxies, improvements in modeling and
analytical techniques, and the increasing num-
ber of proxy records are actively expanding
the utility of paleoclimate information. These
innovations are refining our understanding
of how the climate system responds to large
changes in atmospheric CO2 and provide in-
sights into aspects of past climates (such as
seasonality and interannual variability) that
were heretofore unknowable.
Among the most important contributions

that paleoclimatology can make is the evalu-
ation of Earth system models that we rely on
for projecting future climate change. The phys-

ical parameterizations in these sophisticated
models are often tuned to fit the preindustrial
or historical record (4). However, the latter is
short in duration and samples a single climate
statewith anarrowCO2 range. The performance
of climate models under extreme forcing very
different from the present is not commonly as-
sessed, even though the models are used to
project changes under high-emissions scenarios.
When these models are used to simulate past
warmclimates, theyoftenpredict surface tempe-
ratures that are too cold and pole-to-equator
temperature gradients that are too large (5).
However, a newgeneration ofmodels, alongside
developments in proxy techniques and analysis,
now provides opportunities tomore fully exploit
past climates for model evaluation and assess-
ment of key metrics of the climate system.

Past climates inform key processes

Earth’s paleoclimate record contains tremen-
dous variability. Over the past 100 million years,
the climate gradually transitioned from an ice-
free world of exceptional warmth [the mid-
Cretaceous, 92 million years ago (Ma); Fig. 1]
to the cold ice ages of the past few million
years, glacial worlds with kilometers-thick ice
caps covering one-fourth of the land surface
[such as the Last Glacial Maximum (LGM),
21,000 years ago; Fig. 1]. Between Cretaceous
and LGM extremes lie intermediate warm
climates such as the early Eocene (53 to 49Ma)
and Pliocene (5.3 to 2.6 Ma) (Fig. 1). This long-
term climate transition was far from steady—
short-lived hyperthermal events (6) and cold
stadials (7) punctuated the slower trends.
Atmospheric CO2 concentrations generally

follow these swings in global temperature (Fig.
1). Geochemical modeling demonstrates that
the balance of geological sources (degassing
through volcanism) and sinks (weathering and
sedimentation) explains the general features of
CO2’s trajectory (8) and establishes causality—
high CO2 leads to high temperatures. The ap-
parent exceptions to this rule, including the
end-Cretaceous and early Paleocene (70 to
60 Ma) and the Miocene (23 to 5.3 Ma), are
areas of active research. One explanation for the
decoupling of CO2 and temperature is that un-
certainties associated with the proxies blur the
relationship. Estimation of past CO2 is chal-
lenging. Beyond the ice core record (9), CO2

information comes from geochemical data,
such as isotope ratios of boron and carbon, or
paleobotanical indicators such as the density
of leaf stomata. All of these proxies require as-
sumptions about the physical, chemical, and
biological state of the past that are not com-
pletely understood, sometimes leading to
misinterpretations of the signal (10). Proxy
methodologies and assumptions continue to
be refined, and there is some indication that
CO2 at the end of the Cretaceous may have
been higher than that shown in Fig. 1 (11). It
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is also possible that these discrepancies have
another explanation, such as a greater-than-
expected role for non-CO2 forcings and feed-
backs. If the paleoclimate record has taught us
anything, it is that the more we probe, the
more we learn.
Past climate states were profoundly differ-

ent from today. Their global mean temper-
atures, latitudinal temperature gradients, polar
ice extents, regions of deep-water formation,
vegetation types, patterns of precipitation
and evaporation, and variability were all dif-
ferent. These differences are invaluable because
they provide rich evidence of how climate pro-
cesses operated across states that span the range
of CO2 concentrations [400 to 2000 parts per
million (ppm)] associated with future emis-
sions scenarios [the Shared Socioeconomic
Pathways (SSPs); Fig. 1]. Under the sustain-
able SSP1-2.6 scenario, in which emissions
are curtailed and become net negative by the
end of the 21st century, CO2 concentrations

would be stabilized near Pliocene levels (Fig.
1). By contrast, under the fossil-fuel intensive
SSP5-8.5 scenario, CO2 concentrations would
approach or even exceed Eocene or mid-
Cretaceous levels (Fig. 1). These past warm
climates therefore serve as targets against
which to measure the increasingly complex
generation of climate models that are used
for future climate prediction.
Past climates are not perfect analogs for

future states—continental configurations are
increasingly different with age, and they often
represent equilibrium climates as opposed to
transient changes associatedwith rapid green-
house gas emissions (12). But as benchmarks
for climate models, ancient climates need not
be perfect analogs. Indeed, the differences are
advantageous; they provide true out-of-sample
validation for the strength and stability of key
feedbacks, large-scale responses of the hydro-
logical cycle, and the most ubiquitous metric
of all, climate sensitivity.

Paleoclimate constraints on climate sensitivity
Equilibrium climate sensitivity (ECS) has been
widely adopted as a simple metric of how
responsive the Earth’s climate system is to
radiative forcing. It is defined as the change
in global near-surface air temperature that
results from a sustained doubling in atmo-
spheric CO2 after the fast-acting (time scales
of years to decades) feedback processes (water
vapor, clouds, snow) in the Earth system reach
equilibrium. The fifth assessment report of the
Intergovernmental Panel on Climate Change
(IPCC) determined that ECS was likely be-
tween 1.5° and 4.5°C, a large range that has
remained essentially unchanged for 40 years
(13). Because the environmental impacts, socio-
economic implications, and mitigation time
scales are very different for a low versus a high
ECS (14), narrowing its range has always been
a high priority.
Thatmodels with either a low or high present-

day ECS canmatch historical observations (15)
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Fig. 1. Paleoclimate context for future climate scenarios. Global mean
surface temperature for the past 100 million years is estimated from
benthic d18O (2, 106) using the method of (104). CO2 is estimated from
the multiproxy dataset compiled by (105) with additional phytane data from
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suggests that preindustrial and industrial
climatic changes provide insufficient con-
straints on this importantmetric. Furthermore,
the emerging view is that ECS is dependent
on, and changes with, the background climate
state—specifically, it increases inwarmer climates
(16–19). Pastwarm climates therefore provide key
constraints on the range of plausible ECS values
as well as the strength of feedbacks involved.
Simulations of the early Eocene provide a salient
example. Figure 2 shows a comparison between
the ECS of Coupled Model Intercomparison
Project (CMIP) phase 5 and phase 6 models
(used in the last and the upcoming IPCC as-
sessments) and the ECS of preindustrial and
Eocene simulations conductedwith theNational
Center for Atmospheric Research (NCAR) Com-
munity Earth System Model (CESM) version 1.2
(19). Doubling CO2 in an Eocene experiment
with preindustrial CO2 (285 ppm; labeled 1X)
yields an ECS similar to the preindustrial ex-
periment and overlaps with the CMIP range
(Fig. 2). This indicates that non-CO2 Eocene
boundary conditions, including the position of
the continents and the absence of continental
ice sheets, do not have a large effect on ECS in
CESM1.2. By contrast, raising CO2 levels in-
creases ECS in the Eocene simulations to values
above 6°C (Fig. 2). This increase in ECS with
increasing temperature results in accurate simu-
lation of Eocene temperatures at CO2 concen-

trations that agree with proxy estimates (Fig.
2B). The increased ECS under high CO2 in
CESM1.2 is due to the improved representa-
tion of clouds in the CAM5 atmospheric
model, which drives a strong low-cloud posi-
tive feedback under high CO2 (19)—a finding
in agreement with the emerging recognition
that cloud feedbacks are a key component of
warm climates (20, 21). That CESM1.2 sim-
ulates Eocene proxy temperatures within the
bounds of proxy CO2 estimates provides sup-
port for its cloud physics and increases our
confidence in the model’s state-dependent
ECS. The Geophysical Fluid Dynamics Labo-
ratory (GFDL) CM2.1 model can also simulate
the large-scale features of Eocene proxy tem-
peratures (22), likewise suggesting that its ECS
is reasonable. Conversely, CESM2 (the newest
version of the NCARmodel) estimates Eocene
temperatures that exceed the upper bound
of proxy constraints at low CO2 levels (23),
suggesting that its modern ECS of 5.3°C is too
high. A little more than a third of the newest-
generation CMIP6models have an ECS higher
than 4.5°C (15). From historical observations
alone, it is very challenging to assess the
plausibility of these higher ECS values. As the
Eocene example highlights, warm paleoclimates
are key in this respect.
The early Eocene provides an important

constraint on model ECS but samples a single

high-CO2 climate state. Given the dependence
of ECS on the background climate state, other
past climates are critical to constraining ECS
and relevant physics under both lower (e.g.,
LGM, Pliocene) and higher (e.g., Eocene,
Cretaceous) background CO2 levels. One
concern about using past climates as model
targets is that the forcings, especially aerosol
and non-CO2 greenhouse gas concentrations,
are uncertain and increasingly so in the distant
past. Although important, it is worth noting
that these forcings are secondary to CO2 [e.g.,
(24)] and, for extreme climates like the Eocene
and Cretaceous, may largely fall within the
climate proxy uncertainties. Moreover, this
concern can be mitigated by examining model
responses to the potential range of undercon-
strained forcings and, as is increasingly done,
by incorporating biogeochemical cycles and
the simulation of aerosol production and
transport into the models.

Paleoclimate perspectives on the stability
of the cryosphere

Future projections of sea level rise have large
uncertainties, mainly owing to unknowns sur-
rounding the stability and threshold behavior
of ice sheets (25). The paleoclimate record fur-
nishes true “out-of-sample” tests for under-
standing the sensitivity of the cryosphere to
warming that can lower these uncertainties.
The past few years have seen a number of
advances on both data and climate modeling
fronts to understand past changes in ice sheets
and connect these to the future. Advances in
the generation and interpretation of proxy
indicators of ice sheet size, shape, and extent
(26–28) are helping to refine our understand-
ing of cryosphere dynamics in warmer cli-
mates. Improvements in modeling the effects
of dynamic topography and glacial isostatic
adjustment are continually reducing uncertain-
ties associated with estimates of past global sea
level (29, 30), providing more accurate bench-
marks for model simulations (31).
Paleoclimates also provide critical insights

into processes that drive destabilization of ice
sheets. Of particular relevance for future projec-
tions is assessing the likelihood of marine ice-
cliff instability (MICI), a rapid collapse of coastal
ice cliffs that follows the disintegration of an
ice shelf, which has the potential to contribute
to substantial sea level rise by the end of the
21st century (32, 33). The record of sea level
change from past warm climates offers a way
to test this hypothesis. Recentwork has focused
on the Pliocene, given that CO2 concentrations
during this time were similar to current
anthropogenic levels (Fig. 1). A new recon-
struction of global mean sea level during the
mid-Pliocene warm period indicates a rise of
∼17 m, implying near-to-complete loss of
Greenland and the West Antarctic Ice Sheet
with some additional contribution from East
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Fig. 2. Constraining ECS through simulation of the early Eocene. (A) ECS in CMIP5 and CMIP6 models
[gray bars; (15)] compared with ECS in the CESM1.2 preindustrial (PI, orange bar) and Eocene simulations
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Antarctica (34). Although this represents an
outstanding loss of ice, MICI is not necessarily
needed to explain it (33, 34). However, simu-
lated changes in sea level are highly dependent
on each model’s treatment of ice sheet stability
(35), and paleoclimate investigations of warmer
climates, such as the early Pliocene and the
Miocene, indicate largermagnitudes of ice loss,
thermal expansion, and consequent sea level
rise (34, 36). Moving forward, refining our
understanding of threshold behavior in ice
sheets, and thus improving projections of
future sea level rise, will require a synergistic
approach that leverages paleoclimate estimates
from multiple warm climates alongside solid
Earth, ice sheet, and climate modeling (31).

Regional and seasonal information from
past climates

Future warming will shift regional and sea-
sonal patterns of rainfall and temperature,
with dramatic consequences for human soci-
ety (37, 38). Regional changes in the land sur-
face (reduced snow cover, melting permafrost,
greening, desertification) can further trigger
biogeochemical feedbacks that could dampen
or amplify initial radiative forcing, with impli-
cations for climate sensitivity (39). Unfortu-
nately, climate models disagree about the
direction and magnitude of future regional
rainfall change (40). Improving future pre-
dictions of regional climate requires separat-
ing internal variability in the climate system
(i.e., interannual-centennial oscillations) from
externally forced changes (i.e., from greenhouse
gases or aerosols). Regional and seasonal paleo-
climate data are critical in this respect, because
they provide long, continuous estimates of the
natural range of variation, augmenting the
relatively short observational record (41, 42).
Subannually resolved paleobiological and

sedimentary archives, made more accessible
by recent advances in geochemical techniques,
allow for the study of seasonal-scale variations
in both temperature and hydroclimate. For
example, oxygen isotope (d18O) measurements
of fossil bivalves can be used to gain insights
into the drivers of seasonal variability during
the Eocene greenhouse climate (43, 44) (Fig.
3A). Because individual planktic foraminifera
live for about a month, analyses of single
shells yield subannual sea-surface temperature
(SST) data from ancient climates (45). This can
be leveraged to reveal past changes in key
seasonal phenomena such as the El Niño–
SouthernOscillation (ENSO) (46) (Fig. 3). Proxy
data can even provide records of changes in the
frequency or intensity of extreme events like
hurricanes (47).
Reconstructions of hydroclimate are con-

siderably more challenging than temperature,
because proxy signals tend to be more com-
plex; however, even basic directional informa-
tion (wetter versus drier) can be used to test

spatial patterns inmodels [e.g., (48)]. Pastwarm
climates allow us to test the extent to which
the thermodynamic “wet-gets-wetter, dry-gets-
drier” response broadly holds with warming
(49) or if dynamical changes, such as shifts
in the Hadley or Walker cells, play more of a
key role in the regional water cycle response
to changes in surface temperature gradients
(48, 50).
Comparisons of proxies and models can

also be used to identify the processes that are
critical for accurate simulation of regional
shifts in the water cycle, where local moisture

and energy budgets exert an important control
(51). The processes that drive these budgets—
i.e., land surface properties and clouds—must
be parameterized in global climate models
and are often poorly understood yet have huge
consequences for predicted patterns in humid-
ity and rainfall (52–55). Past changes in Earth’s
boundary conditions offer a much broader set
of scenarios where observations can be used to
evaluate the performance of parameterization
schemes. In particular, paleoclimates span-
ning the last glacial cycle have helped us better
understand the role of land-atmosphere feed-
backs in determining hydroclimatic response.
Analyses of LGM proxies for SST and water
balance in Southeast Asia suggest a direct
relationship between convective parameter-
ization and model skill at capturing regional
hydroclimate (48, 56). Studies of the mid-
Holocene “Green Sahara” highlight the im-
portance of vegetation and dust feedbacks
in accurately simulating the response of the
west African monsoon to radiative forcing
(57, 58). These examples demonstrate the val-
ue of hydroclimate proxy-model comparison
even if the past climate state is not a direct
analog for future warming.
Studies of past warm climates have the po-

tential to provide even more insights into
the behavior of regional climate in a warming
world. Futuremodelprojectionsbroadly simulate
a pattern of subtropical drying, whereas the
deep tropics and high latitudes get wetter (40).
Recently, however, researchers have argued
that subtropical drying is transient and might
not persist in equilibrium with higher radia-
tive forcing (59, 60). Indeed, several paleocli-
matic intervals (61, 62) suggest that a warmer
world could feature a different pattern, with
wetter conditions in both the subtropics and
high latitudes (50). This pattern is especially
evident inwesternNorth America, wherewide-
spread Pliocene lake deposits suggest much
wetter conditions (63). This evidence stands in
stark contrast to future projections for this
region, which overwhelmingly predict drier
conditions and more intense droughts (64),
and suggests that paleoclimates can provide
vital constraints on the response of arid lands
to higher CO2 concentrations.

Climatic aberrations

Among the most important discoveries in
paleoclimatology is the occurrence of climatic
“aberrations”—extraordinary transient depar-
tures from a background climate state. Such
events are distinguished by radical changes in
temperature, precipitation patterns, and ocean
circulation that often leave distinctive marks in
the geological record, like the pervasive black
shales of the mid-Cretaceous Ocean Anoxic
Events (65). An aberration typically occurs in
response to a short-lived perturbation to the
climate system, such as a sudden release of
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Fig. 3. Examples of seasonal and interannual
paleoclimate data and comparison to models.
(A) Seasonally resolved d18O carbonate from the
shells of a fossil bivalve, Venericardia hatcheplata,
from the early Eocene Hatchetigbee Formation
(orange star in inset) (43, 44). Monthly averaged
data (orange, with 1s uncertainty bounds) are
compared with predicted d18O-carbonate seasonal-
ity at the same grid point from an isotope-enabled
Eocene model simulation (19) (red) [using modeled
d18O of seawater and SST, and the calibration of
(110)]. (B) Mg/Ca measurements of individual
planktic foraminifera Trilobatus sacculifer from the
eastern equatorial Pacific (blue star in inset) provide
proxy evidence of a reduction in ENSO variability
during the LGM relative to preindustrial conditions
(46) (light blue). The magnitude of reduction agrees
with simulations using CESM1.2 (dark blue) (111).
Error bars represent the 95% confidence interval.
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greenhouse gases (e.g., from volcanoes, meth-
ane clathrates, or terrestrial organic deposits).
Aberrations need not be “abrupt” in the sense
that the rate of climate change must exceed
the rate of forcing, and they can potentially
last for a long time [for example, the Sturtian
Snowball Earth lasted 55 million years (66)].
They are instructive because they provide in-
formation on extreme climate states and the
ability of the Earth system to recover from
such states.
One of the most notable aberrations in

the paleoclimate record, the Paleocene-Eocene
Thermal Maximum (PETM), may foreshadow
future changes that Earth will experience
owing to anthropogenic emissions. The PETM,
which occurred 56 million years ago, was trig-
gered by rapid emission of greenhouse gases;
proxy and model estimates suggest that CO2

doubled or even tripled from a background
state of ∼900 ppm (67–69) in less than 5000
years (70, 71). In response, global temperatures
spiked by 4° to 6°C (72). The surface ocean
rapidly acidified (68, 73) and seafloor carbonates
dissolved (74), resulting in dramatic biogeo-
graphic range shifts in plankton and the largest
extinction in deep-sea calcifying benthic foram-
inifera ever observed (75). Precipitation pat-
terns changed dramatically, with much more
rain falling at the high latitudes (76). It took
Earth ∼100,000 years to recover from this per-
turbation (68, 77).

Although the PETM stands out starkly in
the geologic record, the rate of CO2 release
was still 4 to 10 times slower than current
anthropogenic emissions (71, 78). Indeed, the
geological record leaves no doubt that our
current rate of global warming, driven by
anomalous (anthropogenic) forcing, is an ex-
ceptional aberration—the rate and magnitude
of change far exceed the typical multi–
thousand year variability that preceded it
(Fig. 4). In the past 100 million years, CO2

has ranged from maximum values in the
mid-Cretaceous to minimum levels at the
LGM (Fig. 1). Going forward, we are on pace to
experience an equivalentmagnitude of change
in atmospheric CO2 concentrations, in reverse,
over a period of time that is more than 10,000
times shorter (Fig. 4). In just over 150 years, we
have already raised CO2 concentrations (now
at 410 ppm) to Pliocene levels (Fig. 4). Under a
middle-of-the-road emissions scenario such as
SSP2-4.5 (or the CMIP5 equivalent, RCP4.5),
CO2 will approach 600 ppm by year 2100, and
if we follow the high-emissions SSP5-8.5 (or
RCP8.5), CO2 will rise beyond mid-Cretaceous
concentrations (around 1000 ppm) by year
2100 (Fig. 4). In comparison, over the past
800,000 years of geologic history, CO2 only
varied between 180 and 280 ppm (9) (see
also Fig. 4).
How long will it take for Earth to neu-

tralize anthropogenic CO2 and return to prein-

dustrial levels? Earth has the ability to recover
from a rapid increase in atmospheric CO2

concentration—the PETM is a textbook ex-
ample of this process. Indeed, in every case of
past CO2 perturbation, the Earth system has
compensated to avoid a runaway greenhouse
or a permanent icehouse. Yet the natural recov-
ery from aberrations takes place on geological,
not anthropogenic, time scales (Fig. 4). Some
of the processes that remove CO2 from the
atmosphere occur on relatively short (100 to
1000 year) time scales (e.g., ocean uptake), but
others take tens to hundreds of thousands of
years (e.g., weathering of silicate rocks) (79).
Using the intermediate-complexity Earth sys-
temmodel cGENIE, we can estimate how long
the recovery process takes under different fu-
ture forcing scenarios. Under an aggressive mi-
tigation scenario [Representative Concentration
Pathway (RCP) 2.6], CO2 concentrations remain
at Pliocene-like concentrations (>350 ppm)
through the year 2350, but it still takes hundreds
of thousands of years for concentrations to
return to preindustrial levels (Fig. 4). Under a
middle-of-the-road scenario (RCP 4.5), CO2 peaks
around 550 ppm and remains above Pliocene
levels for 30,000 years. Under a worst-case sce-
nario (RCP 8.5), atmospheric CO2 will remain
at mid-Cretaceous (>1000 ppm) concentra-
tions for 5000 years, at Eocene concentrations
(∼850 ppm) for 10,000 years, and at Pliocene
concentrations (>350 ppm) for 300,000 years
(Fig. 4). It will be at least 500,000 years, a du-
ration equivalent to 20,000 human generations,
before atmospheric CO2 fully returns to pre-
industrial levels. Our planet will recover, but
for humans, and the organisms with which
we share this planet, the changes in climate
will appear to be a permanent state shift.

Bridging the gap between paleoclimate data
and models

Climate models provide direct estimates of
quantities like temperatures, wind speed,
and precipitation. By contrast, paleoclimate
information is indirect, filtered through a
proxy—a physical, chemical, and/or biological
entity that responds to climate—such as fora-
minifera, algae, or the chemical composition
of sediments. Proxies are imperfect recorders
of climate; they have inherent uncertainties
associated with, for example, biological pro-
cesses and preservation. Thus, although proxy
data can be transformed into climate variables
for direct comparison withmodels using regres-
sion, transfer functions, and assumptions, if
these structural uncertainties are not accounted
for, they can lead to unclear or erroneous
interpretations. This creates a “language barrier”
between model output and proxy data that has
limited the use of paleoclimate information to
infer past climate states and evaluate climate
models. Three key innovations are now break-
ing down this barrier, allowing paleoclimate
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Fig. 4. The anthropogenic climate aberration. The black line shows CO2 measured in ice cores for the
past 350,000 years (9). Solid colored lines show future CO2 concentrations for the IPCC Fifth Assessment
Report RCPs, run out to 350,000 years in the future with the cGENIE model. Dashed lines indicate
average CO2 for key time periods in the geologic past. Bars at the right indicate CO2 concentrations under
which there are well-developed ice sheets (solid areas) and intermittent ice sheets (hatched areas), based on
geologic evidence and ice sheet modeling (112).
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information to directly constrain model per-
formance: (i) the inclusion of chemical tracers
relevant to proxies directly in Earth system
models; (ii) the creation of robust proxy sys-
tem models that explicitly encode processes,
uncertainties, and multivariate sensitivities;
and (iii) the development of statistical methods
to formally combine proxy and model data.
As far as chemical tracers are concerned, the

single most important advance has been the
increasingly routine incorporation of water
isotopes inmodel simulations. The stable isotopes
of water—d18O and hydrogen isotopes (dD)—and
their incorporation into natural archives are
the foundation of modern paleoclimatology
(80). A large number of paleoclimate proxies
record water isotopes, including foraminifera,
stalagmites, leaf waxes, soil carbonates, and
ice cores.Water isotope composition, however,
reflects multiple processes, including changes
in temperature, moisture source, evaporation,
precipitation, and convection. Including water
isotopes in models generates simulated iso-
tope fields that are consistent with themodel’s
treatment of these processes, eliminating the
need to independently conjecture how these
various factors may have influenced the proxy
data. This creates an “apples to apples” com-
parison between proxy information and model
output that can be used to evaluate model

performance and diagnose climatic proces-
ses [e.g., (81)]. For example, using the water
isotope–enabled CESM1.2 (iCESM) (82), it is
possible to directly compare carbonate d18O
data from Eocene fossil bivalves to model-
simulated d18O (43, 44, 83) (Fig. 3A). The
model predicts a roughly 3 permil annual range
in carbonate d18O, in good agreement with ob-
served proxy data (Fig. 3A). The match with the
d18O data builds confidence that the model
can correctly simulate climatology in this loca-
tion and allows us to deconvolve the contribution
of SST and d18O of seawater. The site-specific
seasonality in SST is 8° to 10°C, whereas the
d18O of seawater has a seasonal range of 0.6 to
0.8. This indicates that temperature is primar-
ily responsible for the large seasonal range
in carbonate d18O during this greenhouse
climate state.
One aspect of paleoclimate information that

has traditionally limited its use in model eval-
uation is an inability to precisely quantify
uncertainties surrounding the proxies. How-
ever, in the past decade, increasingly detailed
proxy system models (84) have been devel-
oped to address this issue [e.g., (85–87)]. Many
of these use Bayesian inference to quantify
uncertainties in the sensitivity of proxies to
environmental parameters, which can then
be used for probabilistic assessments of past

climate states, model-proxy agreement, and
model evaluation (88). These have helped
to transform proxy-model comparisons from
qualitative statements (“they look similar”) to
quantitative statements (“there is a 90% prob-
ability that the data and the model agree”).
A final component of the “language barrier”

is the fact that proxy data are sparse in both
space and time, because they are fundamen-
tally dependent on the presence and preser-
vation of their archives. Yet proxy data are
real-world estimates of the “true” climate
state. By contrast, climate model informa-
tion is spatially and temporally continuous
and physically self-consistent—but is only a
best “guess” at what did or what will happen.
One solution to bridge these fundamentally
different pieces of information is to formally
combine them in a statistical framework and
thus leverage their respective strengths. Re-
duced space methods, commonly used to
produce historical reconstructions of climate,
can be used to infill missing data and produce
maps of paleoclimate states (88, 89). Recently,
weather-based data assimilation techniques
have been adapted for paleoclimate applica-
tions (90). The resulting products are spatially
complete reconstructions of multiple climate
variables that represent a balance between
the proxy information and the physics and
covariance structure of the climate model. This
allows local paleoclimate proxy information to
be used to infer global metrics of climate, such
as global mean air temperature (91). It also
allows for the recovery of climatic variables
that are consistent with the proxy information
but for which we have no direct proxies, such
as cloud cover, wind patterns, or precipitation
(Fig. 5).
In sum, the disintegration of the model-

proxy language barrier has narrowed uncer-
tainties in proxy interpretation. Recent studies
have been able to use proxy data to infer key
climatic processes and evaluate models across
multiple time periods, including the LGM (91),
the Pliocene (88), and the Eocene (19, 22). This
opens the door for explicit use of paleocli-
mates to assess and improve model physics.

Moving forward

Past climates will continue to provide insights
into the range, rate, and dynamics of climate
change. Over the past decade, we have wit-
nessed breakthroughs in proxy development
and refinement as well as the generation of
many new high-resolution marine and ter-
restrial paleoclimate records. In addition to
continued advances, the collection of addi-
tional temperature and CO2 proxy records
at higher resolution will be paramount for
developing better estimates of climate sen-
sitivity. Future proxy collection efforts should
also focus on hydroclimate proxies, given the
large spread in model projections (40). These
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Fig. 5. An example of paleoclimate data assimilation. (A to E) Marine SST proxy data from the LGM and
the Late Holocene (A) are combined with an ensemble of model simulations (B) that contain multiple climatic
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(DSAT), and mean annual precipitation (DPrecip)] include all the variables in the model prior, which are
influenced by the assimilated SST proxy data. Proxy data, model fields, and assimilated results are from (91).

RESEARCH | REVIEW



reconstructions will help us refine our under-
standing of the response of atmospheric circu-
lation and rainfall to climate change.
On themodeling side, the inclusion of chem-

ical tracers, such as water and carbon iso-
topes, within many of the newly developed
CMIP6 (92) models offers more robust means
of data-model comparison. With these new
model tools, we anticipate the rapid develop-
ment and improvement of data-model synthe-
sis products (90, 91) and more focused proxy
collection efforts to help reduce model uncer-
tainties. In addition, evaluating CMIP6 models
using both the historical and paleoclimate
record will result in a more comprehensive
and robust approach to understanding the
climate system (93).We recommendwidespread
adoption of this practice, so that model ECS and
other emergent properties are constrained by
paleoclimate data as well as observations. We
suggest that weighting or ranking models that
perform well over multiple past climate states
is a crucial way to constrain the response of
the model to changing background condi-
tions and the validity of simulated climate
changes under various emissions scenarios.
In general, climate models should be able to
accurately simulate multiple extreme paleo-
climate states—warm and cold—before being
trusted for future climate projection.
Despite promising CMIP6 model advances,

maintaining a variety of models with differ-
ent levels of complexity is important. Not all
climate questions require high levels of model
complexity, and sometimes complexity is so
great that interpretation becomes limited (94).
In paleoclimatology, complexity can also lead
to prohibitive computational expense. Main-
tained support for lower-resolution and variable-
resolution configurations is vital for better
interpreting model results and performing
long, transient simulations that can address
fundamental aspects of paleoclimatology such
as glacial cycles and carbon cycle changes.
Looking ahead, there are many outstanding

process-based uncertainties associated with
future climate change that paleoclimatology
can help constrain. For example, paleobo-
tanical records can inform plant physiological
responses to changes in CO2 (95), which re-
main highly uncertain (96) but important for
quantifying evapotranspirative and surface
runoff fluxes. Similarly, past vegetation recon-
structions canassess dynamic vegetationmodels
and simulated changes in the hydrologic cycle
through time (97). Moreover, additional quan-
titative reconstructions of hydroclimate, in
combination with better constraints on plant
physiological functioning in the past, will help
refine our understanding of the regional water
cycle and its dependence on local energy fluxes
and large-scale circulation.
New geochemical techniques will also refine

our understanding of the Earth system. Devel-

opment of radiation (98), biogenic aerosol (99),
and dust (100) records has the potential to
help constrain past aerosol and cloud radiative
effects, which are arguably the most uncertain
component of Earth system models (101). In
addition, new geochemical tracers for methane
cycling (102) and upwelling, which is important
for N2O production (103), will provide insights
into trace greenhouse gases during past climate
states. The combination of these new tech-
niques will allow the paleoclimate community
to better quantify biogeochemical feedbacks
and climate sensitivity to greenhouse gas
forcings across a range of climate states—and
ultimately improve climate forecasts for the
coming decades to millennia.
The paleoclimate record is the basis for how

we understand the potential range and rate of
climate change. Past climates represent the
only target for climate model predictions at
CO2 concentrations outside of the narrow
historical range and, for this reason, are vital
tools for evaluating the newest generation
of Earth system models. The study of past
climates continues to reveal key insights into
Earth’s response to increased concentrations
of greenhouse gases. Innovations in Earth
system models, geochemical techniques, and
statistical methods further allow for a more
direct connection from the past to the future—
worlds for which the preindustrial and indus-
trial climate states provide limited guidance.
The future of paleoclimatology is to incorpo-
rate past climate information formally inmodel
evaluation, so that we can better predict and
plan for the impacts of anthropogenic climate
change.
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INTRODUCTION: In animals, gene regulatorynet-
works specify cell identity in space and time.
Transcription of genes in these networks is
modulated by a class of cis-regulatory elements
called enhancers that contain short (~10 base
pairs) DNA sequence motifs recognized by
transcription factors (TFs). In contrast to TFs,
whose histories have been largely traced to the
origin of the animal kingdom or earlier, the
origin and evolution of enhancers have been
relatively difficult to discern.
Although not a single enhancer has been

shown to be conserved across the animal king-
dom, enhancers may be as ancient and con-
served as the TFs with which they interact.
This inability to identify conserved enhancers
is apparently because they evolve faster than
both the TFs they interact with and the genes
they regulate.

RATIONALE: Putative enhancers in the sponge
Amphimedon queenslandica had previously
been identified on the basis of combinatorial
patterns of histone modifications. Here, we
sought todeterminewhether sponges share func-
tionally conserved enhancers with bilaterians.
Weprimarily focusedondeeply conservedmeta-

zoan microsyntenic gene pairs. These pairs are
thought to be conserved because the cis-regulatory
elements that regulate the developmental expres-
sion of one gene (the target gene) are located
in the other gene (the bystander gene). This pro-
posed regulatory linkagemay underlie themain-
tenance of thesemicrosyntenic gene pairs across
700 million years of independent evolution.

RESULTS:We found that enhancers present in
Amphimedon microsyntenic regions drive con-
sistent patterns of cell type–specific gene expres-

sion in zebrafish and mouse embryos. Although
these sponge enhancers do not share significant
sequence identity with vertebrates, they are in
microsyntenic regions that are orthologous
withmicrosyntenic regions in other metazoans
and have strong histone H3 Lys4 methylation
(H3K4me1) enhancer signals.
Focusing on an Islet enhancer in the Islet-

Scapermicrosyntenic region,we found that the
sponge 709–base pair enhancer, independent of
its orientation, drives green fluorescent protein
(GFP) expression in zebrafish cells in the hind-
brain neuroepithelial region, the roof plate
around the midline, the pectoral fin, and the
otic vesicle; the activity overlaps with endog-
enous Isl2a expression. Systematic removal
of sequences from the Amphimedon Islet en-
hancer revealed that both the 5′ and 3′ regions
of this enhancer are required for consistent
cell type–specific activity in zebrafish.
We then used the number and frequency of

TF binding motifs in the Amphimedon Islet en-
hancer to identify putative enhancers inhuman,
mouse, and fly Islet-Scaper regions. The candi-
date orthologous enhancers from humans and
mice drove gene expression patterns similar
to those in sponges and endogenous Islet en-
hancers in zebrafish.
We also demonstrated that a number of pu-

tative Amphimedon enhancers, which are out-
side conservedmicrosyntenic regions, can also
drive unique expression patterns: Enhancers
of sponge housekeeping genes drive broader
expression patterns in zebrafish.

CONCLUSION: These results suggest the exis-
tence of an ancient and conserved, yet flexible,
genomic regulatory syntax that (i) can be in-
terpreted by the available TFs present in cells
constituting disparate developmental systems
and cell types, and (ii) has been repeatedly co-
opted into cell type–specific networks across
the animal kingdom.
This common regulatory code maintains a

repertoire of conserved TF bindingmotifs that
stabilize and preserve enhancer functionality
over evolution. Once established, these enhanc-
ersmay bemaintained aspart of conservedgene
regulatory network modules over evolution. Al-
though robust, these enhancers can evolve
through the expansion and integration of new
TFbindingmotifs and the loss of others.Weposit
that the expansion of TFs and enhancers may
underlie the evolution of complex body plans.▪
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Islet enhancer activity is conserved across animal evolution. Enhancers located within conserved
microsyntenic units in the sponge Amphimedon queenslandica are tested in a zebrafish transgenic reporter
system. In zebrafish, the sponge Islet enhancer drives a GFP reporter expression pattern similar to that of
human, mouse, and zebrafish enhancers identified within the Islet-Scaper microsyntenic region. This suggests
the conservation of regulatory syntax specified by flexible organizations of motifs.



RESEARCH ARTICLE
◥

ENHANCER GENOMICS
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in animals
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Interactions of transcription factors (TFs) with DNA regulatory sequences, known as enhancers, specify
cell identity during animal development. Unlike TFs, the origin and evolution of enhancers has been
difficult to trace. We drove zebrafish and mouse developmental transcription using enhancers from an
evolutionarily distant marine sponge. Some of these sponge enhancers are located in highly conserved
microsyntenic regions, including an Islet enhancer in the Islet-Scaper region. We found that Islet
enhancers in humans and mice share a suite of TF binding motifs with sponges, and that they drive gene
expression patterns similar to those of sponge and endogenous Islet enhancers in zebrafish. Our
results suggest the existence of an ancient and conserved, yet flexible, genomic regulatory syntax that has
been repeatedly co-opted into cell type–specific gene regulatory networks across the animal kingdom.

M
etazoan development and cell type
diversity require networks of genome-
encoded information. These gene reg-
ulatory networks consist of regions
of DNA—promoters and enhancers—

that contain short sequence motifs [<10 base
pairs (bp)] to which transcription factors (TFs)
bind. Although promoters and proximal en-
hancers located adjacent to the start of gene
transcription predate animals, distal enhanc-
ers marked by H3K4me1 (histone H3 Lys4

methylation) or H3K27ac (histone H3 Lys27

acetylation) appear to be a metazoan innova-
tion (1–3) (fig. S1).
Tissue and cell type gene expression profiles

are highly conserved across closely related spe-
cies (e.g., mammals) (4). However, the enhanc-
ers controlling gene expression appear to be
largely species-specific (5–8), with TF binding
sites evolving at a faster rate than the TFs they
interact with and the genes they regulate (9).
Genomic locations of TF-DNA binding events
are highly divergent between mammals (e.g.,
human and mouse) and are a major source of
binding differences between humans (5, 10).

For instance, only ~5% of known TF binding
sites used in embryonic stem cells are con-
served between humans and mice (11), and
only 1% of human tissue-specific enhancers
are conserved across mammalian genomes
(6). Enhancer similarities at larger evolution-
ary distances are even more rare. Between
Bilateria and its sister lineage Cnidaria, only a
single conserved enhancer has been uncovered
(12). Thus, despite TF families being highly con-
served across the animal kingdom (12, 13) (fig.
S1), pan-metazoan enhancers appear to be
rare and have yet to be described.
The conservation of syntenic regions in ani-

mal genomes has been attributed to constraints
imposed by enhancers and other regulatory
elements (14–16). These conserved syntenic re-
gions, which are often within topologically
associating domains (TADs) in the human ge-
nome, comprise cis-regulatory blocks, where
enhancers controlling the expression of one
gene are located in another gene in the syn-
tenic region (17–19). Almost 600 conserved
gene pairs (microsyntenic regions) have been
identified across the Metazoa, including verte-
brates, tunicates, and arthropods, with 60 to
80 reported in the genomeof themarine sponge
Amphimedon queenslandica, a species repre-
senting one of the oldest surviving phyletic
lineages of animals (2, 16). Genes withinmicro-
syntenic regions are classified into two types:
the “bystander” gene, which harbors enhancers
that regulate the expression of the “target” gene,
which itself is often a developmental regulatory
gene (Fig. 1A). The maintenance of this target-
bystander microsyntenic unit across animal
evolution appears to be attributable to the in-
terleaving regulatory structure (Fig. 1B). Un-
coupling or interruption of the bystander gene
results in the misregulation of the target gene

(20). Conserved target gene enhancers located
in bystander genes remain largely uncharac-
terized across phyla because of the rapid evolu-
tion of these noncoding sequences.
Although enhancer sequences evolve rapidly,

they can operate with substantial sequence
flexibility, which suggests that regulatory con-
servationmay bemore common than has been
believed (21). Numerous studies have shown
that strict and specific TF binding motif po-
sitional conservation is not a requirement
for enhancer activity (22–24). Between distant
fly species, eve stripe 2 enhancer sequences
have extensive flexibility in TF binding motif
arrangement and spacing, yet yield the same
expression pattern (22). Similarly, extreme
sequence divergence has been reported in
orthologous regulatory regions that produce
similar regulatory output in yeast (25), and
individual TF binding motifs in yeast and
mouse have been shown to tolerate up to 72%
of all possible mutations (26).

Characterization of sponge enhancers within
conserved microsyntenic regions

Amphimedon enhancers were identified by
genome-wide chromatin immunoprecipita-
tion (ChIP) of antibodies for the histone mod-
ifications H3K4me1, H3K27ac, H3K4me3
(histone H3 Lys4 trimethylation), H3K36me3,
and H3K27me3 followed by high-throughput
sequencing (ChIP-seq) and alignment of the
short reads to the Amphimedon genome (2, 13).
Of 60 conserved microsyntenic regions iden-
tified in Amphimedon, 52 contain at least one
histone mark specifying enhancer activity
in larval or adult stages (e.g., Fig. 1C) (2). Ac-
cording to BLAST search (27), these putative
sponge enhancers do not share significant
sequence identity with known vertebrate ge-
nomes. Of these 52, we selected enhancers
located within three conserved microsyntenic
gene pairs for further analysis: Islet-Scaper,
Tdrd3-Diaph3, and Ccne1-Uri (Fig. 1C and
fig. S2). These were chosen according to an
unambiguous gene orthology, the strength of
the H3K4me1 enhancer signal, and the known
regulatory roles of the developmental genes
in these microsyntenic regions.
We compared the gene expression profile

of microsyntenic gene pairs to determine
whether they have distinct expression pro-
files, using previously published CEL-Seq2
datasets from different cell types and across
Amphimedon development (28, 29). In all
cases, we found that the Amphimedon target
and bystander genes have uncoupled expres-
sion profiles (Fig. 1D and fig. S3, C and D),
akin to the uncorrelated expression between
target and bystander genes in humans and
zebrafish (16, 20).
We then used position-weighted matrices

(PWMs) to identify TF binding motifs in these
putative Amphimedon target enhancers and to
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determine whether the expression of the TFs
predicted to bind to these motifs covaried with
the expression of the genes being regulated
by these enhancers. Using this approach, we
determined that 117, 160, and 131 motifs are
present in Islet-Scaper (“eISLs”), Tdrd3-Diaph3
(“eTDRs”), and Ccne1-Uri (“eCCNs”) enhancers,
respectively (see materials and methods, Fig.
1E, and fig. S4). The expression of TFs identi-
fied by their binding motifs in the enhancer
of each microsyntenic gene pair was signif-
icantly more predictive of the gene expres-
sion profile of one gene in the microsyntenic
region relative to the other (Mann-Whitney
U test, Islet-Scaper, P = 1.2 × 10–2; Ccne1-Uri,
P = 1.8 × 10–3; Tdrd3-Diaph3, P = 2.6 × 10–9;
Fig. 1F and fig. S4). For example, TFs associated

with the eISLs enhancer located within the
Scaper gene were more strongly correlated
with Islet expression than with Scaper. These
results demonstrate that PWMs can mean-
ingfully identify TFs that likely regulate gene
expression in Amphimedon without prior evi-
dence of the TFs recruited to the putative en-
hancer sequence.

Sponge enhancers direct tissue-specific
expression in vertebrates

To test for functional conservation of eISLs, we
first generated transgenic zebrafish embryos
with the entireAmphimedon Islet-Scapermicro-
syntenic region (15 kb) and tested for sponge
gene expression. Amphimedon Islet transcripts,
but not ScapermRNA,were detected at 48 hours

post-fertilization (hpf) in the transgenic zebra-
fish larvae (Fig. 2A and fig. S5). The zebrafish
Islet paralogs Islet1 (Isl1), Islet2a (Isl2a), and
Islet2b (Isl2b) were also expressed at this stage
(Fig. 2A). This result shows that cis-regulatory
DNA sequences in the sponge Islet-Scaper locus
are recognized by zebrafish TFs, resulting in the
transcription of the sponge Islet gene.
We next assessed the tissue-specific activity

of sponge eISLs, eTDRs, and eCCNs enhancer-
containing regions in transgenic zebrafish
by inserting the enhancer upstream of a silent
gata2a minimum promoter and a green fluo-
rescent protein (GFP) reporter gene within a
zebrafish enhancer detection (ZED) vector (30).
This enhancer reporter system is routinely
used in zebrafish to detect enhancer activity
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Fig. 1. Microsyntenic regions in Amphimedon have regulatory features similar
to those of vertebrates. (A) A microsyntenic unit with regulatory enhancers
for the target gene, which is often a developmental regulatory gene, residing
in the adjacent bystander gene (20). (B) Gene arrangement of the Islet-Scaper
microsyntenic unit in select animal genomes. Arrows indicate direction of
transcription; x, Islet-Scaper synteny not present. (C) The location of a putative
enhancer in Amphimedon Scaper (gray) overlaps with a H3K4me1 peak; adult
RNA-seq is shown. H3K27ac is not active in this region (2). (D) Expression
levels of genes (log10) constituting three microsyntenic gene pair blocks in adult
Amphimedon cell types and during development from early embryo to adult
(28, 29) (fig. S3C). Cho, choanocytes; Arc, archaeocytes; Pin, pinacocytes; red and
blue dots, maximum and minimum developmental expression levels, respectively;

gray region, interquantile range. (E) Developmental gene expression levels of
Amphimedon Islet and TF genes whose binding motifs are present in the
eISLs enhancer (n = 30) are more correlated than other TF genes (n = 454)
(Mann-Whitney U, P = 2.7 × 10–3). (F) Predicted TFs binding to sponge eISLs,
eTDRs, and eCCNs enhancers (number at the top of each plot) are better
correlated with Islet, Diaph3, and Uri expression than with Scaper (Mann-Whitney
U, P = 1.2 × 10–2), Tdrd3 (P = 2.6 × 10–9), and Ccne1 (P = 1.8 × 10–3) expression,
respectively. In (E) and (F), tops and bottoms of boxes denote the 25th and
75th percentile; upper and lower whiskers extend to the largest and smallest value,
respectively, no further than 1.5 times the interquartile range. P < 0.0001 for
sponge Isl injected versus uninjected and –RT. Zebrafish Isl expression in injected
versus uninjected P = 0.2, 0.5, and 0.1 for Isl1, Isl2a, and Isl2b, respectively.
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in vivo (31, 32), with reporter expression re-
flecting that of the endogenous gene (33).
All threeAmphimedon enhancers drove spe-

cific reporter expression during early zebrafish
embryo development (Fig. 2B and fig. S8). The
709-bp eISLs enhancer-containing region is
active in the hindbrain neuroepithelial region,
a subset of sensory neurons in the roof plate
around the midline as well as in the pectoral
fin and otic vesicle. Expression patterns are
consistent regardless of enhancer orientation,
supporting the notion that enhancers are typ-
ically flexible in their orientation to the gene
transcribed (34) (fig. S9). Similarly, the 931-bp
eCCNs and the 1510-bp eTDRs enhancer regions
are active in neuronal lineages (Fig. 2B and fig.
S8). eTDRs shows a pan-neural activity, labeling
most neurons from the spinal cord and mid-
brain region, and eCCNs is active in a small peri-
orbital neuron population. eCCNs also shows a
low degree of penetrance in the tail in additional
founder lines (Fig. 2B and fig. S6). Independent
stable transgenic lines were generated for each
construct (Fig. 2B and fig. S6). GFP signal was
not detected in animals injected with empty
vectors containing the minimal promoter and
GFP sequence (fig. S7). To confirm that the
Amphimedon sequence was driving reporter
expression, we excised the inserted eISLs se-
quence from stable eISLs fish lines. Independent
reporter fish lines were injected at one-cell stage
with iCremRNA to remove the eISLs region. A
marked reduction of GFP expression occurred
in the iCre-injected larvae relative to the iCre-
negative animal from the same founder line
(fig. S10).
We performed RNA sequencing (RNA-seq)

on GFP-positive and -negative cell fractions
from stable fish reporter lines and mapped
functional terms associated with significantly
up-regulated genes in reporter-positive cells
(fig. S11). This analysis confirmed that each
sponge enhancer labels specific cell populations
consistent with observed anatomical location.
For example, genes linked to otolith, notochord,
melanocyte, and fin development were enriched
in eISLs-positive cells, supporting reporter gene
localization in the ear, spinal cord, skin, and
pectoral fin, respectively (P < 0.05, more than
5 times greater) (see also fig. S12).
To determine whether the Amphimedon

eISLs enhancer was also active in the same
cells and at the same time as the endogenous
zebrafish Isl2a transcript, we combined Isl2a
fluorescence in situ hybridization with GFP
immunofluorescence in 48-hpf eISLs reporter
zebrafish embryos. We found that endogenous
Isl2a expression is consistent with previously
published expression patterns (35) and overlaps
with eISLs-driven GFP expression. The exoge-
nous sponge enhancer also is active in addi-
tional cell types, including in distinct sensory
neurons in the roof plate (Fig. 2C, white arrows).
The broader GFP expression pattern relative
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Fig. 2. Sponge enhancers direct cell type–specific expression in vertebrate embryos. (A) Quan-
titative real-time polymerase chain reaction analysis of sponge gene expression in transient transgenic
zebrafish injected with the Amphimedon Islet-Scaper microsyntenic locus (15 kb). Islet and Scaper
expression are normalized to Ef1a in uninjected (UIC) zebrafish embryos, injected but not reverse-
transcribed (–RT), and injected and reverse-transcribed (+RT). Amphimedon Islet expression is present
but lower than endogenous zebrafish (zf) Isl1, Isl2a (linked to zebrafish Scaper), and Isl2b expression.
Error bars denote SD. P < 0.0001 for sponge Isl injected versus uninjected and –RT. Zebrafish Isl
expression in injected versus uninjected P = 0.2, 0.5, and 0.1 for Isl1, Isl2a, and Isl2b, respectively.
(B) Sponge enhancers drive a GFP reporter gene in a zebrafish enhancer trap assay. Stable (F1)
transgenic lines were established for sponge eISLs, eTDRs, and eCCNs enhancers; images show
enhancer-driven GFP expression in 48-hpf zebrafish larvae. eISLs directs expression in the
neuroepithelial layer of the hindbrain (red arrow), the roof plate (blue arrows), the otic vesicle
(yellow arrow), the pineal region (arrowhead), and the pectoral fin (white arrows). eCCNs-driven GFP
expression is similar to that of eISLs but not identical, with some additional signal in the periorbital
area. eTDRs directs pan-neural activity in the spinal cord and in the midbrain. (C) Top: Transgenic fish
showing overlapping eISLs GFP immunofluorescence (green) and endogenous Isl2a in situ hybridization
(red) patterns at 48 hpf. Bottom: A subpopulation of neurons from the roof plate expressing both
eISLs-directed GFP and endogenous Isl2a mRNA (arrows). DAPI (4′,6-diamidino-2-phenylindole; blue)
reveals overall tissue organization. (D) The sponge eISLs enhancer drives LacZ reporter expression
in whole-mounted 10.5-dpc mouse embryos (blue b-Gal staining) in transient transgenic mice.
Expression in the neural tube (red arrows), apical-ectodermal ridge of the limb bud (arrowheads), otic
vesicle (yellow arrows), and the inner layer of the optic cup (white arrows) is detected in three
of five transgenics. Images of transverse sections (anatomical location is indicated by white dashed
lines 1, 2, and 3) show specific activity of eISL enhancer in a subset of neurons in the neural tube
along an anteroposterior axis.
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to the endogenous Isl2a expression profile
suggests that the sponge eISLs enhancer either
possesses additional regulatory sequences for
TFs not involved in normal zebrafish Isl2a reg-
ulation or lacks regulatory elements that re-
strict endogenous activity to the Isl2a-positive
cells (Fig. 2C).
To determine whether the same sponge en-

hancers have similar cell type–specific activity
in mammals, we characterized the expression
of LacZ reporter constructs in transient trans-
genic mouse embryos at 10.5 days post coitum
(dpc) (Fig. 2D and fig. S13). The Amphimedon
eISLs, eTDRs, and eCCNs enhancers direct
b-galactosidase activity in a tissue-specific man-
ner inmice. These activity patterns are similar to
the expression patterns observed in fish reporter
assays (Fig. 2B). For instance, b-galactosidase
activity for eISLs is present in the mouse neural
tube, lens, otic vesicle, and limb bud, which
suggests that the sponge enhancers are inter-
preted by conserved tissue-specific gene regu-
latory networks in vertebrates.
Given that the tested sponge microsyntenic-

derived enhancers all appear to direct gene
expression in vertebrates, we sought to de-
termine whether enhancers in nonconserved
genomic regions in the sponge also function in
vertebrates. We selected two Amphimedon en-
hancers on the basis of histone marks located
within protein-coding genes but not in ameta-
zoan microsyntenic region (termed “e1s” and
“e2s”) (16) (fig. S3, C and D, and fig. S14). e1s is
located within a gene similar to DLG5, a scaf-
fold protein in humans (Aqu2.1.24542, blastp
e = 1.6 × 10–6); e2s is located in a sponge-
specific gene without obvious similarity to
other knowngenes (Aqu2.1.25069, blastp e < 10,
nr database). Relative to enhancers derived
from conservedmicrosyntenic units, we found
that these intragenic enhancers, in particular
e1s, drive broad variable reporter expression
in stable fish lines and transient transgenic
reporter mouse embryos (figs. S15 and S16).
The gene harboring e1s,Aqu2.1.24542, is highly
expressed inAmphimedon adult cells and across
development, similar to bystander genes (fig.
S4, B and C). This suggests that e1s is not de-
velopmentally regulated and supports the pro-
position that metazoan enhancers have either
developmental or housekeeping functions (36).
In summary, despite a lack of primary se-

quence similarity,Amphimedon enhancerswithin
microsyntenic regions are active in teleost and
mammalian development and direct cell type–
specific activity. Interestingly, sponge enhancers
located outside of conservedmicrosyntenic re-
gions, and which likely regulate nondevelop-
mental genes, also are able to respond to TF
activation in vertebrates, even though their last
common ancestor lived hundreds of millions of
years ago. This suggests that the combinations of
TF binding sites in sponge enhancers can be
broadly interpreted across the animal kingdom.

Identification of putative bilaterian orthologs
of a sponge enhancer
To gain insight into the sequence components
driving eISLs activity in zebrafish, we performed
a series of enhancer truncation experiments
based on TF binding motif location on eISLs.
These motifs fall into four broad clusters (Fig.
3A). We generated multiple stable founder
lines deleting four regions between 149 and
180 bp in length (termed D1 to D4). With the
exception of the D3 deletion, all enhancer
truncation lines are markedly different from
the lines with the full eISLs enhancer at 48 hpf
(Fig. 3A and fig. S17). D1 removal reveals highly
variable expression patterns both within and
between founder lines, suggestive of key se-
quence elements that are required tomaintain
enhancer specificity. The D2 deleted lines show
a marked decrease in the strength of reporter
expression, consistentwith the removal of a high
number of TF bindingmotifs present in this re-
gion (fig. S18 and table S12). Deletion of D4 re-
sults in a decrease of neuronal expression in the
spinal region in three of four lines. These results
suggest that multiple sequences across eISLs
are responsible for cell type–specific activity.
Sponges do not possess eumetazoan cell types

(e.g., neurons, muscles), with the possible ex-
ception of epithelial cells. Given the ability of
sponge enhancers to drive cell type–specific
expression in zebrafish despite ~700 million
years of independent evolution and a lack of
common cell types, we sought to determine
whether the Amphimedon enhancers possess
a conserved cis-regulatory signature that could
be used to identify similar enhancers in bilat-
erians despite the absence of detectable pri-
mary sequence similarity.
We devised a method to quantify the set of

TF bindingmotifs in an enhancer to allow align-
ment with divergent enhancers. Specifically, we
calculated a score using the PWM alignment
score and the frequency of the motif that was
independent of the relative spacing and order of
the motifs with respect to each other (Fig. 3B).
We then scanned bilaterian microsyntenic re-
gions (target) with sponge enhancer sequences
(query) andmeasured sequence similarity using
a sliding-window approach. We assumed that
for enhancers to be maintained across large
evolutionary distances, their regulatory syntax
must allow for extensive flexibility in motif or-
dering and spacing.
Because the candidate zebrafish enhancer

of Isl2a, which is localized to a Scaper intron
and drives an expression pattern similar to the
endogenous Isl2a transcript, has already been
characterized (16) (fig. S19), we applied this
approach to mammals and Drosophila. Using
the query output from the Amphimedon eISLs
enhancer, we first tested this approach on a
557-kb Islet-Scaper microsyntenic sequence
in humans. A 900-bp human region (chr15:
76358600 to 76359500) best matches the sponge

query and aligns to the mouse genome near
the 3′ end of the Scaper gene in a region of con-
served exon synteny to the Isl2a candidate
enhancer in zebrafish. This region is a poten-
tial enhancer in mice, marked by H3K4me1
(10.5 dpc) in the face and midbrain (ENCODE:
Encyclopedia of DNA Elements), where only a
small fraction of the total mouse Islet-Scaper
locus shows the H3K4me1 mark (face and
midbrain H3K4me1 marks span only 0.02%
and 0.01% of the total Islet-Scaper locus, re-
spectively). Predicted human and mouse or-
thologs of the other two sponge enhancers,
eCCNs and eTDRs, have been identified using
this approach and can be found in the sup-
plementary materials.
Although comparisons of putative sponge,

fish, human, and mouse eISL enhancers re-
vealed high variability in the composition,
alignment, and frequency of known TF bind-
ing motifs (Fig. 3C and figs. S20 and S21), there
are 39 binding motifs common to all species
(Fig. 3C, accounting for TF family expansions).
Among these species, there is high flexibility
in the type and spacing of motifs; 29 are single
TF binding sites and 10 are composite motifs.
TF binding sites span 13 classes of TFs, includ-
ing binding motifs for basic leucine zipper
factors (bZIP), motifs for AP-1 and C/EBP, and
NK homeodomain proteins; these TF families
are present in Amphimedon (37, 38).
Using a de novo pattern identificationmethod

to identify motifs shared by the eISL enhancer
sequences from each species (39), we detected
sevenmotifs and matched these to six known
vertebrate motifs (Fig. 3D). Notably, a motif
recognized by human Neurogenin-2, a basic
helix-loop-helix (bHLH) TF that is active in the
neural tube and involved in neuron differ-
entiation, is present. This TF binds to enhancer-
box elements in the promoter of numerous
genes involved in neurogenesis, and it forms a
complex involving Islet1—theLIM-homeodomain
transcription complex—that specifically drives
motor neuron fate (40). When the sequence
harboring thismotif in theAmphimedon eISLs
is deleted (D4), expression in the spinal region
is markedly reduced (Fig. 3A). Interestingly,
the Amphimedon ortholog of Neurogenin,
AmqbHLH1, is expressed in putative larval sen-
sory cells and has strong proneuronal activity
when expressed in Drosophila and Xenopus
embryos (41).
The relative position of TF binding sites

along an enhancer can be critical, as this can
change the secondary structure of theDNAand
affect the binding affinity of cofactor proteins
(42–44). Given this, we sought to determine
whether motif order between sponge and ver-
tebrate enhancers is conserved by pairwise se-
quence alignment of sequences based onmotifs.
We found evidence for motif order conserva-
tion by global-local independent alignment
between the sponge and human enhancers
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and between the sponge and mouse enhanc-
ers (P = 0.02 and P = 0.04, respectively; P value
from empirical null distributions by scram-
bling the order of motifs). Aligned regions
were short, comprising two or three motifs,
and the best-aligned regions between sponge
and human did not match the best-aligned
regions in the sponge-mouse alignment (fig.
S21). Using amore relaxedmodel based on the
binding sites of 13 TF classes instead of specific
TFs, we did not detect evidence of conserved
motif order across all pairwise comparisons.
Further, Scaper exon-intron structure and eISLs
enhancer location within Scaperwere not con-
served between sponges and vertebrates, de-
spite conservationof theScaper coding sequence.
To determine whether Islet enhance con-

servation extends beyond vertebrates and

sponges, we identified the best-aligned re-
gion in Drosophila using eISLs and the motif-
based approach described above, targeting
the fly Isl-Scapermicrosyntenic region. The
identified region—an 800-bp sequence within
the Drosophila Scaper ortholog, ssp3 [chr2L:
18920300 to 18921100 (dm6), 35 bins; fig. S22]—
shows chromatin accessibility in cells of the
central nervous system, where the fly Islet or-
tholog (tup) is expressed (45), and is located in
the genome at the 3′ end of ssp3, similar to
vertebrate eISLs in Scaper.

Mammalian and sponge Islet enhancers drive
similar expression in zebrafish

To assess the potential homology of functional
activity between mammal and sponge en-
hancers, we made stable fish lines for the

predicted human and mouse ISL enhancers.
Cross-species comparisons revealed that all
enhancers drive reporter gene expression in
the sensory neurons of the roof plate as well
as in the hindbrain neuroepithelial layer, the
pineal region, and the ear capsule (Fig. 4, A
to C, and fig. S23). The sponge eISL shows
robust activity in neurons of the pectoral fin,
whereas mouse and human eISL enhancers
appear weak in this particular tissue. Of note,
both the mouse and human eISL enhancers
display specific activity in the eye tissue;
mouse eISL activity is detected in a polarized
population of neurons in the anterior part of
the retina, whereas human eISL shows ac-
tivity in the central part of the lens and in the
proctodeum. Only the human eISL enhancer
directs clear non-neural activity, with GFP
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Fig. 3. Identification of
vertebrate enhancers or-
thologous to Amphimedon
eISLs based on TF motif
composition. (A) Top:
GFP expression of the full
eISLs enhancer. Middle: GFP
reporter activity in trans-
genic zebrafish with eISLs
enhancer deletions. The
gray bar represents the full
eISLs sequence; high-
scoring TF binding motifs
are shown as dark bars, and
deleted regions D1 to D4
are indicated by brackets.
Bottom: Representative GFP
expression profiles of F1
transgenic zebrafish
for each of the deleted
Amphimedon eISLs. (B) A
simple representation of the
motif composition and
frequency “bag of motifs”
method for computing
similarity between divergent
enhancer sequences on
the basis of type and
frequency of TF binding
motifs from PWMs
(see supplementary
materials). (C) Locations
of TF motifs are displayed
according to their TF
class for each eISL
enhancer in sponge,
zebrafish, mouse, and
human (53). Gray regions
connected by dashed lines
are locally aligned at P < 0.1.
Only shared motifs among
sequences are depicted.
(D) Representative sequence logos of de novo identified motifs shared across sponge, zebrafish, human, and mouse eISL enhancers. The best-matching TF binding
motifs that matched to the JASPAR CORE vertebrate database are shown, together with the locations of these in the Amphimedon eISLs and the corresponding
deleted region.
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expression present in a subset of endothelial
cells from the intersomitic vasculature. When
sponge and mouse enhancer reporter signals
are overlaid in a common reference template,
a subset of neurons in which both regulatory
regions are active is revealed (Fig. 4C, white
signal).

Discussion

Even though sponges and vertebrates diverged
around 700 million years ago, regulatory en-
hancers from Amphimedon were able to drive
developmental cell type–specific expression
in zebrafish and mice. All sponge enhancers
tested in this study lack discernable sequence
similarity to vertebrate genomes. Although
we primarily focused on Amphimedon en-
hancers located in deeply conserved micro-
syntenic gene regions, intragenic enhancers
within nonsyntenic and sponge-specific genes
also directed distinct expression patterns in

vertebrates. These results suggest that a com-
mon regulatory grammar exists in metazoan
enhancer sequences that can be interpreted
by the available TFs present in cells constitut-
ing disparate developmental systems and body
plans.
We suggest that the number, location, and

type of TF binding sites can change markedly
within a conserved enhancer over evolution
without the loss of regulatory functionality
and even cell type specificity. The ISL enhancers
in sponges and vertebrates share a set of TF
binding motifs that interact with conserved
TFs (e.g., Neurogenin, NK homeodomain, AP-1)
(table S11), yet differ in their order and fre-
quency. The presence of common TF binding
motifs in enhancers in divergent animals is
consistent with some of these motifs being
critical for the maintenance of enhancer func-
tionality. The results of systematic deletions of
the Amphimedon eISLs, coupled to de novo

motif discovery, suggest that the endogenous
zebrafish TFs uniquely interact with different
parts of the sponge enhancer. This finding,
together with the absence of a conserved cis-
regulatory motif order, supports a regulatory
codewhere a cooperative binding environment
is maintained in animal enhancers despite ex-
tensive sequence changes, resulting in a highly
evolvable and flexible system that maintains,
at its core, the ability of conserved TFs to bind
conserved motifs. We propose that a core set
of TF-DNA interactions stabilizes and main-
tains enhancer functionality over evolution.
Its flexible organization promotes robustness
and may provide a foundation for further
lineage-specific elaboration via the integra-
tion of additional TF binding motifs and the
dissociation of others.
Regulatory co-option is an essential part of

organismal evolution (21). Sponge and verte-
brate development and body plans have little
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Fig. 4. Mammalian orthologs of the Amphimedon eISL enhancer direct similar
developmental expression in zebrafish. (A) Comparison of GFP expression
pattern at 48 hpf for four stable transgenic zebrafish lines harboring candidate eISL
enhancers from sponge, human, mouse, and fish. Asterisk indicates proctodeum.
(B) Close-up of lateral views from insets numbered 1 and 2 in (A). Lateral view
1 shows the pineal region, the neuroepithelium of the hindbrain (white arrowheads),
and the otic vesicle (white arrows). The retina and the lens show expression in

mouse eISL and human eISL, respectively. In lateral view 2, brackets indicate the
floor plate; the intersomitic vessel is evident in human eISL. (C) Neuroanatomical
visualization of the mouse (eISLm) and sponge (eISLs) enhancer activities in
6-dpf zebrafish using a common template built from confocal images. Subsets of
cells in the caudal part of the cerebellum appear active in mouse eISL (purple)
and sponge eISL (green). White signal in the rightmost (“merged”) image consists of
overlapping signals from reporters driven by mouse and sponge eISL.
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in common. Sponges lackmuscles, nerves, and
a gut. Their cell lineages do not appear to pro-
gressively restrict to a germ layer, and they lack
a mesoderm; it is questionable as to whether
they even gastrulate (46). Thus, the expression
patterns generated by the sponge enhancers in
fish and mammals, which are largely restricted
to neurectoderm lineages, suggest that gene
regulatory circuits can be co-opted to perform
lineage-specific developmental and cell type
gene network functions (47). Given the appar-
ent expansion of the number of enhancers in
eumetazoans after diverging from sponges
(1, 48–50), which appears to parallel increases
in metazoan TF family memberships (51), the
duplication and divergence of ancestral en-
hancers comprising TF binding sites would
have yielded an expanded and more complex
repertoire of enhancers in vertebrates that, in
turn, could be continually co-opted into new
functions. We posit that the differential expan-
sion of TFs and enhancers in eumetazoans—and
their subsequent co-option into new regula-
tory roles—underlies the evolution of their
complex body plans relative to the simple
and restricted body plan of sponges.

Materials and methods summary

Candidate enhancers locatedwithin andoutside
microsyntenic regions in the spongeAmphimedon
queenslandica were identified on the basis of
histone marks (2), and the activity of these se-
quences was tested in zebrafish and mouse
transgenic reporter systems. Tissue-specific
activity of sponge enhancers was assessed by
imaging stable independent transgenic zebra-
fish lines using an enhancer reporter vector
(30) at different embryonic time points and
transgenic mouse embryos with LacZ reporter
constructs. Deleted versions of the sponge
Isl enhancer were tested in stable transgenic
zebrafish lines to identify the key sequences
driving reporter activity. TF binding motifs
within sponge enhancers were identified using
PWMs (52). Starting from the analysis of the
type and frequency of TF binding motifs in
sponge enhancers, we identified candidate
orthologous enhancers at the Isl-Scapermicro-
syntenic regions inhumans,mice,andDrosophila.
Human, mouse, and zebrafish Isl enhancers
were assessed in the zebrafish transgenic re-
porter system and were compared to the
Amphimedon Isl-driven reporter expression.
Code is available at Zenodo under DOI: 10.5281/
zenodo.4001143.
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Behavioral nudges reduce failure to appear for court
Alissa Fishbane, Aurelie Ouss*, Anuj K. Shah

INTRODUCTION: Each year, millions of people
in the United States are required to appear in
court for low-level offenses. Many defendants
miss their court dates. Criminal justice policy
often uses punitive sanctions to deter these
failures to appear. For example, when defend-
ants fail to appear, arrest warrants are issued,
which draws defendants further into the cri-
minal justice system. These policies presume
that defendants pay attention to these penalties
and weigh them when deciding whether to ap-
pear in court. In this study, we explore a dif-
ferent possibility for why defendantsmightmiss
court—simple human error. Although defend-
ants are given all of the relevant information
they need, they might be insufficiently aware
of this information—it might not be salient
enough or defendants might forget it.

RATIONALE:Weconducted two large-scale field
studies in New York City evaluating interven-
tions to make defendants more aware of court

information. In the first study, we redesigned
the summons form that defendants receive for
low-level offenses. The old summons form listed
court information at the bottom of the form
below less important information (e.g., the de-
fendant’s physical characteristics and details
about the issuing officer), which makes it easy
to overlook. The redesigned form moves court
information to the top of the ticket, where
people are more likely to see it. It also clearly
states in bold typeface on the front of the form
that missing the assigned court date will lead
to a warrant. In the second study, we aug-
mented the redesigned form by sending text
messages to highlight critical court informa-
tion for defendants in the week leading up to
their court appearance.
In laboratory experiments, we tested how

quickly people could identify, and how well
they could remember, court information on the
old and new forms. Then, we examined lay-
people’s and experts’ beliefs about whether

failures to appear were intentional and how
these beliefs affected their support for nudges
to reduce failures to appear.

RESULTS: The redesigned summons form and
text messages reduced failures to appear on
average by 13 and 21%, respectively. In our
laboratory experiments, people who saw the
new forms identified court information more
quickly (and recalled it more accurately). This
suggests that a meaningful proportion of de-
fendants who fail to appear are not intention-
ally skipping court but are effectively unaware
of court.
We estimate that these nudges helped avoid

at least 30,000 arrest warrants being issued
over 3 years, and they resulted in approximate-
ly 20,000 people having their cases fully dis-
missed instead of having an open warrant. We
see suggestive evidence that these nudges were
more effective for defendants living in poorer
neighborhoods. Additionally, the bulk of war-
rants avoided are for defendants living in poorer
neighborhoods and neighborhoods with higher
proportions of Black and Hispanic residents—
though this reflects, rather than repairs, exist-
ing disparities in how summonses are issued.
However, in our laboratory experiments on

people’s attitudes, we find that laypeople be-
lieve failures to appear for court are more in-
tentional than other failures to act (e.g., missing
medical appointments). And although laypeople
can be prompted to see how defendants might
mistakenly miss court, their default assumption
is to see it as intentional. This assumption re-
duces support for these nudges and increases
support for more punitive approaches to re-
ducing failures to appear. Criminal justice ex-
perts (e.g., prosecutors and judges), however,
do not share this intuition—they are more likely
to believe that failures to appear are uninten-
tional and to support these nudges.

CONCLUSION: This work suggests that there is
a straightforward explanation for why many
defendantsmiss court—information about their
court dates is not sufficiently salient. Although
simple nudges can remedy this, policy-makers
have been slow to experiment with and adopt
them. Instead, criminal justice policy on failures
to appear often hews closer to laypeople’s in-
tuitions. Widespread adoption of interventions
such as these might depend on a shift in the
assumptions of why failures to appear happen.
Otherwise, these policies risk merely punish-
ing people, not deterring actions.▪
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Reducing failures to appear. In two field studies, we made court information more salient by redesigning
the court summons form and sending text messages to defendants. We find that these interventions
significantly reduced the rate at which defendants missed their court dates for low-level offenses, and fewer
arrest warrants were issued as a result.
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Behavioral nudges reduce failure to appear for court
Alissa Fishbane1, Aurelie Ouss2*, Anuj K. Shah3

Each year, millions of Americans fail to appear in court for low-level offenses, and warrants are then
issued for their arrest. In two field studies in New York City, we make critical information salient
by redesigning the summons form and providing text message reminders. These interventions reduce
failures to appear by 13 to 21% and lead to 30,000 fewer arrest warrants over a 3-year period. In
laboratory experiments, we find that whereas criminal justice professionals see failures to appear
as relatively unintentional, laypeople believe they are more intentional. These lay beliefs reduce support
for policies that make court information salient and increase support for punishment. Our findings
suggest that criminal justice policies can be made more effective and humane by anticipating human
error in unintentional offenses.

M
ore than 10 million people are arrest-
ed each year in the United States, and
millions more are issued summonses
that draw them into the criminal jus-
tice system and require court appear-

ances. Most of these arrests and summonses
are for low-level offenses (1), and many of
these defendants end up missing their court
dates. In New York City alone, for example,
we calculate that ~40% of defendants (or
100,000 people) missed their court date for
low-level offenses in 2015. These failures to
appear for court add to the original offense—
defendants are held in contempt of court, and
an arrest warrant is issued, which is supposed
to act as a deterrent. Failures to appear are also
common for more serious offenses, such as
felonies andmisdemeanors. In those contexts,
the consequences can be even more costly.
Partly to reduce the risk of failures to appear,
judges often assign felony and misdemeanor
defendants to pretrial detention, which con-
tributes to the scale of incarceration in the
United States, where 500,000 people are in
jail awaiting their trials each day. Other felony
andmisdemeanor defendants are asked to post
monetary bail, which acts as collateral to in-
centivize appearance in court. These deter-
rence policies aim to reduce failures to appear
by increasing the penalties associated with
them. These policies will be most effective if
defendants pay attention to the penalties and
make an intentional decision whether to skip
court or not on the basis of the costs and bene-
fits of doing so.
In this paper, we explore a different possi-

bility for why defendants might miss court—
simple human error. Although defendants are

given all of the relevant information they need
(e.g., when and where to appear for court and
what the consequences are for missing court),
they might be insufficiently aware of this in-
formation. This could happen for various rea-
sons: The information might not be salient
enough, or defendants might simply forget it
as their court date approaches. In other words,
many failures to appear may occur not be-
cause defendants are intentionally showing
contempt of court, but rather because existing
policies do not allow enough room for error.
In someways, this hypothesis is fairly straight-

forward. Insufficient awareness can explain var-
ious other failures to act—for example, failures
to save money or pay bills (2, 3), failures to get
immunizations (4–6), and even student fail-
ures to matriculate in college (7). In criminal
justice, raising the awareness of consequences
can reduce misconduct (8). However, the sim-
plicity of this hypothesis makes it all the more
startling in this context. A single failure to act
in other domains might have few direct con-
sequences, and those consequences might be
delayed (often by years). By contrast, failures
to appear for court have direct, immediate, and
severe consequences—conditions that crimi-
nology suggests should reduce misconduct
(9). It might seem that court dates and the
threat of arrest warrants would not be things
that people would simply forget or overlook.
If our hypothesis is true, however, then

policies that focus only on punishment may
be poorly targeted for reducing failures to
appear. It might in fact be more cost-effective,
and more humane, to make court information
salient for defendants.
We find evidence for this from two large-

scale field studies conducted inNewYork City.
In the first study, we redesign court summons
forms to simplify how information is pre-
sented. In the second study, we augment the
redesigned formby sending textmessages that
highlight critical court information for defen-

dants. These interventions reduce failures to
appear, on average, by 13 and 21%, respec-
tively, which suggests that a meaningful pro-
portion of defendants who fail to appear are
not intentionally skipping court but are ef-
fectively unaware of court. In a series of lab-
oratory experiments, we find evidence in
support of this hypothesis, as the redesigned
summons form improved participants’ iden-
tification and recall of court information.
However, we also find that laypeople’s in-

tuitions about why failures to appear happen
might lead them to overlook the value of these
interventions. Specifically, laypeople believe
that failures to appear are relatively intention-
al, and this belief leads to lower popular sup-
port for interventions like the ones we tested
here. When prompted, laypeople can appreci-
ate how human error might play a role in fail-
ures to appear, and this increases their support
for the interventions we tested. However, lay-
people’s default intuition is that failures to
appear stem from intentional decisions to skip
court. Notably, criminal justice experts (e.g.,
prosecutors and defense attorneys) are more
likely to believe that failures to appear are un-
intentional and are more likely to support
these interventions. Nevertheless, current cri-
minal justice policy often aligns more with the
intuitions of our samples of laypeople rather
than those of experts.

Field studies on nudges for defendants

In our study, we focus on criminal summonses,
which are typically issued for the lowest level of
criminal offenses, in New York City. Criminal
summonses typically result from quality-of-life
offenses, such as open containers, disorderly
conduct, or park trespassing (see table S1 for
more information on summonses and descrip-
tive statistics on summons recipients). In 2015,
the most recent year before our study period,
256,488 summonses were issued that required
court appearances [though summonses have
since declined (10)]. For these offenses, de-
fendants are typically not arrested, taken into
custody, detained pretrial, or required to post
bail. Instead, they are given a summons form
and are required to appear in court 60 to
90 days later, with some flexibility the week
before the scheduled court date. However, if
they fail to appear in court, a warrant is opened
for their arrest, which means that future in-
teractions with the police are more likely to
result in an arrest, possibly even after an illegal
stop. Failure to appear is also a separate vio-
lation that can carry a fine of $250 and a
penalty of up to 15 days in jail. If defendants
voluntarily show up to court at a later date,
the warrant will often be vacated. However,
many defendants may effectively be unaware
that they have open warrants. Historically,
failure-to-appear rates are ~40% for sum-
monses that require a court appearance.
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For our analyses, we rely on administrative
data collected by the New York State Office of
Court Administration. The data contain de-
fendant gender, date of birth, and address;
information about the violation; and court out-
comes (see supplementary materials for more
details). Our primary sample includes all 323,922
summonses issued in New York City between
1 January 2016 and 14 June 2017.
At the time of our first study, the only way

that defendants were notified of their court
dates was on the summons ticket they re-
ceived at the time of the original offense. The
entire policy to inform defendants about their
court date and deter them from skipping court
depended on this form. However, the form’s
design prioritized information about the orig-
inal offense rather than information about the
defendant’s court appearance. For example, it
devoted substantial space to describing the
defendant (e.g., height, weight, hair color, and
the defendant’s vehicle) and the violation. The
defendant’s court date was written at the bot-
tom of the form, below details about the of-
ficer issuing the summons form. Only on the
back of the form was it mentioned that arrest
warrants are issued for those who fail to com-
ply. Given that this information was so easy to
overlook, many defendants might have been
insufficiently aware of when they were ex-
pected to appear in court and what the con-
sequences were for missing court.
We worked with the Mayor’s Office of Cri-

minal Justice, New York City Police Depart-
ment, and the New York State Office of Court
Administration to redesign the summons ticket
tomake relevant informationmore salient. The
new form prominently features the appearance
date and court location at the top of the ticket,
where people are more likely to see it. It also
clearly states in bold typeface on the front of
the form that missing the assigned court date
will lead to a warrant (see Fig. 1 for old and
new forms). If this form reduces failures to
appear, that suggests that many defendants
might have missed court simply because they
were unaware of important information.
We evaluated the effectiveness of this inter-

vention using a regression discontinuity design,
which compared failure-to-appear rates for de-
fendants who happened to be among the first
to receive a new form given by a particular
police officer versus failure-to-appear rates of
defendants who were among the last to re-
ceive the old form given by that same officer.
New forms were gradually rolled out between
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Fig. 1. Old and redesigned New York City
summons forms. (A) Front and back of previous
version of the New York City summons form.
(B) Front and back of the redesigned version of
the form.
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March and August of 2016. Police officers only
had one pad of summons forms with them.
They switched from old forms to new forms
when they used up their pad of old forms or
when their supervisor handed out pads of new
forms. We obtained the identification number
of the issuing officer for each form. Every
summons form has a serial number, and we
canmatch serial numbers to old or new forms.
We construct an officer’s switch date by ran-
domly choosing a date between when that of-
ficer issues their last old form and their first
new form. By construction, before an officer’s
switch date, all of the forms issued were of the
old design; but after the switch date, 97.6% of
forms were of the new design, which suggests
very good compliance (fig. S1).
Because the introduction of the new forms

was staggered, we can also control for season-
ality (which is important because types of crimes
and failures to appear both vary seasonally)
and other time trends. Our main identifying
assumption is that there are no observable
differences in defendants’ characteristics on
the basis of whether they received a summons
form before or after an officer’s switch date.
We in fact find no differences in prior sum-
monses or failures to appear, types of offenses,
or their predicted failure-to-appear likelihood
based on observables, and we observe only a
small difference in gender (figs. S2 and S3 and
table S2). Because the only notable difference
before and after the switch date is the kind
of form issued, any difference in failure-to-
appear rates for defendants on either side of
the switch date can plausibly be attributed to
the redesigned form (see supplementarymate-
rials for details and robustness checks regard-
ing our identification strategy).
Our main results are presented in Fig. 2 and

table S3. Figure 2 presents failure-to-appear

rates for defendants issued forms just before
and just after officers’ switch dates. Failure-to-
appear rates are lower just after the introduc-
tion of the new summons forms. To estimate
themagnitude of this drop in failure-to-appear
rates, we follow the approach of Calonico et al.
(11, 12), which allows us to obtain consistent
estimates whenwe include covariates.We find
that the new forms reduced failures to appear
by 6.2 percentage points, or by 13.2% relative
to the 47% baseline failure-to-appear rate in
the estimation bandwidth (P < 0.001). Note
that in Fig. 2, the failure-to-appear rate ap-
pears to be increasing before the switch date.
This is because most officers switched to the
new form between May and July, when failure-
to-appear rates are highest. We observe this
seasonality of failure-to-appear rates in other
years, but the drop in failure-to-appear rates
after the switch date appears to be the specific
result of introducing the redesigned forms (see
supplementary materials discussion of robust-
ness checks and fig. S5).
Our second field study provides more di-

rect evidence that failures to appear might
stem from defendants’ lack of awareness of
critical information. In this study, we tested
whether failures to appear could be further
reduced by texting defendants their court in-
formation (date and location) and information
about the consequences of missing court. De-
fendants who received the new summons form
could provide their cell phone number to the
citing officer, though doing so was not man-
datory. All defendants who provided their cell
phone number were included in this evaluation.
Approximately 11% of defendants (23,243)

provided their phone numbers. There appears
to be positive selection in who provided a
phone number. For example, the failure-to-
appear rate of people who provided a phone

number and were randomized to the control
group is 37.9%, relative to 40.8% for defend-
ants who did not provide a phone number (P<
0.001). Still, failures to appear were very fre-
quent even among people who provided a
phone number (see supplementary materials
for a more detailed discussion of and tests for
external validity on the basis of this sample).
Defendants were randomly assigned to one

of four conditions. The control group received
no text messages. In the other groups, sum-
mons recipients received three messages: a
message 7 days before, a message 3 days be-
fore, and a message 1 day before their sched-
uled court date. We varied the content of the
messages to better identify what information
is most effective at reducing failures to appear.
In the consequences group, defendants received
messages that described their court date and
location and also told them that a warrant
would be opened and they might be arrested
if they missed their court date. In the plan-
making group, defendants received messages
that described their court date and location
and also prompted them to make a plan to
attend court, including marking their calen-
dars, setting an alarm, and looking up direc-
tions (but therewasnomentionof consequences).
In the combination group, defendants received
a mix of the messages from the consequences
and plan-making groups. Analyses below were
preregistered. Defendants who missed court
were also randomized to receive different
follow-upmessages, but these were not part of
our primary analyses in our preanalysis plan
and are not discussed here.
We can evaluate the effectiveness of these

messages in a few ways. First, do any text
messages reduce failures to appear? As shown
in table S5, relative to a 37.9% failure-to-appear
rate in the control group, receiving any text
message reduced failures to appear by 8 per-
centage points, which represents a 21% relative
reduction (P < 0.001). Second, the differences
across treatment groups also provide some
evidence for why these messages are effective
(Fig. 3 and table S5). The consequences and
combinationmessages weremost effective, re-
ducing failures to appear by 8.9 and 9.9 per-
centage points relative to the control group
(23.5 and 26.1% relative reductions; P < 0.001
in both cases), respectively. This suggests that
a substantial proportion of defendants miss
court because they are unaware of the conse-
quences. The plan-making messages, which
did not mention the consequences of failure
to appear, also significantly reduced failures to
appear by 6 percentage points (15.8%; P <
0.001). These results build on an earlier smaller-
scale study that examined the effectiveness
of postcard reminders for defendants in a con-
text where baseline failure-to-appear rates
were substantially lower than the current
context (13).
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The fact that these reminders are effective
suggests that a meaningful proportion of de-
fendants missed court because they lacked
the most basic information about their sched-
uled appearance. It is possible that the plan-
making component of the messages might
have helped defendants show up to court,
but even the simple consequences message—
which just contained information about their
court appearance—reduced failures to appear.

Laboratory experiments on mechanisms
and punitive attitudes

It is possible that our interventions were ef-
fective for other reasons besides just making
defendants more aware of court information.
For example, perhaps defendantswere already
aware of the information—they noticed it and
remembered it—but our interventions led them
to believe punishment for failure to appear
was more likely. Below, we find stronger evi-
dence for the awareness hypothesis in two
laboratory experiments.We thenexplorewheth-
er people might underappreciate how insuffi-
cient awareness can lead to failures to appear
and whether they might overlook the value of
the nudges we tested.
In our first two laboratory experiments, we

tested whether the redesigned forms increased
awareness of court information (see Materials
and methods and the supplementary materials
for further details on all laboratory experi-
ments). In the first laboratory experiment,
232participants fromAmazonMechanical Turk
(MTurk) first read background information
about failures to appear in New York City.
Participantswere then shown a summons form
and asked to identify three pieces of informa-
tion on the form: the defendant’s court date
and time, thedefendant’s court location, and the
defendant’s alleged offense. Participants were
randomly assigned to see either the old form
or new form, and they clicked on the parts of
the form that contained the information. The

new form simply moves court information to
the top but leaves the position of informa-
tion about the alleged offense unchanged.We
recorded how long (in milliseconds) it took
participants to identify each piece of informa-
tion. We expected that people would be faster
to identify court information in the new form
(because this information was prioritized at
the top of the form) but would not be any
faster to identify information about the alleged
offense (because its position was unchanged).
Participants who saw the new form identi-

fied the court date and time more quickly
(Meanlog(reaction time) = 4.46; SD = 0.46) than
participants who saw the old form (Mlog(RT) =
4.72; SD = 0.37), per a t test with unequal var-
iances [t(229.17) = 4.86; P < 0.001]. This was
also true for identifying the court location (new
form:Mlog(RT) = 4.59; SD = 0.40 versus old form:
Mlog(RT) = 4.70; SD = 0.35) [t(230) = 2.37; P =
0.02]. Participants who saw the old and new
forms did not significantly differ in how quickly
they identified the alleged offense [t(230) =
0.39; P = 0.69]. Thus, it is clear that people
more easily identify information at the top of
the form, and moving court information there
makes it more accessible.
Laboratory experiment 2 extends these re-

sults by testing whether the new form actually
improves recall of court information. We re-
cruited 725 New York City residents onMTurk.
Participants were told to imagine receiving a
summons form for disorderly conduct. They
were then randomized to see either the old
summons form or the new summons form.
They completed a brief filler task (to create a
gap before subsequent questions) and then
responded to several questions. Of primary
interest were the questions where they were
asked to recall the penalty for failure to ap-
pear, the court date, and the court location.
First, we found that participants who saw

the new forms were more likely to correctly
recall their court date (new form, 38%; old form,

19%; P < 0.001) and court location (new form,
46%; old form, 26%; P < 0.001). Moreover, we
found that participants who saw the new forms
were more likely to correctly recall that the
penalty for failure to appear was a warrant
(new form, 52%; old form, 41%; P = 0.003;
see table S7). The results are similar with and
without covariates, including whether a per-
son had received a summons in the past.
It is worth noting that, in some ways, this

experiment makes it fairly easy to remember
the court information. Participants were asked
about the information shortly after seeing it.
Nevertheless, recall rates are lower for the old
forms. This suggests that defendants who re-
ceived the old form might have been unaware
of court information simply because it was
not communicated effectively. Participants
also rated the forms on other dimensions,
such as whether they made participants feel
angry or confused and whether participants
felt the tickets were fair or reasonable. We
do not see any reliable differences in ratings
across these dimensions. The main difference
appears to be that the new formmade it easier
to find information about court and the con-
sequences of missing court (table S8).
Given how straightforward these interven-

tions are, why might they have only recently
(and not yet widely) been implemented? In our
remaining laboratory experiments, we consider
whether people’s mental models of criminal
justice might lead them to underestimate the
effectiveness of interventions like these.
In laboratory experiment 3, participants

(N = 301, MTurk sample) read five scenarios
about people failing to take a required ac-
tion: failing to appear for court, failing to
pay an overdue bill, failing to show up for a
doctor’s appointment, failing to turn in paper-
work for an educational program, and fail-
ing to complete a vehicle emissions test. These
scenarios were selected to provide a cross
section of different policy domains—criminal
justice, personal finance, health, education, and
environmental decisions—and becausemost are
situations where reminders have proven effec-
tive. To limit differences across domains, par-
ticipants were told that the following details
applied to each scenario: the person was re-
quired to take an action in 60 days, the person
did not want to take the action, there was a
penalty for failing to act, and ultimately the
person did not take the required action. For
each scenario, participants rated how likely they
thought it was that the person missed their
appointment because they did not pay enough
attention to the scheduled date or because
they simply forgot. They also rated how likely
it was that the person deliberately and inten-
tionally decided to skip their appointment. Fi-
nally, participantswere askedwhat they thought
should be done to make sure that other people
show up for their appointments, and they chose
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Fig. 3. Failure-to-
appear rate by text
message treatment
arm. Errors bars rep-
resent 95% confi-
dence intervals.
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one of three options: increase the penalty for
failing to show up, send reminders to people
about their appointments, or make sure that
appointment dates are easy to notice on any
paperwork. All scenarios were presented in a
random order for each participant.
Relative to most other actions, participants

rated failures to appear for court as less likely
to be a result of forgetting (Mcourt = 3.86, SD =
2.06; Mother actions = 4.24, SD = 1.45; paired
t test, t(300) = 3.79, P < 0.001) and more likely
to be intentional (Mcourt = 5.17, SD = 1.75;
Mother actions = 4.82, SD = 1.29; paired t test,
t(300) = 3.92, P < 0.001). Next, we analyzed
whether participants supported either of
the nudges (sending reminders and making
appointment information easy to notice) over
stiffer penalties. Relative to all other actions,
participantswere least supportive of nudges to
reduce failures to appear (Mcourt = 43%, SD =
50;Mother actions = 65%, SD = 34; paired t test,
t(300) = 8.13, P < 0.001), as shown in Fig. 4
(see figs. S6 and S7 for breakdown by each
action). It appears that people generally as-
cribe greater intentionality to failures to ap-
pear, and these intuitions may inform why
people believe stiffer penalties are more ef-
fective than nudges for reducing failures to
appear.
We explore this link further in laboratory

experiment 4. Participants (N = 304, MTurk
sample) read background information on sum-
monses and failure-to-appear rates inNewYork
City. Our main dependent variable was what
participants thought should be done to reduce
the failure-to-appear rate: increase the penalty
for failing to show up, send reminders to peo-
ple about their court dates, or make sure that
court dates are easy to notice on the sum-
monses. Participants were randomly assigned
to one of three conditions. In the control con-
dition, participants made their policy choice
immediately after reading the background in-
formation. In the intentional condition, after

reading the background information, partici-
pants wrote down one reason why someone
might purposely skip their court appearance,
and then they made their policy choice. In the
mistake condition, participants wrote down
one reason why someone might accidentally
miss their court appearance, and then they
made their policy choice.
We find two notable results. First, partici-

pants’ policy recommendations did not signifi-
cantly differ between the control (63% supported
nudges; i.e., reminders or making court dates
easy to notice) and intentional (61%) condi-
tions [c2(1, N = 304) = 0.09; P = 0.76], which
suggests that participants’ default assump-
tions are that failures to appear are intention-
al. Second, 82% of participants supported
nudges in the mistake condition, significantly
more than in both the control [c2(1, N = 304) =
9.08; P = 0.003] and the intentional condi-
tions [c2(1, N = 304) = 10.53; P = 0.001],
which suggests that their attitudes are mal-
leable, as shown in Fig. 5. Our participants
are generally supportive of using nudges in-
stead of stiffer punishments, and this is in
line with previous work that has shown that
people tend to hold favorable views of nudges
(14, 15). Support for nudges in this experi-
ment is also higher than what we found in
laboratory experiment 3, perhaps because
more background information (e.g., the base-
line failure-to-appear rate) was provided to
participants. Nevertheless, our data suggest
that people’s default assumption is that fail-
ures to appear are intentional, and this weak-
ens support for nudges.
In laboratory experiment 5, we testedwheth-

er experts shared laypeople’s intuitions. We
recruited, through email listservs, a sample
of criminal justice professionals (e.g., judges,
prosecutors, and defense attorneys; for full
recruitment details, demographics, and dis-
cussion of attrition, see supplementary mate-
rials). In total, 145 experts completed the full

study. The most common professions in our
sample were prosecutor (58%) and defense at-
torney (17%).
There were two parts to the study. The first

part was a direct replication of laboratory ex-
periment 4. Experts’ responses did not signifi-
cantly vary across conditions (P > 0.3 in all
conditions), but we found that the vast ma-
jority of experts (89% across conditions) fa-
vored using nudges over stiffer penalties,
showing significantly greater support than that
observed in our sample of laypeople [c2(1, N =
449) = 21.56; P < 0.001].
In the second part of the study, participants

were shown pictures of both the old and new
form (they were not labeled as such), and they
indicated whether they thought recipients of
the old or new forms would be more likely to
remember their court information and show
up for their court appearance. A clear majority
of experts thought that recipients of the new
form would be more likely to remember their
court date (86%) and court location (68%) and
show up to court (69%). For comparison, we
asked a sample of 301 MTurk participants
these same questions. As shown in Fig. 5, ex-
perts thought that the new form would be
more effective than laypeople, who showed
no clear preference for the new form (court
date, 49%; court location, 50%; show up to
court, 47%; P < 0.001 in all cases).
It is possible that our sample of experts was

particularly reform-minded relative to other
experts. However, these results might suggest
a notable tension. These experts seemed to
view failures to appear as less intentional
than laypeople, and they showed greater sup-
port for nudges to reduce failures to appear.
This was true regardless of experts’ jobs with-
in the criminal justice system. Nevertheless,
criminal justice policy on failures to appear
seems to hew closer to laypeople’s intuitions.
It is common to try to deter failures to appear
through the threat of punishment but rarer
to use nudges to prevent them. These studies
suggest that increasing the adoption of these
nudges may depend partly on shifting policy-
makers’ mental models of why offenses like
failures to appear happen.

Effects across socioeconomic status and race

Failing to account for human error in the con-
text of criminal justice policy has profound
consequences, and these consequences are
often borne by the poor and people of color,
who are disproportionately affected by the
criminal justice system. In exploratory anal-
yses, we find some evidence of this dispro-
portionate involvement in the context of
failures to appear as well. We do not have
reliable, individual-level data on summons
recipients’ wealth or race. However, we have
data on home addresses, which we can match
to census tract data. We can then use census
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Fig. 4. Participants’
support for
using nudges to
reduce failures to
appear in court
and failures to
complete other
actions (from
laboratory
experiment 3).
Errors bars represent
95% confidence
intervals.
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tract–level data on poverty and racial composi-
tion as a proxy for defendants’wealth and race.
First, we ask whether the effectiveness of

our interventions varied on the basis of the
wealth and racial composition of defendants’
neighborhoods (fig. S8 and tables S10 to S13).
We see some suggestive evidence that the
interventions were more effective for poorer
defendants. Dividing our sample of summons
recipients by quintiles, the treatment effect for

the text messaging intervention is 12.5 per-
centage points (27%) for defendants living in
the bottom quintile of neighborhood wealth,
which is significantly greater than the average
of 6.4 percentage points (19%) for defendants
living in other quintiles [treatment by poorest
quintile interaction: b = −0.058, standard error
(SE) = 0.017, P = 0.001]. The effectiveness of
the form redesign does not significantly vary
by wealth, although the results trend in the

same direction. The form redesign reduced
failures to appear by 8 percentage points (15%)
for defendants living in the bottom quintile of
neighborhood wealth compared with a reduc-
tion of 5.7 percentage points (13%) for defend-
ants living in other neighborhoods. These
results are mixed, but it may be helpful to
think about them in the context of recent work,
which has suggested that poorer individuals
must often cope with greater demands on
their cognitive bandwidth (16–18). If poorer
individuals are already dealing with greater
cognitive demands, then our findings hint at
the possibility that interventions such as those
evaluated here might be particularly impor-
tant for poorer defendants.
We do not find that the effectiveness of our

interventions depends on the racial composi-
tion of defendants’ neighborhoods. However,
defendants who live in neighborhoods with a
higher proportion of Black or Hispanic resi-
dents were less likely to give their phone num-
bers to officers. We cannot identify why this is,
but it could reflect different policing practices
(e.g., if officers do not ask for phone numbers
as often in these neighborhoods) or mistrust
between police and people of color (who may
be reluctant to provide their phone numbers).
If text message reminders are an effective way
to reduce failures to appear (and thereby re-
duce open warrants), greater effort is needed
to ensure that this intervention can benefit all
communities.
Of course, nudges such as these are not

sufficient to address larger, structural dispar-
ities in the criminal justice system. These dy-
namics are apparent whenwe examinewhether
wealth and racial composition of a neighbor-
hood predicts the number of summonses is-
sued (Fig. 6). We divided New York City census
tracts into percentiles, where higher percentiles
correspond to a greater proportion of residents
living below the poverty line or a greater pro-
portion of Black and Hispanic residents. We
then regressed the number of summons issued
(per 1000 residents) on percentile. We find
that more summonses are issued in poorer
neighborhoods (b = 0.29, SE = 0.01, P < 0.001)
and in neighborhoods with more Black and
Hispanic residents (b = 0.35, SE = 0.01, P <
0.001). To put these differences in context,
more than half of all summonses issued are
in the poorest 30% of census tracts (where
>18% of residents live below the poverty
line). Similarly, more than half of all sum-
monses issued are in the 32% of census tracts
with the highest proportion of Black and His-
panic residents (where >80% of residents are
Black or Hispanic). These differences in sum-
monses issued are accompanied by failure-to-
appear rates that are higher for defendants
living in poorer neighborhoods (poorest quin-
tile among summonses recipients: 53%, versus
wealthiest quintile: 37%) and neighborhoods
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Fig. 5. Laypeople’s and experts’ beliefs about failures to appear and effectiveness of the redesigned
summons forms. (A) Laypeople’s (left) and criminal justice experts’ (right) support for nudges to reduce
failures to appear based on whether they thought about these failures as intentional or as a result of
forgetting or were in the control condition. (B) Laypeople’s (left) and criminal justice experts’ (right)
judgments of whether the redesigned summons form would improve recall of court information and the
rate at which defendants showed up for court (from laboratory experiments 4 and 5). Error bars represent
95% confidence intervals.
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with the highest proportion of Black and His-
panic residents (highest Black and Hispanic
population quintile: 53%, versus lowest Black
and Hispanic population quintile: 34%), which
compounds the negative consequences of sum-
monses on poor and minority citizens.
Given that summonses (and failures to ap-

pear) are disproportionately concentrated in
neighborhoods that are poorer and have a
higher proportion of Black and Hispanic resi-
dents, the benefits (i.e., reductions in failures
to appear and open warrants) of implement-
ing interventions such as ours may also be
concentrated in these neighborhoods regard-
less of whether their effectiveness varies on
the bases of wealth and race.

Discussion

This work suggests that there is a straight-
forward explanation for whymany defendants
miss court—information about their court dates
is not sufficiently salient.However, policies have
failed to fully account for this. Instead, these
policies are often targeted toward reducing fail-
ures to appear as if they occur through in-
tention rather than error.
By anticipating how human error can lead

to failures to appear, our interventions have
clear benefits for both defendants and the
court system. We estimate that the form re-
design and text message interventions have
helped avoid at least 30,000 warrants being
issued between August 2016 and September
2019 (see supplementary materials for detailed
calculations). Moreover, ~66% of summonses

recipients see their case conditionally or un-
conditionally dismissed when they show up to
court (19). This means that our interventions
likely resulted in ~20,000 people having their
cases fully dismissed instead of having an
open warrant. It is also worth noting that the
design of New York City’s old summons form
was not unique, as other major cities’ forms
have similar designs (for an example, see fig.
S9). The benefits we see here are therefore
likely to generalize to other cities as well.
Warrants can negatively affectmany dimen-

sions of people’s lives, even if they do not re-
sult in an arrest. Sociologists have noted how
warrants can have an effect ofmarking people,
or designating their involvement in the crim-
inal justice system, which both creates hassles
for them and increases the chances of later
escalation in criminal justice involvement (20).
Ethnographic research has shown that people
with open warrants often avoid places where
they fear they could be identified and arrested.
They may be less likely to go to hospitals for
medical treatment or to show up to regular
jobs, and they may frequently change their
housing (21). They are also less likely to call the
police to report crimes (even when they are
the victims), and they are less likely to use
social services and government assistance avail-
able to them, such as food stamps or job train-
ing programs (22). Open warrants can also be
public record, which could negatively affect
job prospects, housing, and a range of other
outcomes for defendants. Though it is difficult
to quantify these negative effects, it is clear

that by reducing warrants, these interventions
can have cascading benefits.
Failures to appear are also costly to the

criminal justice system itself. Court personnel
time is wasted when defendants miss court,
and efforts are diverted in issuing warrants.
Each warrant costs approximately $21 in judge
and staff time (23), which translates into a
savings of more than $600,000 in court per-
sonnel time alone from these interventions.
We can also estimate that each arrest would
cost $454 in police and court personnel time
[based on (24); see supplementary materials
for detailed calculations]. From our data, we
cannot estimate how often warrants for sum-
mons failures to appear lead to arrests in New
York City. However, a recent study in St. Louis
found that in 2017, ~1% of all residents were
arrested for similar warrants (25). Of course,
the proportion of defendants who are ar-
rested for these warrants is necessarily higher
than the proportion of residents, but if even
1% of defendants in our sample were arrested
for failure to appear, then our interventions
would have saved approximately $140,000
from August 2016 to September 2019. Addi-
tionally, these interventions are cheap. The
redesigned form has exactly the same mar-
ginal cost as the old form, and sending every
summons recipient three text messages would
cost New York City about $4500 a year, mak-
ing the two interventions we described here
incredibly cost-effective. Due in part to these
studies, all summons recipients in New York
City now receive the new form and text mes-
sage reminders if they provide a phone number.
These insights on the importance of insuf-

ficient awareness can likely mitigate a host of
related problems in the criminal justice system.
Most directly, the national failure-to-appear
rate for felonies is 17 to 22% (26, 27). If in-
sufficient awareness is partly responsible for
defendants missing court for more serious of-
fenses, there would be even greater benefits
from addressing it. Even within our sample of
summons recipients, we find the same treat-
ment effects across offenses of varying severity
(table S9), which suggests the possibility that
insufficient awareness matters even for more
serious offenses. Interventions such as the ones
described here might help reduce the need for
pretrial detention, as they might mitigate con-
cerns that defendants will miss court. In fact,
New York City has since expanded the use of
text message reminders as a tool for reducing
pretrial detention (28). Moreover, in 2016, 29%
of state and federal prisoners were detained
for violating some conditions of probation or
parole, and it is possible that insufficient aware-
nessmight explain some of these violations (29).
More generally, our results highlight a blind

spot in traditional criminal justice policies.
These policies are built on an assumption that
people intentionallyweigh the costs and benefits
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Fig. 6. Summonses, wealth, and race. Summonses issued by wealth (left) and racial composition (right) of
census tracts. Census tracts are divided into percentiles, where higher percentiles correspond to a greater
proportion of residents living below the poverty line or a greater proportion of Black and Hispanic residents.
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of a potential offense (30). Policies therefore
often focus on deterring crime with various
sanctions or punishments. Deterrence policies
can only be effective when people consider the
consequences of committing an offense, but
this may not always happen (31). For example,
bail is often used to reduce failures to appear.
This system creates clear consequences for
failures to appear—forfeiture of money. How-
ever, monetary bail does not appear to reduce
failures to appear (32). In 2017, New York City
reclassified many low-level offenses to be eli-
gible for civil summonses (for which failures to
appear do not result in warrants); yet failure-
to-appear rates for these offenses did not subs-
tantially increase when the threat of warrants
was removed (33). The fact that these material
consequences have no effect on failures to ap-
pear suggests that many defendants are not
engaged in a careful calculus of whether to
skip court. Our work here goes a bit further
than earlier work that has shown how this
calculus might not be sensitive to punishment
severity (9). Our results suggest that there may
be times when such a calculus is essentially
impossible because defendants are unaware of
the information that would prompt (and in-
fluence) such calculation.
However, policy-makers have been slow to

experiment with and adopt behavioral inter-
ventions such as these. Perhaps this is be-
cause of the criminal justice policy’s implicit
assumption that failures to appear are inten-
tional. Our laboratory experiments show that
many laypeople share this assumption, and
people are less supportive of these interven-
tions when they assume that defendants in-
tentionally skip court. It is more encouraging

that our sample of experts have different
intuitions—they see how failures to appear
can be unintentional, and they see a role for
these interventions. However, some policies
seem more closely aligned with the intuitions
of our sample of nonexperts. Prior research
has shown that criminal justice policies in
the United States may be more aligned with
popular sentiment (and perhaps more puni-
tive) because the criminal justice system relies
less on experts who are insulated from public
opinion, and more on elected officials (34, 35).
Thus, widespread adoption of interventions

such as these might depend on a shift in the
assumptions of why failures to appear happen.
Deterrence-based policies cannot be effective
if people are unaware of the very information
necessary for deterrence. This work suggests
that making people aware of critical informa-
tionmaybe an important addition to deterrence
policies. Otherwise, these policies risk merely
punishing people and not deterring actions.

Materials and methods
Form redesign details

We made four key changes to the summons
form. First, the old summons form’s heading
read: “Complaint/Information.” On the new
form, we changed the heading to read: “Cri-
minal Court Appearance Ticket,” to emphasize
that the recipient was required to appear in
court. Second, the old summons form listed
the court date at the bottom. On the new form,
wemoved this information closer to the top of
the form to make it easier to notice. Third, the
old summons form required officers to write
out the court’s location (again near the bottom
of the form), which would have been easy to

overlook amid all of the other text on the form.
On the new form, we moved this to the top,
and we made it easier for officers to clearly
indicate the court location. Fourth, the old
summons form only noted on the back of the
form that arrest warrants are issued for fail-
ures to appear. The new form included this
information in bold font on the front of the
form, highlighted in orange.

Message content for text message reminders

The exact wording of the text message remind-
ers across our three treatment arms is pro-
vided in Table 1.

Laboratory experiment 1

We recruited participants from Amazon Mech-
anical Turk (MTurk): 232 participants com-
pleted this study. The background information
on summonses included the types of offenses
for which summonses are issued and the re-
quirement to appear in court 60 to 90 days
later. On the screen containing the summons
form, there was a text box that reminded par-
ticipants of the three pieces of information
participants were searching for. When par-
ticipants clicked on the corresponding infor-
mation in the form, it was removed from the
text box. Because reaction times are typically
skewed, we analyzed the logarithm of the
time it took participants to find each piece
of information.

Laboratory experiment 2

We recruited 725 New York City residents
from MTurk. Participants differed in many
ways from the defendants in our evaluation
(see table S6 for characteristics). Most notably,

Fishbane et al., Science 370, eabb6591 (2020) 6 November 2020 8 of 10

Table 1. Text messages sent in the week leading up to defendants’ court dates by treatment.

Treatment 7 days prior 3 days prior 1 day prior

Consequences

Helpful reminder: go to court
Mon Jun 03 9:30AM.

We’ll text to help you remember.
Show up to avoid an arrest warrant.

Reply STOP to end texts.
www.mysummons.nyc

Remember, you have court on Mon Jun 03
at 346 Broadway Manhattan.

Tickets could be dismissed or end
in a fine (60 days to pay).

Missing can lead to your arrest.

At court tomorrow at 9:30AM
a public defender will help you
through the process. Resolve

your summons (ID##########)
to avoid an arrest warrant.

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Plan-making

Helpful reminder:
go to court on Mon Jun 03 9:30AM.
Mark the date on your calendar
and set an alarm on your phone.
Reply STOP to end messages.

www.mysummons.nyc

You have court on Mon
Jun 03 at 346 Broadway Manhattan.

What time should you leave
to get there by 9:30AM?

Any other arrangements to make?
Write out your plan.

You have court tomorrow for
summons ID##########.
Did you look up directions to
346 Broadway Manhattan?

Know how you’re getting there?
Please arrive by 9:30AM.

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Combination

Helpful reminder:
go to court Mon Jun 03 9:30AM.
We’ll text to help you remember.

Show up to avoid an arrest warrant.
Reply STOP to end texts.
www.mysummons.nyc

You have court on Mon
Jun 03 at 346 Broadway Manhattan.

What time should you leave
to get there by 9:30AM?

Any other arrangements to make?
Write out your plan.

Remember, you have court
tomorrow at 9:30AM.

Tickets could be dismissed
or end in a fine (60 days to pay).
Missing court for ##########

can lead to your arrest.
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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only 4% of the MTurk respondents said they
had ever received a court summons, and the
sample is 60% female compared with 12% for
summons recipients. However, these differ-
ences should not interact with the simple
recall task in the experiment.
Participants first read a vignette in which

they imagined they were involved in an alter-
cation and received a court summons for dis-
orderly conduct. Participants then saw their
summons form, with placeholder information
written into most fields. Participants were
randomly assigned to see either an old or new
summons form. Critically, they were informed
that their court date would take place on
1 November 2017 (2 months after the incident
described above) at Kings Criminal Court (346
Broadway, New York, NY 10013).
Participants then indicated the extent to

which the form made them feel angry or con-
fused (scale: strongly disagree to strongly agree).
They then completed a word search as a filler
task before answering questions about the
forms. Next, they responded to multiple choice
questions in which they were asked to recall
the court date and court location listed on the
form. They then indicated how likely they
thought each of several outcomes would be if
they missed their court date (scale: highly
unlikely to highly likely): (i) The ticket would
be dismissed. (ii) They would be fined. (iii) A
warrant would be issued for their arrest. (iv)
Nothing would happen. (v) They would get
something in themail. Finally, they responded
to two multiple choice questions asking them
what they were being charged with and how
they could get more information.

Laboratory experiment 3

We recruited 301 U.S. residents from MTurk.
Participants read five scenarios about people
failing to take a required action: failing to ap-
pear for court, failing to pay an overdue bill,
failing to show up for a doctor’s appointment,
failing to turn in paperwork for an educational
program, and failing to complete a vehicle
emissions test.
There are many ways in which a court ap-

pearance differs from, say, a doctor’s appoint-
ment. Presumably, few people want to go to
court, whereas people willingly make doctors’
appointments. There are also stiff penalties for
failing to appear for court, less so for other
failures. And the hassles involved in attending
a court appearance might be greater than the
hassles involved in other actions. We attemp-
ted to control for all of these differences in our
scenarios. Scenarios followed a similar tem-
plate. Participants imagined that a person was
required to take an action in 60 days. They
were told that this person does not want to
take the action, but will face a penalty for
failing to do so. Participants then read that
the person did not take the required action.

They then answered questions about why they
thought the person failed to take action and
what they think should be done to make sure
that other people take the required action.

Laboratory experiment 4

We recruited 304 U.S. residents from MTurk.
All participants read the same background in-
formation about summonses in New York City
as in laboratory experiment 1, with additional
text explaining that arrest warrants are issued
for missing court (and defendants are warned
about this), along with the base rate of failures
to appear.
Participants were randomly assigned to one

of three conditions. In the intentional condi-
tion, after reading the background informa-
tion, participants responded to this question:
“What is one reason why people might pur-
posely skip their court appearance?” In the
mistake condition, participants responded to
this question: “What is one reason why people
might accidentally miss their court appear-
ance?” In the control condition, participants
were not prompted to write anything. All par-
ticipants then answered the following ques-
tion: “What do you think should be done to
make sure that other people show up for their
court date?” Response options were: “Increase
the penalty for failing to show up.” “Send re-
minders to people about their court dates.”
“Make sure that court dates are easy to notice
on the tickets/summonses forms issued.”

Laboratory experiment 5

We recruited criminal justice experts to partic-
ipate between 29 June 2020 and 10 July 2020
from several professional listservs. We received
145 complete responses (with an additional
49 partial responses). Our analyses only focus
on complete responses.
After the first two parts of the experiment

(described above), participants then completed
several demographics questions, mostly related
to their profession: what state or territory they
worked in, their current role, the number of
years they have been in that role, the kind of
court they work in (if applicable), and how
many defendants they observe failing to ap-
pear for court (if applicable). They were also
asked their gender and ethnicity. Among peo-
ple who completed the survey, 84 were prose-
cutors, 26were defense attorneys, 7were police
officers, 7 were judges, and 21 had another
profession related to criminal justice.
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METABOLIC GENOMICS

Resource conservation manifests in the genetic code
Liat Shenhav1,2* and David Zeevi1*†

Nutrient limitation drives competition for resources across organisms. However, much is unknown about
how selective pressures resulting from nutrient limitation shape microbial coding sequences. Here,
we study this “resource-driven selection” by using metagenomic and single-cell data of marine microbes,
alongside environmental measurements. We show that a significant portion of the selection exerted
on microbes is explained by the environment and is associated with nitrogen availability. Notably, this
resource conservation optimization is encoded in the structure of the standard genetic code, providing
robustness against mutations that increase carbon and nitrogen incorporation into protein sequences.
This robustness generalizes to codon choices from multiple taxa across all domains of life, including
the human genome.

N
itrogen and carbon are major limiting
factors in many ecosystems, with recent
studies linking their availability to core
genomic properties (1, 2). In low-nitrogen
environments, there is a strong A+T bias

in nucleotide sequences, smaller genome sizes,
and a lower incorporation of nitrogen-rich side
chains into proteins (3–5). Opposite trends
have been shown for carbon limitation (2),
and indeed, nitrogen and carbon concentra-
tions are typically inversely correlated (6). Thus,
recent studies propose a purifying selective
pressure associated with resource conserva-
tion (2, 3, 5), which we term “resource-driven
selection.”
Resource-driven selection postulates that

mutations resulting in excess incorporation of
nutrients such as nitrogen and carbon are dis-
favored. However, not all mutations have the
same effect on protein sequences, because of
constraints imposed by the pattern of codon
assignments in the standard genetic code (here-
inafter, the structure of the genetic code). The
genetic code, common to virtually all of life on
earth, can mitigate the effects of mistransla-
tion errors and point mutations (7), specifical-
ly those leading to radical changes in amino
acids. This error minimization is prominent
among theories regarding the origin of the ge-
netic code (8–11), which propose that the code
evolved through selection to minimize poten-
tial adverse effects of mutations on protein
structure and function (12–14). To quantify
code optimality, some theories provide struc-
turally informed amino acid metrics on the
basis of hydropathy and stereochemistry [e.g.,
the polar requirement (PR) scale (11) and hydro-
pathy index (15)]. To our knowledge, an opti-

mization of nutrient conservation in the genetic
code has not been studied thus far.

Results
Widespread purifying selection in the
marine environment

To comprehensively characterize how coding
sequences of marine microbes are affected by
resource availability, we first downloaded 746
samples from the Tara Oceans consortium (n =
136) (16), bioGEOTRACES (n = 480) (17), and
the Hawaii Ocean time series (HOT; n = 68)
and Bermuda Atlantic time series (BATS; n =
62) (17) (fig. S1A) (18). We then devised a com-
putational pipeline that calculates selection
metrics from these marine metagenomic sam-
ples (fig. S1B). We aligned reads to the Ocean
MicrobiomeReferenceGeneCatalog (OM-RGC)
(16), a database of genes from marine envi-

ronments that is accompanied by functional
information. We searched for single-nucleotide
polymorphisms (SNPs) in genes that had suf-
ficient high-quality coverage (fig. S1B) (18). Over-
all, we found 71,921,864 high-confidence SNPs
(18), in a total of 1,590,843 genes.
To quantify purifying selection on different

gene functions, we annotated genes from the
OM-RGC database using either KEGG orthol-
ogy groups (KOs) (19) or eggNOG orthologous
groups (OGs) (18, 20). Using called SNPs, we
calculated for each orthologous group and
in each sample the ratio of nonsynonymous
polymorphisms to synonymous polymorphisms
(pN/pS) (18). Across all samples, we found pN/
pS ratios to be close to zerowith an average of
0.074 in eggNOGOGs [confidence interval (CI),
0.072 to 0.075] (fig. S1C) and 0.079 in KEGG
KOs (CI, 0.077 to 0.080) (fig. S1D), indicating
purifying selection across the marine environ-
ment. To corroborate the validity of calculating
selection metrics from metagenomic samples,
we compared nonsynonymous mutations lead-
ing to “conservative” amino acid substitutions
with those leading to “radical” substitutions and
found conservative mutations to be signifi-
cantly more common (permutation test, P <
0.0001) (21).

Resource-driven selection apparent across
marine microbial genes

On the basis of recent studies (2–5), we hy-
pothesized that nutrient availability is a cen-
tral driver of this purifying selection. We thus
considered environmentalmeasurements taken
alongside each sample, including depth, water
temperature, salinity, and concentrations of
nitrate, nitrite, oxygen, phosphate, and silicate
(fig. S2, A to H) (18).
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Fig. 1. Analysis of pN/pS ratios reveals resource-driven selection. (A) Variance of eggNOG OG pN/pS
explained by the environment in the LMM (red) (18) compared with the same data with shuffled labels
(blue). The box plot lines show median values, the boxes show interquartile ranges, and whiskers show
5th and 95th percentiles. (B) Similar data presentation as in (A), for KEGG KO pN/pS. P values were
determined with the Wilcoxon signed-rank test. (C) Box plot of variance in pN/pS explained by the
environment in the LMM in the 100 lowest (left) and 100 highest (right) expressed KEGG KOs. P values
were determined with the Mann-Whitney U test.



These measurements presented consistent
correlation patterns with the pN/pS ratios of
many KEGG and eggNOG orthologs (fig. S3).
However, as they are also correlated with each
other (fig. S2I), we cannot accurately estimate
their individual effects. We therefore used a
linear mixed model (LMM) with variance com-
ponents (18) to estimate the fraction of var-
iance in pN/pS ratios (dependent variable) that
is explained by the environment (random ef-
fect), while controlling for the correlation struc-
ture between the environmental parameters.
We term the fraction of variance in pN/pS
ratios explained by resource availability the
environmental explained variance (EEV) (18).
Across both KEGG and eggNOG orthologs, a
significant fraction of the variance in pN/pS
can be attributed to the environment (Mann-
Whitney U test, P < 10−16) (Fig. 1, A and B, and
fig. S4, A and B), with nitrate being more
strongly correlated with pN/pS ratios than any
other environmental parameter (Kolmogorov-
Smirnov test, P < 10−30 for all comparisons)
(fig. S5). Examining typical DNA mutations
and amino acid substitutions in nitrate-rich
versus nitrate-poor environments, we found
that environmental nitrate is associated with
specific changes to both DNA and protein se-
quences, favoring lower nitrogen incorpora-
tion into protein sequences when nitrate is
scarce (21).
This association between environmentalmea-

surements and the magnitude of purifying se-
lection is significant even after controlling for
potential confounders such as time or effective
population size (Mann-WhitneyU test,P< 10−16)

(fig. S4, C and D) (21), as well as in specific
environmental niches (Mann-Whitney U test,
P < 10−20) (fig. S6) (21). Additionally, these re-
sults were replicated using benchmarking data
of assembled genomes fromuncultivated single
cells from three dominant lineages of the sur-
faceocean (SAR-11, SAR-86, andProchlorococcus)
(fig. S4, E to G) (21, 22). These validations dem-
onstrated that the association between selec-
tive pressure and environmental conditions is
robust to both data type and selection metric
and is not confounded by population prop-
erties and clade-specific metabolism.

Environmental association is stronger in
resource-consuming genes

With nitrate being the environmental factor
most strongly associated with pN/pS, we and
others hypothesize that mutations that in-
crease the nitrogen requirements of cells are
selected against, especially in nitrogen-limited
conditions (3, 5, 23). This implies stronger
purifying selection in highly expressed genes
(3, 4), where one DNAmutation could trans-
late to thousands of proteins, each consuming
more resources (illustrated in fig. S7). We thus
used an expression dataset for marine micro-
bial genes (24) to rank KEGG KOs by their
mean expression (18). The 100 most highly
expressed KEGG KOs had a significantly
higher EEV than the 100 least-expressed ones
(Mann-Whitney U test, P < 10−9) (Fig. 1C and
fig. S8). We replicated these results using
single-cell data pertaining to specific bacterio-
plankton lineages (Mann-Whitney U test, P <
10−7). Additionally, we found that genes encod-

ing extracellular proteins, i.e., for resources ex-
creted from the cell that cannot be recycled,
had significantly higher EEV than other gene
groups (Mann-WhitneyU test,P<0.05) (fig. S9)
(18). This higher EEV for resource-consuming
genes further strengthens our results regarding
the breadth of resource-driven selection.

Resource conservation as an optimization
mechanism in the genetic code

We observed selection against DNAmutations
which result in excess incorporation of nutri-
ents, such as nitrogen and carbon, into pro-
teins. However, mutations are constrained by
the structure of the genetic code, which mini-
mizes the impact of pointmutations on protein
structure and function (12–14). We hypothe-
sized that the genetic code also minimizes the
impact of point mutations on nutrient incor-
poration into proteins. Specifically, the genetic
code acts as a buffer between DNA, where mu-
tations occur, and proteins, where resource-
driven selection is exerted.
We thus defined, for each element e (e.g.,

carbon, nitrogen), a function quantifying the
cost of a single mutation as the added num-
ber of amino acid atoms resulting from it.
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Fig. 3. Optimization for carbon and nitrogen is not
confounded by hydropathy. (A) Hydropathy of
different amino acids, depicted along their positions
in the standard genetic code. (B, top) Histograms of
ERMCs in 1 million random permutations of the
genetic code for hydropathy. (Bottom) Histograms of
ERMCs for nitrogen (left) and carbon (right) for the
subset of hypothetical genetic codes with ERMCs
lower than the standard genetic code for hydropathy.
P values were determined with a permutation test.

Fig. 2. Resource conservation is facilitated by the genetic code. (A) Nitrogen (left), carbon (center), and
oxygen (right) content of different amino acids, depicted along with their positions in the standard genetic
code. (B) Histograms of the ERMC in 1 million random permutations of the genetic code for nitrogen (blue),
carbon (black), and oxygen (red). The black and yellow bars mark the ERMCs of the standard genetic
code for each of the elements. P values were determined with a permutation test.
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For example, a missense mutation from co-
don CCA to CGA results in an amino acid
substitution from proline to arginine, with an
increase of one carbon and three nitrogen
atoms, setting the nitrogen cost of such a mu-
tation to 3 and the carbon cost to 1 (Fig. 2A).
We calculated, for nitrogen, carbon, and

oxygen, the expected random mutation cost
(ERMC) for the standard genetic code. This
calculation considered the abundance of co-
dons, calculated from all marine samples;
the transition probability between codons,
estimated using the abundance of all single-
nucleotide mutations (e.g., for the mutation
changing GCA to CCA, we use the abundance
of G-to-C transversions); and the cost func-
tion, i.e., the number of atoms of each element
added after mutation (18). For the standard
genetic code, and also for codon abundances
and mutation rates calculated for marine mi-
crobes, we report ERMC values of 0.44, 0.16,
and 0.16 for carbon, nitrogen, and oxygen,
respectively, corresponding to an average in-
crease of this number of atoms per random
mutation (Fig. 2B).
To check if the standard genetic code, along

with codon abundances and mutation rates,
is indeed robust to resource-consuming muta-
tions, we compared it with other hypothetical
codes. We simulated alternative genetic codes
by randomizing the first and second position
in all codons 1 million times, to create a null
distribution of ERMC (18). We found that the
standard genetic code, common to most life
forms, is parsimonious in terms of carbon and
nitrogen utilization, given a random mutation.
This is marked by a significantly low ERMC
for nitrogen (ERMCN P = 0.014) (Fig. 2B) and
carbon (ERMCC P = 0.012), but not oxygen
(ERMCO P = 0.87).
We compared the extent of robustness against

addition of carbon or nitrogen to protein se-
quences with the robustness against amino
acid changes that may affect protein structure
and function, as extensively reported (12–14).
We calculated ERMC for changes in hydropa-
thy (15) and polar requirement (PR) (11), both
of which are structurally informed amino acid
properties used to determine code error mini-
mization (18). We found that these optimiza-
tionmechanisms are of a similarmagnitude of
significance as those for nitrogen and carbon
conservation (ERMCPR P = 0.014; ERMChyd

P = 0.015) (fig. S10, C and D) (18).
We then devised a hierarchical model to

examine the subset of genetic codes (out of
1 million hypothetical codes tested) that have
a lower ERMC than the standard code for PR
or hydropathy, and we tested whether this
subset is also optimized for nitrogen or car-
bon (18). If nutrient optimization is separate
from structural optimization, we would expect
the standard code to be optimized for car-
bon and nitrogen, even in comparisons with

this subset, with significantly lower ERMCN and
ERMCC values. Of the 15,223 hypothetical codes
that have a hydropathy ERMC (ERMChyd)
lower than the standard code, only 270 have a
lower ERMCN (P = 0.019) (Fig. 3 and fig. S10E)

and only 249 have a lower ERMCC (P = 0.021)
(Fig. 3 and fig. S10E). Similarly, of the 13,729
hypothetical codes that have an ERMCPR lower
than the standard code, only 83 have a lower
ERMCN (P = 0.006) (fig. S10F), and only 442
have a lower ERMCC (P = 0.037) (fig. S10F).
This is in contrast with the observed overlap
between hydropathy and PR: out of the 15,223
hypothetical codes that have an ERMChyd lower
than the standard code, 6736 have a lower
ERMCPR (P = 0.44) (fig. S10E). These results
indicate that the detected carbon and nitro-
gen optimization is not confounded by pre-
viously reported optimization properties such
as hydropathy and PR.
Remarkably, only 128 out of 1 million ran-

domized genetic codes were better than the
standard code in conservation of nitrogen and
carbon together (ERMCCN P = 1.3 ×10−4) (fig.
S10, G and H). This number is significantly
smaller than the number of hypothetical codes
expected to have both a lower ERMCC and
ERMCN (chi-square test of independence, P =
0.0013) (table S1). This is possibly driven by a
small overlap between the positions of high-
nitrogen and high-carbon amino acids. This
property of the standard code potentially en-
ables concurrent optimization for both carbon
and nitrogen. These results highlight a new
optimization principle of the genetic code that
is of similar magnitude—and independent of—
previously proposed principles.

The genetic code facilitates resource
conservation across kingdoms

To show that the resource robustness of the
genetic code was not limited to our dataset,
we calculated the ERMC of 187 strains of ma-
rine microbes in the genera Prochlorococcus
and Synechococcus. We computed codon abun-
dances and mutation rates using published
protein-coding sequences (1) and the accepted
transition:transversion rate of 2:1 (18, 25). We
identified significant conservation of carbon,
nitrogen, and both elements combined (ERMCC
mean, P = 0.013 and P = 0.020; ERMCN mean,
P = 0.049 and P = 0.032; ERMCCN P = 0.0004,
P = 0.0007 for Prochlorococcus and Synechococ-
cus, respectively) (fig. S11A).
To explore whether this nutrient conserva-

tion optimization in the genetic code extends
across organisms, we performed a similar cal-
culation using codon abundances from 39 or-
ganisms across all domains of life, including
all human protein-coding sequences and a
range of transition:transversion rates (18). Sim-
ilarly to marine microbes, we found that the
genetic code is optimized in terms of resource
utilization for all tested organisms, and it is
marked by a significantly lower ERMC for ni-
trogen and carbon combined, across all tran-
sition:transversion rates (P < 0.01) (Fig. 4).
Moreover, we found significant optimization
even in the theoretical case where all codon
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Fig. 4. The genetic code is optimized for
resource conservation across organisms. Heat-
map of ERMCCN P values across 39 organisms
and 11 transition:transversion rates. Organisms in
each group are ordered by the GC content of their
coding sequences.
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abundances are the same (P < 0.01) (fig. S11B).
The codon abundances of a great majority of
organisms also demonstrate significantly lower
ERMC values for nitrogen (fig. S11C) and
carbon (fig. S11D), for a wide range of tran-
sition:transversion rates. These results indi-
cate that resource optimization in the genetic
code transcends taxonomy, codon choices,
and mutation rates.

Resource conservation may bias codon usage

We examined all amino acids encoded by co-
dons with adenine in the first position, focus-
ing on codonusage of the amino acid threonine.
We note that a C-to-G transversion in the sec-
ond position for codons ACT and ACC yields
serine (AGT and AGC, respectively), but the
samemutation for codons ACA and ACG yields
arginine (AGA and AGG) (Fig. 5A, inset). Argi-
nine has higher carbon and nitrogen contents
than serine. We thus hypothesized that for a
cell to conserve nutrients in case of a random
mutation, codons ACT and ACC should have a
higher abundance than codons ACA and ACG,
respectively, given a known genomicGC bias.We
examined codon usage in 187 Prochlorococcus
and Synechococcus strains and found signifi-
cantly higher use of ACT than of ACA (Wilcoxon
signed-rank test, P < 10−20) (Fig. 5A) and signif-
icantly higheruse ofACC thanofACG (Wilcoxon
signed-rank test, P < 10−20) (Fig. 5A). Similarly,
the isoleucine codon ATT had a higher abun-
dance than ATA (Wilcoxon signed-rank test,
P < 10−20) (Fig. 5A). These results point to re-
source conservation as a central driving force
in guiding codon usage and thereby affecting
not only protein sequence but also cellular
translation efficiency.

Structural principles drive optimization in the
genetic code
Codons of the nitrogen-rich amino acids his-
tidine, glutamine, asparagine, lysine, and argi-
nine span only two nucleotides in their first
position and two in their second position. We
define this organization to be a “square” ar-
rangement and hypothesize that it amplifies
nitrogen conservation (Fig. 5B) (18). Specifi-
cally, in the square arrangement, some codons
require at least two mutations to increase the
number of nitrogen atoms (e.g., those coding
for alanine and valine). This is in contrast to
other hypothetical arrangements, including
a “diagonal” one in which nitrogen-rich amino
acid codons span all possible nucleotides in
the first and second positions (Fig. 5B) (18).
On the basis of these results, it seems that
the diagonal arrangement would be nutrient-
wasteful, as a single mutation in the first or
second codon position could increase the
nitrogen content of a protein. We generated
10,000 hypothetical codes, with 220 arrange-
ments embodying a square structure and 127
embodying a diagonal one. Compared with all
other possible arrangements, the square ar-
rangements present a significantly lower ERMCN,
whereas diagonal arrangements exhibit a sig-
nificantly higher ERMCN (Mann-Whitney
U test, P < 10−10 for both) (Fig. 5B). This indi-
cates that resource optimization in the stan-
dard code is driven by structural principles,
perhaps underlying the optimization observed
across kingdoms.

Discussion

Here, we characterized and quantified the se-
lective forces exerted by nutrient availability

on protein-coding genes in marine environ-
ments. We provide a data-driven, population-
level perspective and show that resource-driven
selection is a ubiquitous force.We further show
that a significant portion of DNA mutations
may not result in increased nutrient incor-
poration into protein sequences, owing to
the pattern of codon assignments in the ge-
netic code.
In light of these results, we hypothesize that

resource-driven selection is equally exerted on
all parts of the protein-coding gene. This sets it
apart from selection tomaintain the structural
integrity of a protein or the function of its ac-
tive site, both of which occur predominantly in
structurally important regions (26). Thus, ac-
counting for resource-driven selection may
improve the identification of alternative trans-
lation start sites, alternatively spliced introns,
or readthrough stop codons, as intermittently
translated regions of the proteinmay be under
weaker resource-driven selection than are con-
stitutively translated ones (27).
Our results showing that the genetic code

optimizes nutrient conservation are in line
with theories sporting an early fixation of an
optimal genetic code, suggesting selection for
error minimization (10, 28). Nevertheless, the
genetic code is also near-immutable, as evi-
dent in heterotrophic eukaryotes, which as
net nitrogen producers still harbor a nitrogen-
conservative code. This implies that the ge-
netic code can be viewed as a buffer between
the evolutionary forces of mutation and selec-
tion, the former occurring in DNA sequences
and the latter predominantly in proteins. In
the case of nutrient conservation, many DNA
mutations do not result in the incorporation
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Fig. 5. Structural properties and codon usage bias underlying optimality in
the genetic code. (A) Violin plot of codon usage among 187 species of
Prochlorococcus and Synechococcus, showing significant preference of threonine
codons ACT and ACC compared with ACA and ACG and of isoleucine codon ATT
compared with ACA. P values were determined with the Wilcoxon signed-rank

test. (B) ERMCN values for square arrangements (left) and diagonal arrange-
ments (right) (18), compared with all other arrangements (center) out of 10,000
hypothetical arrangements. The box plot lines show median values, the boxes
show interquartile ranges, and whiskers show 5th and 95th percentiles. P values
were determined with the Mann-Whitney U test.
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of additional nutrients into proteins and are
thus not selected against, which may allow
more “freedom” for fitness gradients to explore
the mutation space.
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PALEONTOLOGY

Enigmatic amphibians in mid-Cretaceous amber
were chameleon-like ballistic feeders
Juan D. Daza1*, Edward L. Stanley2, Arnau Bolet3,4, Aaron M. Bauer5, J. Salvador Arias6,
Andrej Čerňanský 7, Joseph J. Bevitt8, Philipp Wagner9, Susan E. Evans10

Albanerpetontids are tiny, enigmatic fossil amphibians with a distinctive suite of characteristics,
including scales and specialized jaw and neck joints. Here we describe a new genus and species of
albanerpetontid, represented by fully articulated and three-dimensional specimens preserved in
amber. These specimens preserve skeletal and soft tissues, including an elongated median hyoid
element, the tip of which remains embedded in a distal tongue pad. This arrangement is very similar to
the long, rapidly projecting tongue of chameleons. Our results thus suggest that albanerpetontids
were sit-and-wait ballistic tongue feeders, extending the record of this specialized feeding mode by
around 100 million years.

T
he extinct amphibian clade Albanerpe-
tontidae is currently represented by
five genera spanning a period of more
than 165million years, from theMiddle
Jurassic (1) to the Early Pleistocene (2),

and a geographical range from North America
(3, 4) through Europe (5) and central Asia
(6) to Japan (7). To date, the only records from
a southern (Gondwanan) continental mass,
albeit marginal, are fromMorocco (8, 9). Most
of albanerpetontid records comprise jaws and
sculptured frontal bones (5), althoughCretaceous
localities [in Spain and Italy (1, 10, 11) and
Japan (7)] have yieldedmore substantive mate-
rial, somewith associated soft tissue showing the
presence of dermal scales (10). Originally classi-
fied as salamanders (11, 12), albanerpetontids
are now considered a distinct lineage (10, 13).
Nonetheless, many questions remain as to the
anatomy, lifestyle, and relationships of these
unusual amphibians.
Here we describe a new genus and species

of albanerpetontid from the amber deposits of
Myanmar. The material includes a complete
three-dimensional adult skull, a tiny juvenile
skeleton originally identified as a putative stem-
chameleon (14), andapartial adult postcranium.
The exquisite preservation of both skeletal re-
mains and soft tissues reveals important clues

about the morphological and ecological char-
acter of these enigmatic amphibians.

Systematics

Amphibia Linnaeus 1758. Albanerpetontidae Fox
&Naylor 1982. Yaksha perettii gen. et sp. nov.
lSID urn:lsid:zoobank.org:pub:0C8EC7C5-
66D4-4144-917D-5BFA3704EFA4.Etymology:
The generic name is derived fromYaksha, a type
of mythical spirit in Eastern belief systems,
guardian of natural treasures hidden in the
earth or tree roots. The specific epithet recog-
nizes Adolf Peretti, director of the Peretti Mu-
seumFoundation andGemResearch Swisslab
(GRS), who discovered the fossil and has con-
ducted fieldwork and humanitarian projects
in Myanmar for the past 10 years.Holotype:
PerettiMuseumFoundation, Switzerland,GRS-
Ref-060829 (15), a complete articulated skull
(Figs. 1, A and G to N; 2, A and B; and 3).
Paratype: JZC Bu154 (16) [Fig. 1, B to F; figs.
S2 and S3; and figure 2K in Daza et al. (14)],
James Zigras Collection, juvenile specimen,
housed at the American Museum of Natural
History, New York, USA. Referred material:
PerettiMuseumFoundation, Switzerland, GRS-
Ref-27746 (17), partial postcranial skeleton (fig.
S5). Locality and horizon: GRS-Ref-060829
(holotype) andGRS-Ref-27746 (referredmate-
rial) were ethically sourced from the Hukaung
Valley, near Tanaing Township, Myitkyina Dis-
trict, Kachin Province, Myanmar, and legally
exported (materials and methods section S1.1
in the supplementary materials). The juvenile
paratype, JZC Bu154, is recorded as being
from ~100 kmwest of theMyitkyina District.
Amber from these mines has been dated as
early Cenomanian, ~99million years ago (Ma),
using U-Pb isotopes (18). Diagnosis for
genus and species: A genus and species of
albanerpetontid distinguished by the follow-
ing combination of character states: paired
robust premaxillae with a dorsal boss, wide
lateral lingual buttress, and elongate vertical
suprapalatal pits (Fig. 3, A to C); posteriorly

bifurcate parietals bounding cranial fenestra-
tions anteriorly and medially (Fig. 3, D and
E); triangular frontal with long broad-based
internasal process, frontal anteroposterior
lengthequal tomaximumanteroposterior length
of parietal (Fig. 3, F to H), prefrontal facets ex-
tendingposterior tomidlengthof frontal,weakly
developed midventral crest, and ventrolateral
crests that meet in ventral midline; medium-
length parietal postorbital processes sculptured
in their proximal half; separate prefrontal and
lacrimal bones; nasal excluded from narial mar-
gin; trifurcate unpaired vomer; dentition show-
ing size heterodonty anteriorly, resulting in
sinuous occlusal surface; and small body size
(supplementary text section S2.1, “Differential
diagnosis”).

Description

The holotype (GRS-Ref-060829) is the first
fully articulated three-dimensional skull of
an albanerpetontid (Fig. 1, A and G to N, and
supplementary text S2.2). It is 12.18 mm in
overall length (snout tip to occiput), giving
an estimated snout-to-pelvis length (SPL) of
52 mm [based on the proportions of Celtedens
ibericus (10)]. The newly discovered Myanmar
skull reveals the presence of epipterygoids [mis-
interpreted in the Japanese Shirerpeton (7)]
that form an integral part of the jaw suspen-
sion; a complete braincase with ossification
of the pila antoticae; a palate with a large, open
pyriform fossa undivided by a median para-
sphenoid rostrum; a trifurcated unpaired vomer,
with paired palatines and pterygoids, all lack-
ing teeth; and a long median hyoid “entoglossal”
process (not homologous with that of lizards).
There are no ossified ceratobranchial elements.
GRS-Ref-060829 also preserves remnants of
the original soft tissues, notably the anterior
tongue pad, into which the tip of the entoglossal
process is embedded, and parts of the eyelids,
palatal fascia, and jaw musculature.
The juvenile specimen, JZC Bu154 (Fig. 1, B

to F, and supplementary text S2.3), establishes
the presence of a four-digit manus, uncertain
in other articulated specimens (1, 10), and curved
ungual phalanges covered by claw sheaths. GRS-
Ref-27746 (fig. S5 and supplementary text S2.4)
demonstrates that the tripartite pelvis (pubis,
ischium, and vertical ilium) was supported by
two sacral ribs (unlike the single sacral rib typ-
ically found in lissamphibians). Moreover, the
vertical iliac blade, like that of chameleons,
suggests a deep pelvis that may have allowed
the legs to be angled ventrally for climbing.

Phylogenetic position

Most albanerpetontid species are represented
by isolated bones, and data matrices for the
group rely mainly on frontal and jaw character
states. We ran an analysis using the most com-
prehensive recent data matrix (7, 19). In their
possession of dorsal cranial fenestrae, Yaksha
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most closely resembles the older (120 Ma)
Japanese Shirerpeton (7), but the phyloge-
netic analysis placed Yaksha as the sister taxon
to Shirerpeton and either a clade of derived
Albanerpeton species (Fig. 4A) or Albanerpeton
nexuosum. Both Yaksha and Shirerpeton are
thus nested within Albanerpeton as currently
defined. However, we support the view that the
single genus Albanerpeton, extending from the
mid-Cretaceous of North America [~100 Ma
(3)] to the Early Pleistocene of Italy [~2 Ma
(2)], requires revision and subdivision (7),
with the name Albanerpeton restricted to
the type species, A. inexpectatum, and those
Cenozoic species that consistently group close-
ly with it (Fig. 4, supplementary text S3.1, and
figs. S6 to S11).
As the relationships of albanerpetontids to

extant amphibians (Lissamphibia), and the
wider relationships of lissamphibians to fossil

amphibians, are currently debated, we updated
the coding for albanerpetontids, based on Yaksha,
into four recent data matrices (20–23). Depend-
ing on the matrix used, albanerpetontids were
placed (i) as sister to Batrachia (frogs and
salamanders) within lepospondyls (20), (ii) as
stem-Lissamphibia (22), (iii) nested within Liss-
amphibia (21), or (iv) nested in a clade compris-
ing derived lepospondyls and lissamphibians
(23). Nevertheless, all analyses placed albaner-
petontids either as stem- or crown-group Lissam-
phibia (Fig. 4, C to F). Frustratingly, the new
data provided no resolution to the lepospondyl
versus temnospondyl origin hypotheses (23, 24)
(supplementary text S3.2 and figs. S13 to S16).

Biological implications

The paratype of Yaksha (JZC Bu154) was pre-
viously identified as a stem-chameleon (14),
mainly on the basis of the long entoglossal

hyoid process. In chameleons, this hyoid ele-
ment is embedded in the base of the tongue,
surrounded by collagenous sheaths (25) and a
circular accelerator muscle (26). Contraction
of the muscle, enhanced by an elastic storage-
and-release effect from the wrapping sheaths
(25, 27), propels the tongue and entoglossal
process out of the mouth, extending the tongue
at speeds of up to 500 m/s and to a distance
of at least a body length (25). An analogous
mechanism exists in some plethodontid sal-
amanders: as the tongue extends, the entire
hyoid apparatus is folded into a bundle of
cartilaginous rods that is projected out of the
mouth again by circular protractor muscles
(27, 28). The entoglossal process of Yaksha [and
other albanerpetontids (1)] is embedded into
the remnant of the tongue pad (Fig. 2B), which
suggests that albanerpetontids also had a ballis-
tic feeding strategy (fig. S1), plausibly using a
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Fig. 1. Holotype and paratype of Y. perettii. Holotype GRS-Ref-060829 (A andG to I) and paratype JZC Bu154 (B to F). High-resolution computed tomography (HRCT) of the
paratype with segmented bones [(C) to (F)]; the holotype with jaw articulated [(G) to (I)]; the holotype with all bones segmented and jaw removed (J to L); and the jaw
of the holotype, with close-up of the mandibular symphysis (M and N). Lateral [(D), (F), (G), and (J)], dorsal [(C), (H), (K), (M), and (N)], and ventral [(E), (I), and (L)] views.
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similar combination of circular muscles and
wrapping collagen. This interpretation of Yaksha
as a chameleon analogmay help to explain some
of the specialized features of albanerpetontids,
including the complex neck and jaw joints, the
long curved unguals covered in claw sheaths
(fig. S3), and the large forward-looking or-
bits. We therefore interpret Yaksha (and all
albanerpetontids) as a sit-and-wait predator,
living on or around trees, and using a ballistic
tongue to catch small invertebrates. In external
appearance, albanerpetontids probably resem-
bled tiny lizards more than salamanders.
There is a corollary to this interpretation

of albanerpetontids as ballistic feeders. Most
lissamphibians use a combination of lung
breathing and cutaneous respiration. Lacking

rib-mediated ventilation, these amphibians in-
flate their lungs by buccal pumping, using the
hyoid apparatus to raise and depress the floor of
the mouth (12). Plethodontid salamanders are
lungless and rely on cutaneous gas exchange;
this freed the hyoid apparatus from its constraints
(29), permitting modification for specialized
tongue feeding. By analogy, this respiratorymode
must also apply to albanerpetontids, given their
derived hyoid anatomy. Although the posses-
sion of scales might seem contradictory, studies
on scaled caecilians have revealed some ca-
pacity for cutaneous gas exchange (30). For
miniaturized amphibians such as albanerpe-
tontids, it may have been sufficient.
The paratype of Yaksha (JZC Bu154) has a

skull one-fourth the size of that of the mini-

aturized adult specimen of Yaksha. In amphib-
ians, miniaturization is frequently coupled with
direct development (31). The diminutive para-
type of Yaksha may therefore indicate that
albanerpetontids lacked a free-living larva.
Yaksha provides considerable new mor-

phological, functional, and phylogenetic data
for this enigmatic Jurassic-Pleistocene clade.
Albanerpetontids are revealed as specialized,
sit-and-wait terrestrial predators, combining
lifestyle features of miniaturized chameleons
and plethodontid salamanders and extend-
ing the history of ballistic tongue feeding by
~100 Ma, given molecular divergence estimates
dating the origins of crown chameleons (32)
and plethodontids (33) to the Late Cretaceous
or Paleocene.
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Fig. 2. Comparison of skeletal components in three tetrapods with ballistic tongues. Holotype of Y. perettii (GRS-Ref-060829) showing the preserved soft tissue (pink),
including the tongue in lateral (A) and ventral (B) views. Diffusible iodine-based contrast-enhanced computer tomographies (DiceCT) of a leaf litter chameleon [Brookesia
sp. UADBA:herps:15550 (34)] in lateral (C) and ventral (D) views. DiceCT of lungless salamander [Bolitoglossa porrasorum UF156522 (35)] in lateral (E) and ventral (F) views.
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Fig. 3. Isolated elements of the holotype skull of Y. perettii (GRS-Ref-060829). Fused (or tightly paired) premaxillae (A to C), parietal (D and E), frontal
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Fig. 4. Phylogenetic relation-
ships of albanerpetontids
calibrated against age and
chronophylomorphospace using
the dataset for albanerpetontids.
(A) Phylogenetic relationships
of albanerpetontids with geograph-
ical distribution plotted against
time. (B) First and second principal
components (PC1 and PC2) explain
35.5 and 23.8% of the total
variance, respectively. Note the
position of purported members of
the genus Albanerpeton in separate
clades and regions of the morpho-
space. The tree was dated using the
“equal” method, but an alternative
tree dated under the “mbl” method
is also provided in the supplemen-
tary materials. s.l., sensu lato; s.s.,
sensu stricto. (C to F) Alternative
positions recovered for Albanerpe-
tontidae in relation to lissamphibians
using different data matrices: (C)
(25), (D) (26), (E) (27), and
(F) (28).
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CORONAVIRUS

Epidemiology and transmission dynamics
of COVID-19 in two Indian states
Ramanan Laxminarayan1,2,3, Brian Wahl3,4, Shankar Reddy Dudala5, K. Gopal6, Chandra Mohan B7,
S. Neelima8, K. S. Jawahar Reddy9, J. Radhakrishnan10, Joseph A. Lewnard11,12*

Although most cases of coronavirus disease 2019 (COVID-19) have occurred in low-resource countries, little
is known about the epidemiology of the disease in such contexts. Data from the Indian states of Tamil Nadu and
Andhra Pradesh provide a detailed view into severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
transmission pathways and mortality in a high-incidence setting. Reported cases and deaths have been
concentrated in younger cohorts than would be expected from observations in higher-income countries, even
after accounting for demographic differences across settings. Among 575,071 individuals exposed to 84,965
confirmed cases, infection probabilities ranged from 4.7 to 10.7% for low-risk and high-risk contact types,
respectively. Same-age contacts were associated with the greatest infection risk. Case fatality ratios spanned
0.05% at ages of 5 to 17 years to 16.6% at ages of 85 years or more. Primary data from low-resource countries
are urgently needed to guide control measures.

S
evere acute respiratory syndrome corona-
virus 2 (SARS-CoV-2), the virus that causes
coronavirus disease 2019 (COVID-19), has
spread rapidly around the world since
emerging in Wuhan, China, in late 2019

(1). Our current understanding of COVID-19
comes largely from disease surveillance and
epidemiologic studies undertaken during the
early phases of the pandemic in China (1–3)
and in the high-income countries of Europe
(4, 5) andNorth America (6–8). However,most
confirmed cases of COVID-19 have now
occurred in low- and middle-income coun-
tries (LMICs), where a substantial proportion
of individuals may be at increased risk of se-
vere outcomes and face barriers to accessing
quality health services (9–11). Although multi-
ple modeling studies have sought to assess
how COVID-19 might affect individuals and
communities in such settings (12–14), almost
no primary studies of the transmission dy-
namics and clinical outcomes of COVID-19 in
LMICs are available to validate these models
and inform intervention strategies (15).

More than 1.3 billion people are at risk of
SARS-CoV-2 infection in India, where concerns
over COVID-19 have prompted large-scale
containment strategies at the national, state,
and local levels (16). The country’s first known
COVID-19 case, documented on 30 January 2020,
was an Indian national evacuated from China
(17). Andhra Pradesh and Tamil Nadu are two
states in the south of India whose 127.8 million
residents collectively account for about 10%
of the country’s total population. Although
they are not the wealthiest states in India,
Andhra Pradesh and Tamil Nadu are among
the states with the largest health care work-
forces and public health expenditures per
capita, and are known for their effective pri-
mary health care delivery models (18–20).
Both states initiated rigorous disease surveil-
lance and contact tracing early in response to
the pandemic. Procedures include syndromic
surveillance and SARS-CoV-2 testing for all
individuals seeking care for severe acute res-
piratory illness or influenza-like illness at
health care facilities; delineation of 5-km “con-
tainment zones” surrounding cases for daily
house-to-house surveillance to identify indi-
viduals with symptoms; and daily follow-up
of all contacts of laboratory-confirmed or sus-
pected COVID-19 cases, with the aim of test-
ing these individuals 5 to14 days after their
contact with a primary case, irrespective of
symptoms, to identify onward transmission
(21, 22). We analyzed comprehensive surveil-
lance and contact-tracing data from these
programs in an effort to understand trans-
mission dynamics and clinical outcomes of
COVID-19 in South India, and to provide in-
sights into control of SARS-CoV-2 in similar
LMIC settings.

Expansion of SARS-CoV-2

In India, surveillance of COVID-19was initiated
with airport screening for severe acute respi-

ratory infection, especially for travelers from
China. Tamil Nadu further instituted thermal
and clinical screening at land borders with
other states on 4 March 2020. Nationwide,
testing was initially prioritized for sympto-
matic individuals with history of travel or con-
tact with a confirmed COVID-19 case within
the previous 14 days, and was expanded to in-
clude all symptomatic individuals and asymp-
tomatic contacts of confirmed cases in states
between 20 and 28 March 2020. We detail the
timeline of changes in surveillance practices at
federal and state levels in the supplementary
materials.
TamilNaduandAndhraPradesheachrecorded

their first laboratory-confirmed COVID-19 cases
on 5 March. Under-ascertainment of cases
during March and early April was likely due
to limited testing availability and testing
algorithms. The proportion of tests yield-
ing positive results peaked at 39.7% in Tamil
Nadu and 33.5% in Andhra Pradesh on 30 and
31 March 2020, respectively, when the daily
number of tests performed was low in the
two states (range, 379 to 469 tests; Fig. 1).
Throughout early April, increases in the number
of tests performed daily coincidedwith a reduc-
tion in the proportion of tests yielding positive
results. Our analyses include data collected
through 1 August, at which time Tamil Nadu
and Andhra Pradesh had identified 263,330 and
172,209 cases, respectively (table S1). (Because
testing and contact tracing constitute routine
public health activities, data collectionwas not
governed by an institutional review board.)
The earliest clusters of locally acquired cases

emerged in March in Chennai and surround-
ing coastal districts of eastern Tamil Nadu. Of
all districts, Chennai ultimately experienced
the highest cumulative incidence of COVID-19,
totaling 102,199 cases (204.6 per 10,000 pop-
ulation) by 1 August 2020. An outbreak begin-
ning on 28 April caused 1142 cases by 15 May
in the adjoining districts of Ariyalur, Cuddalore,
Perambalur, and Villuppuram in Tamil Nadu;
thereafter, few cases were identified in these
districts until early June (fig. S1). Although lim-
ited in March and April, incidence in southern
districts of Tamil Nadu surrounding Madurai
increased during June and reached rates com-
mensurate with incidence in the northern dis-
tricts of Chennai, Kancheepuram, andTiruvallur
by 1 August, with one to four new positive de-
tections per 10,000 population daily. Similar
increases in incidence occurred throughout
all districts of Andhra Pradesh in June, where
the numerical and geographic extent of cases
remained limited during April andMay despite
similar levels of testing relative to Tamil Nadu.
Statewide estimates of the time-varying re-

production number Rt, describing the num-
ber of secondary infections that each infected
individual would be expected to generate (23),
declined from a range of 1.7 to 3.0 in Tamil
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Nadu and 1.4 to 4.3 in Andhra Pradesh over
the period 10 to 23 March to a range of 1.0 to
1.3 in both states by the third week of the ini-
tial countrywide lockdown (fig. S3). Expansions
in testing over this same period, however, are
likely to bias analyses of changes in Rt over time
(24). Estimates of Rt held in the range 1.1 to
1.4 from 15 May onward within both states,
although incidence trajectories differed over
time by district (fig. S1), likely reflecting changes
in both the uptake and enforcement of social
distancing interventions as well as the effec-
tiveness of contact-tracing efforts.

Contact tracing

Contact-tracing efforts in the states reached
3,084,885knownexposed contacts of confirmed

cases by 1 August 2020 (table S2); individual-
level epidemiological data on cases and con-
tacts, as well as laboratory test results, were
available from 575,071 tested contacts of 84,965
confirmed cases. Traced contacts tended to be
younger and were more often female than their
linked index cases (table S3). Additionally, test-
positive individuals identified through contact
tracing were, on average, 1.3 years (bootstrap
95% confidence interval, 1.1 to 1.5 years) youn-
ger and 4.5% (3.7 to 5.4%) less likely to bemale
than the overall population of COVID-19
cases in the two states (table S4). Because
studies in other settings have shown the
risk of symptomatic disease to be higher
among older age groups and among males
(25), these findings may indicate the identifi-

cation of less-severe infections through active
case finding.
The mean number of contacts tested per

index case was 7.3 (interquartile range, 2 to 9),
and 0.2% of index cases were linked to >80
tested contacts (range, 1 to 857; Fig. 2A). Num-
bers of contacts tested varied by district, and
the geographic distribution of index cases in-
cluded in our analyses did not necessarily re-
flect the geographic distribution of all reported
cases (table S5). No positive contacts were
identified for 70.7% of index cases for whom
reliable contact-tracing data, including test
results, were available (Fig. 2A). The distribu-
tion of the number of positive contacts linked
to each index case was heavily right-skewed,
andweestimatedanegativebinomialdispersion

Laxminarayan et al., Science 370, 691–697 (2020) 6 November 2020 2 of 7

A  Incidence through 31 May, 2020

Chennai

Perambalur

Ariyalur

Kancheepuram

Tiruvallur

Kurnool

Villuppuram

Cuddalore

Tirunelveli

Toothukudi

Krishna

Guntur

Anant

B  Incidence 1−30 June, 2020

apur

Tiruvannamalai

Vellore

Prakasam

YSR (Kadapa)

Nellore

Chittoor

Ramanathapuram

Madurai

Tiruchirappali

Sivagangai

Tiruvarur

Salem

Coimbatore

West

Godavari

Theni

Srikakulam

C  Incidence 1−31 July, 2020

Nilgiris

Krishnagiri

Dharmapuri

Virudhunagar

Karur

Dindigul

East

Godavari

Visakhapatnam

Vizianagaram

Kanyakumari

0.01

0.1

1

10

100

New cases
per 10,000

Tamil Nadu

Andhra Pradesh

0
1

10

100

1000

10,000

D
ai

ly
 c

as
es

D  Daily cases by state

1 M
ar

22
 M

ar

12
 A

pr

3 M
ay

24
 M

ay

14
 Ju

n
5 J

ul

26
 Ju

l
0

1

10

100

D
ai

ly
 d

ea
th

s

F  Daily deaths by state

1 M
ar

22
 M

ar

12
 A

pr

3 M
ay

24
 M

ay

14
 Ju

n
5 J

ul

26
 Ju

l
0.0001

0.001

0.01

0.1

1

10

100

E
ve

nt
s 

pe
r 1

04

G  Cumulative incidence and mortality by state

1 M
ar

15
 M

ar

29
 M

ar

12
 A

pr

26
 A

pr

10
 M

ay

24
 M

ay
7 J

un

21
 Ju

n
5 J

ul

19
 Ju

l

Cases

Deaths

0.01
0.1

1
10

100

Te
st

s 
(1

03 )

E  Daily testing ramp−up

Po
s.

 (%
)

0

10

20

30

40

1 M
ar

22
 M

ar

12
 A

pr

3 M
ay

24
 M

ay

Fig. 1. Incidence over time and across districts in Tamil Nadu and Andhra
Pradesh. (A to C) Red shading of regions on the choropleth map indicates higher
incidence over each period: 1 March to 31 May 2020 (A), 1 to 30 June 2020 (B),
and 1 to 31 July 2020 (C). Districts are plotted according to 2019 administrative
boundaries and do not reflect the recent bifurcation of Tirunelveli, Villuppuram,
Vellore, and Chengalpattu districts. (D) Cases detected each day in each state
(points) and 7-day moving averages (lines). Cases are aggregated by testing
date; data are plotted in blue and lavender for Tamil Nadu and Andhra Pradesh,
respectively, for all figure panels. (E) Diagnostic tests conducted each day (top)

and the proportion of tests yielding positive results (bottom) for the period
March through May 2020, when districts reported comprehensive testing
information to the state governments. Points and lines indicate daily counts and
7-day moving averages, respectively. The high proportion of positive tests from
late March to mid-April, while case number remained relatively stable, may
indicate a period during which cases were undercounted because of limited
testing capacity. (F) Daily deaths in the two states. Points and lines indicate daily
counts and 7-day moving averages, respectively. (G) Cumulative incidence (solid
lines) and mortality (dashed lines) per 10,000 population.
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parameter for the distribution of the number
of infected contacts traced to each index
case of 0.51 (95% confidence interval, 0.49 to
0.52). On average, 9.2 contacts were tested
for each index case with ≥1 contact identified,
as compared to 5.7 contacts tested for each index
case without positive contacts identified

(two-sided bootstrap P < 0.001; fig. S4). Al-
though our analysis is limited in that it does
not necessarily capture all secondary infections
(e.g., among contacts who were not reported),
these observations are consistent with the pres-
ence of superspreading related to differences
in individual contact patterns (26).

Assuming that test-positive contacts were
infected by the index case to whom they were
traced, we estimated that the overall secondary
attack rate (or risk of transmission from an
index case to an exposed contact) was 10.7%
(10.5 to 10.9%) for high-risk contacts, who
had close social contact or direct physical
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Fig. 2. Analyses of contact-tracing data for 575,071 tested contacts of
84,965 infected individuals from whom test results were available,
together with individual-level detailed epidemiological data on exposed
contacts and index cases. (A) Left: Distribution of the number of contacts
traced for each index case in Tamil Nadu and Andhra Pradesh, binning
values ≥80 (0.2%). Right: Number of positive contacts traced from each index
case. The inset shows the cumulative attributable proportion of secondary
infections (y axis) associated with quantiles (x axis) of the distribution of the
number of positive contacts traced per index case; percentiles 0 and 100 indicate
index cases with the fewest and the most positive contacts identified, respec-
tively. (B) Adjusted estimates from Poisson regression models addressing
the proportion of female and male contacts with a positive result among those

who were known to be exposed to female and male index cases; models
further control for case and contact age groups (interacted) and for state. We
stratify for high-risk and low-risk contacts, as defined in table S6. Points and
lines indicate mean estimates and 95% confidence intervals. (C) Proportion
of contacts with a positive test result stratified by case and contact age,
for high-risk and low-risk contacts. At right, contour plots indicate the proportion
of exposed contacts with a positive test result by case and contact age for all
contacts and high-risk contacts on a choropleth scale; see table S8 for raw
counts. Positive test results among tested, exposed contacts are interpreted
as evidence of probable transmission from the index case. Also plotted
are the age distributions of index cases for all infected contacts and for
infected high-risk contacts.
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contact with index cases without protective
measures, and 4.7% (4.6 to 4.8%) for low-risk
contacts, who were in the proximity of index
cases but did not meet these criteria for high-
risk exposure (tables S6 and S7). Data on ex-
posure settings, available for 18,485 contacts
of 1343 index cases, revealed considerable dif-
ferences in transmission risk associated with
differing types of interaction. Secondary attack
rate estimates ranged from 1.2% (0.0 to 5.1%)
in health care settings to 2.6% (1.6 to 3.9%) in
the community and 9.0% (7.5 to 10.5%) in the
household. Among 78 individuals with high-risk
travel exposures—defined as close proximity to
an infected individual in a shared conveyance
for ≥6 hours—we estimated a secondary attack
rate of 79.3% (52.9 to 97.0%).
Whereas secondary attack rate estimates

did not differ considerably with respect to
the sex of cases and their contacts (Fig. 2B),
analyses stratified by case and contact age
identified the highest probability of transmis-
sion, given exposure, within case-contact pairs
of similar age (Fig. 2C and table S8). These pat-
terns of enhanced transmission risk in similar-
age pairs were strongest among children aged
0 to 14 years and among adults aged ≥65 years,
and may reflect differences in the nature of
intragenerational and intergenerational social
and physical interactions in India (27). None-
theless, the greatest proportion of test-positive
contacts within most age groups were exposed
to index cases aged 20 to 44 years (Fig. 2C, fig.
S5, and table S8). Serological surveys in other
settings have demonstrated that case-based
surveillance may lead to underestimation of
SARS-CoV-2 infection prevalence among chil-
dren (28, 29); therefore, it remains crucial
to establish whether the role of children in
transmission is underestimated in studies
such as ours using case-based surveillance
to identify index infections.

Mortality among COVID-19 cases

In a subcohort of 102,569 cases in Tamil Nadu
and 22,315 cases in Andhra Pradesh who tested
positive at least 30 days before the end of the
study follow-up period, the overall case fatal-
ity ratio was 2.06% (1.98 to 2.14%; Fig. 3). Age-
specific estimates ranged from 0.05% (0.012
to 0.11%) at ages 5 to 17 years to 16.6% (13.4 to
19.9%) at ages ≥85 years. Risk of death was
higher among male cases than among female
cases overall, and the magnitude of this differ-
ence widened in the oldest age groups. Higher
mortality in older age groups and among males
has similarly been observed in high-income
settings (1–7, 30–32).
Half of the cases ascertained before death

in Tamil Nadu and Andhra Pradesh succumbed
within ≤6 days of testing (interquartile range,
3 to 12 days), and 1042 fatal cases (18.2% of
5733 observed) were identified either ≤24 hours
before death or posthumously. Our estimates

of time to death in Tamil Nadu and Andhra
Pradesh are below what has been observed in-
ternationally: In the United States, median time
to death from the date of hospital admission
was 13 days (8), and the World Health Organi-
zation estimated that time to death after onset
of symptoms could range from 2 to 8 weeks on
the basis of data from China (33). Our obser-
vations likely indicate that a substantial pro-
portion of patients in Tamil Nadu and Andhra
Pradesh are diagnosed late in their disease
course, although differences in patients’ health
status, health care systems capacity, and ap-
proaches to end-of-life care may also contrib-
ute to variation in time to death.
In a survival analysis of the full cohort, mor-

tality by 1 August 2020 was independently as-
sociated with older age, with stepwise increases
in the adjusted hazard ratio of time to death
for each successive age group besides children
aged 0 to 4 years, consistent with our estimates
of the case fatality ratio (Fig. 3). Additional pre-
dictors of mortality included being male [ad-
justed hazard ratio, 1.62 (1.52 to 1.73) compared
with being female], receipt of a test early in the
epidemic [0.87 (0.72 to 1.07) for being tested
between 1 May and 30 June, 0.74 (0.61 to 0.91)
for being tested between 1 July and 1 August,
both relative to testing between 1 March and
30 April], and state of residence [1.08 (1.01 to
1.16) for residents of Tamil Nadu compared
with those in Andhra Pradesh].
Among decedents in the two Indian states,

the most prevalent comorbid conditions were
diabetes (45.0%), sustained hypertension (36.2%),
coronary artery disease (12.3%), and renal dis-
ease (8.2%; table S9). Although prevalence of
any comorbidity was highest among decedents
at older ages, this pattern differed across con-
ditions; diabetes was most prevalent among
decedents aged 50 to 64 years, and liver dis-
ease and renal disease were most prevalent in
fatal cases at ages 0 to 17 years and 18 to 29 years,
respectively. At least one comorbid condition
was noted among 62.5% of fatalities, in com-
parison to 22% of fatalities in the United States
as of 30 May 2020 (34).

Epidemiological comparison
to high-income settings

Cases in Tamil Nadu and Andhra Pradesh
showed a younger age distribution than cases re-
ported in theUnited States as of 21 August 2020
(Fig. 4) (35). Comparisonof cumulativeCOVID-19
incidence across ages showed that the observed
differences surpassed expectations based on
population age distributions alone, as signaled
by the absence of parallel trends in age-specific
incidence (table S10). Although lower across
all age groups in Tamil Nadu and Andhra
Pradesh in comparison to the United States,
age-specific COVID-19 incidence increased
sharply in both settings between the 5- to
17-year and the 18- to 29-year age groups.

Whereas incidence declined steadily at ages
older than 30 to 39 years in the two Indian
states, incidence increased at ages of ≥65 years
in the United States.
In the two Indian states, only 17.9% of COVID-

19 deaths occurring on or before 1 August 2020
were among individuals aged ≥75 years, com-
pared with 58.1% of COVID-19 deaths in the
United States (Fig. 4 and table S10). Age-specific
COVID-19 mortality was lower in Tamil Nadu
and Andhra Pradesh than in the United States,
consistent with the lower reported incidence
of disease.AlthoughCOVID-19mortality trended
upward across ages in the two Indian states,
mortality plateaued at ages of ≥65 years, in
contrast to observations in the United States
where COVID-19mortality reached 69.6 deaths
per 10,000 individuals aged ≥85 years; this ob-
servation was consistent with the relatively
lower incidence of disease at the oldest ages
within the two Indian states.

Discussion

Our findings, based on comprehensive surveil-
lance and contact-tracing data from the Indian
states of Tamil Nadu and Andhra Pradesh, pro-
vide insight into the epidemiology of COVID-19
in resource-limited populations. Our analysis
suggests substantial variation in individuals’
likelihood of transmitting: No secondary in-
fections were linked to 71% of cases whose
contacts were traced and tested. Although the
role of children in transmission has been de-
bated (36, 37), we identify high prevalence of
infection among children who were contacts
of cases around their own age; this finding of
enhanced infection risk among individuals
exposed to similar-age cases was also appar-
ent among adults. School closures and other
nonpharmaceutical interventions during the
study period may have contributed to reduc-
tions in contact among children. Nonetheless,
our analyses suggest that social interactions
among children may be conducive to trans-
mission in this setting. Last, our analyses of
fatal outcomes reveal an overall case fatality
ratio of 2.1%. Even though our estimates of
age-specific case fatality ratios are similar to
those in other settings, such comparisons are
limited by uncertainty in the proportion of
infections ascertained as cases (30, 38). Lower
relative incidence of COVID-19 among older
adults in Tamil Nadu and Andhra Pradesh has
contributed to stark differences in the overall
case fatality ratio and age distribution of dece-
dents relative to observations in the United
States and other high-income countries (32).
Several factors may contribute to our obser-

vation of limited COVID-19 incidence and mor-
tality among older adults in Tamil Nadu and
Andhra Pradesh. Imperfect surveillance systems
may have contributed to under-ascertainment
of cases among older adults, although this cir-
cumstance is unexpected given strong public
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and clinical awareness of COVID-19 and the
predisposition of older adults to severe disease.
Case-based surveillance may likewise under-
estimate attack rates among younger adult age
groups in high-income settings (28, 29). It is
plausible that stringent stay-at-home orders
for older Indian adults, coupled with delivery
of essentials through social welfare programs
and regular community health worker interac-
tions, contributed to lower exposure to infec-
tion within this age group in Tamil Nadu and
Andhra Pradesh. Our finding may also reflect
survivorship bias if older adults in India are at
disproportionately low risk for SARS-CoV-2
infection relative to the general population—
for instance, as a result of higher socioeconomic
status (39). Life expectancy at birth is 69 years
in India, versus 77 years in China, 79 years in
the United States, and 83 years in Italy and
South Korea (40); as such, socioeconomic fac-
tors distinguishing individuals who survive to

old age from the general population are likely
more pronounced in India than in higher-income
settings with longer average life expectancies
(41, 42).
Prospective testing of a large sample of

exposed individuals through integrated active
surveillance and public health interventions
in Tamil Nadu and Andhra Pradesh provided
an opportunity to characterize secondary at-
tack rates as a function of both case and con-
tact age, identify risk factors for transmission,
and account for deaths outside of health care
settings—a limitation of mortality surveillance
in other settings (30, 43, 44). However, several
limitations should be considered. The contact-
tracing data analyzed included only 20% of all
reported cases as index cases and represented
only 19% of all contacts traced; case-finding
efforts further varied by district and over time
within Tamil Nadu and Andhra Pradesh. Con-
tacts who complete testing and supply per-

sonal information to tracing teams may not
have been representative of the full popula-
tion. Another limitation was the lack of data
on timing of exposure and onset of symptoms
in relation to testing dates; this necessitated
assumptions about the identification of true
index cases. More robust temporal data would
reduce the dependence on such assumptions,
provide greater insight into the directionality
of transmission, and reduce risk for misclas-
sification of infection status among contacts
with positive or negative results at the time of
testing (45, 46). The lack of temporal data also
prevented us from estimating several epide-
miologic parameters of interest. Current esti-
mates of both the incubation period (~4 to
6 days) and the serial interval (~3 to 5 days)
come from China (1, 47–51). Several factors
can modify the incubation period of respi-
ratory viral infections, including the route of
acquisition, the infectious dose, and the period
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A  Predictors of time to death

Exposure Adjusted hazard ratio
(95% Conf. int.)

Age group

Sex

Date of testing

State

0−4 years
5−17 years
18−29 years
30−39 years
40−49 years
50−64 years
65−74 years
75−84 years
85+ years

Female
Male

March 1 to April 30
May 1 to June 30
July 1 to August 1

Andhra Pradesh
Tamil Nadu

Ref.

Ref.

Ref.

Ref.

0.044 (0.016, 0.094)
0.021 (0.010, 0.034)
0.041 (0.033, 0.051)

0.12 (0.11, 0.14)
0.34 (0.31, 0.37)

2.50 (2.34, 2.68)
3.60 (3.28, 3.95)
4.64 (3.95, 5.44)

1.62 (1.52, 1.73)

0.87 (0.72, 1.07)
0.74 (0.61, 0.91)

1.08 (1.01, 1.16)

B  Case fatality ratios

Age group Case fatality ratio (95% Conf. int.), %
All cases Males Females

0−4 years
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18−29 years
30−39 years
40−49 years
50−64 years
65−74 years
75−84 years
85+ years
All ages

0.16 (0, 0.36)
0.054 (0.012, 0.11)

0.16 (0.11, 0.20)
0.50 (0.42, 0.58)
1.31 (1.16, 1.45)
3.82 (3.58, 4.06)
9.58 (8.93, 10.3)
13.0 (11.7, 14.4)
16.6 (13.4, 19.9)
2.06 (1.98, 2.14)

0.20 (0, 0.50)
0.022 (0, 0.07)

0.15 (0.097, 0.21)
0.54 (0.44, 0.66)
1.45 (1.26, 1.65)
4.34 (4.01, 4.67)
11.5 (10.6, 12.5)
16.0 (14.1, 17.9)
20.5 (16.1, 25.1)
2.38 (2.27, 2.49)

0.11 (0, 0.35)
0.093 (0, 0.20)

0.16 (0.09, 0.24)
0.41 (0.29, 0.55)
1.05 (0.84, 1.28)

3 (2.66, 3.35)
6.67 (5.77, 7.60)
8.56 (6.8, 10.4)
11.1 (7.14, 15.6)
1.56 (1.45, 1.67)
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Fig. 3. Mortality among confirmed COVID-19 cases. (A) Adjusted hazard
ratios for mortality by 1 August 2020 estimated via Cox proportional hazards
models including all confirmed cases. Exposures designated “Ref.” indicate the
referent group for hazard ratio calculation. (B) Absolute case fatality risk
estimates obtained via bootstrap resampling of individuals with confirmed

infection by 1 July 2020. (C to E) Survival probabilities by age within this cohort
over the 30-day period after testing, plotted for all cases (C), male cases (D),
and female cases (E). Blue-to-red coloration aligns with younger-to-older age
group, for strata as defined in the above tables. Age bins were selected on the
basis of reporting of U.S. COVID-19 surveillance data (Fig. 4).
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of exposure to infected cases (52). The serial
interval between successive infections is
expected to be lower in high-transmission
settings. Data allowing estimation of these
parameters for SARS-CoV-2 in LMICs are
needed to inform quarantine policies and other
epidemic response efforts. Some true positives
might have been misclassified as a result of
imperfect test sensitivity, particularly among
contacts tested as few as 5 days after exposure
to a confirmed case. Imperfect test sensitivity
has been attributed to inadequate sample col-
lection procedures and low viral load in the
upper respiratory tract, particularly for pre-
symptomatic or asymptomatic cases (53). This
limitation could lead to an overall underesti-
mate of transmission risk within case-contact
pairs. Finally, although comorbidity data col-

lected as part of COVID-19 mortality surveil-
lance revealed clinical and epidemiological
attributes of fatal cases, the fact that such data
were not collected for all diagnosed cases pre-
vented inference of the contribution of comor-
bidities to fatal outcomes.
Surveillance and contact tracing are crit-

ical components of an effective public health
response to COVID-19 (54, 55). In our study,
data generated by these activities within two
states of South India provided key insights
into the local epidemiology and transmis-
sion dynamics of SARS-CoV-2 without com-
peting with emergency response activities for
limited resources—a high priority in many
LMICs where health workers and diagnos-
tic equipment are already in short supply (15).
Similar studies are necessary to inform the

successful adoption of epidemic control mea-
sures in low-resource settings globally.
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Fig. 4. Demographic comparison of populations, cases, and deaths for Tamil Nadu and Andhra Pradesh
versus the United States. (A) Age distribution of the population of Tamil Nadu and Andhra Pradesh (blue)
against that of the U.S. population (purple) for comparison; underlying data are shown in table S10. Estimates are
census extrapolations for the year 2020 in both settings. (B) Age distribution of cases. (C) Cumulative
incidence of COVID-19 by age. (D) Age distribution of deaths. (E) Cumulative COVID-19 mortality by age. Data
for the United States include all cases and deaths reported by 21 August 2020 (35).
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Large-area low-noise flexible organic photodiodes for
detecting faint visible light
Canek Fuentes-Hernandez*, Wen-Fang Chou, Talha M. Khan, Larissa Diniz, Julia Lukens,
Felipe A. Larrain, Victor A. Rodriguez-Toro, Bernard Kippelen*

Silicon photodiodes are the foundation of light-detection technology; yet their rigid structure and
limited area scaling at low cost hamper their use in several emerging applications. A detailed
methodology for the characterization of organic photodiodes based on polymeric bulk heterojunctions
reveals the influence that charge-collecting electrodes have on the electronic noise at low frequency.
The performance of optimized organic photodiodes is found to rival that of low-noise silicon
photodiodes in all metrics within the visible spectral range, except response time, which is still
video-rate compatible. Solution-processed organic photodiodes offer several design opportunities
exemplified in a biometric monitoring application that uses ring-shaped, large-area, flexible, organic
photodiodes with silicon-level performance.

E
merging applications such as context-
aware optical sensing, touchless inter-
active computing, wearable biometric
monitoring, biomedical imaging, dis-
tributed ionizing-radiation detection,

and others (1, 2) would benefit from photo-
detectors with mechanical properties and
form factors (e.g., shapes and sizes) that
are not physically possible or economically
viable with silicon photodiodes (SiPDs). SiPDs
remain the photodetector technology of choice
for detecting ultraviolet, visible, or near-infrared
light because of their high performance and
relatively low cost. Noise equivalent power
(NEP), defined as the optical power (fopt )
producing a signal-to-noise ratio (SNR) of one,
is the key measurable metric that quantifies

the performance of a photodiode (PD). Be-
cause a PD’s performance varies with its area
(APD) and measurement bandwidth (B), the
specific detectivity, D� ≡

ffiffiffiffiffiffiffiffiffiffiffi
APDB

p
=NEP, is used

to compare performance. Higher D* values
indicate an increased ability to detect fainter
light.
Although small-area low-noise SiPDs (e.g.,

Hamamatsu S1133-01) exhibit white noise–
limited specific detectivity (D�

wn) values of
~1013 cm·Hz1/2 W−1 (NEPwn of ~10 fW) in the
visible and near-infrared spectral ranges,
area scaling (e.g., >0.1 cm2) requires stringent
manufacturing control of crystal defects to
maintain high D* values over increasingly
large areas (3). To overcome existing trade-offs
between performance, area, shape, circuit
complexity, power consumption, and cost of
photodetectors, PDs using organic molecules
(2, 4), metal-halide perovskites (4), and in-
organic nanocrystals and quantum dots (4)
are being investigated.

Emerging PDs with extrapolated D* values
similar to those of SiPDs have been reported
(4, 5), but their accuracy is in question because
the NEP is seldom measured and the validity
of approximationsmade to extrapolateD* values
is often overlooked (6). This has hindered pro-
gress, given the lack of clarity about the physical
principles guiding PD optimization, and makes
a comparison of their performance challenging.
For instance, because the root mean square
electronic noise current (Irms) is seldom mea-
sured, injection-blocking layers (2, 4, 7, 8),
geometry (i.e., increase photoactive layer thick-
ness) (9–11), and morphological optimization
(12) have been studied in the past to reduce the
dark current density (Jdark) of organic PDs
(OPDs) because it was assumed to be propor-
tional to Irms. Despite reports of D* values of
~1012 cm·Hz1/2 W−1 or larger, Jdark values in
OPDs remain in the range of hundreds of
picoamperes per square centimeter, and their
shunt resistance (Rp) values in the range of a
few gigaohms (8, 10, 11, 13), still orders of
magnitude away from values found in low-
noise SiPDs (e.g., Jdark is a few picoamperes
per square centimeter, and Rp is hundreds of
gigaohms; Hamamatsu S1133-series). Despite
considerable advances in material develop-
ment, OPDs that use an injection-blocking
layer and a poly(3-hexylthiophene) (P3HT):
indene-C60 bis-adduct (ICBA) photoactive layer
remain among the best-performing OPDs,
with measured NEP values of 800 fW (D* ~
1011 cm·Hz1/2 W−1 at B = 1 Hz) (8). In this
work, we conducted detailed measurements
on P3HT:ICBA OPDs using indium tin oxide
(ITO)/polyethylenimine ethoxylated (PEIE)
(14) and MoOx/Ag electrodes (i.e., without
injection-blocking layers) that achieve a level
of performance in the visible spectral range
that is statistically comparable to that of state-
of-the-art low-noise SiPDs (Hamamatsu S1133,
e.g., NEP~200 fWandD* ~2×1012 cm·Hz1/2W−1

at B = 1.5 Hz), except response time, which is
~35 ms and remains video-rate compatible.
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Fig. 1. Comparison of SiPD and
OPD performance. (A) OPD
geometry. (B) Measured spectral
responsivity. EQE, external quantum
efficiency. (C) Measured irradiance-
dependent photocurrent and
responsivity. LDR, linear dynamic
range. (D) Measured rms noise
current, NEP, and specific detectivity
box plots (N represents the number
of data points). Max, maximum;
Min, minimum.



These large-area flexible OPDs can have su-
perior design possibilities and performance
to detect faint visible light, as demonstrated
in photoplethysmography (PPG) experiments,
a commonly used technique for wearable
biometric monitoring.
A detailed methodology to characterize PDs

(materials and methods) in the dark (fig. S1)
and under illumination (fig. S2) enabled a
statistically relevant comparison of the per-
formance of S1133 SiPDs and OPDs (Fig. 1).
S1133 SiPDs are comparable to S1133-01 SiPDs
but have a color filter that yields similar
spectral responsivity [ℜðlÞ] to that of OPDs
(Fig. 1B).
First, the photocurrent, IphðfoptÞ, in SiPDs

was measured at 525 nm to derive ℜðfoptÞ ≡
IphðfoptÞ=fopt and the NEP from signal-to-
noise [SNR ¼ IphðfoptÞ=Irms ] measurements
(fig. S2). Figure S2A shows current transients
at different fopt values with Irms of 36 fA.
Figure S2B shows that an interpolation of
SNR values from these transients around
unity yielded anNEP of 211 fW, different from
an extrapolated NEPex of 131 fW, which was
calculated by extrapolating IphðfoptÞ to the
Irms value following the slopeℜmeasured at
higher fopt (as typically reported) (fig. S2C).
This discrepancy arises becauseℜ is no longer
constant as fopt → NEP (fig. S2D), an effect
that may be related to photocurrent losses due
to charge trapping (6). Multiple identical mea-
surements yielded awidedistributionof ℜðfoptÞ

values as fopt → NEP (fig. S2E). Figure 1C
shows themedian and 25 to 75% percentiles of
the IphðfoptÞ and ℜðfoptÞ distributions, yield-
ing ℜðϕopt > 1 pW; 525 nmÞ ¼ 0:275 AW�1 ,
in agreement with data in Fig. 1B. However,
for fopt < 1 pW, the width of the ℜðfoptÞ dis-
tribution increases, whereas its median de-
creases as fopt→NEP.
Noise measurements under the same ex-

perimental conditions on three SiPDs yielded
a median Irms of 24 fA (fig. S2F). Median Irms

andℜðfopt > 1 pWÞ values yielded a NEPex of
87 fW, leading to a large error when com-
pared with the median NEP of 174 fW deter-
mined from multiple measurements (Fig. 1D,
middle). AmedianD* (B = 1.5 Hz) value of 2.1 ×
1012 cm·Hz1/2 W−1 is derived from NEP mea-
surements (Fig. 1D, bottom). Figure S3 sup-
ports these measurements by showing that a
0.98-gigaohm resistor yields a median Irms of
5.1 fA, in agreement with the thermal noise
current (Ithermal ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kBTBR�1

p

q
¼ 5:0 fA with

B = 1.5 Hz, where kB is the Boltzmann constant
and T is temperature).
Similar measurements in OPDs (Fig. 1C and

fig. S2H) yielded larger variations of ℜðfoptÞ
than those in SiPDs. Figure 1D (top) shows the
distribution of Irms values (N = 104 for six
devices) (fig. S2I), with a median of 37 fA. The
distribution of NEP values in OPDs has a
median of 230 fW that is different fromNEPex =
136 fW (Fig. 1D, middle). The median D* in
OPDs has a similar value (1.8 × 1012 cm·Hz1/2

W−1) to that in S1133 SiPDs (Fig. 1D, bottom),
thereby demonstrating a statistically compa-
rable level of performance within the visible
spectral range. Furthermore, fig. S4 shows
that champion OPDs yielded an NEP as low
as 63 fW and D* as high as 8 × 1012 cm·Hz1/2

W−1 at 600 nm, similar to peak D* values in
S1133-01 SiPDs. Table S1 summarizes the per-
formance parameters.
We now discuss the origins of these small

Irms and NEP values in OPDs. The low mea-
surement bandwidth in these experiments
suggests that the spectral noise character-
istics are dominated by “pink” or 1/f noise,
where f is frequency. The thermal noise and
the shot noise that dominate at higher fre-
quencies in the so-called white-noise region
could not be measured directly because their
values are below the noise floor of our equip-
ment. However, their magnitude could be
estimated from the values of the shunt re-
sistance (Rp) and reverse saturation current
density (J0) of a PD.Measured JdarkðV Þ, where
V is voltage, values in SiPDs and OPDs were
fitted to the equivalent circuit model de-
scribed by Prince (15, 16) (P-model in Fig. 2A).
The P-model reduces to the well-known
Shockley diode model (S-model, noted as

SM): JSM;darkðV ;TÞ ¼ J0 exp qV
nidkBT

� �
� 1

h i
(17)

in the limit Rp → ∞ (and Rs → 0). In these

models, J0 arises from charge-carrier genera-
tion and recombination in the dark, and nid
is the diode ideality factor, with a value de-
termined by the type of charge-carrier re-
combination process that dominates in the
dark (18, 19).
Figure 2A shows a fit to JdarkðV Þ, in SiPDs

using values of J0 = 5 pA cm–2, nid = 1.05, and
Rp = 786 gigaohm. A large Rp in SiPDs allows
JdarkðV Þ → JSM;darkðV Þ as V → 0 V (fig. S5);
that is, JdarkðV Þ approaches its thermody-
namic limit but is never strictly equal to J0
(fig. S6) because it arises from JSM,dark and
a leakage current V ðRpAPDÞ�1 . Although a
leakage current may arise from the combi-
nation of multiple phenomena, e.g., charge
transport along grain boundaries or electronic
defects across the photoactive layer, thismodel
only includes those that depend linearly on V.
Using J0 and Rp values, a thermal noise power
spectral density, Sthermal = 4kBTRp

–1, of 2.1 ×
10−32 A2 Hz−1, and a shot-noise power spectral
density at 0 V, Sshot-diode = 4qJ0APD (20, 21), of
2.2 × 10−31 A2 Hz−1, were calculated, yielding a
white-noise rmscurrent, Irms,white-noise = (Sthermal +
Sshot-diode)

1/2B1/2, of 0.6 fA (B = 1.5 Hz). As shown
in Fig. 2B, white-noise contributions to Irms

are negligible compared with “other noise”
(Irms,other) contributions, presumably attributed
to “pink” noise.
InOPDs, reproducible JdarkðV Þcharacteristics

(fig. S7) enabled accurate estimation of Rp

and J0 values through detailed temperature-
and optical power–dependent studies, ana-
lyzed by using the P-model (fig. S8). Figure 2A
and figs. S6 and S8 show that quantitative
agreement was obtained with values of J0 =
1.2 pA cm–2, nid = 1.515, and Rp = 217 gigaohms
at T = 297 K. Figure S8E shows that a charge-
transfer state energy ECT of 1.31 ± 0.05 eV,
derived from these experiments, is in agree-
ment with values estimated (22) from the
spectral characteristics of Iph (fig. S8F) and
with previously reported values (23). As in
SiPDs, in these OPDs JdarkðV Þ → JSM;darkðV Þ,
as V → 0 V (Fig. S6).Rp and J0 values yielded
a Sthermal of 7.5 × 10−32 A2 Hz−1 and Sshot-diode of
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Fig. 2. Steady-state dark current density and
electronic noise characteristics in SiPDs and
OPDs. (A) Voltage-dependent dark current density.
Exp., experimental. (B) Comparison of modeled and
measured rms noise currents under reverse bias.

Fig. 3. Temporal response characteristics in
SiPDs and OPDs. (A) Load resistance–dependent
10 to 90% rise and fall response times.
(B) Frequency-dependent normalized responsivity
at 525 nm.
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8.8 × 10−32 A2 Hz−1, leading to an Irms,white-noise

of 0.5 fA (B = 1.5 Hz) and, therefore, to noise
characteristics dominated by Irms,other (Fig. 2B).
At higher-frequency bandwidths, Irms,white-noise

values lead to an extrapolated white noise–
limitedNEPex,wn of ~2 fWanda D�

ex;wn of (1.58 ×
B1/2) × 1014 cm·Hz1/2 W−1 for OPDs and, in
agreement with reported values, NEPex,wn of
7 fW andD�

ex;wn of (4 × B1/2) × 1013 cm·Hz1/2W−1

for SiPDs.
Next, we investigated the photocurrent dy-

namics of OPDs in response to a light pulse by
measuring the voltage drop across a load re-
sistor (Rload). These measurements yielded a
response time of 35 ± 10 ms, independent of
Rload for values smaller than 1 kilohm (Fig. 3A)
and of applied electric field up to −32 V mm–1

(fig. S9). In this range, the resistance times
capacitance (RC) time constant does not limit
the OPD response time. As discussed in the
supplementarymaterials, because the electric-
field distribution in thick OPDs can be in-
homogeneous (24), what transport mechanism
limits the response time at this point is unclear.
By contrast, and consistent with their data
sheet, the response time of SiPDs is dom-
inated by the RC time constant (Fig. 3A). De-
spite slower response times, OPDs still achieve
a −3-dB responsivity bandwidth of 15 kHz
(Fig. 3B), making them video-rate compati-
ble and well suited for biometric monitoring
and other applications that require sub-kHz
detection of faint optical signals. In such ap-
plications, OPDs will operate at frequencies
dominated by Irms,other. Whereas Irms,white-noise

could be reduced by selecting materials with
small J0 values and by pursuing device op-
timization strategies to increase Rp, rational
approaches to minimize Irms,other are less clear.
To investigate what factors contribute to

Irms,other, the influence of Rp was studied in
P3HT:ICBA OPDs with thickness values in

the range of 200 to 700 nm. Figure S10 shows
that OPDs with Rp values from 50 megaohm
to 400 gigaohm yielded similar Irms values,
suggesting that Irms,other is independent of
Irms,thermal. Next, the influence of J0 was
studied on 960-nm-thick P3HT:PCBM OPDs
(fig. S11) with Rp = 6.5 gigaohm and J0 =
35 pA cm−2. These values led to an Sthermal

of 3.0 × 10−30 A2 Hz−1 and Sshot-diode of 2.7 ×
10−30 A2 Hz−1 and yielded Irms,white-noise = 2.8 fA.
A median Irms of 30.0 fA demonstrates that
a 30 times increase in J0 did not affect the
magnitude of Irms,other. However, measured
NEP values (fig. S11D) in P3HT:PCBMOPDs are
at least 10 times larger (in the picowatt range)
than those in P3HT:ICBA OPDs, underscoring
the importance of measuringℜðfopt → NEPÞ.
Finally, 700-nm-thick P3HT:ICBA OPDs were

studied with “inverted” and “conventional”
geometries. Figure S12 shows that the use
of Ca and poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS) in “con-
ventional” OPDs yielded median Irms of 227 fA
and thus Irms,other of 226.9 fA, 4.5 times larger
than in devices with ITO/PEIE and MoOx/Ag
electrodes. This result suggests that beyond
affecting Rp values, contacts played an impor-
tant role in minimizing Irms,other and highlight
a challenge for the realization of OPDswith an
extended spectral range and improved perform-
ance using state-of-the-art materials containing
1,1-dicyanomethylene-3-indanone end groups,
which have been shown to chemically react
with PEIE (25).
Finally, we illustrate how P3HT:ICBA OPDs

present compelling advantages in their form
factor over SiPDs. Large-areaOPDswith custom
shapes were fabricated on flexible substrates
(flex-OPDs in Fig. 4A). The increased area, from
0.1 to ~1 cm2, on rigid OPDs and flex-OPDs does
not substantially increase either JdarkðV Þ (fig.
S13) or Irms (Fig. 4B, top). Using median Irms

andℜ values, an extrapolated D* value of 2.0 ×
1012 cm·Hz1/2 W−1 on 0.9-cm2 OPDs on glass
is in excellent agreement with the measured
value in small-area devices.
Smaller ℜ values on flex-OPDs compared

with those on rigid OPDs resulted from series
resistance, absorption, and reflection losses
(~30%) caused by the semitransparent
Ag/MoOx electrode (fig. S13) and yielded D*

values between 2 and 4 times smaller in flex-
OPDs when compared with values on OPDs
on glass. Despite room for optimization, these
values define state-of-the-art flexible OPDs
(26, 27). Furthermore, an additional advantage
of OPDs is the ease of creating photodetectors
with complex shapes. To illustrate this, a ring-
shaped flex-OPD, a geometry better suited to
maximize the SNR and minimize the power
consumption of PPG sensors (28), was fabri-
cated with a total active area of 1 cm2. PPG is a
light-based technique that detects changes of
blood vessel volume in themicrovascular bed of
tissues that can be used to assess cardiac and
pulmonary function (29). Figure S14 demon-
strates that a SiPD and an OPD of similar area
yield comparable PPG signal quality. However,
Fig. 4C demonstrates that a 1-cm2 ring-shaped
flex-OPD yields PPG signals with a SNR that is
comparable to those measured with a 0.07-cm2

SiPD even when the electrical power of the red
light-emitting diode (LED) is reduced from 247
to 26 mW. Therefore, large-area flex-OPDs
could maximize functionality, reduce energy
consumption, increase user comfort, and lower
the cost of PPG sensors.
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Fig. 4. Flex-OPDs and application in PPG. (A) Flex-OPD device geometry. PES, Polyethersulfone. (B) Box
plots of rms noise current, responsivity, NEP, and specific detectivity in small- and large-area flex-OPDs
and large-area OPDs. (C) Schematics of S1133 SiPD and ring-shaped flex-OPD PPG array (top) and
comparison of reflection-mode PPG signals measured on a finger (bottom) with a SiPD and a ring-shaped
flex-OPD PPG array with the red LED operating at different electrical power values.
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TOPOLOGICAL OPTICS

Nonlinearity-induced photonic topological insulator
Lukas J. Maczewsky1, Matthias Heinrich1, Mark Kremer1, Sergey K. Ivanov2,3, Max Ehrhardt1,
Franklin Martinez1, Yaroslav V. Kartashov3,4, Vladimir V. Konotop5,6, Lluis Torner4,7,
Dieter Bauer1, Alexander Szameit1*

A hallmark feature of topological insulators is robust edge transport that is impervious to scattering
at defects and lattice disorder. We demonstrate a topological system, using a photonic platform, in which
the existence of the topological phase is brought about by optical nonlinearity. The lattice structure
remains topologically trivial in the linear regime, but as the optical power is increased above a
certain power threshold, the system is driven into the topologically nontrivial regime. This transition
is marked by the transient emergence of a protected unidirectional transport channel along the edge of
the structure. Our work studies topological properties of matter in the nonlinear regime, providing a
possible route for the development of compact devices that harness topological features in an
on-demand fashion.

W
ith the discovery of topological insu-
lators (TIs), materials science ushered
in a new era of physics (1, 2). Solid-
state TIs prohibit electrons from tra-
versing the bulkwhile simultaneously

supporting chiral surface currents that are
topologically protected from scattering at
defects and disorder (3). Soon after their first
realizations in condensedmatter systems (4, 5),
topological concepts were implemented across
other fields of physics, resulting in the experi-
mental demonstrations of topological dynam-
ics in various platforms (6–10).
Ongoing efforts have been directed toward

connecting topologyandnonlinearity (11),which
may enable topological Mott insulators (12),
interaction-induced TIs such as the Kondo
insulator (13), and non-Abelian TIs (14) and
may even drive the formation of topological
solitons (15, 16). Only recently, bulk soliton
formation within a topological bandgap was
demonstrated experimentally (17). However,
work on nonlinear TIs and their correspond-
ing robust edge transport has thus far had to
cope with various limitations of the respec-
tive implementations that only allowed for
experiments with purely linear edge state
dynamics (17–19).
We theoretically and experimentally dem-

onstrate a nonlinearity-induced photonic TI,
showing how nonlinearity can drive an ini-
tially topologically trivial system into a tran-

sient topological phase, where protected chiral
edge states exist (Fig. 1A). In contrast to soliton
formation in an arrangement with preexisting
topological features (17), it is the action of
nonlinearity itself that establishes nontrivial
topology. We use lattices of coupled optical
waveguides as a platform to explore nonlinear
physics (20–22). In particular, wemake use of a
modified anomalous Floquet TI arrangement
(23–25), which can exhibit unidirectional edge
transport for certain parameters. Notably, the
Chern number C of this structure generally re-
mains zero. Instead, the topological phase of
this system is adequately described by a wind-
ing number W that counts the number of
topologically protected edge states (25).
In the tight-binding regime, the light dy-

namics in our finite (2 + 1) dimensional system
is modeled by the discretized Schrödinger
equation (26)

i
@

@z
anðzÞ þX

hmi
Hm;nðzÞamðzÞ þ gjanðzÞj2anðzÞ ¼ 0

ð1Þ

for the field amplitudes an(z), where Hm,n(z)
is the linear tight-binding Hamiltonian, de-
scribing the z-dependent coupling from site
n to a nearest neighbor m (indicated by hmi
in the sum) in the two-dimensional lattice.
In turn, the quantity g describes the strength
of our Kerr-type nonlinearity. Evidently, Eq. 1
is similar to the Gross-Pitaevskii equation,
with the temporal evolution being replaced by
spatial dynamics in z along the waveguides,
and g > 0 describing focusing or positive non-
linearity (26). We consider a (2 + 1)-dimensional
spatially discrete system, which does not
exhibit chiral edge states and remains topo-
logically trivial for low-intensity beams. How-
ever, at sufficient excitation power, the term
gjanðzÞj2anðzÞ becomes important in Eq. 1.
As we will show in our experiments, this can

drive the system into a topologically nontrivial
phase and promote the formation of nonlinear
chiral edge states.
The underlying principle can be understood

by considering two interacting waveguides
that form a directional coupler (Fig. 1B).
Whereas such a coupler composed of identi-
cal waveguides exhibits the characteristic si-
nusoidal intensity oscillation and the associated
periodic full-power transfer between the wave-
guides, introducing a detuning between their
effective refractive indices forces a certain frac-
tion of light to remain in the initially excited
guide at all times. In the linear regime, the
maximum reached in the second waveguide
therefore remains well below the total input
power. However, when launching high-power
light into the lower-index guide, a positive
nonlinearity (g > 0) can yield an intermittent
phase-matching with the neighboring higher-
index guide. Consequently, the fraction of
power that can be transferred increases with
the injected power (Fig. 1C). Such photonic
waveguide structures, fabricated by means of
femtosecond laser direct inscription [(27); see
methods (28)], serve as building blocks for
our structure and indeed show this behavior
when excited with intense laser pulses (Fig.
1C). For low input powers (Plin ≈ 50 kW peak
power), only about 44% of the light is trans-
ferred. We were able to increase this transfer
efficiency up to 73% in the nonlinear regime
at a power of PNL = 2.9 MW. The simulated
transfer dynamics illustrates how such an
increased transfer ratio is achieved despite the
focusing nature of the nonlinearity by judi-
ciously tailoring the length of the interaction
region (Fig. 1, D and E). This nonlinear switching
is the basis for our implementationof anonlinear
photonic TI (see section 1 of (28) for details).
Our topological structure is composed

of optical waveguides arranged in a bipar-
tite square lattice (Fig. 2A). The individual
channels are selectively brought into evanes-
cent contact with one another so as to form
a cyclic discrete coupling pattern. At any
distinct propagation step j, represented by
a dedicated directional coupler, light from
each waveguide is partially transferred with
ratio t to only one specific nearest neighbor.
Additionally, the on-site potential (i.e., the
effective refractive index) is modulated for
each successive step (Fig. 2B). This Floquet
driving protocol establishes periodicity in
the transverse (x,y) as well as the longitu-
dinal (z) direction, with (driving) periods d
and Z, respectively. Notably, the system enters
a nontrivial topological phase when the trans-
fer ratio in each step exceeds t > 50% (23).
Above this topological phase transition, the
winding number assumes the value ofW ¼ 1
(25) [see methods (28) for a detailed discussion].
Although the transfer ratio of each driving

step determines the topological phase of the
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system, the band structure also depends on
the microdynamics of the electric field. We
therefore analyze the linear dynamics of all
four individual steps j of length Z/4 by
considering the (kx,ky)-space of the time-
discretized linear bulk Hamiltonian. Following
a Bloch ansatz to the real-space Hamiltonian

of Eq. 1 of the infinitely extended bipartite
lattice, we find

HBðk; zÞ

¼
X4

j¼1

dð1ÞðzÞ cjðzÞeibjk
cjðzÞe�ibjk dð2ÞðzÞ

� �
ð2Þ

where the vectors fbjg are defined as b1 ¼
�b3 ¼ ðd=2; 0Þ and b2 ¼ �b4 ¼ ð0; d=2Þ, with
the transverse lattice constant d (Fig. 2C) and
k = (kx, ky). During the jth step of the period,
the coupling cj = c, whereas the other three
are set to zero. The detuning d(1) of one sub-
lattice is set to value d in steps 1 and 4 and
remains zero for steps 2 and 3, whereas its
counterpart d(2) is fixed to d in steps 2 and
3 and set to zero for steps 1 and 4 instead
[see Fig. 2, B and C, and section 2 of (28)]. We
start our analysis by choosing the coupling
coefficient as c ¼ 1:5 p

Z and a detuning value of
d ¼ 3:2 p

Z, which correspond to the parameters
used for the detuned waveguide pair from Fig.
1B. In this case, the transfer ratio t in each step
is only 44%, placing the system well within the
topologically trivial phase (C ¼ W ¼ 0). The
corresponding quasi-energy spectrum e(k)
of the system exhibits dispersive bands sep-
arated by a trivial bandgap (Fig. 2D), and the
edge quasi-energy spectrum e(kx) of the trun-
cated array is devoid of chiral edge states.
The situation changes when nonlinearity

comes into play. The dynamics between linear
coupling c and nonlinear self-focusing can be
described by an effective nonlinear detuning
value deffNL ¼ dlin þ dNLðjanj2Þ (26), where dlin is
the permanent detuning of the sites introduced
during the fabrication process (d(1) and d(2)). In
the preliminary experiments (Fig. 1C), we find
deffNL ¼ 1:2 p

Z . The electronic Kerr response of the
host material fused silica guarantees that any
such propagation effects are virtually instanta-
neous and strictly local. Notably, the Floquet
theorem is, in general, not applicable to non-
linear differential equations such as Eq. 1 be-
cause their dynamics feed back into the nonlinear
part of the Hamiltonian and therefore may
deviate from the time periodicity of the linear
part (29). However, a judicious choice of inter-
action distances within the couplers allows us
to ensure that the nonlinear dynamics remain
indeed periodic in the evolution (i.e., z in our
case), as does the entire nonlinear Hamil-
tonian. It is therefore possible to calculate
a meaningful quasi-energy spectrum of the
Floquet lattice with deffNL (30) (Fig. 2E). When
the nonlinear effective detuning increases the
transfer ratio above 50%, anontrivial topological
phase is locally established. Although the band
retains its essential characteristics, a chiral edge
state emerges (marked magenta in Fig. 2E). For
this effective nonlinear coupling, the local wind-
ing number can be computed to be W ¼ 1
(23–25). This effective spectrum is only present
as long as the power is sufficient to induce the
required effective detuning. As such, the re-
sulting chiral edge states exist exclusively be-
cause of nonlinear light dynamics.
To observe the formation of these nonlinear

chiral edge states, we fabricated extended sam-
ples composed of 36 waveguides, with the four
partial coupling steps of one and two full
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Floquet periods fabricated in samples up to
15 cm in length. The required linear detuning
sequence was implemented by choosing ap-
propriate writing speeds [see methods (28)].
In each coupling step, the interaction region
was tailored such that an identical effective
linear coupling was achieved [for details, see
section 1 of (28)]. When exciting an edge
waveguide with low-power light at Plin =

50 kW (i.e., t < 50%), diffraction into the bulk
of the lattice and especially in all surrounding
edge sites occurs, indicating the topologically
trivial phase (see Fig. 3, A and C). By contrast,
as the input peak power is increased up to
PNL = 3.5 MW (i.e., t > 50%), bulk diffraction
is suppressed and the chiral edge state forms
(Fig. 3, B and D). The observed edge state oc-
cupation for two driving periods, determined

as the ratio Iedge/Itotal of the intensity of the
five involved edge lattice sites (indicated by
the magenta outline in Fig. 3D) over the total
intensity in the lattice, clearly demonstrates
the transition into the topological phase at
the threshold power of 0.8 MW (Fig. 3E; see
also section 4 of (28) and fig. S8). By contrast, a
bulk excitation (Fig. 3, D to J) contracts toward
its initially excited site at higher launched
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Fig. 2. Driving protocol.
(A) Waveguide-based implementa-
tion of the coupling sequence.
The detuning is indicated by the
respective waveguide diameters
(lower and higher refractive index
for smaller and larger diameter,
respectively). (B) Visualization of
the parameters of Eq. 2. The
higher-index guides are character-
ized by a detuning d, and selective
interaction between adjacent
guides is indicated by the coupling
coefficient c. (C) Schematic cou-
pling sequence. The two species of
the bipartite lattice (gray and
black) are selectively allowed to
interact, as indicated by the blue
lines. The on-site potential of each
waveguide (symbolized by its
diameter, with larger diameter
indicating greater potential) is
modulated along the propagation
direction. (D and E) Three-dimensional bulk band structure of the driven lattice is periodic in the quasi-momenta kx, ky and the quasi-energy e, exhibiting a
pronounced bandgap. In the presence of an edge, the band structure features (D) a trivial bandgap in the linear regime and (E) a chiral edge state (solid magenta line)
connecting the bands, when nonlinearity compensates the detuning of the on-site potential and drives the system into its topological phase.
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powers (Fig. 3, G and I), resulting in a marked
increase of the bulk state occupation, calculated
as the ratio Ibulk/Itotal of the intensity at the
linear bulk state lattice sites outlined by a
rounded square in Fig. 3I over the total in-
tensity. Crucially, this contraction does not
arise froma nonlinear cancellation of coupling
(17), as would occur in the case of soliton for-
mation, but is instead a signature of bulk states
that arise in the nonlinearity-induced topological
phase of the lattice and localize light similar
to the behavior known from conventional lin-
ear TIs.
Similar to their counterparts in conven-

tional linear TIs, our nonlinear edge states
are topologically protected against scattering,
as evidencedby their scatter-free unidirectional
propagation around a corner of the lattice (see
Fig. 4). Despite the transient nature of the un-
derlying topological phase, the edge light trans-
port is robust and could persist even in the
presence of imposed coupling disorder and
artificial defects—as long as the power of the
propagating beam is sufficient to induce the
required amount of effective coupling. There-
fore, nonlinearly induced topologically protected
edge state transport can also be terminated at
will by introducing losses so as to reduce the
intensity below the phase transition thresh-
old. Alternatively, this reverse transition can
also be brought about at a predetermined prop-
agation distance by making use of the gradual
decrease of peak intensity owing to propaga-
tion losses or dispersive pulse broadening.

Notably, the ability to terminate topological
protection at will, and at a location encoded
by the initially injected power or pulse prechirp,
addresses one of the main challenges hindering
the application of topological systems, namely,
how to efficiently extract signals at the destina-
tion of their topologically protected journey.
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Fig. 4. Evolution of
a nonlinearity-induced
topologically protected
edge state around a corner
of our system. (A and
B) Experimentally observed
intensity patterns after two
full driving cycles for (A) linear
and (B) nonlinear evolution,
respectively. The excited wave-
guide is marked with a white
dashed circle. (C) Power-
dependent experimental edge state occupation for the corner-adjacent excitation. Error bars indicate the measurement uncertainty of the individual data points.
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CLIMATE CHANGE

Global food system emissions could preclude
achieving the 1.5° and 2°C climate change targets
Michael A. Clark1*, Nina G. G. Domingo2, Kimberly Colgan2, Sumil K. Thakrar2, David Tilman3,4,
John Lynch5, Inês L. Azevedo6,7, Jason D. Hill2

The Paris Agreement’s goal of limiting the increase in global temperature to 1.5° or 2°C above preindustrial
levels requires rapid reductions in greenhouse gas emissions. Although reducing emissions from
fossil fuels is essential for meeting this goal, other sources of emissions may also preclude
its attainment. We show that even if fossil fuel emissions were immediately halted, current trends
in global food systems would prevent the achievement of the 1.5°C target and, by the end of the
century, threaten the achievement of the 2°C target. Meeting the 1.5°C target requires rapid
and ambitious changes to food systems as well as to all nonfood sectors. The 2°C target could be
achieved with less-ambitious changes to food systems, but only if fossil fuel and other nonfood
emissions are eliminated soon.

T
he goal of the Paris Agreement is to
limit average global temperature in-
creases above preindustrial levels to
“well below 2°C” and to pursue efforts to
“limit increase to 1.5°C.”Achieving either

goal requires large and rapid reductions in
greenhouse gas (GHG) emissions (1). To
date, most efforts have focused on reducing
GHG emissions from fossil fuel combustion in
electricity production, transportation, and in-
dustry. Renewable energy sources, electric ve-
hicles, improved efficiency, andother innovations
and behavioral changes could eliminate most
of these emissions, and carbon capture and
sequestration could reduce atmospheric levels
of previously emitted carbon. However, elim-
inating all emissions from these sectors may
not be sufficient to meet the 1.5° and 2°C tem-
perature targets. The global food system is also
a major source of GHG emissions, emitting
~30% of the global total (2, 3). Nevertheless,
reducing food-related emissions has received
less attention, perhaps because these emis-
sions might seem to be an unavoidable envi-
ronmental cost of feeding humanity.
The global food system generates GHG emis-

sions from multiple sources. Major sources
include land clearing and deforestation, which
release carbon dioxide (CO2) and nitrous oxide
(N2O); production and use of fertilizers and
other agrichemicals, which emit CO2, N2O, and
methane (CH4); enteric fermentation during
the production of ruminants (cows, sheep, and

goats), which emits CH4; production of rice in
paddies, which emits CH4; livestock manure,
which emits N2O and CH4; and combustion
of fossil fuels in food production and supply
chains, which emits CO2. In total, global food
system emissions averaged ~16 billion tonnes
(Gt) CO2 equivalents year

−1 from 2012 to 2017 (4).
Here, we forecast GHG emissions from the

global food system and assess whether they
are compatible with the 1.5° and 2°C targets.
We forecast emissions as a function of per
capita diets (what is eaten and how much),
the GHG intensity of various types of foods
(emissions per unit of food produced, as es-
timated through life cycle assessment), and
global population size. We assume that food
systems continue to transition along trajec-
tories of the past 50 years, which we refer
to as business-as-usual (5, 6). This business-
as-usual forecast makes straightforward as-
sumptions: (i) per capita dietary composition
and caloric consumption continue to change
as countries become more affluent (5); (ii)
crop yields, which influence how much land
is converted to cropland, increase along re-
cent trajectories (5); (iii) global population
increases along the United Nation’s medium-
fertility pathway (7); and (iv) the GHG in-
tensity of foods (8) and the rates of food loss
and waste (9) remain constant through time.
GHG emissions from the global food system

largely occur from food production and from
land being cleared for food production. Emis-
sions from food production are calculated by
pairing life cycle assessment estimates of the
GHG emissions per unit of each type of food
(8) with their forecasted total global demand,
and these estimates include emissions from
activities such as production of agricultural
inputs, fertilizer application, and animal hus-
bandry. Our estimates of emissions from sup-
ply chains do not include emissions from
transportation, processing, packaging, retail,
and preparation, which in total account for a

minor fraction (~17%) of total food system
emissions (10). Emissions from clearing land
for food production are estimated by project-
ing crop yields, combining these with dietary
projections to calculate annual rates of agri-
cultural land-cover change, and pairing annual
rates of agricultural land-cover change with
Intergovernmental Panel on Climate Change
(IPCC) Tier 1 estimates of GHG emissions from
land clearing or carbon storage in biomass and
soil after land abandonment (11, 12).
We next determine the maximum allowable

cumulative GHG emissions from all human
activities from 2020 onward that are compa-
tible with having a 67 or 50% chance of meet-
ing the 1.5° and 2°C targets, on the basis of the
thresholds set in the IPCC Special Report on
GlobalWarming of 1.5°C (13).We call these the
emissions limits. To accurately incorporate CH4

into the cumulative emissions framework, we
report emissions as global warming potential
(GWP*) CO2 warming-equivalents (CO2-we)
(14). We also show results with the more
commonly used GWP100 (100-year GWP)
metric in data S2. To have a 67% chance of
meeting the 1.5° and 2°C targets, the cumu-
lative emissions limits are 500 and 1405 Gt
CO2-we, respectively. For a 50% chance of meet-
ing the targets, the emissions limits are 705
and 1816 Gt CO2-we, respectively (see supple-
mentary materials).
Our analysis suggests that reducing GHG

emissions from the global food system will
likely be essential to meeting the 1.5° or 2°C
target. Our estimate of cumulative business-
as-usual food system emissions from 2020 to
2100 is 1356 Gt CO2-we (Fig. 1). As such, even
if all non–food system GHG emissions were
immediately stopped andwere net zero from
2020 to 2100, emissions from the food system
alone would likely exceed the 1.5°C emissions
limit between 2051 and 2063 (date range re-
flects uncertainties in the 1.5°C emissions limit;
see supplementary materials). Further, given
our estimate of food system emissions, main-
taining a 67% chance ofmeeting the 2°C target
would require keeping cumulative nonfood
emissions to<50GtCO2-we in total over thenext
80 years. This is slightly more than 1 year of
current GHG emissions fromnon–food system
activities (4). Maintaining a 50% chance of
meeting the 2°C target would allow for 455 Gt
CO2-we in total fromnonfood emissions, which
is 9 years of current nonfood emissions (4).
These general trends hold even if emissions
from fossil fuel use in the global food system
were also to be immediately halted (see sup-
plementary materials).
We next explore how global food system

GHG emissionsmight be reduced through five
strategies that target food supply and demand:
(i) globally adopting a plant-rich diet [here
modeled as a diet rich in plant-based foods
that contains moderate amounts of dairy, eggs,
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and meat, such as a Mediterranean diet or
planetary health diet (15)]; (ii) adjusting global
per capita caloric consumption to healthy levels;
(iii) achieving high yields by closing yield gaps
and improving crop genetics and agronomic
practices; (iv) reducing food loss and waste by
50%; and (v) reducing the GHG intensity of
foods by increasing the efficiency of produc-
tion, such as by altering management regimes
(e.g., precise use of nitrogen fertilizer and
other inputs) or technological implementa-
tion (e.g., additives to ruminant feed). We also
explore the potential GHG benefits of partial
(50%) or complete (100%) adoption of all five
strategies simultaneously. Other combinations
of strategies and their levels of adoption are
provided in data S2. Although we discuss food
system transitions at the global scale, the mag-
nitude and direction of the transitions will
vary by country.
We find that cumulative food system GHG

emissions from 2020 to 2100 can be reduced
by 14 to 48% through changes in dietary com-
position and healthier caloric consumption,
through increased crop yields, through de-
creased food loss and waste, or through in-
creased emissions efficiency of food production,

provided that these strategies are adopted in-
dividually and gradually such that they are
fully adopted by 2050 (Fig. 1). If all five strat-
egies were to be partially implemented to-
gether (50% adoption of each), cumulative
emissions through 2100 could be reduced by
63% relative to business-as-usual. Full adop-
tion of all five strategies could result in a food
system with marginally negative net cumula-
tive emissions because of lowered emissions
and net carbon sequestration on abandoned
croplands (Fig. 1).
GHG emissions from all human activities

affect global climate. As such, to meet a given
emissions limit, there is a tradeoff between
food and nonfood emissions within a total cu-
mulative budget: Higher emissions from the
global food systemnecessitate lower emissions
from other sectors, and vice versa. To illustrate
how emissions from all human activities might
be kept under the emissions limits, we consider
them in the context of an increasingly decar-
bonized future in which all nonfood emissions
and all food-related emissions from fossil fuel
combustion decline linearly from current levels
to zero by 2050 (4). This rate of reduction is
approximately in line with the rates of decar-

bonization estimated to be needed tomeet the
1.5°C target in global integrated assessment
models (16). We find that in this increasingly
decarbonized future, total global emissions
from all sources (business-as-usual food plus
nonfood) would exceed the 1.5°C limit within
11 years, and they would exceed the 2°C limit
before the end of the century (Fig. 2A).
Assuming this linear reduction to decarbo-

nization in 2050, meeting the 2°C target is
plausible through the use of numerous food
system strategies, provided that they are also
adopted by 2050 (Fig. 2A). As is well known,
dietary changes—such as the adoption of plant-
rich diets—can greatly reduce emissions (5, 6, 17).
Even in the absence of dietary changes, achiev-
ing either high yields, high agricultural effi-
ciency, or a 50% reduction in food waste alone
could also meet the 2°C limit, as could partial
achievement of various strategies (Fig. 2A).
Meeting the 1.5°C target with this linear de-

carbonization by 2050 requires at least partial
achievement of multiple food system strate-
gies: None of the five individual strategies
alone are sufficient. If full implementation
of these food and nonfood emission changes
were to be delayed by 25 years to 2075, then
even 100% adoption of all five strategies would
precludemeeting the 1.5°C target (Fig. 2B). For
this case of slower implementation, the 2°C
target could be met only by at least a 50%
adoption of all five strategies, and not by any
single strategy (Fig. 2B). This is because a
slower adoption of food system strategies, a
slower reduction of fossil fuel use in the food
system, and a slower reduction in nonfood em-
issions each necessitates larger changes to the
food system to meet targets.
The need for rapid reduction in GHG emis-

sions from fossil fuels to meet the 1.5° or 2°C
targets is widely acknowledged. We show that
the same is true for food systems: Even if fossil
fuel emissions were rapidly reduced, emissions
from the global food system are on a trajectory
that would prevent achievement of the 1.5° and
2°C targets before the end of the century. Our
analyses also suggest there are many oppor-
tunities to meet the 1.5° or 2°C emission tar-
gets. Previous analyses have suggested that
global food system emissions might increase
by up to 80% from 2010 to 2050 (5, 6, 17). Our
findings—consistent with these results (see sup-
plementary materials)—improve on these fore-
casts by explicitly linking food systems to IPCC
cumulative emissions limits (13), using a report-
ing method to include CH4 in this framework
(14), increasing the breadth of scenarios an-
alyzed, allowing for different levels and differ-
ent rates at which food system transitions
occur, providing annual emissions estimates,
and forecasting beyond 2050 to 2100.
We show that meeting the 1.5° and 2°C tar-

gets will likely require extensive and unpreced-
ented changes to the global food system.
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temperature targets.
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Recent studies have provided insight into
plausibly achievable ways to reduce food sys-
tem GHG emissions. Large-scale field trials in
China and the United States have shown that
changes in farm management could reduce
nitrogen fertilizer use and its associated GHG
emissionswhile increasing farmer profits (18, 19).
Rapid increases in crop yields that decrease
land clearing and its emissions have been
achieved through access to improved seeds
and fertilizers (20). Such increases in yields
might also be achieved through the adoption of
agroecological production practices—including
cover crops, integrated pest management, and
increased use of precision agriculture (21, 22)—
but will require different management inter-
ventions in different regions (23). Food aware-
ness, reformulation, and labeling; changes in
the foodenvironment; andeducationandaware-

ness campaigns have shifted consumer food
purchases in numerous countries (24, 25).
Carbon taxation might also be effective
(26). Food loss and waste could be reduced
by improvements to infrastructure, such as
grain storage and refrigeration, or by inno-
vative methods to sell food that would other-
wise be wasted (9). Food system changes that
reduce GHG emissions may offer additional
benefits (27), including progress toward targets
set in the United Nations’ Sustainable Devel-
opment Goals (28), such as decreased nutri-
ent pollution (6), reduced water pollution and
scarcity (6), decreased land-use change (5, 6, 17),
improved biodiversity outcomes (29), and, if
dietary composition and caloric consumption
are improved, reduced prevalence of obesity,
diabetes, heart disease, and premature mor-
tality (30).

Time is of the essence in addressing GHG
emissions. Any delays will necessitate more
ambitious and expeditious implementation
of emissions reduction strategies if global tem-
perature targets are to be met. We show that
there are many opportunities to keep emis-
sions from food systems and other activities
within the global emissions limits for the 1.5°
and 2°C targets. The global challenge of find-
ing and implementing feasible, ethical, and
equitable policies to reduce net GHG emis-
sions will require the rapid adoption of co-
ordinated solutions, both within and outside
of the food system, that are tailored to the
needs and customs of different countries and
the communities within them.
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BATTERIES

Rational design of layered oxide materials
for sodium-ion batteries
Chenglong Zhao1,2*, Qidi Wang3,4*, Zhenpeng Yao5*, Jianlin Wang6, Benjamín Sánchez-Lengeling5,
Feixiang Ding1,2, Xingguo Qi1,2, Yaxiang Lu1,2†, Xuedong Bai6, Baohua Li3, Hong Li1,2,
Alán Aspuru-Guzik5,7†, Xuejie Huang1,2, Claude Delmas8†, Marnix Wagemaker9†,
Liquan Chen1, Yong-Sheng Hu1,2,10†

Sodium-ion batteries have captured widespread attention for grid-scale energy storage owing
to the natural abundance of sodium. The performance of such batteries is limited by available
electrode materials, especially for sodium-ion layered oxides, motivating the exploration of high
compositional diversity. How the composition determines the structural chemistry is decisive for the
electrochemical performance but very challenging to predict, especially for complex compositions.
We introduce the “cationic potential” that captures the key interactions of layered materials and
makes it possible to predict the stacking structures. This is demonstrated through the rational
design and preparation of layered electrode materials with improved performance. As the stacking
structure determines the functional properties, this methodology offers a solution toward the
design of alkali metal layered oxides.

I
ntegration of intermittent renewable en-
ergy sources demands the development of
sustainable electrical energy storage sys-
tems (1). Compared with lithium (Li)–ion
batteries, the abundance and low cost of

sodium (Na) make Na-ion batteries promising
for smart grids and large-scale energy storage
applications (2, 3). Li-ion layered oxides, with

the general formula LiTMO2, have represented
the dominant family of electrode materials for
Li-ion batteries since 1980 (4). TM stands for
one ormultiple transitionmetal elements that
facilitate the redox reaction associated with
Li-ion (de-)intercalation. The layered structures
are built up by edge-sharing TMO6 octahe-
dra, forming repeating layers between which

Li ions are positioned in the octahedral (O)
oxygen environment, leading to the so-called
O-type stacking. The structure offers high com-
positional diversity, providing tunable electro-
chemical performance, of which well-known
examples are LiCoO2 and Ni-rich LiNiyCozMn
(Al)1-y-zO2. In search of electrodes for Na-ion
batteries, layered oxides (NaxTMO2) offered
the natural starting point (5). However, a key
difference is that for Na-ion oxides, in addi-
tion to O-type, P-type stacking can occur, in
which P-type refers to prismatic Na-ion coor-
dination (Fig. 1A). These stackings show dis-
tinctly different electrode performance, inwhich
the most studied layered stacking configura-
tions are P2 and O3 types (Fig. 1A), referring
to the ABBA and ABCABC oxygen stacking,
respectively (6). P2-type oxides usually pro-
vide higher Na-ion conductivity and better
structural integrity against the O3 analogs,
which is responsible for the high power density
and good cycling stability (7). However, the
lower initial Na content of P2-type electrodes
limits the storage capacity in the first charge
comparedwith high-Na-content O3-typemate-
rials (8). Usually, the structural transition
between the O- and P-type can occur upon
Na-ion (de)intercalation during (dis)charging,
typically degrading cycle stability (2, 3).
In a search for electrodes with good chem-

ical and dynamic stability and high Na storage
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Fig. 1. Cationic potential and its
use in Na-ion layered oxides.
(A) Schematic illustration of
crystal representative P2-type
(hexagonal) and O3-type
(rhombohedral) layered oxides.
(B) Cationic potential of representative
P2- and O3-type Na-ion layered oxides,
considering the Na content, oxidation
state of transition metals, and TM
composition (see supplementary
text and fig. S3 for details).



performance, various P2- and O3-type Na-ion
layered oxides have been synthesized and in-
vestigated (9, 10). However, effective guidelines
toward the design and preparation of optimal
electrode materials are lacking. Crystal struc-
tures of P2- and O3-type layered oxides can be
differentiated on the basis of the ratio between
the interlayer distance of the Na metal layer
d(O-Na-O) and the TM layer distance d(O-TM-O)

(11), in which a ratio of ~1.62 distinguishes
P2- andO3-type oxides (fig. S1 and table S1) (12).
The larger ratio of P2-type oxides originates
from the more localized electron distribution
within theTMO2 slabs,which results in aweaker
repulsion between the adjacent NaO2 slabs and
consequentially a stronger repulsion between
the adjacent TMO2 slabs. This hints that the
electron distribution plays an important role
in the competition between the P- and O-type
stackings in layered oxides.
Ionic potential ðФÞ is an indicator of the

charge density at the surface of an ion, which
is the ratio of the charge number (n) with the
ion radius (R) introduced by G. H. Cartledge
(13), reflecting the cation polarization power.
The ionic potential shows the expected in-
crease with oxidation state and atom mass
(fig. S2 and table S2), a consequence of the
less localized orbitals.
Aiming at a simple descriptor for layered

oxides, we express the extent of the cation
electron density and its polarizability, nor-
malized to the ionic potential anion (O), by
defining the “cationic potential”:

Фcation ¼ ФTM ФNa

ФO
ð1Þ

whereФTM represents the weighted average
ionic potential of TMs, defined as ФTM ¼P wini

Ri
;wi is the content of TMi having charge

number ni and radius Ri; and ФNa represents
the weighted average ionic potential of Na de-
fined asФNa ¼ x

RNa
. Charge balance in NaxTMO2

composition demands
P

wini ¼ 4� x, where
x represents Na content and 4 is the total
oxidation state to charge compensate O2−.
The cationic potential Фcation versus the

weighted average Na ionic potential ФNa of
reported P2- and O3-type layered oxides results
in the phasemap shown in Fig. 1B. The distinct
P2- and O3-type regions indicate that the
cationic potential is an accurate descriptor of the
interslab interaction and, thereby, the structural
competition between P2- and O3-type structures.

A larger cationic potential (Eq. 1) implies stronger
TM electron cloud extend and interlayer electro-
static repulsion resulting in the P2-type struc-
ture, with more covalent TM-O bonds and an
increased d(O-Na-O) distance (fig. S4). Opposing
this, a larger mean Na ionic potential, achieved
by increasing Na content, increases the shield-
ing of the electrostatic repulsion between the
TMO2 slabs, favoring the O3-type structure.
The phase map (Fig. 1B) shows that very

small differences in TM or Na content can
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Fig. 2. Designing an O3-type oxide. (A) Analysis of the cationic potential of Na-Li-Mn(Ti)-O oxides (see
tables S8 and S9 for details). (B) XRD patterns of the targeted NaLi1/3Mn2/3O2 and the standard references.
(C) Rietveld refinement of XRD pattern of NaLi1/3Ti1/6Mn1/2O2 (see tables S10 to S12 for details). (D) Schematic
illustration of the corresponding structure with the Li/Mn(Ti) ordering in the [Li1/3Ti1/6Mn1/2]O2 slabs.

Fig. 3. Designing a P2-type oxide. (A) Analysis of cationic potential of Na-Li-Mn-O oxides (see tables S13
and S14 for details). (B) XRD patterns of NaLi1/3Ti1/6Mn1/2O2 and Na5/6Li5/18Mn13/18O2 oxides. (C) Rietveld
refinement of XRD pattern of Na5/6Li5/18Mn13/18O2 (see tables S15 to S17 for details). (D) Schematic
illustration of the corresponding structure with the Li/Mn ordering in the [Li5/18Mn13/18]O2 slabs.
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result in a transition between P2- and O3-type
structures. To illustrate this, we consider layered
oxides with the composition Na2/3TMO2, which
typically crystallizes in a P2-type structure for
the low Na content, such as P2-Na2/3CoO2 (14)
or P2-Na2/3Ni1/3Ti2/3O2 (15). However, replacing
Ni2+ with Mg2+ in P2-Na2/3Ni1/3Ti2/3O2, facili-
tated by their similar ionic radii (16), leads to
Na2/3Mg1/3Ti2/3O2, for which the cationic po-
tential predicts the O3-type structure, which
is difficult to predict evenwith complex electro-
static energy calculations (15). In this case,
the smaller ionic potential ofMg2+ against Ni2+

(Fig. 1B) decreases Фcation; the resulting lower
covalence of Mg/Ti-O bonds increases the
charge carried by the oxygens and therebyweak-
ens the repulsion between the TM layers, result-
ing in an O3-type structure (fig. S5, A and B, and
tables S6 and S7). Substituting 1/6 Mg2+ by Ni2+

in Na2/3Mg1/3Ti2/3O2 to Na2/3Ni1/6Mg1/6Ti2/3O2

moves it back into a P2-type structure (fig. S5B),
illustrating how near these compositions are to
the line separating the P2- and O3-type phases.
Several other examples demonstrating that the
proposed cationic potential approach captures
the subtle balance between the P2- andO3-type
layeredNaxTMO2 structures are provided in the
supplementary text and figs. S5C and S6.
Delmas et al. (6, 17) used the Rouxel diagram

(18) to distinguish NaxTMO2 stacking struc-
tures, demonstrating that both Na content and
the ionicity and covalence of bonds are the im-
portant factors. However, this method only
accounts for the difference in Pauling's electro-
negativity (fig. S7 and table S4), which makes
it impossible to predict the structure of oxides
with the same TMs in different oxidation states
(6, 17) (e.g., Mn4+ andMn3+ in Na0.7MnO2) or
for multiple-component systems (see supple-
mentary text, fig. S8, and table S5 for details).
The cationic potential correctly predicts the
stacking structure for these cases, providing
a guideline for the development of Na-ion
layered oxides.

Using the cationic potential as a guide, we
design specific stacking structures by control-
ling the Na content and TM composition. A
notable starting point is NaLi1/3Mn2/3O2, the
analog of LiLi1/3Mn2/3O2(Li2MnO3), providing
capacity on the basis of oxygen redox chemis-
try. This composition has not been prepared
so far, although theoretical calculations argue
NaLi1/3Mn2/3O2 is stable in an O3-type struc-
ture (19). Various experimental conditionswere
attempted to prepare this composition in an
O3-type structure, but always a P2-type com-
ponent, in addition to other phases, was ob-
tained. Lowering the cationic potential suggests
that a possible route to prepare the O3-type
structure is partial substitution of Mn4+ by
Ti4+ (Fig. 2A), where Ti4+ has a lower ionic
potential. NaLi1/3Ti1/6Mn1/2O2was successfully
prepared in the predicted O3-type structure
by a typical solid-state reaction (materials
and methods). Notably, NaLi1/3Mn2/3O2 could
not be synthesized as an O3-type structure by
using the same method (Fig. 2B). Rietveld
refinement of the x-ray diffraction (XRD)
pattern confirmed the layered rock-salt structure
(Fig. 2C), in which the NaO2 layers alternate
with the mixed [Li1/3Ti1/6Mn1/2]O2 slabs (Fig.
2D). The (1/3, 1/3, l) superstructure peaks in
20° to 30° suggest Li/Mn(Ti) ordering in a
honeycomb pattern, which is also confirmed by
the aberration-corrected scanning transmission
electron microscopy (fig. S9). This ordered
arrangement of Li and Mn(Ti) in the TMO2

slabs has not been observed in O3-type
Na-ion oxides with exclusively 3d TMs.
The electrochemical properties (see supple-
mentary text and fig. S10A for details) demon-
strate an energy density of ~630 watt-hours
(Wh) kg−1, higher than that of the reported
O3-type electrodes.
We then use cationic potential to design a

P2-type structure aiming at an anomalous
high Na-content of x > 0.67, again starting
from NaLi1/3Mn2/3O2. To avoid formation of

an O3-type structure, the dividing line in Fig.
1B demonstrates that we should increase the
cationic potential (Eq. 1), assuming that Na
content remains constant, which can be re-
alized by increasing the ionic potential at TM
sites. On the basis of the cationic potential, a
P2-type structure with x = 1 (ФNa = 9.8) will
demand an extremely large TM ionic potential
(larger than that of Mn4+, having the largest val-
ue among thewidely used TMs). Therefore, the
Na content in NaLi1/3Mn2/3O2 should be low-
ered,which canbeachieved through charge com-
pensation by decreasing the Li and increasing
the Mn content. Following this route, the cat-
ionic potential predicts that Na5/6Li5/18Mn13/18O2

composition with high Na content should have
the P2-type structure (Fig. 3A), whichwas indeed
successfully prepared (Fig. 3B). So far, layered
oxides prepared with such high Na content
usually crystallize as an O3-type structure. Com-
pared with the O3-type NaLi1/3Ti1/6Mn1/2O2,
the (002) peak of the P2-type structure shifts
toward lower diffraction angles, indicating
the expected increase in the c axis of the unit
cell (Fig. 3B). Rietveld refinement of the XRD
pattern reveals that this P2-type layered struc-
ture can be indexed in the hexagonal P63 space
group (Fig. 3, C and D). The electron energy
loss spectroscopy mapping reveals a uniform
distribution of the Na, Mn, and O elements in
the platelike particles (fig. S11). This as-prepared
high-Na-content material has a considerably
higher capacity of >200 milliampere-hours
(mAh) g−1 (fig. S10B).
Extending the cationic potential to other

alkali metal layered oxides, Li ion (fig. S12)
and K ion (fig. S13), results in phase maps
shown in Fig. 4. The cationic potential (Eq. 1)
is found to increase from K to Na to Li ion
owing to the increasing ability to shield the
TMO2 interslab interaction. As a consequence,
KxTMO2 mainly crystallizes as the P2-type and
LixTMO2 as the O3-type structure, whereas
NaxTMO2 is the most notable family, as the
shielding strength is at the tipping point be-
tween P2- and O3-type structures. The dis-
tribution of reported layered electrodes exhibits
a clear trend by clustering around the divid-
ing line (Fig. 4). For more than 100,000 new
compositions, up to quaternary compositions
on the TM position, the cationic potential is
used to calculate the most stable stacking struc-
ture, resulting in a distribution of composi-
tions in the phase map around the dividing
line (see figs. S14 and S15 and supplemen-
tary text for details). This demonstrates how the
cationic potential can be used to predict the
structure of new NaxTMO2 layered materials,
on the basis of specific compositional demands.
It is worth noting that the other parts far away
from the line may also lead to other types of
TM-oxide phases (e.g., rock salt, spinel), or may
not lead to stable structures at all, which is the
subject of ongoing investigations.
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Fig. 4. Cationic potential phase map for alkali metal layered oxides. Summary of reported alkali metal
layered materials including Li-/Na-/K-ion oxides (see tables S18 and S19 for details).
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In summary, the ionic potential is a mea-
sure of the polarization of ions, mainly reflec-
ting the influence of electrostatic energy on
the system. Because the main difference be-
tween P- and O-type structures is the electro-
static polarizationbetweenAO2 (A, alkalimetals)
and TMO2 slabs, we can apply the proposed
cationic potential method to distinguish and
designmaterials, especially useful for Na-ion
layered oxides. For entropy-dominated phases,
disordered compounds resulting from mecha-
nical milling (20), or oxides prepared under
particular conditions (21, 22), metastable struc-
tures, or nonequilibrium phases (23), as well
as the local distortion of TMs (e.g., due to
Jahn-Teller effect onMn3+), the cationic potential
approach does not provide a sensible guide-
line. Moreover, the cationic potential only
predicts whether the proposed material will
crystallize in a P- or O-type structure, and
one composition has only one structure. The
actual obtained phases depend strongly on the
nature of precursors and the conditions/atmo-
sphere of thermal treatment, among others,
which may cause the difference in stoichiom-
etry and dynamic process, leading to struc-
tural changes. Further structural information
is required to decide whether the correspond-
ing material is stable and/or synthesizable in
practice and calls for extensive investigation.
Additionally, prediction of stacking structures
is challenging for density functional theory
methods because of the difficulty of predicting
the localized nature of TM orbitals, especially
for complicated TM compositions that have an
enormous configurational space. We demon-
strated the use of cationic potentials to tune
the TMO2 interslab interaction, contributing

to the important categories of layered mate-
rials. The currently known layered materials
are either low-Na-content (x = 2/3) P2-type
oxides or high-Na-content (x = 1) O3-type
oxides; we suggest further exploration of
high-Na-content P2-type oxides and low-Na-
content O3-type oxides through the as-proposed
cationic potential.
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ECOLOGICAL MONITORING

Ecological insights from three decades
of animal movement tracking across
a changing Arctic
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The Arctic is entering a new ecological state, with alarming consequences for humanity. Animal-borne
sensors offer a window into these changes. Although substantial animal tracking data from the
Arctic and subarctic exist, most are difficult to discover and access. Here, we present the new
Arctic Animal Movement Archive (AAMA), a growing collection of more than 200 standardized
terrestrial and marine animal tracking studies from 1991 to the present. The AAMA supports public
data discovery, preserves fundamental baseline data for the future, and facilitates efficient,
collaborative data analysis. With AAMA-based case studies, we document climatic influences on the
migration phenology of eagles, geographic differences in the adaptive response of caribou
reproductive phenology to climate change, and species-specific changes in terrestrial mammal
movement rates in response to increasing temperature.

T
he Arctic and adjacent regions are ex-
periencing the most rapid climate and
environmental changes on Earth, caused
primarily by anthropogenic greenhouse
gas emissions (1). Notable trends include

warming winter temperatures, ice loss, and
earlier spring snowmelt. These changes pro-
foundly affect conditions experienced by ani-
mals, including food availability, interspecific

competition, predation, and increased human
disturbances (2). Impacts of climate change
on Arctic vertebrates include rapid poleward
range shifts (3, 4); phenological trophic mis-
matches (5); and changes in migration (6),
foraging, and predator–prey dynamics (7). Be-
cause rapid environmental change in the
Arctic challenges the ability of the region’s
fauna to adapt, a primary response will likely
occur through phenotypic plasticity in the pat-
terns, locations, and timing of theirmovements

(2). Documenting and understanding these
changes requires multidecadal, pan-Arctic data
at multiple trophic levels.
We demonstrate the ecological utility of the

Arctic Animal Movement Archive (AAMA), an
active, collaborative collection of animal track-
ing datasets (supplementarymaterials).Marine
ecology archives, such as IOOS-ATN, IMOS,
OBIS-SEAMAP, and RAATD (8), provide in-
sight regarding space use, movement, and
connectivity (9–11). Terrestrial animal move-
ment archives are rare and tend to have a
regional or taxonomic focus (12). AAMA is the
first Arctic-focused archive with both terres-
trial and marine data and is hosted on the
global Movebank database. The geographic
scope of the AAMA (Fig. 1) includes the Arctic,
Arctic marine, and subarctic “boreal forests/
taiga” regions defined elsewhere (13, 14) (see
also supplementary materials). Currently, the
archive contains more than 15,000,000 occur-
rences of 8000 individuals representing 86
species, from 1991 to the present (figs. S1 and
S2 and tables S1 to S4). Combining data from
multiple AAMA studies, we show evidence of
(i) climate drivers of golden eagle migration
phenology, (ii) climate adaptation of parturition
by caribou, and (iii) consequences of increased
temperature and precipitation onmovements of
mammalian predators and herbivores.
Behavioral flexibility enables migrants to

optimize energy expenditure during migra-
tion and adjust arrival at summering grounds
(15, 16). We used tracking data from 103 in-
dividuals during 1993 to 2017 [supplementary
materials (case study 1) and table S5] to examine
arrival timing to breeding grounds of northward-
migrating golden eagles (“summering”), model-
ing it with predictors for age, sex, summering
onset latitude, year, and the preceding winter’s
mean Pacific decadal oscillation index (PDO).
Mean summering date changed slowly over

25 years (−0.5 days/year). The long-term trend
differed among age classes, with adults arriv-
ing earliest, then subadults, and then juve-
niles, and it was influenced by winter climate
(PDO) (Fig. 2 and tables S8 and S9). Eagles
of all age classes began summering later at
northern latitudes (1.08 days/degree). The
significant interaction of year and previous
“warm-phase”PDO explains earlier summering
dates for subadults and juveniles, highlight-
ing their known responsiveness to environ-
mental conditions (16). These warm-phase
winters cause awarmer and drier climatewith
reduced snowpack and an earlier snow-free
date. Earlier adult arrival to summering grounds
should result from selection and competition
for territories, yet local climatic variables af-
fect eagle condition before, and energy ex-
penditure during, northward migration (16).
For subadults sampled after 2011, the direct
effect of PDO is significant (–8.27 days), whereas
the full subadult dataset does not show a

RESEARCH

Davidson et al., Science 370, 712–715 (2020) 6 November 2020 1 of 4

Author affiliations are listed at the end of this paper.
*Corresponding author. Email: bohrer.17@osu.edu



significant effect of winter PDO (Fig. 2).
This period-related difference in inference of
climatic drivers highlights the importance of
compiling long-term,multigenerational observa-
tions. Given the importance of the winter PDO
and known impacts of global climate change,
golden eagles could face age-specific challenges
during migration and at their warming Arctic
summering grounds.
The timing of parturition is a key to the

demography of wildlife populations and can
be an adaptive response to climate shifts (17).
For manymammals, the period from late preg-
nancy through weaning has the highest en-
ergetic demands and thus is timed to occur
when vegetation productivity is highest (18).
Caribou occur in five different ecotypes (Fig. 3)
across boreal and Arctic North America and
are facing global declines (19). On the basis of
data from 917 individuals during 2000 to 2017
in northern Canada, we used characteristic pat-
terns of lowmovement during the calving sea-
son to estimate 1630 parturition dates in five
populations of barren-ground, northern and
southern boreal woodland, and northern
and southern mountain woodland caribou
[supplementary materials (case study 2) and
table S6].
We found differences in parturition timing

and trends among the five populations. The
southern and northern boreal populations calved
earliest, followed by northern and southern
mountain populations (table S10). Barren-ground
caribou calved later despite occupying a similar
latitudinal range as the northern boreal caribou
(Fig. 3). Most importantly, barren-ground and
northern woodland caribou, but not southern
woodland caribou, exhibited significant trends
toward earlier parturition [0.4 to 1.1 days/
year (table S10)]. This is the first continental-
scale retrospectiveevidenceofpotential adaptive
responses to climate trends by caribou.
Animals conserve energy bymodifying their

behavior in response to weather conditions,
with important implications for individual fit-
ness and species resilience under climate
change (20). We tested for effects of temper-
ature andprecipitation on seasonalmovement
rates (inmeters perminute) using records from
1720 individuals of two herbivore and three
predator species (black bear, grizzly bear, cari-
bou, moose, and wolf) during 1998 to 2019
[supplementary materials (case study 3) and
table S7]. We predicted that winter movement
rates would decline relative to summer, when
energetic costs of self-maintenance would be
highest. Rate would also decline within seasons,
during weather conditions that increase the
energetic cost of movement (e.g., snow that
increases energy requirements for movement
or higher ambient temperatures during the
summer that accelerate metabolism).
All species exhibited lower movement rates

during winter relative to summer (Fig. 4). As
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Fig. 1. Map of the AAMA boundary and data. Density of animal locations (number of observations per
~100 km2) at logarithmic scale characterizes data availability, not animal density or utilization.

Fig. 2. Changes in the onset date of golden eagles’ summering. Coefficient estimates (±95% confidence
intervals) reflecting age-specific changes in response to year, previous winter PDO, sex (reference: females),
latitude, interaction of year and PDO, and age class [reference: juveniles (tables S8 and S9)]. (Inset)
Time series of model-estimated summering. d.o.y., day of year.
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temperatures increased in summer, wolves
and black bears slowed their movement rates,
whereasmoose increased theirmovement rates.
Inwinter, only barren-ground caribou increased
movement rates as temperature increased. Snow
impeded wolves, boreal caribou, and moose,

whereas all species were generally insensitive
to summer precipitation. These patterns may
reflect asynchronous responses to climate
changewithin and across trophic levels. Climate-
driven variation in animal activity is likely
to affect species interactions, altering energy

expenditure, encounter rates, and foraging
success with demographic implications for
both predators and prey.
As we demonstrate, the AAMA provides a

solution to Arctic data collection and sharing
challenges. It serves as a critical baseline and
resource to identify early signals of local or
large-scale changes in animal distribution,
movement responses, and adaptive traits. Con-
tinued shifts in phenology in the Arctic pose
challenges to migratory species that encounter
changing seasonal fluctuations along migra-
tion routes and at Arctic summering and south-
ern wintering grounds (21). Key drivers of
population responses, such as migration, par-
turition, and foraging movement, are under-
going rapid changes, suggesting that climate
change is affecting animals in ways that will
shape the future of the Arctic.
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Fig. 3. Climate change adaptation of parturition times (PT) of caribou. (Top) PT by population.
(Bottom left) PT trends by population, including five barren-ground subpopulations. (Bottom right) PT
dates by elevation.

Fig. 4. Changes in species-specific movement
rates in response to daily maximum tempera-
ture, summer precipitation, and winter
snow–water equivalent (SWE). Odds ratios for
continuous covariates represent the positive
or negative change in movement rates per one
unit change in temperature or precipitation,
respectively. Ratios were identified as neutral if
credible intervals overlapped with 1.0.
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PALEOCLIMATE

Phasing of millennial-scale climate variability in the
Pacific and Atlantic Oceans
Maureen H. Walczak1,2*, Alan C. Mix1, Ellen A. Cowan3, Stewart Fallon2, L. Keith Fifield2,
Jay R. Alder1,4†, Jianghui Du1,5†, Brian Haley1†, Tim Hobern2†, June Padman1†,
Summer K. Praetorius6†, Andreas Schmittner1†, Joseph S. Stoner1†, Sarah D. Zellers7†

New radiocarbon and sedimentological results from the Gulf of Alaska document recurrent
millennial-scale episodes of reorganized Pacific Ocean ventilation synchronous with rapid Cordilleran
Ice Sheet discharge, indicating close coupling of ice-ocean dynamics spanning the past 42,000
years. Ventilation of the intermediate-depth North Pacific tracks strength of the Asian monsoon,
supporting a role for moisture and heat transport from low latitudes in North Pacific paleoclimate.
Changes in carbon-14 age of intermediate waters are in phase with peaks in Cordilleran ice-rafted
debris delivery, and both consistently precede ice discharge events from the Laurentide Ice
Sheet, known as Heinrich events. This timing precludes an Atlantic trigger for Cordilleran Ice
Sheet retreat and instead implicates the Pacific as an early part of a cascade of dynamic climate
events with global impact.

D
uring the last glacial period, the Lauren-
tide Ice Sheet of North America exper-
ienced recurrent, unstablemillennial-scale
retreat events, characterized by episodic
iceberg discharge inferred from the pre-

sence of apparently ice-rafted detrital sediment-
ary layers far into the Atlantic Ocean (1). These
so-called Heinrich events are among the most
abrupt climate perturbations of Earth’s recent
past (2). Various triggering mechanisms have
been theorized, including reduction of the
Atlantic Meridional Overturning Circulation
(AMOC) (3) warming of subsurface waters
(4–6), internal dynamics of the large Laurentide
Ice Sheet (7), and/or sea-level rise triggered
by episodic failure of another (presumably
European) ice sheet (8). Regardless of origin,
changes in oceanic and atmospheric circulation
associatedwith theHeinrich events correspond
to global perturbations, including weak inter-
vals of the Asianmonsoon (9), and antiphased
warming in Antarctica (10).
Marine sedimentary records spanning the

Northeast Pacific document periods of high ice
discharge analogous to the Heinrich events off
the west coast of North America, but with un-
certain timing and cause (11–14). Here, on the
basis of a detailed radiocarbon chronology in
the Gulf of Alaska, we assess the timing of the
Pacific ice discharge events from the Cordille-
ran Ice Sheet and changes in apparent sub-

surface ocean radiocarbon ages and establish
phasing relationships between North Pacific
andNorth Atlantic events.We find that Pacific
discharge events and intermediate water
ventilation changes precede events in the
North Atlantic and are early parts of a dy-
namic cascade of global climate changes, in-
cluding Antarctic warming and atmospheric
CO2 rise. We thus reject hypotheses that
these North Pacific millennial-scale climate
events originate as passive teleconnected
responses to the Laurentide/North Atlantic
or Antarctic.
During the last glacial period, the Alaskan

margin hosted ice streams draining the north-
western limb of the Cordilleran Ice Sheet,
evidenced by a series of sedimented troughs
crossing the continental shelf (15). Although
smaller than the Laurentide Ice Sheet, the
Cordilleran Ice Sheet at its Last Glacial
Maximum (LGM) extent was slightly larger
than the modern-day Greenland Ice Sheet
(16). IODP Site U1419 (59°31.9′N, 144°8.0′W,
690-m water depth; Fig. 1) was drilled on the
Gulf of Alaska slope in ~690-m water depth
on the continental slope ~75 km seaward of
the Bering Glacier, a modern remnant of a
major ice stream that may have routed ~15%
of drainage from the Cordilleran Ice Sheet
(fig. S1). Four drill holes yielded a continuous
stratigraphic splice extending back >90 m
adjusted core composite depth below seafloor,
CCSF-B (17).
A Bayesian age model based on 250 14Cmea-

surements of planktic and benthic foraminif-
era, and limited correlation points beyond the
range of 14C (table S1 and fig. S2), indicates
that the base of the stratigraphic splice was de-
posited ~55,000 years before present (yr B.P.)
(tables S3 and S4 and Fig. 2). The chronology
discussed here is based on calibration of radio-
carbon dates using the Marine13 curve (18);

however, our conclusions are insensitive to
calibration on the Marine20 curve (19), and
that alternate age model is presented and
discussed in the supplementary materials.
Corrected ages and sediment accumulation
rates, and their uncertainties, are resolved in
500-year intervals to ~60,000 yr B.P. (tables
S4 and S5). Accumulation rates range from
as low as ~10 cm per thousand years (kyr) in
mid-Holocene time (average 50 ± 30 cmkyr−1, 0
to 11,700 BP) to peaks of ~800 cm kyr−1 during
ice discharge events of the latest Pleistocene
(average200± 160cmkyr−1, 12,000 to 50,000BP;
fig. S3).
Each interval of anomalously high sediment

accumulation rate off southeast Alaska con-
tains a high concentration of coarse (sand-size
or greater) grains not associated with turbi-
dites, interpreted as ice-rafted detritus (IRD)
(see materials and methods). Mean IRD mass
accumulation rates (MARs) range from zero
(indicating that glaciers retreated from the
ocean either onto land or behind fjord sills
sufficiently shallow to inhibit iceberg fluxes)
to as high as 40 g cm−2 kyr−1. We name these
episodes of high IRD MAR “Siku events”
(the Iñupiat/Inuit word for ice, abbreviated
here as “S events”), which we define opera-
tionally as IRD MAR >12 g cm−2 kyr−1 aver-
aged over a time span of 500 years or longer.
This definition yields events S1 (peak at 17.0
to 18.0 kyr B.P.), S2 (25.0 to 27.0 kyr B.P.), S3
(29.5 to 30.5 kyr B.P.), S4 (39.5 to 42.0 kyr B.P.),
and perhaps S5 (~54 to 56 kyr B.P., although
the age model and IRD MAR is imprecise in
this interval) (Fig. 3 and fig. S9). The Siku
events represent a massive influx of icebergs
from regional retreat of marine-terminating
outlet glaciers from the Cordilleran Ice Sheet.
This association is analogous to that of North
Atlantic Heinrich events (20) and is consistent
with evidence for anomalously high sediment
fluxes associated with recent tidewater glacier
retreat in Alaska (21).
The lithology of IRD grains at Site U1419

varies widely, reflecting both proximal sources
in the Chugach and St. Elias Ranges drained
by the Bering Glacier, as well as more distal
sources, including the Alexander terrane of
southeast Alaska andwestern British Columbia
(17). This diversity of provenance suggests that
sediments from the northern Gulf of Alaska
integrate ice-rafted detritus from the western
Cordilleran ice streams, carried northward
and westward by the Alaska Current and
Alaska Coastal Current.Meltwater influx like-
ly accelerates these current systems during
episodes of rapid ice retreat (22). The youn-
gest Siku event (S1) captured in the U1419
marine IRD record coincides with terrestrial
cosmogenic-exposure dates for retreat of the
western Cordilleran, roughly synchronous on
the marine margin from Alaska to southern
British Columbia (23, 24).
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The modern water mass at the depth of Site
U1419 is at the approximate boundary of North
Pacific Intermediate Water [NPIW; an inter-
mediate water mass partially ventilated to the
atmosphere in the Sea of Okhotsk) (25)] and
Pacific Deep Water [PDW; a primary water
mass sourced around Antarctica as Circum-
polar Deep Water with relatively high pre-
formed 14C age, transited northward from the
Southern Ocean near the seafloor as Antarctic
Bottom Water and returned southward at
mid-depths, mixing with overlying waters
but without interacting with the atmosphere
(26)]. A 14C-depleted water mass expanded
through much of the deep Pacific during the
most recent glacial termination (27), with
high apparent ages at intermediate depths
approximately coeval with two events of in-
creased benthic reservoir age observed in the
Gulf of Alaska (28). These events, associated
with deglacial increases in atmospheric CO2,
have been inferred to reflect the upward
mixing and redistribution of a 14C-depleted
deep water mass (29, 30). Evidence from
authigenic eNd provides further support for
the interpretation of an increased contribu-
tion of abyssal Pacific waters to intermediate-
depth North Pacific waters at these times
(31, 32).
Wemeasured82benthic-planktic (B-P) radio-

carbon pairs spanning the past ~50,000 yr B.P.
at Site U1419, overlapping with and extending
28 paired measurements from <18,000 cali-
brated 14C years before present (cal yr B.P.)
in colocated core EW0408-85JC [59°33.32′N,
144°9.21′W, 682 m (28, 33)] (fig. S2). At this
site, an increase in the radiocarbon age of
bottomwaters relative to the surface (e.g., high
B-P values) may indicate (i) decreased cir-
culation rate increasing the true age of sub-
surface waters; (ii) decreased gas exchange of
source waters imparting an apparently high
preformed age on thewatermass; (iii) shoaling
or increased mixing of underlying 14C-deficient
deep waters with overlying intermediate wa-
ters; and/or (iv) decreased mixing of inter-
mediate waters with the sea surface [for
example, through enhanced shallow stratifi-
cation (34)]. The largest B-P age excursions
observed here cannot be driven solely by de-
creases in surface age (for example, by less
mixing with underlying older waters or greater
effective local gas exchange), as this would
require implausible surface-water ages youn-
ger than that of the coeval atmosphere (28).
Thus, substantial increases of B-P age differ-
encesmust reflect increases in subsurface res-
ervoir ages.
We limit the evaluation of the B-P at Site

U1419 to ages <42,000 cal yr B.P. (76.5 m
CCSF-B), where analytical precision is suffi-
cient for meaningful interpretation (see mate-
rials and methods). The B-P age differences
over that interval average 790 ± 340 (1s) years,
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Fig. 1. Map showing study area. Location of International Ocean Discovery Program Expedition 341 Site
U1419 (59°31.9′N, 144°8.0′W; 698-m depth) is shown on modern ETOPO1 bathymetry (58). The GLAC-1D
modeled LGM thickness of the Cordilleran, Laurentide, and Greenland ice sheets is shown (59), with margins
constrained by the proxy-derived LGM ice extent (60). The North American ice sheet saddle separating
the Cordilleran from the Laurentide is delineated as a dashed black line. Approximate directions and extent
of major northeast Pacific surface currents, including the Alaska Current, California Current, and Bering
Strait Throughflow are also shown.

Fig. 2. Bayesian age model for
Expedition 341 Site U1419
(see materials and methods)
based on the Marine13
calibration curve. The solid lines
are the ±1s error envelope on
the age model, shown versus
adjusted composite depth below
seafloor (CCSF-B) (17). All
calibrated planktic (blue) and
benthic (red) radiocarbon dates
are shown. Data from core
EW0408-85JC are filled circles
(28, 33), whereas data from
U1419 are open circles.
See materials and methods
for Marine20 age model.
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similar to (but with broader range than) the
site’s average Holocene (<11,700) value of
750 ± 120 (1s) years (28), and estimated mod-
ern “pre-bomb” 14C age differences between

surface and intermediate waters of 675 ± 90
(1s) years (35). Over the past 42,000 cal yr B.P.,
four identifiable episodes occurred in which
B-P age differences exceed 1000 years (con-

firmed by two or more B-P pairs), centered at
12,800, 17,700, 25,600, and 40,600 cal yr B.P.
(Fig. 3). The older three of these episodes of
high B-P are synchronous with Siku events 1,
2, and 4.
A smaller Siku event (S3), potentially asso-

ciated with H3 near 30,000 cal yr B.P., has
no accompanying B-P anomaly at Site U1419
(Fig. 3). However, in this interval, the resolu-
tion of the 14C data set is low, so an event may
have beenmissed. The youngest B-P excursion
(~12,800 cal yr B.P.), previously identified in
nearby core EW0408-85JC (28), does not cor-
respond to a Siku event as expressed in IRD,
but it is associated with terrestrial ice retreat
(36–38), high meltwater fluxes from land, and
adjacent surface ocean cooling (33, 39). By this
time, the Cordilleran outlet glaciers had re-
treated into silled fjords (36) that served as
sediment traps, leaving little expression of en-
hanced sediment or IRD fluxes in the open
ocean (40).
The North Pacific may be sensitive to the

Asian monsoon, which provides a net fresh-
water source that contributes to upper ocean
stratification, limiting subsurface ventilation
(41). High B-P and Siku events are initiated
during strong monsoon intervals (higher net
freshwater flux to the North Pacific), whereas
low B-P events tend to occur in concert with
weak monsoons (which are coincident with
Atlantic Heinrich events; Fig. 4). Northward
heat transport associated with strong mon-
soons may contribute to net negative mass
balance and retreat of the marine margin of
the Cordilleran Ice Sheet (42). In turn, fresh-
water discharge from the Cordilleran Ice Sheet
can further stratify the northeast Pacific, allow
intermediate water reservoir ages to rise as
vertical mixing with the surface ocean is sup-
pressed and mixing with the deep ocean is
favored, while triggering dynamic responses
in the North Atlantic sector (14, 39, 43, 44).
Chinese Cave d18O (9) leads Siku events by
~1000 to 3000 years (Fig. 4), reasonable for
an ice sheet response to warming. This would
seemingly support the hypothesis that low-
latitude processes are an important driver of
high-latitude climate (45).
Antarcticwarming, as reconstructed from ice

core d18O, follows within ~1000 years of Siku
events, with peak warmth ~2500 years after
peak IRD MAR (Figs. 3 and 5). This phasing
appears to preclude northward propagation
of an Antarctic trigger for Siku events (3) but
could support a mechanism in which Cordil-
leran meltwater cools the North Pacific and
in turn the North Atlantic, whereby reduc-
tion in AMOC triggers Antarctic warming (43).
Changes in Southern and Pacific Ocean cir-
culation associated with Antarctic warming
during the Heinrich events are hypothesized
to be related to the release of carbon from
the interior ocean, driving some portion of
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Fig. 3. Global records of climate changes during the latest Pleistocene. Greenland [d18O from North
Greenland Ice Core Project (NGRIP), black; 100-year smoothing shown in bold] (61) and Antarctica
(d18O from EDML, blue; 100 year smoothing shown in bold) (62) are shown on the synchronized AICC2012
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Fig. 4. Paleoclimate connection of the equatorial
and high-latitude North Pacific. The B-P 14C
record of U1419 (solid blue dots) and its site survey
core EW0408-85JC (open blue dots), reflecting
changes in the circulation and/or ventilation struc-
ture of the intermediate–upper Pacific Ocean,
superimposed on the U-Th dated Chinese speleo-
them d18O record interpreted as reflecting strength
of the Asian monsoon (green dashed line) (9).
Episodes of high B-P at U1419, and attendant
instability of the Cordilleran (Fig. 4), appear to track
periods of strong Asian monsoon. Heinrich events,
anomalously low B-P 14C differences, and periods of
weak Asian monsoon follow. Timing of the North
Atlantic Heinrich events shown in light orange bars;
H1 to H4 from synthesis of (65), H0 from (66).
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Fig. 5. The progression of global climate
anomalies surrounding retreat of the Northern
Hemisphere ice sheets over the past ~45,000
cal yr B.P. Canonical events here are averages of the
intervals around well-resolved Siku events 1, 2, and
4 aligned on their published chronologies according
to the timing of maxima in ice-rafted debris MAR
in Site U1419. Each record was then interpolated to
125-year time step and smoothed with a 750-year
Gaussian filter. The 7000 years of canonical changes
surrounding each event are shown for the Asian
monsoon [AM; Chinese Cave speleothem d18O (9)],
Cordilleran ice-rafted debris (IRD) and Northeast
Pacific Intermediate Water (NPIW) ventilation age as
reconstructed from Site U1419, Antarctic temper-
ature [d18O from EDML, blue (62)], global atmo-
spheric CO2 (64), North Atlantic IRD (65), and
Greenland temperature [d18O from NGRIP (61)]. Ice
core records are shown on the synchronized
AICC2012 time scale (63). Early expression of
Northern Hemisphere ice sheet instability (i.e., the
“Siku Phase”) is seen in the Pacific sector, where
intensified Asian monsoon (9, 45) coincides with the
start of northeast Pacific ice rafting, and to large
positive excursions in the 14C age of NPIW, followed
by Antarctic warming and global CO2 rise. In the
“Heinrich Phase,” the marine-terminating ice margins
of the North Atlantic retreat, generating Heinrich
events, and Greenland cools. The Asian monsoon
weakens and NPIW 14C ages decrease, likely as a
response to a reduction in AMOC (3, 9, 55).
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the following increase in atmospheric CO2

(32, 46) (Fig. 5).
Atlantic Heinrich events lag Pacific Siku

events by 1370 ± 550 years for peak IRD. This
phasing precludes teleconnection mechanisms
in which Atlantic processes trigger the earlier
expression of Pacific millennial-scale climate
instability (Fig. 5 and fig. S10). The correspon-
dence of highNorth Pacific B-P age differences
with Siku events similarly precludes their
origin as a downstream reduction of Pacific
intermediate-water ventilation in response to
AMOC suppression during Heinrich events.
Although high B-P age differences in the

North Pacific precede Heinrich events, the
lowest B-P age differences at Site U1419 co-
occur with H0, H1, H2, and H4 and may
plausibly reflect the regional response to
Heinrich events (Fig. 3). Similar timing for
low B-P is found in the northwest Pacific
and Bering Sea (47–51), and may support a
hypothesized interocean “see-saw” effect in
shallow subsurface ventilation (52–54). Earth
system model results suggest that freshwater
input in the North Atlantic during Heinrich
events could drive invigorated NPIW pro-
duction and/or enhanced stratification be-
tween NPIW and PDW, both of which would
contribute to younger intermediate water
age (55, 56).
We have documented correspondence of in-

creased northeast Pacific intermediate water
14C ages and ice-rafted debris delivery during
the past 42,000 years. A finely resolved chro-
nology implicates Cordilleran ice retreat (Siku
events) as early in a chain of prominent cli-
mate events, following strong Asianmonsoons
but leading the Heinrich events of the North
Atlantic, Antarctic warming, and global CO2

rise (Fig. 5). These observations indicate that
the Cordilleran Ice Sheet and North Pacific
Ocean play an active role in millennial-scale
climate oscillations and preclude direct for-
cing of Cordilleran ice retreat from Heinrich
events. Mechanisms linking Pacific and Atlan-
tic ice retreat events may include atmospheric
heat transports and adjustments in the Arctic
(44), net freshwater transports from the Paci-
fic to the Atlantic when Bering Strait is open
(39), and/or rapid sea-level rises accompany-
ing ice melt. Precursor retreat of the smaller
European ice sheets, posited as a trigger for
Laurentide ice purges (8), has since been dis-
counted (1). However, the early and rapid Cor-
dilleran ice losses documented here are more
likely to influence Atlantic ice sheet retreat.
The relative response times of these various
interacting systems range from subdecadal
(monsoons and atmospheric adjustments), to
centuries (smaller Cordilleran ice and water-
mass ventilation), tomillennia (largerLaurentide
ice and interbasin deep circulation), offering a
possibility that linkages across a range of
time scales could drive auto-oscillating behav-

ior when ice is present as a triggering mech-
anism (57).
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ECOLOGICAL GENOMICS

Genomic architecture of a genetically assimilated
seasonal color pattern
Karin R. L. van der Burg1*, James J. Lewis1,2, Benjamin J. Brack1, Richard A. Fandino1,
Anyi Mazo-Vargas1, Robert D. Reed1*

Developmental plasticity allows genomes to encode multiple distinct phenotypes that can be
differentially manifested in response to environmental cues. Alternative plastic phenotypes can be
selected through a process called genetic assimilation, although the mechanisms are still poorly
understood. We assimilated a seasonal wing color phenotype in a naturally plastic population of
butterflies (Junonia coenia) and characterized three responsible genes. Endocrine assays and chromatin
accessibility and conformation analyses showed that the transition of wing coloration from an
environmentally determined trait to a predominantly genetic trait occurred through selection for
regulatory alleles of downstream wing-patterning genes. This mode of genetic evolution is likely favored
by selection because it allows tissue- and trait-specific tuning of reaction norms without affecting
core cue detection or transduction mechanisms.

D
evelopmental plasticity—the ability of
one genotype to produce alternative
phenotypes in response to environmental
cues—is an important driver of pheno-
typic diversity (1, 2). Because plasticity

allows genomes to encode different poten-
tial phenotypes, it can be a source of pheno-
typic variation that natural selection can act
upon (3). Waddington coined the term “ge-
netic assimilation” to describe a reduction of
plasticity, where selection leads to expres-
sion of an ancestrally conditional phenotype
in the absence of the original environmental
cue (4). Little is currently known, however,
about the genetic mechanisms that underlie
the assimilation of ancestrally plastic pheno-
types (5).
We sought to characterize the genomic ar-

chitecture of genetic assimilation using seasonal
wing color plasticity in the common buckeye
butterfly Junonia coenia, which develops a pale
tan wing color under warm, long-day condi-
tions, and a dark red color under cold, short-day
conditions (Fig. 1A) (6). The wing color reaction
norm can evolve through both artificial and
natural selection, and both tan and red pheno-
types are fixed in some populations and closely
related species (7, 8).
To isolate alleles that control wing color

plasticity, we generated two artificial selection
lines for increased and reduced wing color
plasticity, respectively. Butterflies selected for
increased plasticity (the “Plastic” line) were
subjected to Waddington’s alternating selec-
tion regime (9): When reared under warm,
long-day conditions, the palest butterflies were

selected to breed, after which offspring were
reared under cool, short-day conditions, and
the reddest butterflies were selected. Within
six generations, the color difference between
warm- and cold-reared animals increased
(Fig. 1B and fig. S1), and the reaction norm
slope increased accordingly (Fig. 1, C and D,
and table S1). Selection for reduced wing color
plasticity (the “Red” line) was achieved by
rearing offspring under warm conditions
and selecting the reddest butterflies each
generation. After 12 generations, the red
phenotype became predominant under con-
ditions where butterflies would normally be
tan (Fig. 1E and fig. S1), and there was a sig-
nificant reduction in the reaction norm slope
(Fig. 1, C andD, and table S1). Thus, we created
a Plastic line in which the red wing pheno-
type is induced by environmental cues, and a
Red line in which the red wing phenotype is
assimilated.
Evolution of environmental response should

be attributable to changes in one of three
mechanisms: (i) cue detection, the capacity to
detect differences in the environment; (ii) cue
transduction, the translation of a cue into an
internal signal such as a hormone titer; and
(iii) tissue response, the way a specific tissue
responds to the internal signal (10). We thus
sought to determine to what extent we could
explain the plasticity differences between our
selection lines through changes in any of
these mechanisms.
Wing color plasticity in J. coenia is caused

by environmentally induced changes in the
timing of an ecdysone pulse during early
pupal development (11). If assimilation of the
red phenotype occurred because the ability to
detect or transduce cues was lost, we would
predict that warm-reared Red line butterflies
would have an ecdysone profile similar to that

of cold-reared Plastic line butterflies (which
are red). However, we found that ecdysone
titers in warm-reared butterflies from the
Red line were the same as in warm-reared
butterflies from the Plastic line (Fig. 1F),
which are red and tan, respectively. Ecdysone
titers responded to environmental cues sim-
ilarly in both lines. This indicates that in the
genetically assimilated Red line, wings became
red despite a normally functioning cue detec-
tion and transduction system. Thus, we infer
that genetic assimilation of red wing color-
ation occurred through changes in how wing
tissues respond to an otherwise conserved
endocrine signal.
To determine the genetic basis of changes

in wing color plasticity, we performed F3
crosses using individuals from the Red and
Plastic lines and scored phenotypes of indi-
viduals raised under conditions that would
normally induce tan phenotypes (i.e., warm,
long light cycle). We then selected 20 of the
most extreme tan (i.e., environment-responsive)
and 21 of themost extreme red (i.e., environment-
unresponsive) individuals for whole-genome
resequencing (tables S2 and S3). A genome-
wide association analysis, using the amount
of red color inwarm-reared animals to signify
reduced plasticity, revealed four genomic loci
(Fig. 2A). We identified candidate genes at
these loci by comparing hindwing mRNA lev-
els between the Red and Plastic lines at four
developmental stages spanning before, during,
and after the pupal ecdysone signal that deter-
mines wing color (fig. S5A). We detected 13 dif-
ferentially expressed genes (Wald adjusted P <
0.05) within 25 kb of a plasticity-associated
nucleotide variant (Fig. 2, B and C), of which
the majority were differentially expressed late
in development, during pigment synthesis
(Fig. 2C).
We next used one of three additional criteria

to select a subset of these genes for functional
validation: (i) suspected wing-patterning func-
tion (cortex), (ii) highest expression levels at
the differentially expressed stage (trehalase
and Dscam3), or (iii) differential expression
across multiple developmental stages (CG8930,
hereafter herfst). We then used CRISPR/Cas9
somatic deletion mosaics (figs. S8 and S9) to
test the function of Dscam3 in the Plastic line,
and cortex, trehalase, and herfst in the Red line,
consistent with which lines showed elevated
expression of the respective targets. We did not
observe Dscam3 phenotypes, but all three
genes in the Red line produced distinctmutant
clones of tan scales in a background of other-
wise normal Red line red scales. These are
phenotypes where individual butterflies dis-
play wing patterns that are mosaic for both
summer and autumn coloration (Fig. 2D).
One of the genes, cortex, is implicated inwing
pattern adaptation in peppered moths and
Heliconius butterflies (12, 13). The others are
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trehalase, which encodes an enzyme that
converts trehalose into glucose, a constituent
of the red wing pigment rhodommatin (14),
and herfst, a previously uncharacterized zinc
finger domain gene. In sum, knockouts of
three candidate genes showed that each is
individually necessary for production of the
red autumn phenotype, and the loss of func-
tion of any one of them phenocopies the tan
summer phenotype.
The evolution of reaction norms might be

traceable to differences in regulatory regions
that control the responsiveness of a gene to
an inductive signal, such as a hormone (15).
This model is consistent with mRNA expres-
sion differences observed between our selec-
tion lines, coupled with the lack of protein
coding variation. To further characterize the

nature of cis-regulatory variation between
selection lines, we used ATAC-seq (assay for
transposase-accessible chromatin with high-
throughput sequencing) to identify active cis-
regulatory elements (CREs), and Hi-C chromatin
contact mapping to assess physical interac-
tions between CREs and gene promoters (16).
Genome-wide chromatin accessibility was sim-
ilar between lines, with only 13% of ATAC-seq
peaks differing (Wald adjusted P < 0.05), most
of which (11%) varied late in development
during pigment deposition. Of 64 associated
nucleotide variants, 58 were located in pre-
sumptive CREs (i.e., within ATAC-seq peaks),
whereas only two were nonsynonymous amino
acid substitutions.
For cortex, ATAC-seq plus Hi-C highlighted

a cluster of significant nucleotide variants in

the first intron that correspond to a series of
nonvariable ATAC-seq peaks that physically
interact with the cortex promoter (Fig. 3A,
fig. S7, and table S9). For trehalase, ATAC-
seq plus Hi-C revealed a single major ~40-kb
upstreamCRE varying in accessibility between
lines (Wald adjusted P < 0.05) with strong
promoter interaction during pigment synthe-
sis (Fig. 3B, fig. S7, and table S9), suggesting
differences in CRE activity. For herfst, ATAC-
seq plus Hi-C revealed a hub of interactions
where three CREs, including the herfst pro-
motor, loop to each other. Two of these ele-
ments also showed differences in chromatin
accessibility between lines (Wald adjusted
P < 0.05) (Fig. 3C, fig. S7, and table S9),
again suggesting line-specific differences
in CRE activity. These results, coupled with
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Fig. 1. Rapid selection for increased and reduced plasticity. (A) Seasonal morphs of J. coenia. (B) Wing color response differences after six generations of selection for
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observed expression differences, sequence
associations in CREs, and lack of coding var-
iation, support a model where genetic assimi-
lation of red wing coloration was facilitated by
selection on alleles of cortex, trehalase, and
herfst with different cis-regulatory functions.
The three genes we identified in this study

suggest mechanisms through which assimi-
lation can evolve (Fig. 4). We speculate that
trehalase plays a direct role in pigment syn-
thesis, and that an environmentally insensitive
increase of trehalase expression in the Red line
promotes production of red pigmentation. It is
noteworthy that trehalase is also up-regulated
in cold-reared J. coenia (17), which suggests
that this gene is involved in generating both

the induced and the assimilated red pheno-
type. In contrast to trehalase, differences in
cortex and herfst expression occur during
larval development, before the inductive ecdy-
sone pulse (Fig. 4B). These pre-cue expression
differences suggest that these genes play an
upstream role in how thewing color regulatory
network responds to the ecdysone signal. We
speculate that early expression of these genes
may tune the parameters of ecdysone response—
for example, through threshold sensitivity and/or
critical period. Aswith trehalase, highermRNA
abundance in the Red line suggests that this
occurs through a loss of repression under
summer-like conditions. Ultimately, trehalase,
cortex, and herfst are all necessary for devel-

opment of the red autumn morph, and they
appear to function at different points in a
shared patterning network. Our results in-
dicate that reaction norm variation can be
both quantitative and multigenic, and we con-
jecture that allelic variants of these genes may
act additively to shape the reactionnorm curve.
Our study shows that seasonal plasticity can

evolve rapidly, likely through cis-regulatory
changes distributed across multiple downstream
trait-specific genes.We propose that thismode of
genetic evolution should be favored by selection
because it allows tissue- and trait-specific tuning
of reaction norms while avoiding broad effects
that would otherwise be caused by changes to
core seasonal response mechanisms.
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Fig. 2. Three genes underlying reaction
norm changes between selection lines.
(A) Four loci showed multiple nucleotides
significantly associated (P ≤ 0.00005)
with red color assimilation in Red line × Plastic
line F3 crosses. Asterisk denotes an associ-
ated contig with no differentially expressed
genes. (B) Differentially expressed genes
across multiple stages [fifth instar (5th),
pre-pupa (pp), 72 hours after pupation (72h),
day 7 after pupation (d7)]. Overlap with
center circle indicates genes within 50 kb
of an associated nucleotide. GWAS, genome-
wide association study. (C) Differential
expression of candidate genes in Plastic and
Red lines. Asterisks denote significance
(Wald adjusted P < 0.05). Genes selected for
functional validation are in bold. Letters
a, b, and c correspond to nucleotide associa-
tion regions shown in (A). (D) CRISPR/Cas9
somatic mosaic knockouts (mKO) confirm
that herfst, cortex, and trehalase are all
required for development of red pigmentation
characteristic of the autumn morph.
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CORONAVIRUS

Free fatty acid binding pocket in the locked structure
of SARS-CoV-2 spike protein
Christine Toelzer1,2*, Kapil Gupta1,2*, Sathish K. N. Yadav1,2*, Ufuk Borucu1,2*, Andrew D. Davidson3,
Maia Kavanagh Williamson3, Deborah K. Shoemark1,2, Frederic Garzoni4, Oskar Staufer5,6,7,8,
Rachel Milligan3, Julien Capin1,2, Adrian J. Mulholland9, Joachim Spatz5,6,7,8, Daniel Fitzgerald10,
Imre Berger1,2,8,9†, Christiane Schaffitzel1,2†

Coronavirus disease 2019 (COVID-19), caused by severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2), represents a global crisis. Key to SARS-CoV-2 therapeutic development is unraveling the
mechanisms that drive high infectivity, broad tissue tropism, and severe pathology. Our 2.85-angstrom
cryo–electron microscopy structure of SARS-CoV-2 spike (S) glycoprotein reveals that the receptor
binding domains tightly bind the essential free fatty acid linoleic acid (LA) in three composite binding
pockets. A similar pocket also appears to be present in the highly pathogenic severe acute respiratory
syndrome coronavirus (SARS-CoV) and Middle East respiratory syndrome coronavirus (MERS-CoV).
LA binding stabilizes a locked S conformation, resulting in reduced angiotensin-converting enzyme 2
(ACE2) interaction in vitro. In human cells, LA supplementation synergizes with the COVID-19 drug
remdesivir, suppressing SARS-CoV-2 replication. Our structure directly links LA and S, setting the stage
for intervention strategies that target LA binding by SARS-CoV-2.

S
even coronaviruses are known to infect
humans.The four endemichumancorona-
viruses (HCoVs)—OC43, 229E, HKU1, and
NL63—cause mild upper respiratory tract
infections, whereas pandemic virus SARS-

CoV-2 (severe acute respiratory syndrome coro-
navirus 2) and earlier SARS-CoV (severe acute
respiratory syndrome coronavirus) and MERS-
CoV (Middle East respiratory syndrome corona-
virus) can cause severe pneumonia with acute
respiratory distress syndrome, multi-organ fail-
ure, and death (1, 2).
SARS-CoV-2 has acquired functions that

promote its harsh disease phenotype. SARS-
CoV-2 causes severe inflammation and dam-
age to endothelial cells in the heart, kidneys,
liver, and intestines, suggestive of a vascular
infection rather than a purely respiratory dis-
ease (3, 4). The attachment of SARS-CoV-2 to
a host cell is initiated by the spike (S) protein
trimer, which adorns the outer surface of the
virus, binding to its cognate receptor angiotensin-
converting enzyme 2 (ACE2) with higher affin-

ity than the SARS-CoV S protein (5–7). A S1-S2
polybasic furin protease cleavage site distin-
guishes SARS-CoV-2 from SARS-CoV and other
closely related bat coronaviruses and serves
to stimulate entry into host cells and cell-cell
fusion (5, 8, 9). Inside the host cell, HCoVs
remodel the lipid metabolism to facilitate virus
replication (10). Infection by SARS-CoV-2 trig-
gers an unusually impaired and dysregulated
immune response (11) and a heightened in-
flammatory response (12), working in synergy
with interferon production in the vicinity of in-
fected cells to drive a feed-forward loop to up-
regulate ACE2 and further escalate infection (13).
In the search for additional functions that

contribute to the pathology of infection, we
determined the structure of the SARS-CoV-2
S glycoprotein by cryo–electron microscopy
(cryo-EM) (Fig. 1). We produced SARS-CoV-2
S as a secreted trimer (14) in MultiBac (15)
baculovirus-infected Hi5 insect cells (fig. S1)
(16). Highly purified protein was used for cryo-
EM data collection (fig. S2 and table S1). After
three-dimensional (3D) classification and re-
finement without applying symmetry (C1), we
obtained a 3.0-Å closed conformation from
136,405 particles and a 3.5-Å open conforma-
tion with one receptor binding domain (RBD)
in the up position from 57,990 particles (figs.
S2 and S3). C3 symmetry was applied to the
closed conformation particle pool, yielding a
2.85-Å map (Fig. 1A and figs. S2 and S3).
The structure of S displays the charac-

teristic overall shape observed for coronavirus
S proteins in the closed and open conforma-
tions (17–19), with the closed form (~70%)
predominating in our dataset (Fig. 1A and
figs. S2 to S4). Model building of the closed
form revealed additional density in the RBDs
in our structure (Fig. 1B). The tubelike shape

of this density was consistent with a fatty acid,
with size and shape similar to that of linoleic
acid (LA) bound to other proteins (Fig. 1B and
fig. S5) (20, 21). Liquid chromatography–
coupled electrospray ionization time-of-flight
mass spectrometry (LC-MS) analysis confirmed
the presence of a compound with the molecular
weight of LA in our purified sample (Fig. 1C).
The hallmarks of free fatty acid (FFA) bind-

ing pockets in proteins are an extended “greasy”
tube lined by hydrophobic amino acids, which
accommodates the hydrocarbon tail, and a
hydrophilic, often positively charged anchor
for the acidic headgroup of the FFA. In our
structure, a hydrophobic pocket mostly shaped
by phenylalanines forms a bent tube intowhich
the LA fits well (Fig. 1, D and E). The anchor
for the headgroup carboxyl is provided by an
arginine (Arg408) and a glutamine (Gln409)
from the adjacent RBD in the trimer, giving
rise to a composite LA binding site (Fig. 1E).
We confirmed the presence of LA in all three
binding pockets in the S trimer in the un-
symmetrized (C1) closed structure (fig. S6).
Similarly, masked 3D classification focusing
on the RBDs could not identify any unoccupied
pockets (fig. S7).
Our S construct contains alterations relative

to native SARS-CoV-2 S—namely, addition of
a trimerization domain and deletion of the
polybasic cleavage site, neither of which alters
the S conformation appreciably (14, 17) (fig. S8).
Glycosylation sites are located away from the
LA binding pocket and are largely native in our
structure (7, 17) (table S2). Thus, neither gly-
cosylation nor mutations are likely to affect the
LA binding pocket. We compared S and RBD
produced in insect cells with mammalian-
produced S to identify any potential influence
of differences in glycosylation onACE2 binding
by competition enzyme-linked immunosorbent
assay (ELISA) (Fig. 2A). All three reagents
bound ACE2 efficiently. We then used size
exclusion chromatography (SEC) with puri-
fied proteins to further confirm ACE2 binding
by S (Fig. 2B). The LA binding pocket and the
receptor binding motif (RBM) are distal and
nonoverlapping (Fig. 2C). Notably, in the LA-
bound S, the RBM is ordered and buried at the
interface between RBDs, whereas it was dis-
ordered in previously described SARS-CoV-2
S cryo-EM structures (7, 17).
SARS-CoV-2 S can also adopt an open con-

formation (fig. S4), which is compatible with
binding ACE2. In previous apo S cryo-EM
structures, about 60 to 75% of the S trimers
were in the open conformation (7, 17), in con-
trast to our observation of ~70% in the closed
conformation. This result could be due to LA
stabilizing the closed conformation; if so, LA
would be expected to reduce ACE2 binding.
We performed surface plasmon resonance
(SPR) experiments with biotinylated ACE2
immobilized on a streptavidin-coated chip
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Fig. 1. Cryo-EM structure of the SARS-CoV-2 S linoleic acid complex.
(A) Cryo-EM density of the S trimer is shown (left). Monomers are in cyan,
green, and pink, respectively. The structure is also shown in a cartoon
representation in a front view (middle) and top view (right). Bound LA is
illustrated as orange spheres. One LA binding pocket is surrounded by the
red box. (B) Composite LA binding pocket formed by adjacent RBDs. Tube-
shaped EM density is shown. (C) LC-MS analysis of purified S. (Top) Chemical
structure and molecular weight (MW) of LA. (Middle) C4 column elution

profile. (Bottom) Electrospray ionization time-of-flight (ESI-TOF) spectra of
wash solution (gray) and C4 peak elution fraction (black), with peak molecular
weight indicated. Intens., intensity, m/z, mass/charge ratio. (D) Hydrophobic
LA binding pocket in a surface representation, illustrating the excellent fit of
bound LA (orange; shown in ball-and-stick representation). Blue and red
indicate positive and negative surface charge, respectively. (E) LA interactions
with amino acids in the binding pocket. The acidic LA headgroup is in the vicinity
of an arginine (Arg408) and a glutamine (Gln409).
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(Fig. 2D and fig. S9). We first determined
the dissociation constant (KD) of the RBD-
ACE2 interaction to validate our assay. Our
value (26 nM; fig. S9C) is in good agreement
with that of previous work [44 nM (22)], which
used SPRwith theRBD immobilized andACE2
as an analyte. Apo S was prepared by applying
Lipidex, the established method for removing
lipids from lipid-binding proteins (23). A KD of
0.7 nM was obtained for the apo S-ACE2 in-
teraction (fig. S9A). For the LA-bound S-ACE2
interaction, we obtained a KD of 1.4 nM (fig.
S9B). We consistently obtained a markedly
reduced resonance unit signal for LA-bound
S compared with apo S at the same concen-
trations (Fig. 2D and fig. S9, A and B). This
observation is consistent with the apo state
having a higher percentage of S trimers in the
open, ACE2-accessible conformation.

We characterized the affinity of the LA in-
teraction both experimentally and computa-
tionally. Our SPR assays with immobilized
RBD yielded a binding constant of ~41 nM,
exhibiting a slow off-rate, consistent with tight
binding of LA (fig. S10). Repeated molecular
dynamics simulations of the entire locked
LA-bound S trimer (three 100-ns simulations)
using GROMACS-2019 (24) corroborated the
persistence of stable interactions between LA
and the S trimer (movies S1 and S2). The af-
finity of LA binding to the S trimer will likely
be higher than that of binding to the RBD
alone, taking into account polar headgroup
interactions with Arg408 and Gln409 of the
adjacent RBD (Fig. 1E). The resolution of the
RBDs in our open S cryo-EM structure was
insufficient to either assign or rule out a
ligand-bound pocket (fig. S3). However, the

slow off-rate observed with the RBD monomer
(fig. S10) suggests that LA binding could be
maintained when the S trimer transiently con-
verts into the open conformation. This is sup-
ported by our observation that LA was retained
during S purification, in spite of S trimers adopt-
ing the open form~30%of the time (fig. S2), and
by our MD simulations with a modeled ligand-
bound open S trimer (movie S3) in which all
three LAs remained bound for 500 ns.
Next, we investigated the effect of LA in

experiments with live SARS-CoV-2 infecting
human epithelial cells. Remdesivir is an RNA-
dependent RNA polymerase inhibitor and the
first antiviral drug to show a benefit in the
treatment of coronavirus disease 2019 (COVID-
19) in clinical trials, albeit with considerable
side effects at the doses required (25). LA sup-
plementation at concentrations of 50 to 100 mM
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Fig. 2. Functional characteri-
zation of LA-bound SARS-
CoV-2 S. (A) Insect cell
(Hi5)–expressed S (dark blue
bars), insect cell–expressed
RBD (light blue bars), and
mammalian (HEK293)–
expressed S (white bars) in
competition ELISAs with immo-
bilized ACE2. Error bars indi-
cate SDs (three replicates).
A, absorbance; Conc., concen-
tration. (B) Interaction of
LA-bound SARS-CoV-2 S pro-
tein with ACE2 was analyzed by
SEC, evidencing complex for-
mation. (Left) SEC profiles are
shown for ACE2 (yellow, III),
LA-bound S (green, II), and a
mixture of ACE2 and LA-bound
S (orange, I). (Right) Peak
fractions (I to III) were analyzed
by SDS–polyacrylamide gel
electrophoresis, evidencing the
expected proteins. (C) (Left)
Top view of the LA-bound S
glycoprotein trimer, with RBDs
shown in cyan, green, and pink.
In each RBD subunit, the motif
responsible for ACE2 binding
(RBM) is in red, and LA is
shown as orange spheres.
(Right) A close-up view into the
cyan RBD shows that the RBM
is fully ordered and that
LA and RBM are not in direct
contact. (D) SPR analysis of binding of the LA-bound S trimer (orange curves)
and the apo S trimer (green curves) to immobilized ACE2. Apo S and LA-bound
S were diluted to concentrations of 40 and 160 nM, respectively. Black lines
correspond to a global fit from a 1:1 binding model. RU, resonance units.
(E) Synergistic effect of LA and remdesivir on SARS-CoV-2 replication. Effects of
varying doses of remdesivir ± 50 mM LA on virus infection are shown. Human Caco-2
ACE2+ cells were infected with SARS-CoV-2 and then treated with varying doses of

remdesivir ± 50 mM LA. At 96 hours after infection, cells were fixed and infected cells
were detected by immunofluorescence assay using an anti-N antibody (green). Cell
nuclei were stained by 4′,6-diamidino-2-phenylindole (DAPI; blue). Representative
images corresponding to the remdesivir dose range of 20 to 200 nM are shown.
(F) Amount of extracellular virus present in wells (n = 3) at the dose combinations
shown was determined by quantitative reverse transcription polymerase chain
reaction (performed in duplicate for each sample). Error bars show SD.
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was previously shown to affect coronavirus
entry and replication (10). We administered
remdesivir at concentrations of 20, 64, and
200 nM, supplementing with 50 mM LA (Fig.
2E). Our results revealed synergy, with the
dose of remdesivir required to suppress SARS-
CoV-2 replication markedly reduced by the
addition of LA (Fig. 2, E and F).
We superimposed our LA-bound structure

on previous SARS-CoV-2 apo S structures in
the closed conformation (7, 17) and identified
a gating helix located directly at the entrance
of the binding pocket (Fig. 3, A to C). This
gating helix, which comprises Tyr365 and
Tyr369, is displaced by ~6 Å when LA is bound,
thus opening the pocket (Fig. 3, A and B). In
the apo SARS-CoV-2 S trimer (7, 17), a gap
between adjacent RBDs places the hydrophilic
anchor residues ~10 Å from the position of the
LA headgroup (Fig. 3C). Upon LA binding, the
adjacent RBD in the trimer moves toward its
neighbor, and the anchor residues Arg408 and
Gln409 lock down on the headgroup of LA
(Fig. 3, C and D). Overall, this results in a
compaction of trimer architecture in the re-
gion formed by the three RBDs, producing a
locked S structure (Fig. 3D and movie S4).
We investigated whether the LA-binding

pocket is conserved in the seven coronaviruses

that infect humans (Fig. 4A and table S3).
Sequence alignment shows that all residues
lining the hydrophobic pocket and the anchor
residues (Arg408 andGln409) in SARS-CoV-2 are
fully conserved in SARS-CoV (Fig. 4A). Struc-
tural alignment of LA-bound RBDs within the
trimer of SARS-CoV-2 and apo SARS-CoVRBDs
(19) reveals that the LA binding pocket is pres-
ent in SARS-CoV. The greasy tube is flanked by
a gating helix as in SARS-CoV-2, with Arg395

and Gln396 of SARS-CoV positioned 10 and 11 Å
from the entrance, respectively, in a conforma-
tion that is virtually identical to that of apo
SARS-CoV-2 (Figs. 3C and 4B). In MERS-CoV,
the gating helix and hydrophobic residues
lining the pocket are also present. Tyr365,
Tyr369, and Phe374 are substituted by likewise
hydrophobic leucines and a valine, respec-
tively (Fig. 4, A and C) (19). The Arg408-Gln409

pair is not conserved; however, we identify
Asn501, Lys502, and Gln466 as potential anchor
residues, located on a b sheet and an a helix
within the adjacent RBD, up to 11 Å from the
entrance (Fig. 4C). Thus, the greasy tube and
hydrophilic anchor appear to be present in
MERS-CoV, suggesting convergent evolution.
In HCoV OC43, the gating helix and hydropho-
bic residues that line the pocket are largely con-
served, whereas Tyr365, Tyr369, and Phe374 are

replaced by methionines and alanine, respec-
tively (Fig. 4A) (18). Arg413 is located on the
same helix as Arg408 and Gln409 in SARS-CoV-2
and could serve as a hydrophilic anchor (Fig.
4D). No gap exists in this presumed apo form
structure between the RBDs, which appear
already in the locked conformation (Fig. 4D
and fig. S11) (18). In HCoV HKU1, the hydro-
phobic residues are again largely conserved,
but a charged residue (Glu375) is positioned
directly in front of the entrance, obstructing
access for a putative ligand (Fig. 4E) (26). The
RBDs of HCoVs 229E and NL63 adopt a very
different fold (fig. S13) (27, 28), and many of
the LA binding residues are not present (Fig.
4A), thus hampering predictions of a binding
site for fatty acids.
In summary, we find four molecular fea-

tures that mediate LA binding to SARS-CoV-2
and potentially also to SARS-CoV and MERS-
CoV S proteins: a conserved hydrophobic pocket,
a gating helix, amino acid residues prepositioned
to interact with the LA carboxyl headgroup, and
looselypackedRBDs in theapo form.By contrast,
in each of the four common circulating HCoVs,
it appears that one or more of these four ar-
chitectural prerequisites is lacking in the S
protein structures (Fig. 4 and figs. S11 and S12).
LA binding to SARS-CoV-2 S triggers a locking
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Fig. 3. Comparison of LA-
bound and apo S structures.
(A) Superimposition of
LA-bound SARS-CoV-2 RBD
(cyan) and ligand-free apo RBD
(gray) [PDB ID 6VXX (7)].
The gating helix at the entrance
of the hydrophobic pocket
moves by 6 Å in the presence
of LA. Tyr365 and Tyr369 swing
away, avoiding clashes with
LA (orange). Black arrows indicate
the rearrangements. (B) Same
structure as in (A) rotated by
90° as indicated, showing the
entrance of the hydrophobic
pocket. (C) Formation of a
composite LA binding pocket
by two adjacent RBDs in LA-bound
S involves a ~5-Å movement of
RBD2 (green) toward RBD1 (cyan)
as opposed to apo S (gray).
(D) Superimposition of the RBD
trimer of apo S (gray) and LA-
bound S (RBD1, cyan; RBD2,
green; RBD3, pink; LA, orange) is
shown (left). The individual RBD
trimers are depicted for LA-bound
S (right, top) and apo S (right,
bottom), with RBDs boxed in
black, highlighting the compaction
of RBDs in the LA-bound
S structure.
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down of the hydrophilic anchor and a compac-
tion of the RBD trimer (Fig. 3, C and D). In
addition to stabilizing the closed conformation,
this lockdown could also help stabilize the S1
region, which includes the N-terminal domain
and the RBD. The RBM, central to ACE2 bind-
ing, appears to be conformationally preorgan-
ized in our structure (Fig. 2C), indicating a
generally more rigid RBD trimer when LA is
bound. Although direct cross-talk between
the LA binding pocket and the RBM is not
apparent from our structure (Fig. 2C), the
conformational changes in the RBD trimer
(Fig. 3) could affect ACE2 docking and in-
fectivity, as indicated by our SPR assays that
show reduced levels of S binding in the pres-
ence of LA (Fig. 2D). The S protein’s tight

binding of LA originates from a well-defined
size and shape complementarity afforded by
the pocket (Fig. 1, B and D). The LA binding
pocket thus presents a promising target for
future development of small-molecule inhib-
itors that, for example, could irreversibly lock
S in the closed conformation and interfere
with receptor interactions. It is noteworthy in
this context that a fatty acid binding pocket
was exploited previously to develop potent
small-molecule antiviral drugs to treat rhino-
virus, locking viral surface proteins in a con-
formation incompatible with receptor binding
(29, 30). These antivirals were successful in
human clinical trials (31, 32).
A recent proteomic and metabolomic study

of COVID-19 patient sera showed continuous

decrease of FFAs, including LA (33). Lipid
metabolome remodeling is a common element
of viral infection (34, 35). For coronaviruses,
the LA–to–arachidonic acid metabolic path-
way was identified as central to lipid re-
modeling (10). We hypothesize that LA
sequestration by SARS-CoV-2 could confer a
tissue-independent mechanism by which
pathogenic coronavirus infection may drive
immune dysregulation and inflammation
(35–37). Our findings provide a direct struc-
tural link between LA, COVID-19 pathology,
and the virus itself and suggest that both the
LA binding pocket within the S protein and
the multinodal LA signaling axis represent
excellent therapeutic intervention points to
treat SARS-CoV-2 infections.
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Fig. 4. Human coronavirus RBD
architectures. (A) Alignments of the
seven CoV strains that can infect
humans, highlighting conserved resi-
dues. Cyan, residues lining the hydro-
phobic pocket; purple, gating helix
residues; green, residues positioned to
interact with the LA polar headgroup;
and red, Glu375 in HKU1 [see panel (E)].
Single-letter abbreviations for the
amino acid residues are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe;
G, Gly; H, His; I, Ile; K, Lys; L, Leu;
M, Met; N, Asn; P, Pro; Q, Gln; R, Arg;
S, Ser; T, Thr; V, Val; W, Trp; and
Y, Tyr. (B) Superimposition of RBD1 of
LA-bound SARS-CoV-2 (RBD2, green)
with RBD1 of ligand-free apo SARS-CoV
[RBD1 and RBD2, magenta; PDB ID
5X58 (19)] indicates a conservation of
the composite binding pocket.
(C) Superimposition of RBD1 of LA-
bound SARS-CoV-2 (RBD2 is omitted
for clarity) with RBD1 of MERS-CoV
[RBD1 and RBD2, forest green; PDB ID
5X5F (19)]. (D) Superimposition of
RBD1 of LA-bound SARS-CoV-2 (RBD2,
green) with RBD1 of OC43 [RBD1 and
RBD2, purple; PDB ID 6NZK (18)].
(E) Superimposition of LA-bound
SARS-CoV-2 RBD with HKU1 RBD
[brown; PDBID 5GNB (26)]. LA is
omitted in SARS-CoV-2 RBD for clarity.

RESEARCH | REPORT



REFERENCES AND NOTES

1. P. Zhou et al., Nature 579, 270–273 (2020).
2. A. Zumla, J. F. Chan, E. I. Azhar, D. S. Hui, K. Y. Yuen,

Nat. Rev. Drug Discov. 15, 327–347 (2016).
3. Z. Varga et al., Lancet 395, 1417–1418 (2020).
4. V. G. Puelles et al., N. Engl. J. Med. 383, 590–592 (2020).
5. M. Hoffmann et al., Cell 181, 271–280.e8 (2020).
6. M. Letko, A. Marzi, V. Munster, Nat. Microbiol. 5, 562–569 (2020).
7. A. C. Walls et al., Cell 181, 281–292.e6 (2020).
8. M. Hoffmann, H. Kleine-Weber, S. Pöhlmann, Mol. Cell 78,

779–784.e5 (2020).
9. S. Matsuyama et al., Proc. Natl. Acad. Sci. U.S.A. 117,

7001–7003 (2020).
10. B. Yan et al., Viruses 11, 73 (2019).
11. C. Qin et al., Clin. Infect. Dis. 71, 762–768 (2020).
12. M. Z. Tay, C. M. Poh, L. Rénia, P. A. MacAry, L. F. P. Ng,

Nat. Rev. Immunol. 20, 363–374 (2020).
13. C. G. K. Ziegler et al., Cell 181, 1016–1035.e19 (2020).
14. F. Amanat et al., Nat. Med. 26, 1033–1036 (2020).
15. D. J. Fitzgerald et al., Nat. Methods 3, 1021–1032 (2006).
16. To produce S glycoprotein, we used baculovirus-infected insect

cells (Hi5) cultured in ESF 921 media from Expression
Systems, which contains cod liver oil as a nutrient supplement.
Cod liver oil contains hundreds of FFAs, including LA (38), a
possible source of the fatty acid. In parallel to our work, other
researchers determined cryo-EM structures of S expressed in
a mammalian system (HEK293) in serum and protein-free
media (39, 40). The tube-shaped density we identified in our
study is also present in those structures (but was not assigned
or interpreted). Thus, we conclude that LA binding in the
SARS-CoV-2 S pocket is not dependent on the expression
system or media used.

17. D. Wrapp et al., Science 367, 1260–1263 (2020).
18. M. A. Tortorici et al., Nat. Struct. Mol. Biol. 26, 481–489 (2019).
19. Y. Yuan et al., Nat. Commun. 8, 15092 (2017).
20. J. M. Gullett, M. G. Cuypers, M. W. Frank, S. W. White,

C. O. Rock, J. Biol. Chem. 294, 16416–16428 (2019).
21. J. Wang, E. J. Murphy, J. C. Nix, D. N. M. Jones, Sci. Rep. 10,

3300 (2020).
22. J. Shang et al., Nature 581, 221–224 (2020).
23. J. F. Glatz, J. H. Veerkamp, J. Biochem. Biophys. Methods 8,

57–61 (1983).
24. H. J. C. Berendsen, D. van der Spoel, R. van Drunen,

Comput. Phys. Commun. 91, 43–56 (1995).
25. J. H. Beigel et al., N. Engl. J. Med. 10.1056/NEJMoa2007764

(2020).
26. X. Ou et al., Nat. Commun. 8, 15216 (2017).
27. Z. Li et al., eLife 8, e51230 (2019).
28. A. C. Walls et al., Nat. Struct. Mol. Biol. 23, 899–905 (2016).
29. J. Badger et al., Proc. Natl. Acad. Sci. U.S.A. 85, 3304–3308

(1988).
30. M. A. Oliveira et al., Structure 1, 51–68 (1993).
31. V. Casanova, F. H. Sousa, C. Stevens, P. G. Barlow, Future Virol.

13, 505–518 (2018).
32. K. K. W. To, C. C. Y. Yip, K. Y. Yuen, J. Formos. Med. Assoc. 116,

496–504 (2017).

33. B. Shen et al., Cell 182, 59–72.e15 (2020).
34. C. M. Goodwin, S. Xu, J. Munger, Trends Microbiol. 23,

789–798 (2015).
35. J. W. Schoggins, G. Randall, Cell Host Microbe 14, 379–385

(2013).
36. M. M. Zaman et al., Am. J. Physiol. Lung Cell. Mol. Physiol. 299,

L599–L606 (2010).
37. I. Kimura, A. Ichimura, R. Ohue-Kitano, M. Igarashi,

Physiol. Rev. 100, 171–210 (2020).
38. S. Hauff, W. Vetter, J. Agric. Food Chem. 57, 3423–3430

(2009).
39. Y. Cai et al., Science 369, 1586–1592 (2020).
40. A. G. Wrobel et al., Nat. Struct. Mol. Biol. 27, 763–767

(2020).

ACKNOWLEDGMENTS

We thank all members of the Berger and Schaffitzel teams as well
as G. Singh, Y. Yamauchi, and D. Matthews (University of Bristol,
UK) for assistance; F. Krammer (Icahn School of Medicine,
USA) for sharing expression plasmids; V. Chang and R. Aricescu
(MRC-LMB, UK) for the gift of S expressed in HEK293; A. Finn
(Bristol UNCOVER Group and Children’s Vaccine Centre, Bristol
Medical School), J. Tavaré (School of Biochemistry, Bristol),
K. Gillespie (Diabetes and Metabolism Unit, Southmead Hospital,
Univ. of Bristol), and D. Fitzgerald (Quest Imaging Medical
Associates, USA) for helpful discussions and careful reading of the
manuscript; S. Burbidge, T. Batstone, and M. Williams for
computation infrastructure support; the Advanced Computing
Research Centre (ACRC) at the University of Bristol for access to
BlueCryo, BlueCrystal Phase 4, and BlueGEM; and the UK
HECBioSim for access to the UK supercomputer, ARCHER. We
are particularly grateful to T. Thangarajah (Genscript) for early
access to Genscript’s cPass SARS-CoV-2 Neutralization Antibody
Detection/Surrogate Virus Neutralization Test Kit (L00847). We
also thank S. Fabritz and the Core Facility for Mass Spectrometry
at the Max Planck Institute for Medical Research for their support
on MS measurements. Funding: This research received support
from the Elizabeth Blackwell Institute for Health Research and the
EPSRC Impact Acceleration Account EP/R511663/1, University of
Bristol; from BrisSynBio, a BBSRC/EPSRC Research Centre for
synthetic biology at the University of Bristol (BB/L01386X/1 to
I.B., A.J.M., and D.K.S.); and from the BBSRC (BB/P000940/1 to
C.S. and I.B.). This work received generous support from the
Oracle Higher Education and Research program to enable cryo-EM
data processing using Oracle’s high-performance public cloud
infrastructure (https://cloud.oracle.com/en_US/cloud-
infrastructure) and from the EPSRC through a COVID-19 project
award via HECBioSim to access ARCHER (to A.J.M.). We
acknowledge support and assistance by the Wolfson Bioimaging
Facility and the GW4 Facility for High-Resolution Electron Cryo-
Microscopy funded by the Wellcome Trust (202904/Z/16/Z and
206181/Z/17/Z) and BBSRC (BB/R000484/1). We would like to
acknowledge support of the University of Bristol’s Alumni and
Friends, who funded the ImageXpress Pico Imaging System.
O.S. acknowledges support from the Elisabeth Muerer Foundation,
the Max Planck School Matter to Life, and the Heidelberg Biosciences
International Graduate School. A.D.D. is supported by the U.S. Food

and Drug Administration (HHSF223201510104C) and the UK
Research and Innovation/Medical Research Council (MRC)
(MR/V027506/1). M.K.W. is supported by MRC grants MR/R020566/1
and MR/V027506/1 (awarded to A.D.D). A.J.M. is supported
the British Society for Antimicrobial Chemotherapy (BSAC-
COVID-30) and the EPSRC (EP/M022609/1, CCP-BioSim).
I.B. acknowledges support from the EPSRC Future Vaccine
Manufacturing and Research Hub (EP/R013764/1). C.S. and
I.B. are Investigators of the Wellcome Trust (210701/Z/18/Z
and 106115/Z/14/Z). Author contributions: C.S. and I.B.
conceived and guided the study. F.G., K.G., and J.C. produced,
purified, and analyzed samples. K.G. carried out biochemical
experiments. S.K.N.Y. and U.B. prepared grids and collected EM
data. S.K.N.Y., U.B., K.G., and C.T. carried out image analysis
and model building. A.D.D., M.K.W., and R.M. performed all live
virus CL3 work and analyzed data. D.K.S. and A.J.M. performed
all MD simulations. O.S. and J.S. performed and interpreted
mass spectrometry. C.T., K.G., D.F., I.B., and C.S. interpreted
results. D.F., I.B., and C.S. wrote the manuscript, with input from
all authors. Competing interests: The authors declare
competing interests. I.B and F.G. report shareholding in
Imophoron Ltd. that is unrelated to this work. I.B. and D.F.
report shareholding in Geneva Biotech Sàrl that is related to this
work. Patent applications describing methods and material
compositions based on the present observations have been filed.
Data and materials availability: Datasets generated during
this study have been deposited in the Electron Microscopy Data
Bank (EMDB) under accession numbers EMD-11145 (C3 closed
conformation), EMD-11144 (C1 closed conformation), and
EMD-11146 (open conformation) and in the Protein Data Bank
(PDB) under accession numbers: 6ZB5 (C3 closed conformation)
and 6ZB4 (C1 closed conformation). Reagents are available
from I.B. and C.S. under a material transfer agreement with the
University of Bristol. This work is licensed under a Creative
Commons Attribution 4.0 International (CC BY 4.0) license,
which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited. To view
a copy of this license, visit https://creativecommons.org/
licenses/by/4.0/. This license does not apply to figures/photos/
artwork or other content included in the article that is credited
to a third party; obtain authorization from the rights holder before
using such material.

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/370/6517/725/suppl/DC1
Materials and Methods
Figs. S1 to S12
Tables S1 to S3
References (41–63)
MDAR Reproducibility Checklist
Movies S1 to S4

View/request a protocol for this paper from Bio-protocol.

15 June 2020; accepted 16 September 2020
Published online 21 September 2020
10.1126/science.abd3255

Toelzer et al., Science 370, 725–730 (2020) 6 November 2020 6 of 6

RESEARCH | REPORT



Who’s the top

employer for 2020?
Science Careers’ annual survey reveals

the top companies in biotech & pharma

voted on by Science readers.

Read the article and employer profles

at sciencecareers.org/topemployers



Recruitment

1. Postdoctoral scholar/fellow holding

formal research positions in overseas

universities, or Graduate student with

PhD of overseas universities.

2. Distinguished talents with different

titles of National-Level and Provin-

cial-Level Scholars, Known Associated

Professor of universities home and

abroad and Doctors with remarkable

achievements.

Payment and Welfare
Generous Settling-down Allowance,

Research Start-Up Funds, On-duty

Allowance and ample Housing will be

offered.

Brief Introduction
Sharing the only garden-like campus in Taiyuan, a beauti-

ful historic city of over 2, 500 years old in Shanxi Province,

North University of China (NUC) is a multi-disciplinary teach-

ing and research university including engineering, science,

liberal arts, economics, management, law, art and education.

NUC consists of 1 national key discipline, 15 provincial key

advantage disciplines and 6 centers for post-doctoral stud-
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Asanequal employment opportunity and afrmative action employer, it is the policy of

UTSA to promote andensure equal employment opportunity for all individualswithout

regard to race, color, religion, sex, national origin, age, sexual orientation, disability, or
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Before my sabbatical, I was on the 

verge of leaving academia. Six years 

into an assistant professorship, 

I felt trapped in my narrow spe-

cialty: the science of how volcanic 

eruptions unearth diamonds. My 

work had been well funded by the 

diamond industry when I was a 

grad student and postdoc. But dur-

ing my first year as a professor, the 

2008 financial crisis hit. Diamond 

sales plummeted and funding dried 

up. I tried to pivot by proposing 

projects that made use of my lab 

skills in other research areas, such 

as fluid mechanics. But those pro-

posals were rejected, too. After a 

productive Ph.D., I wondered, “Did 

I peak too soon?”  

My publication record as a fac-

ulty member was soon among the 

worst in my department. I wasn’t 

worried about being denied tenure 

and losing my job because my university doesn’t have a ten-

ure system. But without a vibrant research career, I became 

increasingly restless. Something big had to change. Then I 

got thrown a lifeline: My university approved my request 

for a semester-long sabbatical, which would give me the 

mental space to think carefully about how to move forward.

At first, I found the hustle and bustle of the co-working 

space—an open-plan office I shared with eight other people—

disruptive. I also missed having geoscientists around to 

bounce ideas off. Very soon, though, I settled in. I bought 

noise canceling headphones so I could focus when I needed 

to. And I found the fast-moving, entrepreneurial environ-

ment exhilarating. My co-workers were curious about the 

problems I was addressing, and I was inspired by the way 

they welcomed risk taking and outside-the-box thinking.

During a chat over coffee, one of my new officemates told 

me he’d owned a successful business but lost everything 

overnight when his company went bankrupt. Afterward, he 

picked himself up and started over. 

Now, he was the director of another 

successful company selling a com-

pletely different product. His posi-

tive attitude about the experience 

made me realize it’s OK if you hit a 

dead end—you just shift gears and 

move in a new direction.

So I took a gamble, deciding that 

I would use my sabbatical to change 

research direction. I figured I had 

nothing to lose. Instead of writing 

grants to support my new interest—

a strategy that hadn’t worked in the 

past—I decided to write a concep-

tual paper, hoping to gain credibil-

ity in the new field.

The topic I zeroed in on—glacial 

events that covered all of Earth—

had captured my imagination when 

I was an undergraduate student. 

But I hadn’t read much about it 

since then, so I spent a lot of time 

catching up on the literature. Then, I formulated an idea 

about how mass glacial events might have transformed the 

oceans, and I outlined it in a paper.

Against all odds, the paper was accepted by a top dis-

ciplinary journal. After it was published, I received some-

thing I wasn’t accustomed to: an invitation to present the 

idea at a major international conference. There, I met the 

scientist who pioneered the theory I’d written about, which 

stimulated collaborations that catapulted me into new 

areas of science. That was 5 years ago, and I’ve been much 

more productive and satisfied with my job ever since.

As academic researchers, we’re often funneled into increas-

ingly narrow areas of specialization as we progress in our 

careers—but that doesn’t mean we’re trapped. Business mo-

guls reinvent their careers all the time. Academics can, too. j

Thomas Gernon is an associate professor at the University 

of Southampton in the United Kingdom.

“I found the fast-moving, 
entrepreneurial 

environment exhilarating.”

A sabbatical reboot

W
hy have I traded my private office for a desk in a shared room?” I wondered. “Will I get 

any work done?” It was my first day at my new co-working space on the outskirts of town, 

10 kilometers from my university. “I’m here on sabbatical,” I announced to my new office-

mates. They were directors of tech startups, unaccustomed to mingling with geoscientists 

like me. I desperately needed some breathing space away from the pressures of university 

life, but I wasn’t totally convinced it would work out. I needn’t have worried. The co-working 

space turned out to be the perfect environment for rebooting my flailing research career.

By Thomas Gernon
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