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R
ight now, warm surface water is moving into the 

western Pacific Ocean in the form of a “La Niña.” 

It is a sentinel for a complex set of connections 

that drive weather patterns from the Horn of Afri-

ca to Botswana and normally presages drought in 

East Africa. This event soon will be ringing alarm 

bells within the World Food Programme (WFP). 

Even as this United Nations–led agency celebrates its 

well-deserved award of the 2020 Nobel Peace Prize, the 

relentless challenge of preventing hunger marches on. 

Why a Nobel Prize for the WFP, and why now? Last 

year, the WFP assisted nearly 100 million people in 88 

countries. It is the safety net for those who fall off the 

edge of existence. It is the humanitarian end of the re-

sponse to solving the problem of 

food insecurity. Its Nobel Prize re-

minds us all of the moral hazard in 

imagining that the poor and vulner-

able are somebody else’s problem.

The work of the WFP is the con-

sequence of failure. It has been 

around since 1961 and has been 

the global coordinator of nationally 

based efforts to avert catastrophes 

with food aid. If it has struggled at 

times, this is largely because of the 

debilitating nexus of war, corrup-

tion, climate change, and famine. 

Despite decades of effort to alleviate 

hunger, the latest estimate is that 

about 11% of people on the planet 

(about 820 million people) are suffering chronic under-

nourishment. This rises to nearly a quarter of all people 

in sub-Saharan Africa, and hunger is on the rise in Africa. 

Progress at reducing undernourishment has stalled de-

spite gains through the 1990s and 2000s.

At this time, when a global pandemic is forcing the 

rich of the world to adjust their lives—often in minor 

ways compared with the starving and dispossessed— 

the Nobel Committee is challenging humanity to act 

with moral courage and selflessness. Even in good 

times, the richest of the world are hardly overflow-

ing with generosity. The Group of Seven (G7) nations 

typically spend less than $8 per person per year to sup-

port the work of the WFP (the annual WFP contribu-

tion from a country divided by the population of that 

country). When we think of all the other things that 

nations spend money on—from defense to their own 

social welfare—do we really get our priorities right? 

Added to this, many of the countries with the great-

est food security problems are debt peons of wealthier 

nations, often generating the cash to pay off some of 

these debts in food exports. What is given in generos-

ity in one hand is taken back with the other and, in 

some places, wealthy nations even supply the weapons 

to perpetuate wars, which undermine the work of the 

WFP. Climate change, a product largely of the accrual 

of capital wealth by rich nations, just adds to the asym-

metry of stress. The developing world suffers the most 

from the negative impacts of climate change.

American philosopher John Rawls saw that address-

ing the needs of the poor and vulnerable is about more 

than money—it is mostly about 

creating conditions under which 

liberty and opportunity can thrive. 

Under Rawls’s schema, the “Amer-

ica First” slogan of today seems 

particularly aversive. Aid that pro-

motes the gap between rich and 

poor and sustains a “know thy 

place” message to the recipients is 

aid with heavy conditions. It was 

U.S. President Dwight Eisenhower 

who asked for the WFP to be estab-

lished, but the current incumbent 

of that office has hardly shown 

such leadership. Nations must act 

together and act globally. Perhaps 

the Nobel Committee’s choice was 

also a poke in the eye for Donald Trump and his tribe.

At least within the scientific community, there is a 

helping hand because of rapid progress in embedding 

expertise in fields such as agro-climatology within 

countries most vulnerable to poverty and hunger. By 

making its voice heard, science can lead by example. 

The various national food aid agencies that are coor-

dinated through the WFP are increasingly informed by 

forecasting of climatic challenges to food production, 

for instance. The resilience that must be built into some 

of the poorest countries will not come from loans from 

wealthy and populous countries, which may have a food 

deficit of their own, or institutions like the Interna-

tional Monetary Fund. It will be built upon self-confi-

dent people using open and shared scientific knowledge 

to pull themselves out of their misery.

–Sir Ian L. Boyd 

Saving the poor and vulnerable
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T
here is an idea on the part of scientists that politics 

is dirty, and a companion idea on the part of politi-

cians that science, by its continual qualifications 

and revisions, is, if not irrelevant, then at least out 

of touch with the constraints of a democracy: What 

seems optimal from the perspective of science may 

be impossible to implement in the political arena. 

The events of the past several months regarding the 

coronavirus disease 2019 (COVID-19) pandemic make 

it apparent that for public health to continue to im-

prove the lives of everyone, we must find ways to over-

come this mutual distrust.

When I was director of the U.S. Centers for Disease 

Control and Prevention (CDC) from 1990 to mid-1993—

an appointee of the George H. W. Bush 

administration—the nation and the 

world were facing a major and growing 

public health crisis: increasing disease 

and death from HIV/AIDS. The AIDS 

epidemic had been raging for a decade, 

and the scientific and biomedical com-

munities were staunchly advancing our 

understanding of the disease and its 

prevention and treatment, at the indi-

vidual and the population level. There 

were still many unknowns about HIV/

AIDS, and the uncertainties about 

how to tackle it effectively, both medi-

cally and socially, made policy-making 

fraught with challenges.

Among those challenges was the fact 

that the disease particularly hit marginalized groups in 

the population. There were major controversies about 

the safety of the blood supply, about condom distribu-

tion and needle exchange programs, and about how to 

deal with HIV-infected health care workers.

The biomedical community felt that science and 

scientists should be making the decisions regarding 

public health—in other words, “getting politics out of 

public health.” Policy-makers said that these decisions 

should not be left to unelected public health experts.

Many of those same sentiments are being voiced 

today, during the COVID-19 pandemic. What’s worse 

now is that many in Washington, DC, and around the 

country seem to scorn even the idea of scientific ex-

perts. The fact is that each group needs the other—

science without politics is impotent, and politics with-

out science is subject to whim and caprice.

In previous decades, the CDC’s role in national and 

global public health was vital. There were very sub-

stantial infectious disease threats—emerging and 

reemerging—plus growing noninfectious disease chal-

lenges, including cancer, heart disease, obesity, to-

bacco use, environmental and occupational issues, and 

the mounting problems of injury and violence. Each of 

these had complicated overlays of science and politics, 

and included complex economic and cultural impacts.

And yet, it is as true today as it was then that the 

CDC and the other U.S. public health agencies are not 

infallible. That is especially true regarding new dis-

eases, those without an existing body of knowledge. 

Early pronouncements often need to be revisited, and 

frequently revised, as new discoveries 

are made.

This year, the CDC has been off the 

mark more than once and has had to 

reverse its recommendations. But the 

solution to this reality is not to belittle 

and tear down this hugely important 

agency, but rather to continue the quest 

for more and better scientific knowl-

edge, and to be willing to implement 

those insights. But there have been re-

peated reports of political folks pushing 

the CDC to alter their scientific judg-

ments to fit a political agenda.

Politicians should use the product 

of the scientific process to make care-

ful policy and to design programs that 

benefit the public’s health. And scientists should avoid 

being drawn into the political fray and being used to try 

to influence elections. Calling for this mutual respect 

and joint involvement in the public health process may 

seem naïve—especially in the wake of the recent scien-

tific problems at the CDC, and also at a time of hyperpo-

litical division and unprecedented election-year chaos.

As a first step, we must recognize the legitimate roles 

that science and politics must have in our public health 

processes. And then with real transparency and ac-

countability, we should vigorously debate how best to 

meet the challenges before us.

Every American—whether scientist or layperson, 

whether Republican, Democrat, or Independent—has a 

stake in getting this science–politics balance right. It is 

far too important for game playing.

–William Roper
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NEWS

FDA OKs first Ebola treatment
PUBLIC HEALTH |  The U.S. Food and Drug 

Administration last week became the first 

regulatory body to approve a treatment for 

Ebola. The treatment is a mix of mono-

clonal antibodies made by Regeneron. 

The three antibodies in the cocktail target 

different regions of a surface protein on 

the Ebola virus that help it infect cells. 

The treatment, given as a single infusion, 

reduced mortality in a study that com-

pared four treatments during an Ebola 

outbreak in the Democratic Republic of 

the Congo. The 681-person trial, which ran 

from November 2018 to August 2019, found 

34% of patients who received the cocktail 

died within 28 days, compared with 51% 

of the people in the group that received the 

least effective treatment. Regeneron is 

providing the antibodies to the country for 

free to help it combat an ongoing outbreak.

U.S. funds new reactor designs
NUCLEAR ENERGY |  The Department 

of Energy (DOE) announced last week 

it will fund two innovative new nuclear 

reactors that aim to be safer and cheaper 

than conventional power reactors. In a 

conventional reactor, pressurized water 

cools the uranium fuel and ferries heat to 

an external steam generator. In contrast, the 

Natrium reactor from TerraPower and GE 

Hitachi would use molten sodium metal as 

the coolant. The sodium would not need to 

be pressurized, reducing the reactor’s com-

plexity. The second design, the Xe-100 from 

X-Energy, would use pressurized helium 

gas to cool its fuel, which would be pack-

aged in unmeltable, tennis ball–size spheres 

of graphite. Each project will receive 

$80 million this year and could get a total 

of $4 billion over 7 years from DOE—if pri-

vate partners pony up an equal amount.

D
ust storms on the U.S. Great Plains have become more 

common over the past 20 years, and a tipping point 

leading to conditions like those of the 1930s-era Dust 

Bowl may soon arrive, researchers have concluded. 

A study last week in Geophysical Research Letters says 

more frequent droughts driven by climate change and 

an expansion of croplands in the region have doubled levels of 

wind-blown dust since 2000. The findings are based on data 

from NASA satellites that measure atmospheric haze caused 

by smoke and dust, corroborated by ground-level dust sen-

sors. The storms not only remove soil nutrients and decrease 

agricultural productivity, but also threaten human health: 

The dust contains ultrafine particles that can cause lung and 

heart disease. Ironically, dust levels are growing fastest in areas 

downwind from grasslands plowed up to plant corn to make 

biofuels—an effort meant to help the environment.

I N  B R I E F
Edited by Jeffrey Brainard

CLIMATE SCIENCE

Rising storms stir fears of Dust Bowl 2.0

“
Most funny to us was the censorship of ‘bone,’ 

which, after all, [is] the main thing we work with.

”Paleontologist Thomas Holtz, in The New York Times, about words that screening software 

removed from chats at last week’s online meeting of the Society of Vertebrate Paleontology.

386    23 OCTOBER 2020 • VOL 370 ISSUE 6515

A dust storm in 

Spearman, Texas, in 2018.
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Millions of lab animals missing
PUBLICATIONS |  Most animals used in 

biomedical experiments are not accounted 

for in published papers, a first-of-its-kind 

study suggests. Worldwide, millions of 

animals may be missing from articles, 

say authors of the analysis in BMJ Open 

Science. They compared the more than 

5500 animals mentioned in applications 

to oversight boards at University Medical 

Center Utrecht in 2008–09 with the num-

bers mentioned in papers resulting from 

those projects. Small animals, including 

mice, rats, and rabbits—which made up 

90% of the total—were most often miss-

ing in action. Only 23% of them showed 

up in publications, versus 52% of sheep, 

dogs, and pigs. Scientists surveyed blamed 

factors including animal studies that go 

unpublished because they lack statisti-

cal significance. One solution: In 2018, 

researchers launched the first online 

registry, preclinicaltrials.eu, in which 

animal research protocols can be 

registered and tracked.

In India, nostrums for COVID-19
PUBLIC HEALTH |  India’s health ministry 

has begun to recommend traditional rem-

edies for people afflicted by the country’s 

burgeoning COVID-19 epidemic, dis-

maying many doctors and scientists. On 

6 October, health minister Harsh Vardhan 

endorsed new treatment guidelines based 

on Ayurveda, India’s millennia-old medi-

cine system, that includes therapies such 

as clarified butter applied inside the nos-

trils; a hot concoction of pepper, ginger, 

and other herbs; and a patented herbal 

formulation called Ayush-64. Because no 

trials have shown any of the therapies to 

be effective, Vardhan is “inflicting a fraud 

on the nation and gullible patients by call-

ing placebos as drugs,” the Indian Medical 

Association wrote in a press release. The 

push for Ayurveda is in line with the 

Hindu nationalist government’s mission 

to revive traditional medicine.  With 

7.5 million COVID-19 cases and more than 

115,000 deaths, India may soon replace the 

United States as the hardest hit country.

Ironclad beetle takes the pressure
PHYSIOLOGY |  A beetle little larger than a 

grain of rice has a body so tough it survived 

being run over by a car—a finding that 

could be used to build superstrong parts for 

bicycles, cars, and even airplanes, research-

ers say. The toughness of the diabolical 

ironclad beetle (Phloeodes diabolicus), 

native to the western United States, stems 

from the unusual design of its outer wing 

cover, which has seams like joined jigsaw 

puzzle pieces, the authors report this week 

in Nature. The insect can withstand crush-

ing forces equivalent to 39,000 times its 

body weight—about four times more than 

the strongest humans exert when squeez-

ing it between the thumb and forefinger. 

Jesus Rivera of the University of California, 

Riverside, and his co-authors filmed the 

beetle’s car encounter, and the video can be 

seen at scim.ag/ironcladbeetle. 

Pandemic delays cancer tests
BIOMEDICINE |  Cancer screenings plum-

meted during the first months of the 

coronavirus pandemic as medical offices 

closed and patients canceled visits, presag-

ing a rise in U.S. cancer deaths, according 

to The Wall Street Journal. The newspaper 

compiled data from oncology offices, labs, 

health insurers, and other sources. Some 

screening visits rebounded by September, 

but even a few months’ delay can mean can-

cers are detected at a larger, deadlier stage.

A political puzzle
1. Who’s the obscure health adviser President Donald Trump 

put on the map? 

2. What three letters explain a fight over astronomy in Hawaii?

If mixing science and politics doesn’t make you cross, try your hand 

at the first News from Science crossword puzzle, part of our election 

2020 coverage. The interactive version, at scim.ag/crossword , 

includes 44 clues and a print option.

CROSSWORD

BIOLOGY 

Imaging reaches atomic milestone 

T
he resolution of cryo–electron microscopy (cryo-EM) of proteins has been 

pushed for the first time to the atomic level. Cryo-EM fires electrons at frozen 

proteins; detectors record the electrons’ deflections and sophisticated software 

works out the makeup and shape of bits of the protein. Two groups of research-

ers helped improve these technologies to study a gut protein called apoferritin, 

which binds and stores iron. They report this week in Nature that they reduced the 

resolution to 1.25 angstroms or below, allowing them to pinpoint the position of 

individual atoms. The enhanced resolution could accelerate a shift among structural 

biologists to cryo-EM and away from x-ray crystallography, a rival protein mapping 

technique that requires coaxing millions of copies of individual proteins to align into 

crystals—a difficult task with complex proteins and protein complexes.

1

2
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Cryo–electron microscopy reveals atomic details of apoferritin, a spherically shaped protein complex.
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W
hen U.S. patients began to fall 

sick with COVID-19 earlier this 

year, Louis Staudt and Wyndham 

Wilson had an idea for how to 

help them. The two doctors at 

the National Cancer Institute 

had shown that acalabrutinib, a drug they 

helped develop for some types of lympho-

mas, has the side effect of dampening part 

of the immune response. Given the damage 

the immune reaction to SARS-CoV-2 cre-

ates in severely sick patients, acalabrutinib 

might have a positive effect, Staudt and 

Wilson reasoned.

Now, their idea is about to be tested in one 

of the world’s largest studies of COVID-19 

therapies: the Solidarity trial, organized 

by the World Health Organization (WHO). 

That’s not because the drug holds so much 

promise—the evidence it might work is 

scant—but because Solidarity researchers 

have crossed more promising drugs off their 

list and are ready to try something new.

On 15 October, WHO released Solidar-

ity’s preliminary results for drugs that had 

raised earlier hopes—and they’re a disap-

pointment. The trial confirmed previous 

studies showing the antimalarial drug hy-

droxychloroquine and the HIV drugs lopi-

navir and ritonavir don’t reduce mortality. 

It also dashed hopes for the much-touted 

antiviral remdesivir (given to U.S. Presi-

dent Donald Trump) and for interferon 

beta, part of the body’s natural defense 

against viruses. “The take-home from this 

is that the cavalry is not coming,” says Ilan 

Schwartz, an infectious disease researcher 

at the University of Alberta, Edmonton.

But the results also demonstrated the 

power of the trial itself, which has enrolled 

more than 11,000 patients in 30 countries, 

to quickly sort through available drugs. 

“It’s disappointing that none of the four 

have come out and shown a difference in 

mortality, but it does show why you need 

big trials,” says Jeremy Farrar, director of 

the Wellcome Trust. WHO now plans to 

use this machinery, which enlists 2000 pa-

tients every month, to test additional “re-

purposed” drugs such as acalabrutinib, as 

well as therapies designed for COVID-19.

NOTHING PARTICULARLY PROMISING

Designed in a hurry in March, Solidarity ini-

tially included the four seemingly promising 

treatments. But WHO decided to drop hy-

droxychloroquine and ritonavir/lopinavir 

from the study after the United Kingdom’s 

large Recovery trial showed in June that 

they did not increase survival, and contin-

ued with remdesivir and interferon beta. 

Now, the WHO study has delivered its 

verdict, which is under review at The New 

England Journal of Medicine (NEJM) and 

released as a preprint on medRxiv.

An earlier, U.S. trial in more than 1000 

patients published in NEJM on 8 October 

indicated that remdesivir shortened the 

median recovery time for survivors from 

15 days to 10 days, although it did not re-

duce mortality. Two smaller trials found 

few significant benefits. The U.S. Food and 

Drug Administration granted the drug an 

emergency use authorization (EUA) in May 

for severe COVID-19 patients and later ex-

panded it to include all patients.

Now, the Solidarity trial is reporting 

that 11% of 2743 hospitalized patients who 

received the drug died, versus 11.2% in a 

control group—a difference that could have 

arisen by chance. When the researchers 

pooled their data with those from the three 

other trials, they found a slight reduction in 

mortality that wasn’t statistically significant 

either. “This absolutely excludes the sugges-

tion that remdesivir can prevent a substan-

tial fraction of all deaths,” the researchers 

write. The study also did not find that the 

By Kai Kupferschmidt

COVID-19

Global trial eliminates drugs, pivots to new ones
Definitive results on remdesivir and interferon demonstrate power of massive WHO study

I N  D E P T H

COVID-19 patients 

in Mar del Plata, 

Argentina, one of 

30 countries taking 

part in Solidarity.
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drug delayed the need for ventilation or 

that it sped up recovery, although recovery 

time was harder to analyze because patients 

on study drugs had to stay in the hospital 

longer to complete their course.

Jason Pogue, a researcher at the Univer-

sity of Michigan College of Pharmacy, says 

he had hoped for a mortality benefit based 

on some suggestive data in a subset of pa-

tients in the U.S. trial. Now, Pogue says, “If 

your question to me is whether I think it still 

deserves an EUA status, I actually don’t.”

But the drug’s manufacturer, Gilead Sci-

ences, which agreed to the study design 

and donated the drug, is casting doubt 

on the results. The study was not placebo-

controlled; to keep it simple, patients in 

the control group just received the stan-

dard of care in their country. There was also 

“significant heterogeneity in trial adoption, 

implementation, controls and patient popu-

lations,” Gilead says in a statement.

But the lack of a placebo is 

less of a concern when looking at 

“hard” outcomes such as mortal-

ity, Schwartz says. “For an endpoint 

like death the fact that the trial is 

unblinded is going to have a mea-

ger if any effect,” he says. And Pogue 

says the diversity in patient popula-

tions is one of Solidarity’s strengths: 

“I actually think that makes the study more 

robust [and] more reflective of everybody.”

Solidarity’s results for interferon beta are 

even more disappointing, says cardiologist 

Eric Topol, who heads the Scripps Research 

Translational Institute. Mortality among 

2050 people who received that drug (either 

alone or in combination with lopinavir/

ritonavir) was 11.9%, versus 10.5% in the 

control group. Prior studies have suggested 

interferon can only help if given early in the 

course of disease, however. “So I think that’s 

still an open question,” Topol says.

Solidarity has now dropped interferon 

beta from the study. The remdesivir arm 

will continue “to get more precise evi-

dence,” says John-Arne Røttingen, CEO 

of the Research Council of Norway, who 

heads the executive group of Solidarity’s 

steering committee. But the treatment 

landscape now looks bleak, Schwartz says: 

“There’s really not a lot out there that looks 

to be particularly promising.”

HOPES FOR NEW DRUGS

The hopes for acalabrutinib rest on as-

sumptions about its mechanism of action 

and experience in 19 very ill COVID-19 

patients treated off-label so far. Five of 

those died, Staudt and colleagues reported 

in June in Science Immunology, but most 

patients’ oxygen levels quickly improved. 

(The authors included instructions for 

mixing acalabrutinib with degassed Coca-

Cola because it needs to be dissolved in 

acid: “Do not use other sodas, Diet Coke or 

Coke Zero,” they warned.)

Solidarity picked acalabrutinib in part 

because it’s plentiful. “This is a drug that 

is easy to synthesize and we have in stock,” 

says José Baselga, head of oncology at the 

manufacturer, AstraZeneca, which is run-

ning its own phase II trials in COVID-19 

patients. Solidarity plans to start to give it 

to patients in the next few days.

Acalabrutinib might suppress damag-

ing immune responses in much the same 

way as tocilizumab, a drug for rheuma-

toid arthritis and other autoimmune dis-

eases that inhibits the signaling molecule 

interleukin-6 (IL-6). Tocilizumab has been 

tested against COVID-19 with mixed results 

and is now part of the Recovery trial, which 

might produce a definitive answer soon. 

Acalabrutinib inhibits a different 

enzyme, however: Bruton’s tyro-

sine kinase (BTK). Staudt believes 

BTK sits at the center of the path-

way that triggers immune cells 

in the lung to induce a so-called 

cytokine storm in COVID-19 pa-

tients. IL-6 inhibitors essentially 

cut off a branch of this response, 

he says, whereas “BTK inhibitors 

are cutting down the entire tree.”

Acalabrutinib may be one of the last re-

purposed drugs to be tested in large num-

bers of hospitalized COVID-19 patients. 

Targeted therapies such as monoclonal 

antibodies and new antivirals are seen as 

more promising, and some are starting to 

become available for large-scale testing. 

The Recovery trial now includes a combi-

nation of two monoclonal antibodies from 

Regeneron (another experimental therapy 

given to Trump). Another phase III trial in 

the United States, now on hold after it was 

paused on 13 October over a safety concern, 

is testing an antibody cocktail from Eli Lilly.

Solidarity, which is still expanding to 

new countries, could yield definitive re-

sults about any new therapy within a few 

months. It and Recovery “have set the 

standard of the scale that’s required in or-

der to give you clear answers,” Farrar says.

Its global scope has another advantage, 

says Ana Maria Henao Restrepo, who heads 

WHO’s Research and Development Group. 

When the more than 1300 participating 

doctors see the results in NEJM, they will 

think: “I’ve contributed to that and I un-

derstand why that drug works or doesn’t 

work. I know, I trust it,” she says. “That is 

different from some Northern Hemisphere 

group publishing, and they say: ‘Some-

where in a rich country they did a trial and 

now we all have to believe the results.’” j

NEWS

Science’s 

COVID-19 

reporting is 

supported by the 

Pulitzer Center 

and the 

Heising-Simons 

Foundation.

S
uccess in the push to find a 

COVID-19 vaccine at record-breaking 

speed could hand the world a new 

problem. The first vaccine to cross 

the finish line might be only margin-

ally effective, yet ethicists warn it 

could disrupt ongoing studies of good—or 

even great—candidates in the wings.

In all likelihood, the U.S. Food and Drug 

Administration (FDA) or other regulators 

will issue the first approval or emergency 

use authorization (EUA) for one COVID-19 

vaccine while clinical trials for many other 

candidates are still underway or in the 

planning. At that point, ongoing studies of 

any candidate—including that first one—

arguably could become ethically bound to 

offer the vaccine with proven efficacy to ev-

eryone in a placebo group. “It’s a very vex-

ing issue,” says Christine Grady, who heads 

the bioethics department at the National 

Institutes of Health (NIH) Clinical Center, 

which organized a “grand rounds” webinar 

on the challenges earlier this month.

“What’s really important is that 

the science does continue,” says Seth 

Berkley, who helps run the COVID-19 Vac-

cine Global Access Facility, an interna-

tional effort to develop and manufacture 

a portfolio of COVID-19 vaccines. Berkley, 

who also heads the advocacy group Gavi, 

the Vaccine Alliance, predicts the world 

will need multiple vaccines against the 

pandemic coronavirus SARS-CoV-2. Not 

only might some work better than oth-

ers, but factors such as cost or side effects 

mean some might offer benefits to spe-

cific groups, such as the elderly, pregnant 

women, or people in low-income countries.

According to the World Health Organi-

zation, 44 COVID-19 vaccine candidates 

were in clinical trials as of 19 October. 

Ten are in phase III trials, in which tens 
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of thousands of participants randomly and 

blindly receive either the candidate or a 

placebo while their health is closely moni-

tored. If efficacy signals surface along the 

way, vaccinemakers could seek EUAs be-

fore a trial’s planned end date (see graphic, 

below). The EUA guidance issued by FDA 

stipulates that a candidate only needs to 

achieve 50% efficacy at preventing symp-

tomatic COVID-19 and, as an added mea-

sure of safety, have had 2 months pass after 

roughly half the participants have received 

their final dose. (Russia and China have 

granted early approval for various vaccines 

but without any evidence of efficacy.)

Participants in the NIH webinar agreed 

that the first EUA for a COVID-19 vaccine 

will change the landscape for phase III trials, 

including the one for the permitted vaccine. 

Should people in the placebo group imme-

diately receive that vaccine, or should the 

blinded trial continue, to make sure that the 

early benefits pan out over a longer period? 

Continuing the trial could also reveal rare 

side effects or shed light on the vaccine’s ef-

ficacy in the elderly versus young adults.

And should ongoing phase III trials of 

other vaccines also replace their placebo 

with the vaccine that just showed efficacy? 

Will participants in those other trials drop 

out en masse? Will people refuse to even 

join new trials, reasoning that they can get a 

vaccine that already works to some extent?

For such questions, Grady says, the ethi-

cal equation “boils down to a fairly simple 

calculus”: the individual versus the societal 

value. During the webinar, philosopher 

Joseph Millum framed the issue as “funda-

mental” to all clinical research. “Clinical 

research is ethically challenging because it 

exposes participants to risks for the benefit 

of others,” said Millum, who works with 

Grady at the NIH Clinical Center.

Scientists and ethicists don’t always solve 

the simple calculus the same way. Grady 

says if early results for a COVID-19 vac-

cine candidate lead to an EUA, participants 

in that trial would have a right to know 

whether they had received a worthless pla-

cebo or a vaccine that potentially could help 

them. “It’s a benefit that people in the trial 

should have access to,” she contends.

Millum counters that the benefit to so-

ciety of continuing a blinded trial can out-

weigh the risk to participants who receive 

the placebo. If the chance that a person in 

the trial would be exposed to SARS-CoV-2 

is relatively low, he said at the webinar, 

then continuing the blinded study “could 

then be justified” in light of the need “to 

gather socially valuable information.” This 

is especially true, he added, given that the 

world will likely benefit from having more 

than one COVID-19 vaccine, both because 

of the needs of different populations and 

so that supply can meet demand.

Stanford University epidemiologist Steven 

Goodman agreed, stressing that vaccine 

studies differ “dramatically” from treatment 

trials, which aim to help people who have 

a disease. “If someone asked me whether a 

therapy for a serious disease should first be 

given to people participating in the control 

arms of the clinical trial testing that therapy,” 

Goodman reasoned, “I would say, ‘absolutely, 

yes.’” But people receiving a placebo in a vac-

cine trial don’t need it the way sick people 

need a treatment, he argued. A widely used 

vaccine, he noted, can create “herd” immu-

nity by reducing spread of a virus in a com-

munity. “If everyone around you has gotten 

a highly effective vaccine, you don’t need it,” 

Goodman said. “That shows that you don’t 

have a problem that needs treating, but the 

population does.”

Gaming out the impact of an EUA on 

other COVID-19 vaccine trials is even more 

complicated, Grady says. If a trial of a 

different candidate has yet to start, ethi-

cal considerations may demand that the 

candidate be compared to the newly per-

mitted product instead of a placebo. Such 

studies, known as a noninferiority or su-

periority trial, are slower and more costly 

than placebo-controlled trials. If a trial is 

already underway—especially if it is close 

to fully enrolled—investigators could ex-

plain to participants the value to society of 

continuing the blinded study. They might 

choose to stick with it, she says, especially 

if they were given this promise: “Whenever 

this trial is finished, we will give you the 

vaccine that’s the most effective.”

If the first proven vaccine only offers 

a modest benefit, Grady adds, partici-

pants may be more willing to continue in 

a blinded study, hoping to receive what 

might turn out to be a better vaccine. Many 

people in vaccine trials also have strong 

altruistic motives for participating, she 

notes. And if the first validated COVID-19 

vaccine is scarce, the incentive to leave the 

trial may be lower. “If it’s not available, it’s 

not available,” Grady says.

If an EUA or a full approval does dis-

rupt vaccine trials, Berkley says, “bridg-

ing” studies could fill the gap. Researchers 

may identify immune factors that correlate 

with protection by the approved vaccine 

and then pivot efficacy trials to assessing 

whether other candidates trigger a similar 

response, avoiding a placebo comparison. 

(Researchers would have to inform po-

tential participants that a proven vaccine 

existed, but they would not face the more 

serious ethical dilemma that a placebo 

presents.) Those correlates of protection 

might be enough proof of efficacy for an 

EUA or full approval of a COVID-19 vac-

cine. It’s the same practice used to approve 

each year’s influenza vaccine. 

Bridging studies are also used after a 

vaccine proves itself in an efficacy trial to 

show that it works in different populations. 

“That’s what’s so beautiful about having 

the correlate of immunity and an under-

standing of the vaccine,” Berkley says.

The telltale sign of efficacy for a 

COVID-19 vaccine, researchers suspect, 

will be antibodies that “neutralize” the 

spike, the surface protein of SARS-CoV-2, 

preventing the virus from infecting cells. 

If trials find that a certain level of these 

neutralizing antibodies does correlate with 

protection against infection or severe dis-

ease, it can serve as a benchmark for com-

paring vaccines in development to proven 

ones. “I think that’s the way it will ulti-

mately get done,” Berkley says.

With an early vaccine approval possible 

by the end of the year, Grady says she’s glad 

to see discussion of its possible unintended 

consequences. “This is something that ev-

erybody needs to be talking about.” j
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*Concerning side efects led to a “hold” of the AstraZeneca trial on 8 September and a “temporary pause” on 13 October for the Janssen study.

2020 2021

Aug. Sept. Oct. Nov. Dec. Jan. Feb. Mar. Apr. May

Moderna 15010050

AstraZeneca 15010050

Novavax 15010050

Sano2 15010050

15010050Janssen**

**The Janssen vaccine candidate, unlike others shown, is given in one dose not two.

Enrollment

*

Trials interrupted?
The placebo-controlled efficacy trials sponsored by Operation Warp Speed, the U.S. COVID-19 vaccine effort, 

plan to examine their data as different numbers of participants (roughly 50, 100, 150) develop disease symptoms 

or other “events.” The interim data could lead to an early approval, complicating further vaccine testing.

Published by AAAS
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A
n expert panel last week called for 

an independent group of research-

ers to pore over the billions of bits of 

information collected by a truncated 

2020 U.S. census and report publicly 

on whether the Census Bureau has 

met its goal of “counting everyone once, 

and only once, and in the right place.”

The report, from a task force of the 

American Statistical Association (ASA), 

was prompted by what ASA regards as un-

precedented political interference by Presi-

dent Donald Trump’s administration in the 

$15 billion head count conducted by the 

nation’s top statistical agency. “We are do-

ing our best to support the Census Bureau 

because they have been put in a very dif-

ficult situation,” says ASA President Rob 

Santos, who co-chaired the task force, 

which includes three former Census direc-

tors. “They don’t have full control of their 

operations.” Recent reports from two gov-

ernment watchdog agencies have voiced 

similar concerns.

The twist is the latest in the troubled 

2020 census, which went live on 1 April after 

10 years of planning. The COVID-19 pan-

demic delayed field operations, originally 

set to end on 31 July, and prompted the 

Trump administration to request addi-

tional time. But the White House later 

reversed course and announced it would 

seek an earlier end to field operations; it 

also said it needed only three rather than 

5 months to crunch the data.

Civil rights groups and local officials 

sued, fearing that truncated fieldwork 

would miss a disproportionate number of 

residents from minority, immigrant, and 

low-income communities. But last week a 

Supreme Court ruling enabled the Census 

Bureau to end operations on 15 October.

The groups had also pushed to extend by 

4 months, to April 2021, the deadline for 

sending the president the final tally, which 

is used to determine how many seats each 

state gets in the 435-seat House of Repre-

sentatives. But the administration has stuck 

to a 31 December deadline, creating what 

the task force fears is a formula for disaster.

The Census Bureau has “eliminated 

many quality-control steps,” it asserts, and 

the agency’s “current plan for quality as-

sessment is unknown.” The census “is a 

chain of many, many operations, and it 

is only as strong as its weakest link,” says 

Nancy Potok, co-chair of the task force and 

a former deputy Census director.

Statisticians are also concerned about 

political meddling. Trump has ordered 

the agency to find ways to subtract un-

documented residents from the count—a 

task that many legal scholars say is illegal 

and most data experts say is impossible 

(Science, 7 August, p. 611). And the recent ar-

rival of three high-level political appointees 

at the traditionally nonpartisan agency has 

raised concerns that they will try to influ-

Census needs review, panel says
Statisticians call for evaluation of quality of 2020 U.S. count

By Jeffrey Mervis

DEMOGRAPHYA
prominent publisher of selective sub-

scription journals has stepped up its 

commitment to open access. This 

week, the Nature family of journals 

said it has struck a deal that will al-

low scientists at research institutions 

across Germany to publish papers in Nature

and its 54 sister journals that are immedi-

ately free to read. Most of those journals 

have traditionally had paywalls, although 

they do allow authors to deposit articles 

in free public repositories such as PubMed 

6 months after publication.

The deal, known as a transformative 

agreement, comes as research funders in 

Europe are pushing to demolish journal 

paywalls and redirect money spent on sub-

scriptions to supporting open access. Many 

open-access journals support their opera-

tions by charging authors a processing fee, 

often more than $2000 per paper. The Na-

ture deal is different. Starting in January 

2021, institutions can pay an annual fee 

that allows their scientists to publish an un-

limited number of research articles in the 

journals that will be free to all readers. The 

fee will also include access to other types 

of Nature content, including the review ar-

ticles that appear in 21 journals, that cur-

rently require a subscription to read.

Even if all 120 institutes in Germany 

that now subscribe to Nature’s titles sign 

up, the publisher estimates their authors 

will publish no more than 400 papers per 

year in its journals. That would be about 

3.5% of all articles published in Nature and 

its sister journals.

The fee each institution pays will be 

based in part on Nature’s calculation that 

it will cost €9500 ($11,200) to publish each 

open-access paper. Some institutions could 

end up spending more than they do now on 

Nature subscriptions, the publisher noted. 

It also said that Springer Nature, Nature’s 

parent company, plans to roll out other 

ways for “authors around the world” to pub-

lish open-access articles in its journals. j

Nature journals 
ink open-
access deal
German pact has costs of 
€9500 per published article

SCIENTIFIC PUBLISHING

By Jeffrey Brainard

Activists urge New York City residents to fill out the 2020 census.

Published by AAAS
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O
ne of the world’s largest non-

governmental funders of science, 

the Wellcome Trust, is enlarging its 

focus to include goal-oriented, as 

well as basic, research. The London-

based philanthropy, which spends 

more than £1 billion per year, said this 

week it will boost funding for research on 

infectious diseases, the health effects of 

global warming, and mental health. The 

new strategy moves it closer to philanthro-

pies such as the Bill & Melinda Gates Foun-

dation, which focuses on 

global health challenges. 

“It’s a big shift,” says 

Jeremy Farrar, an infec-

tious disease expert who 

leads the charity. “It’s not 

just about discovering 

stuff, it’s also about mak-

ing sure that changes 

come to peoples’ lives.”

Wellcome already funds 

research in infectious dis-

ease. But outbreaks are 

becoming larger, more 

frequent, and more com-

plex, a Wellcome spokes-

person says, and so it 

will spend more money 

on researching neglected tropical diseases 

and pushing for “clinical trials with greater 

participant diversity.” It also hopes to make 

an impact in new areas. The spokesperson 

argues that there has been “little scientific 

progress in 30 years” on mental health or on 

the health impacts of global warming, which 

include the spread of diseases and heat-

related sickness and death. 

Adding mental health is a big step, says 

Devi Sridhar, a global health expert at the 

University of Edinburgh who receives some 

Wellcome funding and who consulted on 

a review that led to the new strategy. “We 

haven’t really seen a charity take on the 

mental health agenda,” she says. 

The strategy is likely to influence other 

funders because of Wellcome’s importance 

in the U.K. research system and beyond, 

says James Wilsdon, a science policy expert 

at the University of Sheffield who is partly 

funded by Wellcome. “In a sense, where 

Wellcome moves, others quite often follow.” 

Wellcome, which has seen its endow-

ment rise to £28 billion (more than the 

$22.6 billion of the Howard Hughes Medical 

Institute and less than the Gates Foundation’s 

$50 billion), also plans to spend more money 

outside the United Kingdom. The trust wants 

to foster international cooperation as a coun-

terweight to rising nationalism, Farrar says. 

Farrar acknowledges that the new strat-

egy is a departure from a focus on curiosity-

driven basic research. “There are certain 

challenges, where you 

can’t just leave it to the 

idiosyncrasies of discov-

ery,” he says. “You have 

to have a greater sense of 

mission of where you’re 

trying to get to.”

He adds, however, that 

basic research will still 

be the major beneficiary 

over the next 3 to 5 years. 

That’s partly because 

Wellcome needs to de-

velop expertise in areas 

like climate change. “The 

frank truth is we couldn’t 

put a huge amount of 

money into that space at 

the moment and know quite where to use it,” 

Farrar says. Given Wellcome’s growing 

wealth, money for basic research could stay 

roughly at current levels while spending in 

the new priority areas ramps up, the Well-

come spokesperson says.

Helga Nowotny, a former president of 

the European Research Council (ERC), the 

EU basic research funding organization, 

says that is good news. As the coronavirus 

pandemic and climate change press down 

on society, research focused on urgent 

problems is in vogue, and often it comes 

at the expense of basic research. In a July 

budget deal, for example, European lead-

ers proposed slashing the ERC budget in 

favor of more applied research. “The ten-

dency to prioritize short-term–oriented re-

search over discovery research has recently 

increased again,” she says. j

In new strategy, Wellcome Trust 
takes on global health concerns
Giant philanthropy will focus on infectious disease, mental 
health, and the health effects of global warming

RESEARCH FUNDING

By Kai Kupferschmidt

Wellcome Trust head Jeremy Farrar 

is pushing for goal-oriented research.

ence the analysis in order to give Republi-

cans an advantage in House apportionment.

Commerce Secretary Wilbur Ross, whose 

department includes the Census Bureau, 

has downplayed those concerns. Last week, 

he said the census has met its goals because 

“99.9% of housing units have been accounted 

for.” But Potok calls that “a meaningless num-

ber” that can’t be used to measure data quality. 

For example, fieldworkers might have marked 

an address as counted even if they repeatedly 

failed to obtain any information from resi-

dents, or gleaned only incomplete informa-

tion from “proxies”—for example, a neighbor 

or landlord.

“Ross says it’s possible [to have a qual-

ity census despite a truncated schedule],” 

Santos says. But internal government 

emails that have been made public as part 

of ongoing litigation “say that he’s living in 

a fantasy world,” he adds. “It’s sophistry.”

The task force report lists many indica-

tors that the Census Bureau—and outside 

evaluators—could use to determine how 

close it has come to a complete count. 

They include the percentage of addresses 

enumerated by proxy, for example, or how 

much it relied on data already in govern-

ment files to fill out a resident’s demo-

graphic profile, which are also less reliable 

than self-responses.

Statisticians could look, as well, at the 

percentage of records that lack a full name 

or date of birth, the number of duplicate 

enumerations, and how much informa-

tion is being imputed. (Imputation means 

making an educated guess about the demo-

graphic characteristics of occupants based 

on indirect information, such as the type of 

housing unit or characteristics of the neigh-

borhood.) Such data are readily available 

and accessible because this year’s census is 

the first in which field operations were con-

ducted electronically.

This week, Census officials released data 

on the percentage of addresses enumerated 

by proxy and by using administrative data. 

Potok calls it “a good first step” but says re-

searchers still need to assess the results at 

the smallest unit, covering a few city blocks. 

What the outside experts learn could af-

fect how Census Director Steven Dillingham 

presents the final tally. “He could tell the 

president he cannot submit a count, or that 

he doesn’t believe the numbers are accurate,” 

Potok says. “Or he could say that we’ve iden-

tified problems with the count that Congress 

might want to look into.”

Santos doesn’t think those scenarios are 

likely because they would require Ross’s 

support. But he says the task force wanted 

to “send a message” about the value of using 

an independent assessment “to restore pub-

lic confidence in the 2020 census.” j 
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I
t was supposed to become Ecuador’s 

dream research university—an interna-

tional hub for science and higher edu-

cation, nestled in a new campus in the 

mountains 2 hours north of Quito. In-

stead, 6-year-old Yachay Tech University 

has long been mired in conflicts. Now, Ec-

uador’s economic woes and shifting politics 

have stirred new turmoil that threatens the 

university’s drive for “independent” status, 

which would allow it to run its own affairs.

The past year, dozens of professors were 

fired or left because of salary reductions or 

alleged mistreatment. The departures have 

left students struggling to enroll in courses 

or find thesis advisers, they say. On 13 Oc-

tober, Ecuador’s Higher Education Council 

(CES) ordered the university to file a “clear 

and accurate report” within 10 days answer-

ing complaints and inquiries from two pro-

fessors and a group of students.

The turmoil comes at a sensitive time. In 

Ecuador, new universities are established 

by the government but must go through a 

process called institutionalization, which  

includes awarding tenure to some faculty 

and democratically electing university lead-

ership. Given the current chaos, Yachay 

Tech will almost certainly miss the 31 De-

cember deadline for doing so, sources say.

Many blame the problems on math-

ematician Hermann Mena, who became 

university president in August 2019. “He 

is breaking everything apart,” says Juan 

Lobos Martin, a Spanish materials scientist 

who has been at Yachay Tech from its start. 

“We’ve lost a lot of professors who have a lot 

of experience and teach very well.” But Mena 

rejects those criticisms. In an interview 

with Science, he said seven professors were 

justifiably fired; the others left because of 

salary cuts he had to make after Ecuador’s 

government slashed Yachay Tech’s annual 

budget by 12%, or $1.8 million. Administra-

tive staff ’s salaries, including his own, have 

been cut as well, Mena says. “Everything we 

have done has been strictly by law.”

Yachay Tech, ranked first in Ecuador for 

original research output by Nature Index 

last year, has been beset by conflicts about 

its course almost from the start in 2014 

(Science, 28 July 2017, p. 340). Mena is al-

ready the eighth president.

Institutionalization has created fresh 

trouble. As part of the process, the uni-

versity granted some 55 professors tenure 

starting in October 2018. But in March 

2019, Ecuador’s Secretariat of Higher Edu-

cation, Science, Technology and Innovation 

(Senescyt) suddenly froze the process after 

Mena, then a faculty member, and others 

claimed it was tainted by conflicts of inter-

est. Senescyt ousted the sitting president 

and elevated Mena to the top job.

Since then, Yachay Tech administrative 

officials with little or no scientific training 

have re-evaluated current professors based 

on their CVs and recent output, university 

researchers say. Some saw their salary cut 

by up to 40%. “The process is not transpar-

ent,” says Si Amar Dahoumane, a former 

biotechnology researcher at Yachay Tech. 

“Professors were not involved.”

Foreigners, originally the majority of 

the teaching staff, bore the brunt of the 

scrutiny. More than 80% of the estimated 

44 professors who left Yachay Tech since 

Mena took office are foreigners, faculty 

say, and of the few replacement hires, most 

are Ecuadorians. Computer scientist Israel 

Pineda, who is Ecuadorian, is dismayed 

that the university fired its translator and 

appears to have given up on its ambition to 

teach in English. “All of our major presence 

right now is in Spanish,” Pineda says.

Some say politics plays a role. Yachay Tech 

was launched by then-Ecuadorian President 

Rafael Correa, a leftist who poured money 

into health and education; the current gov-

ernment appears to take little interest in 

his legacy, faculty members say. Senescyt’s 

head, Agustín Albán Maldonado, did not re-

spond to multiple interview requests. 

It’s not clear what will happen if the 

university misses the 31 December dead-

line, but some students worry about the 

university’s survival. “Right now, we have 

many problems and no information from 

the authorities,” says Diana Estefanía López 

Ramos, a biomedical engineering student 

and president of the Student Association. 

Mena’s critics hope the CES inquiry will 

uncover some answers—and push Mena to 

rethink his decisions. 

Mena acknowledges that “it seems that 

communication has not been the best,” 

and says misinformation is circulating. His 

team will make key documents public soon, 

he says, and this week, the university posted 

a video about the controversies surround-

ing the tenuring process online. Mena says 

he still has confidence in the school’s future. 

“The point is that Yachay is not a project 

anymore, we are a university,” he says. “And 

the idea is to make it sustainable.” j

Lindzi Wessel is a journalist in the San Francisco 

Bay Area. Rodrigo Pérez Ortega is a science journalist 

in Mexico City.

Troubles escalate at Ecuador’s 
young research university
Dozens of professors depart from Yachay Tech amid 
conflicts that could scuttle its move toward independence

LATIN AMERICA

Yachay Tech University, launched in 2014, drew faculty 

from around the world to its brand new campus.

By Lindzi Wessel and Rodrigo Pérez Ortega
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Deborah Birx, President Donald Trump’s COVID-19 coordinator,
helped shake the foundation of a premier public health agency

UNDERMINING CDC

FEATURES

By Charles Piller
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O
n the morning of 13 July, more 

than 20 COVID-19 experts from 

across the U.S. government assem-

bled in a conference room at the 

Department of Health and Human 

Services, steps from the Capitol. 

The group conferred on how best 

to gather key data on available 

beds and supplies of medicine and 

protective gear from thousands of hospitals. 

Around the table, masks concealed their ex-

pressions, but with COVID-19 cases surging 

out of control in some parts of the country, 

their grave mood was unmistakable, say two 

people who were in the room.

Irum Zaidi, a top aide to White House 

Coronavirus Task Force Coordinator 

Deborah Birx, chaired the meeting. Zaidi 

lifted her mask slightly to be heard and 

delivered a fait accompli: Birx, who 

was not present, had pulled the plug 

on the Centers for Disease Control and 

Prevention’s (CDC’s) system for collect-

ing hospital data and turned much of 

the responsibility over to a private con-

tractor, Pittsburgh-based TeleTracking 

Technologies Inc., a hospital data man-

agement company. The reason: CDC 

had not met Birx’s demand that hos-

pitals report 100% of their COVID-19 

data every day.

According to two officials in the 

meeting, one CDC staffer left and im-

mediately began to sob, saying, “I 

refuse to do this. I cannot work with 

people like this. It is so toxic.” That per-

son soon resigned from the pandemic 

data team, sources say.

Other CDC staffers considered the 

decision arbitrary and destructive. 

“Anyone who knows the data supply 

chain in the U.S. knows [getting all 

the data daily] is impossible” during a 

pandemic, says one high-level expert 

at CDC. And they considered Birx’s im-

perative unnecessary because staffers 

with decades of experience could confidently 

estimate missing numbers from partial data.

“Why are they not listening to us?” a CDC 

official at the meeting recalls thinking. Sev-

eral CDC staffers predicted the new data sys-

tem would fail, with ominous implications. 

“Birx has been on a monthslong rampage 

against our data,” one texted to a colleague 

shortly afterward. “Good f---ing luck getting 

the hospitals to clean up their data and up-

date daily.”

When Birx, a physician with a background 

in HIV/AIDS research, was named coordi-

nator of the task force in February, she was 

widely praised as a tough, indefatigable man-

ager and a voice of data-driven reason. But 

some of her actions have undermined the ef-

fectiveness of the world’s preeminent public 

health agency, according to a Science inves-

tigation. Interviews with nine current CDC 

employees, several of them senior agency 

leaders, and 20 former agency leaders and 

public health experts—as well as a review of 

more than 100 official emails, memos, and 

other documents—suggest Birx’s hospital 

data takeover fits a pattern in which she op-

posed CDC guidance, sometimes promoting 

President Donald Trump’s policies or views 

against scientific consensus.

The agency’s loss of control over hospi-

tal data is emblematic of its decline in nine 

short months. Since the pandemic began, 

CDC has foundered (see sidebar, p. 396). It 

has committed unforced errors, such as cre-

ating faulty coronavirus tests, and has been 

squelched amid political interference.

CDC employees with whom Science 

spoke—who requested anonymity because 

they fear retaliation—along with other pub-

lic health leaders, say Birx’s actions, abet-

ted by a chaotic White House command 

structure and weak leadership from CDC 

Director Robert Redfield, have contributed 

to what amounts to an existential crisis for 

the agency. And her disrespect for CDC has 

sent morale plummeting, senior officials say. 

During a May task force meeting, The Wash-

ington Post reported, Birx said: “There is 

nothing from the CDC that I can trust.”

CDC scientists and others say Birx’s record 

echoes her approach as head of the Presi-

dent’s Emergency Plan for AIDS Relief (PEP-

FAR) since 2014. Although that program is 

widely praised, people who worked on it for 

years say her draconian management and 

unrealistic data demands damaged morale 

and disrupted fieldwork and patient services.

Through the office of Vice President Mike 

Pence, who heads the task force, Birx de-

clined to be interviewed or to respond to 

written questions, including whether the 

White House pressured her to use TeleTrack-

ing’s system. (TeleTracking’s majority owner, 

real estate developer Michael Zamagias, has 

donated to Republican candidates and has 

ties to Trump businesses through colleagues, 

according to an NPR report.)

Redfield also declined to be interviewed or 

to respond to written questions. In a state-

ment, he said: “I will do everything in my 

power to support [CDC scientists] as I main-

tain my commitment to lead this agency 

grounded in data, science, and public service.”

Birx’s admirers, including Emory Uni-

versity epidemiologist Carlos del Rio, credit 

her with sometimes pushing back against 

antiscientific White House policies. And 

Anthony Fauci, respected head of the Na-

tional Institute of Allergy and Infectious 

Diseases and fellow task force member, has 

consistently praised Birx as someone who 

picks her battles to exert positive influence 

in the long run. He has suggested her re-

cent trips to advise state health leaders have 

helped reduce COVID-19 cases.

“Birx is in a horribly difficult position,” 

says Nancy Cox, former director of CDC’s in-

fluenza division, now retired. “She wants to 

stay in the good graces of the president and 

the rest of the administration while trying 

As coordinator of the White House Coronavirus Task Force, Deborah Birx, shown at a March news conference, 

has been accused of abetting the Trump administration’s political interference with CDC.
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to do the right thing with respect to public 

health. Do I view her as a good scientist who 

gets things done? Yes.”

But Birx’s lack of background in respira-

tory disease outbreaks has left her with blind 

spots, as has her management style, Cox says. 

“Do I view her as someone who is willing to 

railroad people into doing what she has de-

cided is the right thing to do? Yes. Does she 

listen real well? Not necessarily. One result 

was the debacle with the hospital data.”

The interviews and documents obtained 

by Science show Birx replaced a functional, 

if imperfect, CDC data system—well under-

stood by hospitals and state health depart-

ments—with an error-ridden and unreliable 

filter on hospital needs that sometimes 

displays nonsensical data, such as negative 

numbers of beds. Such problems could ham-

per effective distribution of federal resources 

during an anticipated fall and winter spike 

in COVID-19 and flu cases, CDC officials say.

“This is the surreal part of it: They are 

attempting to replicate something we built 

over 15 years. And they are failing,” says a 

high-level CDC official with personal knowl-

edge of the system. “Either Birx isn’t looking 

at the data, or she’s looking away—because 

it’s an absolute disaster.”

WHEN TRUMP INSTALLED Birx to coordinate 

the task force on 27 February, she was widely 

regarded as a strong choice, even by the 

president’s critics. Public health scientists 

hoped her “data driven” discipline, political 

adroitness, long-standing ties to Redfield, 

and military bearing—she spent 28 years 

in the Army—could insulate the pandemic 

response and CDC against some of Trump’s 

damaging impulses. Her new role gave her 

substantial authority over CDC (see organi-

zational chart, p. 398).

At that point, the agency was already 

struggling. Among other mistakes, CDC had 

botched the rollout of its initial COVID-19 

tests in early February. And the Trump ad-

ministration had attacked or muzzled agency 

leaders for speaking basic truths and repeat-

edly forced CDC to soften its advice.

Birx appeared to have the experience 

to bolster the agency. She had worked as a 

fellow in cellular immunology under Fauci 

and later became lab deputy to Redfield at 

the Walter Reed Army Institute of Research 

(WRAIR), where he directed AIDS vaccine 

research. The pair co-authored numerous 

scientific papers during the late 1980s and 

early ’90s. When Redfield was investigated 

for possible misconduct after presenting 

overly rosy data on a “vaccine therapy” ap-

proach to AIDS treatment at a 1992 Amster-

dam conference, Birx defended him to Army 

investigators. (The investigation found errors 

but cleared Redfield of misconduct charges.)

Soon after, Redfield retired from the mili-

tary and Birx assumed his job at WRAIR. She 

rose to direct the U.S. Military HIV Research 

Program, then moved to CDC, directing 

its global AIDS project for 9 years. In 2014, 

then-President Barack Obama appointed her 

as global AIDS ambassador and head of the 

Department of State’s PEPFAR, seen by many 

people as an exemplary foreign aid program. 

It is credited with saving millions of lives in 

the developing world since its founding in 

2003 and sharply lowering HIV infection 

rates among girls and young women, among 

other achievements.

Birx set out to strengthen PEPFAR data 

systems and move funds to where they could 

save the most lives, those familiar with the 

program say. “PEPFAR had a mandate of 

doing more with the same budget,” says del 

Rio, who chairs PEPFAR’s Scientific Advisory 

Board. Birx succeeded by “squeezing out inef-

ficiencies, and being very data driven,” and by 

cutting drug costs, he says.

Sten Vermund, dean of the Yale School 

of Public Health, led PEPFAR programs in 

Africa under Birx and her predecessor, Eric 

Goosby. Vermund praises Birx’s “industry and 

science” and notes that his Mozambique pro-

gram got more funding under her leadership. 

Birx also deftly shepherded PEPFAR into the 

Trump era with no budget cuts, says Amanda 

Glassman, executive vice president of the 

Center for Global Development, a Washing-

ton, D.C.– and London-based research group.

But Glassman and Vermund also agree 

that Birx made constant, burdensome, ur-

gent demands for data on HIV/AIDS cases, 

treatments, and other factors. Vermund 

says those demands sometimes disrupted 

services for patients. He describes some of 

Birx’s data demands as “almost whimsical” 

and their purposes opaque, calling her lead-

ership style “authoritarian.”

That description is backed by a blister-

ing audit of PEPFAR’s work in four African 

countries, issued in February by the Depart-

ment of State’s inspector general (IG). Most 

of the PEPFAR staff whom auditors inter-

viewed in 2019 said their input was ignored 

and that program heads, led by Birx, set un-

achievable benchmarks.

One PEPFAR staffer told auditors that 

a target for the number of people on anti-

retroviral therapy in one country was “greater 

than the number of people living with HIV.” 

Some staff described PEPFAR management 

as “autocratic” or “dictatorial.” One said high-

level technical staff adopted an approach of 

“just obey and move on. … Working in fear 

and a space where nothing is negotiable.”

Programs that missed data quotas could 

have their funding cut off, a situation a third 

staffer described as “a recipe for cooking 

data.” The data targets “put a lot of pressure 

on the [local] partners,” a fourth staffer told 

the IG investigators. “Sometimes, you are not 

even sure that the numbers are true. Espe-

cially when you go to the field and look at 

the [patient] registers. You cannot verify that 

they are real patients.” A CDC PEPFAR man-

ager told Science that “Countries need the 

money,” so program staff manipulated data.

W
ith stumbles such as flawed COVID-19 tests in February and confusing guidance on 

aerosol transmission of coronavirus in September, the Centers for Disease Control 

and Prevention (CDC) has sometimes been its own worst enemy during the pandemic. 

But the agency’s compromised standing derives mostly from attacks by President 

Donald Trump and his surrogates, often including Deborah Birx, coordinator of the 

White House Coronavirus Task Force (see main story, p. 394). The administration has muzzled 

agency leaders for speaking basic truths, manipulated CDC publications, and forced the 

agency to replace widely praised guidelines for reopening schools and the economy with 

weaker ones that sparked confusion and concern among health officials.

CDC Director Robert Redfield has quietly complied with many of the administration’s de-

mands, although recently he has begun to push back. In August, former National Institutes of 

Health Director Harold Varmus and Rajiv Shah, president of the Rockefeller Foundation, wrote 

a scathing op-ed in The New York Times titled: “It has come to this: Ignore the CDC.”

“A major element of CDC’s success has been its willingness to tell the truth. … It took de-

cades to build up that public trust, and you can lose it fast,” says Jeffrey Koplan, who led CDC 

under former Presidents Bill Clinton and George W. Bush.

Recent polls reflect such concerns. In 2015, CDC was viewed favorably by 70% of the public, 

the highest for any agency measured. But in March, the percentage of the public that held a 

“great deal” of trust in CDC dropped to 46%. In September, it was only 19%.

CDC insiders say agency morale similarly plummeted. A top agency leader compared its role 

during the current pandemic to that during the swine flu, when CDC officials led federal public 

health actions and messaging. “In 2009, we were empowered and responsible,” the official 

says. “Now, we are disempowered, yet held responsible.” —C.P.

How CDC foundered
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Vermund says his program never falsified 

data, but “we knew for a fact that others did 

not necessarily tell the truth, … [using] ex-

aggerations to make themselves look better.” 

He says some programs double-counted pa-

tients who entered treatment, dropped out, 

and then returned. “Perverse incentives were 

created based on the data-driven outcomes.” 

Despite the pressure, the audit showed, Birx’s 

data targets were often missed.

Amid the constant distraction of data de-

mands, services to patients sometimes suf-

fered, one staffer told the IG. That problem 

occurred in many PEPFAR nations, the CDC 

manager says.

In response to the IG report, Birx promised 

some reforms and “clearer, transparent dia-

logue.” She said local PEPFAR teams would 

set their own targets, although funding 

would be “adjusted to the presented level of 

ambition.” Before those actions were fully in 

place, Trump appointed her to coordinate the 

Coronavirus Task Force.

Del Rio isn’t surprised that some PEPFAR 

staff members were unhappy. “She’s a no-

bullshit kind of person,” he says. “She’s not 

running a Montessori school.”

And Glassman notes that many women 

who attain powerful jobs face extra criticism 

or get tagged as authoritarian, whereas men 

with comparable leadership styles are simply 

accepted. “Is [Birx] getting pounded partially 

because she’s a woman?” she asks.

But Glassman concedes that despite good 

intentions, Birx’s style was “a disaster” at 

PEPFAR. And tying data targets to funding 

without verification does invite misreporting, 

she says. “Her desire to get those results and 

show them to the world, I think, just over-

came everything,” Glassman says.

Now, some CDC staffers say, Birx is ap-

plying the PEPFAR playbook to the new 

pandemic, and the dismantling of CDC’s 

COVID-19 hospital data system is a 

consequence.

AGENCY INSIDERS CONCEDE that CDC’s Na-

tional Healthcare Safety Network (NHSN)—

the system used for 15 years to gather crucial 

data from hospitals—was far from perfect. 

The network, which collects data from about 

37,000 hospitals and other health care fa-

cilities, has been underfunded for years. All 

the same, five times weekly, NHSN reliably 

produced actionable COVID-19 data such 

as available hospital beds, intensive care oc-

cupancy, and ventilators used, according to 

CDC sources and internal reports obtained 

by Science. CDC staffers used long-tested sta-

tistical algorithms to impute missing data.

When NHSN was shut down for hospital 

COVID-19 data in July, more than 100 public 

health and patient advocacy groups, along 

with scientific and medical societies (includ-

ing AAAS, which publishes Science), warned 

that the switch could degrade crucial data 

reporting. Attorneys general for more than 

20 states echoed their concerns. (The system 

still collects COVID-19 data from nursing 

homes and other data from hospitals.)

But del Rio says Birx viewed NHSN in a 

similar light as the data system she inherited 

at PEPFAR in 2014—as woefully inadequate. 

Birx was exasperated, del Rio said, that NHSN 

could not provide daily, comprehensive 

data to guide the government’s efforts, for 

example on supplies of remdesivir, an anti-

viral medicine given to Trump.

In a spring meeting, Birx seemed fixated 

on applying the lessons of HIV/AIDS in a 

small African nation to COVID-19 in the 

United States, says a CDC official who was 

present. “Birx was able to get data from every 

hospital on every case” in Malawi, the offi-

cial says. “She couldn’t understand why that 

wasn’t happening in the United States” with 

COVID-19. Birx didn’t seem to see the differ-

ence between a slow-moving HIV outbreak 

and a raging respiratory pandemic. “[CDC 

Principal Deputy Director] Anne Schuchat 

had to say, ‘Debbi, this is not HIV.’ Birx got 

unhappy with that.”

Birx insisted every hospital update 100% 

of its data every day, including detailed pa-

tient demographics. She added new data cat-

egories, such as patient age and supplies of 

remdesivir. CDC officials told her 100% daily 

compliance was virtually impossible, but 

said NHSN statisticians could accurately 

extrapolate from partial data, providing re-

sults “in near real time,” one official says.

Another CDC official charged with re-

sponding to Birx’s demands calls her “fixa-

tion and fetishization of those daily count 

numbers” deeply frustrating. Birx’s top assis-

tants accused CDC employees who pushed 

back of being callous about COVID-19 

deaths. The process assumed the tone of a 
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0

Daily
new U.S. 
coronavirus 
cases

8–9 February
Public health 
labs begin to 
report faws in 
CDC COVID-19 
test kits. 

25 February

CDC’s Nancy 
Messonnier warns 
that COVID-19 
“disruption to 
everyday life may be 
severe.” Soon after, 
she stops making 
public comments. 

25 March

On Christian 
Broadcasting Network, 
Birx touts Trump’s 
attention to scientifc 
literature and data.

1 May

CDC’s Anne Schuchat 
writes that “limited 
testing” contributed to 
COVID-19 spread; she is 
later castigated by 
political appointees.

15 May

The Washington 
Post quotes 
Birx: “There is 
nothing from 
the CDC that 
I can trust.”

23 May

Under White House 
pressure, CDC 
dramatically relaxes 
its guidelines for 
opening places 
of worship.

23 July

CDC revises its 
school reopening 
guidelines, easing 
requirements, after 
Trump criticizes 
its previous guidance.

15 July

The Department of Health 
and Human Services orders 
hospitals to report COVID-19 
data to HHS or private contractor 
TeleTracking, not CDC.

11 September 

Politico reports
political appointees 
revised or blocked crucial 
CDC publications on 
COVID-19 risks to children.

18 September

After public health experts decry 
24 August CDC guidance that 
asymptomatic people with COVID-19 
contacts shouldn’t be tested, 
agency reverses guidance.

5 October

CDC issues guidance that COVID-19 can 
be transmitted via aerosols. The new 
advice replaces similar 18 September 
guidance that was posted, then quickly 
removed, sparking confusion.

5 October

White House 
rejects CDC ofer 
to trace Trump’s 
contacts after his 
COVID-19 diagnosis. 

53,405

31,853

67,293

A crippled response
As more and more Americans have been sickened by the pandemic coronavirus, CDC has often provided confusing or weak public guidance. It made missteps of its own, but 

also suffered from many instances of political meddling by President Donald Trump, Deborah Birx, and others.
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military command structure, the CDC of-

ficial says: Obey without question. Echoing 

PEPFAR employees, the official adds that it 

seemed “designed to make you feel like you 

are failing every day.”

Birx “doesn’t really understand data,” says 

James Curran, public health dean at Emory 

University, who led CDC’s HIV/AIDS unit for 

15 years. “I don’t think she’s asking the right 

questions. It doesn’t mean that the CDC is 

always right. But you should have a partner-

ship with people.”

Instead, say CDC sources with direct 

knowledge of the events, Birx’s team made 

a demand: Immediately collect case data by 

age, or NHSN would be replaced.

When the switch to TeleTracking was an-

nounced, Redfield applauded it as a way 

to “streamline reporting.” He also tweeted 

that the decision was made at “working 

levels” in CDC and didn’t rise to his level. 

Many people in CDC saw his comments as 

a betrayal.

BIRX’S IMPERATIVE of 100% of hospital data 

every day has proved elusive. The Depart-

ment of Health and Human Services (HHS) 

data hub for hospital capacity, including 

inpatient beds occupied overall and by 

COVID-19 patients, now draws on data col-

lected by TeleTracking, a for-profit company 

with nearly 400 employees, and on data 

submitted by state health departments 

and hospital associations. As with NHSN, 

nearly all data are collected manually 

rather than automatically from electronic 

patient records. Some hospital associations 

and health departments combine data from 

hospitals into spreadsheets and send them 

by fax or email to HHS. TeleTracking also 

offers a web interface for hospitals or their 

contractors to enter data.

The underlying data tables are updated 

daily but run 3 to 4 days behind—less effi-

cient than NHSN before it ceased operating. 

CDC officials and public health experts blame 

several factors for those problems: Hospitals 

aren’t used to TeleTracking’s system and the 

additional data points added work. Also, 

TeleTracking has long-standing relationships 

with fewer hospitals than NHSN; such rela-

tionships can speed troubleshooting.

In a 7 October written reply to questions, 

an HHS spokesperson acknowledged the 

time lag but called it “a good practice to 

provide the most complete dataset” because 

hospitals might not be able to respond on 

weekends, for example. But HHS plans to re-

duce the lag, the spokesperson wrote.

At a 6 October press briefing, Birx said 

98% of hospitals were reporting at least 

weekly and 86% daily. In its reply to Science, 

HHS pegged the daily number at 95%. To 

achieve that, the bar for “compliance” was 

set very low, as a single data item during 

the prior week. A 23 September CDC report, 

obtained by Science, shows that as of that 

date only about 24% of hospitals reported all 

requested data, including protective equip-

ment supplies. In five states or territories, 

not a single hospital provided complete data.

HHS said the 23 September analysis was 

“filled with inaccuracies, misunderstand-

ings, and errors,” without providing details, 

and questioned its authenticity.

But Science also obtained a report pre-

pared by CDC data experts for use by the 

agency and Birx’s team dated 19 May, back 

when TeleTracking and NHSN were both of-

fered as options for data submission. NHSN 

showed 3% to 6% missing data for items such 

as COVID-19 bed occupancy and ventilator 

use. TeleTracking showed 36% to 57% missing 

data. Those results were mostly unchanged, 

with significant improvement in only one 

category, in the 23 September update. 

Like NHSN, the HHS system—based on 

data provided to TeleTracking or reported to 

HHS directly by the states—estimates miss-

ing data, but HHS declined to release details 

for independent analysis. CDC staffers say 

the system has other problems; for example, 

many hospitals share ID numbers, making it 

difficult to differentiate between each one’s 

needs. (In an email, TeleTracking wrote that 

it issues separate IDs for each hospital. But 

within the HHS system, the ID problem 

continues, according to a CDC official.) CDC 

critiques obtained by Science and data dis-

played on the HHS data hub also show the 

system has consistently reported nonsensical 

numbers. For example, it showed negative 

numbers and estimates of occupied hospital 

beds, as well as more than 15,000 beds for 

a single California hospital. In nearly 1500 

cases, it showed more beds filled than total 

beds at a hospital. 

TeleTracking referred questions to HHS, 

which said it plans to boost automation to re-

duce errors. For now, the HHS spokesperson 

wrote: “HHS made a conscious decision to 

take a different approach on data collection. 

… Rather than reject incorrect data outright, 

HHS allows it to flow into our system” and 

then attempts to manually fix detected er-

rors. A CDC data expert calls that “an admis-

sion of faulty data practices.”

In a 25 September memo from Birx to 

HHS Secretary Alex Azar, obtained by 

Science, Birx gave up on elements of the daily 

100% compliance rule that had motivated 

the switch to TeleTracking. For example, she 

instead asked that inventories of supplies, 

such as personal protective equipment, be 

provided weekly because more frequent re-

porting had proved infeasible.

During the 6 October press briefing, Birx 

said the moves “ensure that we are not add-

ing additional burden” for hospitals. The key 

is “valid and timely data,” she said.

But in that same briefing, Birx and Cen-

ters for Medicare & Medicaid Services 

Administrator Seema Verma announced a 

new and stringent requirement reminis-

cent of PEPFAR: Funding will be tied to 

reporting compliance. Hospitals will be 
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Power in the pandemic 
A “working organization chart,” issued on 31 July and obtained by Science, shows Deborah Birx’s central roles 

in the federal COVID-19 response. She coordinates the White House Coronavirus Task Force and co-chairs two 

of its three divisions: the unified coordination group, which manages the response from the departments of 

Health and Human Services (HHS) and Defense (DOD); and Operation Warp Speed, which works with agencies 

to develop vaccines. The domestic manufacturing group coordinates production of personal protective gear 

and other needs, and the physician advisory group has an advisory role. Listed individuals co-chair the groups. 
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disqualified from Medicare and Medicaid 

reimbursements if they fail to submit re-

quired data after being warned of lapses. 

The memo from Birx to Azar, marked 

“not releasable to the public,” shows Birx 

pushed for the change.

The move is “sledgehammer enforcement” 

that could needlessly divert time and money 

from patient care, Federation of American 

Hospitals President and CEO Charles “Chip” 

Kahn said in a statement.

As at PEPFAR, CDC officials say this re-

quirement could create “perverse incen-

tives” to supply false data. Medicare funding 

is vital for hospitals, so many are likely to 

submit the requested numbers regardless of 

whether they are accurate, say three high-

level CDC officials.

HHS cited safeguards against such 

fraud, including help from state health 

departments and “systematic logic and 

error checking.” The department’s IG 

also identifies fraud aggressively, the 

spokesperson wrote.

However, the potential long-term im-

pact keeps CDC staffers up at night, one 

says. “I worry, is this going to damage 

the whole process of how public health 

data are collected down the road?”

BIRX ACQUIRED HER OUTSIZE influence 

over the agency in part because of 

how power was allocated in the fed-

eral pandemic response, CDC staffers 

say. An organizational chart obtained 

by Science, marked “for official use 

only,” shows Birx coordinates the task 

force and co-chairs two key bodies: 

the unified coordination group, which 

manages the response from HHS and 

therefore CDC; and Operation Warp 

Speed, the vaccine development effort. 

A physician advisory group, compris-

ing Fauci, Redfield, National Institutes 

of Health Director Francis Collins, and 

others—is off to the side. Senior CDC 

people say those advisers have been reduced 

to “window dressing,” with little ability to 

mediate between Birx and CDC.

The hospital data system is perhaps the 

most calamitous flashpoint in that relation-

ship. But CDC officials say that, in other 

instances, Birx flouted science and under-

mined the agency to placate the president. 

For example, she responded with silence to 

Trump’s suggestion that injecting disinfec-

tants might cure COVID-19. And according 

to the nonpartisan FactCheck.org, in March 

she understated the pandemic’s spread by 

“misleadingly” portraying states with few 

cases as “almost 40% of the country,” al-

though those states make up only about 7% 

of the population. 

“Dr. Birx, what the hell are you doing? 

What happened to you? Your HIV colleagues 

are ashamed,” tweeted Yale AIDS expert 

Gregg Gonsalves in response.

And she pressured CDC to tone down its 

guidance on school openings, according to 

The New York Times; it published an email 

she wrote asking Redfield to take a more per-

missive approach.

Several CDC leaders say Birx’s distrust and 

rejection of input from CDC data experts has 

created enormous animosity. “She calls into 

question the science of the agency,” says a 

current senior CDC official. “We’re not per-

fect … but in the midst of a crisis, to indicate 

that one of your chief arms for responding 

to a very severe pandemic can’t be believed” 

has been disastrous.

Birx’s supporters say she has done as well 

as anyone can working for Trump. “She can 

navigate science and politics,” del Rio says. “I 

don’t think anybody can navigate science and 

Trump.” Birx has resisted some of Trump’s  

claims, even persuading Pence to sometimes 

wear a mask. In August, she described the 

pandemic to CNN as “extraordinarily wide-

spread,” losing some favor with Trump.

Even critics within CDC give Birx qualified 

credit. Her consistent push for widespread 

COVID-19 testing has “gotten crosswise with 

the White House,” says a top CDC official, 

who adds: “At her core, she’s a scientist.”

But that official and others also see Birx as 

a cautionary tale of how an ostensibly well-

meaning expert can cause great harm by 

working in the style of the Trump adminis-

tration. “Bullying and threatening is a last re-

sort for our usual way of operating, whereas 

that’s the modus operandi for this adminis-

tration and the White House task force,” the 

official says. “‘We need people who think like 

we do.’ I’ve heard that stated in multiple in-

stances” by Birx’s top assistants, the official 

adds. “It’s not scientific.”

Many executives and midcareer profes-

sionals who represent the future of the 

agency plan to leave if Trump wins re-

election, several sources say. Public health 

authorities wonder whether CDC has al-

ready passed a tipping point, from which 

it will struggle to recover no matter who 

is elected.

The implications of a discredited CDC 

for the COVID-19 pandemic are grave, says 

Thomas Frieden, who led the agency un-

der Obama. If the public doesn’t trust gov-

ernment guidance to take vaccines when 

available, he says, the pandemic could rage 

indefinitely. “Breaking that trust could cost 

our economy—and American lives.”

Senior career executives at another belea-

guered agency, the Food and Drug Admin-

istration, recently called for preservation of 

their scientific independence in a USA Today 

editorial. At CDC, leaders below Redfield are 

talking privately about whether to take a 

similar public stand against the destruction 

of their agency by the Trump administration. 

One says: “The longer we don’t speak out, the 

harder it will be to regain our credibility.” j

This story was supported by the Science Fund for 

Investigative Journalism. 

CDC Director Robert Redfield, shown at its Atlanta headquarters, has been criticized for failing to robustly 

defend the agency against political interference.
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Creating value from plastic waste
Polyethylene can be upcycled into alkylaromatic compounds for the production of detergents

By Bert M. Weckhuysen

P
lastic waste presents a number of en-

vironmental problems (1–3). Although 

only a small fraction of it enters riv-

ers, lakes, and oceans, it can be trans-

formed there into micro- and nano-

plastics that are harmful to aquatic 

organisms. When plastic waste is buried in 

landfills or incinerated, it generates heat and 

carbon dioxide. However, plastic waste also 

offers great opportunities if its economic 

value can be increased substantially through 

upcycling processes that convert it into more 

valuable chemical products. On page 437 of 

this issue, Zhang et al. (4) report on an up-

cycling process that converts polyethylene 

(often used for packaging and grocery bags) 

into long-chain alkylaromatics that can be 

sulfonated to make biodegradable surfac-

tants. This process operates at a moderate 

reaction temperature, does not need any sol-

vent or added hydrogen, and produces only 

a small amount of light-gas by-products such 

as methane. 

Chemical recycling has emerged as a 

promising technology to valorize waste 

plastics (5, 6). Plastics can be gasified into 

hydrogen and carbon monoxide (synthe-

sis gas) as a feedstock for fuel production. 

Pyrolysis and solvolytic routes can con-

vert polymers back into monomers and 

oligomers that, after purification, can be 

repolymerized. Unfortunately, the low cost 

of virgin monomer from fossil carbon–

based feedstocks and the lack of regulatory 

incentives often make chemical recycling 

commercially unattractive. 

One way to overcome this economic 

hurdle is to convert waste plastics into 

value-added materials or chemicals. Several 

approaches have been explored, which in-

clude the use of waste plastic to make bat-

tery electrodes or photovoltaics films (7, 8). 

With regard to the upcycling of polyethyl-

ene, Bäckström et al. recently reported on 

the selective conversion of high-density 

polyethylene (HDPE) waste into succinic, 

glutaric, and adipic acid, which could be 

converted into plasticizers for polylactic 

acid (PLA) processing (9). 

Zhang et al. present an innovative cata-

lytic process in which two chemical reac-

tions, hydrogenolysis and aromatization, 

are combined. They produce long-chain al-

kylaromatics from a low-molecular-weight 

polyethylene model compound for plastic 

waste with a commonly used heterogeneous 

catalyst, platinum (Pt) nanoparticles dis-

Inorganic Chemistry and Catalysis, Debye Institute for 
Nanomaterials Science, Utrecht University, 3584 CG 
Utrecht, Netherlands. Email: b.m.weckhuysen.uu.nl

PERSPECTIVES

INSIGHTS
Polyethylene waste, such as 

grocery bags, is of low value for 

recycling.  “Upcycling” to 

more valuable products could 

save it from landfills.

P
H

O
T

O
: 

V
C

H
A

L
 /

IS
T

O
C

K
.C

O
M

Published by AAAS



23 OCTOBER 2020 • VOL 370 ISSUE 6515    401SCIENCE   sciencemag.org

G
R

A
P

H
IC

: 
K

E
L

L
IE

 H
O

L
O

S
K

I/
S
C
IE
N
C
E

persed on an alumina (Al
2
O

3
) support (see

the figure). An essential step is the in situ 

synthesis of hydrogen through the dehydro-

aromatization reaction of shorter hydrocar-

bon chains, which leads to the formation 

of aromatic compounds. These chains can 

be made from longer hydrocarbon chains 

through a hydrogenolysis reaction that re-

quires hydrogen as reactant. 

A delicate balance between these two 

catalytic reactions must be maintained to 

avoid the unnecessary production of less 

valuable gases, such as methane, ethane, and 

propane, as well as carbon (coke) deposits 

that may lead to catalyst deactivation. Fine-

tuning was realized by opting for a moder-

ate reaction temperature (280°C), because 

higher reaction temperatures (e.g., 330°C) 

led to production of gases and volatile hydro-

carbons. The partial pressure of hydrogen 

was high enough to realize hydrogenolysis 

but low enough to avoid hydrogenation of 

the valuable alkylaromatics formed. 

The authors also used a low-density poly-

ethylene (LDPE) plastic bag as well as a 

HDPE water-bottle cap to explore their upcy-

cling process for treating actual plastic waste. 

Although the catalytic yields were some-

what lower than for the conversion of the 

low-molecular-weight polyethylene model 

compound, these experiments indicated that 

polymer density and degree of branching did 

not largely influence the developed tandem 

hydrogenolysis-aromatization process. The 

authors’ upcycling process produced long-

chain alkylaromatics and alkylnaphthenates 

with an average number of ~30 carbon atoms 

and in a yield of ~80% by weight.

Despite their experimental efforts, Zhang 

et al. were not yet able to develop a com-

plete mechanism, including proper reaction 

kinetics, of this upcycling process. For ex-

ample, they noted that a higher amount of 

hydrogen formed than was anticipated, and 

also observed a wider range of aromatics. 

Notwithstanding, the authors noted a com-

petition between adsorbed polyethylene 

chains and alkylaromatics on the platinum 

surfaces, in that alkylaromatics adsorb more 

strongly than polyethylene. The higher tem-

peratures needed to desorb these products 

also enhanced hydrogenolysis activity and 

led to a larger fraction of light gases in the 

outlet stream. 

The acid sites of the Al
2
O

3 
support also

play a role in these reactions. This acidity 

may promote competing processes, such as 

b-scission reactions, but very little of the

expected light olefin products was detected.

Shorter or longer contact times between 

feedstock and catalyst material will affect 

the carbon and hydrogen transfer reac-

tions taking place on the Pt surface. More 

characterization studies, including labeling 

experiments in combination with advanced 

product analysis, are needed to elucidate 

the different reaction pathways, which can 

be taken by various catalyst systems. This 

knowledge should lead to the selective pro-

duction of aromatics (benzene, toluene, and 

xylene) to make polymers (such as polysty-

rene, polyurethane, and polyester), cyclo-

hexanes (a component of jet and gasoline 

fuels), or alkylaromatics (used to make de-

tergents and lubricants). 

Zhang et al. also performed catalyst sta-

bility tests by performing three consecutive 

runs with the Pt/Al
2
O

3
 catalyst. This exper-

iment sought to clarify the long-term effect 

of trapped metal polymerization catalysts 

(10, 11). The catalyst performance could 

be largely maintained, and the observed 

decreases in activity could be correlated 

with a lower Pt surface area. Although 

these metals, such as chromium, titanium, 

and zirconium, are present in only small 

amounts in plastic waste, they can influ-

ence both the activity and selectivity of the 

Pt catalyst. The chosen Pt/Al
2
O

3
 catalyst

can be further optimized and made more 

resistant to coking and metal deactivation. 

Cheaper alternatives based on non-noble 

metals, as well as other support oxides 

with different acid-base properties, should 

also be explored. 

Zhang et al. have developed a promis-

ing tandem catalysis route to convert plas-

tic waste into valuable chemical building 

blocks, from which daily life products can 

be manufactured (4). Several other tandem 

combinations are possible, although some 

of them may require solvents to separate 

the product ionic or oxygenated com-

pounds from the plastic waste mixture. 

These new plastic-solvent-process combi-

nations will unlock potential methods for 

dealing with real-world plastic waste that 

may contain plasticizers, inks, and dyes, or 

are mixed with other polymers. Most likely 

each type of plastic will require a specific 

chemical conversion process to be upcy-

cled (5). When this can be realized, non–

fossil-based plastics may become more eco-

nomically attractive as carbon atoms can 

be recycled and chemical functionality can 

be reintroduced in a high-value product. 

These developments will pave the way to-

ward a circular plastics economy, in which 

plastic is not considered waste but rather a 

valuable raw material (12).        j
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Reaction conditions

The reaction of polyethylene particles 
under pressure for 24 hours at 280°C 
generates in situ oxygen. 

Reactants and catalyst

Polyethylene, CH3(CH2)
n
CH3, 

reacts with a platinum on 
g-alumina (Pt/g-Al2O3) catalyst.

Products

Dialkylbenzenes with diferent 
side chain lengths can be 
sulfonated to make detergents.

Polyethylene

Polyethylene
particles

Dialkylbenzenes

Detergents

Autoclave

Pt/g-Al2O3

Pt/g-Al2O3

Heat

Pt

n

g-Al2O3

x
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From plastic waste to detergents 
Zhang et al. upconverted polyethylene waste into aromatic compounds that could be used 

to make more valuable products such as detergents.

Published by AAAS



INSIGHTS   |   PERSPECTIVES

402    23 OCTOBER 2020 • VOL 370 ISSUE 6515 sciencemag.org  SCIENCE

G
R

A
P

H
IC

: 
V

. 
A

L
T

O
U

N
IA

N
/
S
C
IE
N
C
E

PHYSIOLOGY

Forming a mucus barrier along the colon 
Optimal barrier function requires both proximal colon– and distal colon–derived mucus 

By George M. H. Birchenough and

Malin E. V. Johansson

T
he intestine is exposed to numer-

ous hazards and is heavily colonized 

by microorganisms. This requires a 

balanced protective system, which 

includes secreted mucus layers that 

play an important role in keeping 

luminal contents, including bacteria, sepa-

rated from the epithelium (1). Intestinal 

mucus contains many different proteins, 

and the densely O-glycosylated mucin 2 

(MUC2) is the core molecule (2, 3). Colonic 

mucus defects that allow bacteria to reach 

the epithelium have been associated with 

colitis (4). On page 467 of this issue, 

Bergstrom et al. (5) expand our under-

standing of the colonic mucus system by 

showing that mucus from proximal colonic 

regions contributes extensively to forming 

the protective barrier in the distal colon. 

This work highlights the role of the colonic 

tissue as a whole in driving mucus barrier 

formation and indicates the potential for 

regionally targeted therapeutic interven-

tions in intestinal disease.

Mucus coating on distal colonic fecal 

material has been previously observed (6), 

but Bergstrom et al. used glycan-specific 

lectin staining of fixed whole mouse co-

lons to differentiate between differently 

O-glycosylated mucus originating from

proximal and distal colonic regions. They

found that proximal colon–derived mucus

primarily encapsulates fecal pellets as they

form and is further strengthened by a sec-

ondary encapsulation of mucus produced

in the distal colon. Thus, mucus from both

regions is associated with the excreted pel-

let. The authors showed that regions be-

tween pellets normally harbor relatively

low numbers of bacteria compared with

mucus-encapsulated pellets. Inducing

mucus defects in the proximal or distal

colon of mice increased the bacterial load

in areas between pellets. This enhanced

contact between uncontained bacteria and

the epithelium led to inflammation that

was most pronounced in the distal colon.

Simultaneous disruption of the proximal- 

and distal-derived mucus resulted in se-

vere loss of barrier function, highlighting 

the need for cooperation between proximal 

and distal mucus production in maintain-

ing the protective barrier. 

It should be noted that analysis of mu-

cus in fixed tissue sections is challenging 

because secreted mucus is highly hydrated 

and shrinks upon exposure to chemical fixa-

tives. In addition, secreted mucus is rarely 

preserved in fixed intestinal tissue that does 

not contain fecal material. Indeed, analysis 

of mucus in live tissue demonstrates that it 

forms a continuous attached layer on the 

epithelium throughout the intestine (7–9). 

This attached mucus contains several com-

ponents that restrict direct bacterial con-

tact as part of its protective properties (9,

10). By combining our current understand-

ing of the mucus system with the findings 

of Bergstrom et al., it is likely that the in 

vivo mucus barrier comprises an attached 

mucus layer that covers the epithelium as 

a local barrier, which is detached gradu-

ally and thereby continuously added to the 

passing fecal pellets (see the figure).

With regard to microbiota-mucus inter-

actions, Bergstrom et al. found that forma-

tion of the proximal-derived, but not the 

distal-derived, mucus layer was dependent 

on bacterial colonization. This effect was 

not mediated by inflammasomes (innate 

immune signaling complexes that can play 

a role in microbe-dependent mucus secre-

tion), suggesting a mechanism different 

from the fast mucus secretory response 

to bacteria mediated by microbe-sensing 

sentinel goblet cells within the colonic epi-

thelium (11). The proximal mucus also had 

marked effects on microbiota composition 

and metabolism. Mucus alterations in the 

proximal colon would likely have effects on 

the mucus niche–associated resident micro-

biota that are found in the folds of the prox-

imal colon and are thought to have a more 

intimate relationship with the host than the 

transient microbiota (12). The high load of 

propagating bacteria in the proximal colon 

combined with mucus and bacteria from 

the small intestine and cecum make up the 

bulk of the fecal pellets in mice. However, 

there are also mucus-associated bacteria 

along the length of the intestine that dif-

fer in composition from the bulk material 

found in the fecal stream (13). 

Bergstrom et al. and others (6) have 

noted the paucity of bacteria in the inter-

pellet regions in histological sections; how-

ever, live imaging and quantitative and 

qualitative microbiota characterization 

have indicated the presence of a robust 

bacterial community that is dominated by 

mucus specialists (e.g., Mucispirillum) (9). 

This mucus-associated community likely 

represents the distal colonic equivalent of 

the resident microbiota in the proximal co-

lon, and it probably undergoes interactions 

with host tissues distinct from those be-

tween the encapsulated pellet microbiota 

and host tissues. Loss of the distinction be-

tween mucus-associated and encapsulated 

bacteria may be associated with disease.

Proximal- and distal-derived
mucus cooperate to prevent
distal infammation

Primary encapsulation 
of fecal stream by 
proximal-derived mucus

Secondary encapsulation 
of fecal stream by 
distal-derived mucus

Proximally derived mucus

Distally derived mucus

P
ro

x
im

a
l 

c
o

lo
n

D
is

ta
l 

c
o

lo
n

Dense transient microbiota 
mixed with food fber 
particles in fecal stream
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The mucus barrier
Continuous colonic mucus barrier formation along 

the proximal-distal axis is required for efective 

barrier function and results in the formation of 

distinct microbial niche environments.
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The mucus barrier is a critical defen-

sive system that inhibits the interaction 

of pathogens with the intestinal epithe-

lium. However, many specialized intestinal 

pathogens have evolved mechanisms that 

allow them to penetrate the mucus barrier 

and initiate mucosal infections (14). The 

study of Bergstrom et al. raises questions 

about the spatiotemporal pathogenesis 

of these infections. For example, does an 

intestinal pathogen that infects the distal 

colon first have to escape mucus encapsu-

lation in the proximal colon? Or must sep-

arate strategies be  employed to penetrate 

proximally and distally derived mucus bar-

riers that have distinct properties? 

Bergstrom et al. also detected mucus 

layer coating of excreted fecal material in 

both baboons and humans (5). The colonic 

regional origin of the mucus in these sam-

ples was not determined; however, it is pos-

sible that an analogous continual mucus en-

capsulation process is active in humans. It 

is also possible that differences in function, 

motility, total transit time, and luminal con-

sistency could result in more species-spe-

cific solutions to protect the epithelium. In 

humans, the relatively long exposure to the 

fecal material and its much higher water 

content likely give rise to different demands 

for the mucosal surface. Similarly, mucus 

secreted in the more proximal elements 

of the human intestine is exposed to the 

degradative action of bacteria for a longer 

period than in mice. In this context, locally 

produced mucus protection in the human 

distal colon could be even more crucial for 

health. Further investigation of how the 

mucus system works throughout the colon 

in humans is critical to provide targeted aid 

to the increasing number of people with in-

testinal disorders. j
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 SOCIAL PSYCHOLOGY

The upside of aging
Chimpanzees, like humans, place a higher value on 
positive social relationships as they grow older

By Joan Silk 

A
primary goal of science is to produce 

robust and generalizable theories of 

empirical phenomena. For psycholo-

gists, the phenomena of interest are 

the human mind and behavior.  Both 

the robustness and generalizability of 

 psychological theories have come into ques-

tion over the past decade. Experimental find-

ings from some of the most widely known 

theories in social psychology could not be 

reproduced, provoking what is sometimes 

called the replication crisis (1). Moreover, 

results derived from studies of Western, edu-

cated, industrialized, rich, and democratic 

(WEIRD) societies do not always generalize 

to a more diverse range of human societ-

ies (2).  Comparative studies of humans and 

other species can reveal which psychologi-

cal theories generalize to other species and 

which apply only to humans.  On page 473 of 

this issue, Rosati et al. (3) use comparative 

data to assess the tenets of one prominent 

theory in social psychology. 

Socioemotional selectivity theory (SST) 

posits that humans become progressively 

more aware of their mortality, and this aware-

ness prompts us to place a greater priority on 

positive social relationships as we grow older 

(4). People in several—mainly WEIRD—so-

cieties show this pattern (4). If these effects 

are linked to a conscious awareness of the 

passage of time and knowledge of our own 

mortality, the pattern should not generalize 

to other species that do not have a similarly 

sophisticated concept of time or the capacity 

to anticipate future events. To test this pre-

diction, Rosati et al. examined age-related 

changes in relationship quality among male 

chimpanzees (Pan troglodytes). 

Chimpanzees live in large communities 

that include multiple adult males, multiple 

adult females, and immature offspring. 

Communities regularly split into temporary 

subgroups (parties) that travel and forage in-

dependently within the group’s home range 

(5). Throughout their lives, males remain 

in the communities in which they are born, 

whereas the majority of females disperse to 

new communities when they reach sexual 

maturity. Chimpanzees have very long life 

spans. Males reach adulthood at about 15 

years of age, and some males live into their 

sixties (6). Cooperation among males plays 

an important role in chimpanzee life. They 

groom one another, form alliances against 

rivals, hunt together, share meat, and collec-

tively patrol the boundaries of their territo-

ries (5). Males rely on strategic alliances to at-

tain and maintain high rank in their groups, 

and high rank enhances individual fitness (7). 

They also have strong affinities for particular 

partners, and close bonds among males can 

last for a decade or more (8). 

Rosati et al.  drew on an extraordinary 

dataset that included behavioral and demo-

graphic information collected over a 20-year 

period on a group of chimpanzees in the 

Kibale National Park of Uganda. Their sample 

included 21 males ranging from 15 to 58 years 

of age. For each year, the authors created an 

association index that was based on the num-

ber of times each male was in close proximity 

to each of the other males in the community 

while they were in the same party. A male’s 

“friends” were those for whom the value of 

the association index exceeded the mean 

+ 0.25 standard deviation of its association

indices with all partners. In some cases a

male’s friendship was not reciprocated. This

procedure produced three categories: mutual

friends, one-sided friends, and nonfriends.

 The authors found that old males have 

significantly more mutual friendships and 

fewer one-sided friendships than younger 

males. Thus, a 40-year-old male has on aver-

age three times as many mutual friendships 

and one-third as many one-sided friend-

ships as a 15-year-old male. Investment of 

males in their social bonds also changes as 

they age. Males over the age of 35 selectively 

groom males with whom they have mutual 

friendships, and grooming is more equita-
School of Human Evolution and Social Change, Arizona State 
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“ …the patterns that 
socioemotional selectivity 
theory was created to 
explain…might not depend 
on…conscious awareness 
of mortality.” 
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CORONAVIRUS

Susceptibility to severe COVID-19 

By David B. Beck and Ivona Aksentijevich

T
he coronavirus disease 2019 

(COVID-19) pandemic has led to un-

precedented changes in all aspects of 

our lives and has placed biomedical 

research at the forefront. One of the 

many pressing questions surrounding 

severe acute respiratory syndrome coronavi-

rus 2 (SARS-CoV-2) infections is identifying 

the determinants of the clinical spectrum, 

from people with asymptomatic disease to 

patients with severe COVID-19. Up to 40% 

of infections may be asymptomatic, suggest-

ing that a large proportion of people may 

be protected from disease (1). On the other 

end of the spectrum is severe disease, with 

an overall estimated fatality rate near 1% (2). 

On pages 422 and 424 of this issue, Zhang et 

al. (3) and Bastard et al. (4), respectively, re-

port analyses of >1600 patients infected with 

SARS-CoV-2 from >15 countries to identify 

endogenous factors that determine suscepti-

bility to severe COVID-19. 

Many studies have focused on charac-

terizing the heterogeneity of COVID-19 in 

terms of demographics, with clear evidence 

of higher mortality in men and older indi-

viduals. The adaptive immune system, in-

cluding both B and T cells, has recently been 

recognized to play a critical role in providing 

preexisting immunity to SARS-CoV-2 (5–7). 

These studies have highlighted mechanisms 

that protect against severe symptoms but 

have not revealed factors that predispose to 

mortality. Consequently, acquired immune 

responses to prior infections may account 

for a large percentage of the variability in 

disease presentation, although questions 

remain about additional determinants of 

disease, such as preexisting comorbidities. 

Host genetic risk factors have also emerged 

as a potential explanation for clinical hetero-

geneity and additionally offer the potential 

for understanding molecular pathways for 

tailored therapeutic intervention. 

Small-scale studies have implicated the 

type I interferon (IFN) pathway as protec-

tive against SARS-CoV-2 (8, 9). The type I 

IFN pathway plays a crucial role in mediat-

ing innate immune responses to viral infec-

tions. This family of cytokines is comprised of 

13 IFN-a subtypes, IFN-b, IFN-v, IFN-k, and 

IFN-e, which all signal through the heterodi-

meric IFN I receptor, composed of IFN-a/b 

receptor 1 (IFNAR1) and IFNAR2 (see the fig-

ure). In host cells, type I IFNs are expressed 

at low amounts, poised to combat infections. 

Upon infection, they are rapidly produced by 

immune cells, such as macrophages and den-

dritic cells, to limit the spread of pathogens. 

In addition, type I IFNs induce the expres-

sion of several hundred interferon stimulated 

genes that can further limit pathogen replica-

tion through various mechanisms. However, 

this typically protective immune response 

can, when overactivated, lead to autoimmune 

diseases. Conversely, loss-of-function variants 

in genes encoding members of the type I IFN 

pathway lead to severe immunodeficiencies 

characterized by life-threatening viral in-

fections. Recently, multiple studies demon-

strated that impaired type 1 IFN responses 

may be a hallmark of severe COVID-19 (10–

12), but why this pathway was suppressed 

remained unclear. 

Zhang et al. report a large genetic sequenc-

ing effort to define host risk factors to SARS-

CoV-2 infection, analyzing exome or genome 

sequences from 659 patients with severe 

COVID-19 for rare pathogenic variants that 

could be associated with life-threatening dis-

ease. The authors focused on the type I IFN 

pathway and analyzed 13 candidate genes 

that have previously been linked with suscep-

tibility to other viral infections. Deleterious 

variants that can impair gene function were 

identified in 3.5% (23/659) of cases. Defects 

in type I IFN gene expression and protein 

levels were recapitulated in patient cells har-

boring these variants, demonstrating recur-

rent diminished activity of this pathway in 

severe disease. SARS-CoV-2 viral loads were 

higher in patients’ immune cells than in cells 

from healthy donors (who were infection-

negative and seronegative for SARS-CoV-2), 

demonstrating an inability to properly clear 

the virus. Together, these data implicate the 

importance of type I IFN signaling in defense 

against SARS-CoV-2 infection and suggest 

that inherited deleterious variants explain a 

subset of severe COVID-19.

Bastard et al. identified neutralizing au-

toantibodies as another potential cause of 

severe COVID-19. Autoantibodies recognize 

and thereby may inhibit host proteins; they 
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MD 20892, USA. Email: aksentii@mail.nih.gov

bly balanced among males that have mutual 

friendships than among pairs of males who 

have one-sided friendships or males that are 

not friends at all. Also, rates of aggression in 

males decline with age, and this effect is in-

dependent of male dominance rank. 

 Rosati et al. provide convincing evidence 

that male chimpanzees behave much like hu-

mans do as we age, and this pattern might 

exist in other primates as well (9, 10). Thus, 

the patterns that SST was created to explain 

appear to generalize beyond our own spe-

cies and might not depend on having a well-

developed concept of time or conscious 

awareness of mortality. Rosati et al. specu-

lated that the patterns in chimpanzees 

might be influenced by age-related shifts in 

 emotional reactivity (that is, the tendency to 

experience frequent and intense emotional 

arousal). Similar mechanisms could operate 

in humans and be amplified by events that 

prompt us to contemplate our own mortality.

 Similar patterns of age-related changes in 

social strategies in humans, chimpanzees, 

and other primates might be the product of 

evolutionary forces that shape life-history 

strategies. As individuals pass the age of 

sexual maturity, their reproductive value 

steadily declines. This might affect payoffs 

derived from alternative behavioral strate-

gies. For example, the benefits derived from 

risky behaviors, such as challenging the top-

ranking male for control of the group, are 

higher for young males than for old ones 

(11). This is reflected in a decline in risk-

taking behavior with increasing age in hu-

mans (12) and other species. For example, 

the preference of European starlings for 

risky choices declines as a function of their 

telomere length, a biological measure of ag-

ing (13). An evolutionary perspective can 

provide valuable insights into how natural 

selection shapes human social behavioral 

strategies as we grow old. j
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Genetic variants and autoantibodies that suppress antiviral 
immunity are linked to severe COVID-19 
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are a hallmark of many autoimmune dis-

eases and are thought to be a contributor to 

autoimmune pathophysiology. Neutralizing 

autoantibodies against type I IFNs, mostly 

IFN-a2 and IFN-v, were found in up to 13.7% 

(135/987) of patients with life-threatening 

COVID-19 and were shown to neutralize 

activation of the pathway in vitro. By con-

trast, these autoantibodies were not present 

in 663 patients with asymptomatic or mild 

COVID-19 and were only found in 0.33% 

(4/1227) healthy individuals not exposed to 

SARS-CoV-2. The presence of neutralizing au-

toantibodies correlated with low serum IFN-a

concentrations. Autoantibodies against type I 

IFNs were also detected in blood samples of 

some patients obtained before SARS-CoV-2 

infection, indicating that their production 

was not triggered by the virus in those pa-

tients. Notably, inactivating autoantibodies 

were identified primarily in males (94%) and 

may be a cause of the higher male-specific 

disease mortalities.

By analyzing patients with severe 

COVID-19, these two studies provide evi-

dence that type I IFNs are protective against 

COVID-19 and that limiting this response 

through either gene mutations or autoanti-

bodies leads to severe disease. Autoantibodies 

against other proinflammatory cytokines—

including type II IFN (IFN-g), interleukin-6 

(IL-6), IL-17A, and IL-17F—have been re-

ported in healthy individuals, patients with 

autoimmune diseases, and other opportunis-

tic infections, although the function of these 

autoantibodies is not always understood (13). 

Studying the mechanisms of acquired im-

munodeficiency, perhaps related to sex and 

aging, could help reduce infectious disease 

morbidity and mortality.    

Type I IFN concentrations are tightly regu-

lated, with several rare monogenic autoin-

flammatory and immunodeficiency disorders 

caused by either too much or too little inter-

feron production, respectively. Healthy peo-

ple may have impaired type I IFN responses 

owing to inherited loss-of-function variants 

in genes encoding components of the type I 

IFN signaling cascade but remain clinically 

silent until they encounter particular viruses 

or other microbes (8). This may be the case in 

severe COVID-19 patients who have no prior 

history of clinical immunodeficiency.

Collectively, this work has important 

therapeutic implications. Inhaled IFN-b and 

systemic antiviral therapies are being stud-

ied for COVID-19 in clinical trials (14). The 

studies of Zhang et al. and Bastard et al. of-

fer a potential avenue for identifying people 

who are at risk of developing life-threatening 

SARS-CoV-2 infection, primarily older men, 

by a presymptomatic screening of their 

blood samples for type I IFN autoantibodies. 

Identification of such patients may also be 

important to avoid potential therapeutic use 

of their convalescent plasma (which will con-

tain the cytokine-neutralizing autoantibod-

ies) in ongoing clinical trials. Furthermore, 

recombinant IFN-b treatment may not ben-

efit patients with neutralizing autoantibod-

ies, whereas it may work well for patients 

who carry loss-of-function variants in type I 

IFN genes, other than IFNAR1 or IFNAR2. In 

patients with autoantibodies, treatment with 

IFN-b may be beneficial because neutralizing 

autoantibodies against this cytokine appear 

to be less common (4, 14). Findings from 

these studies have paved the way for preci-

sion medicine and personalized treatment 

strategies for COVID-19.

What remains unknown are the contribu-

tions of genetic variation outside of the type I 

IFN pathway for defense against SARS-CoV-2 

infection. Additionally, although Zhang et al. 

focused on rare germline variation, the roles 

of common single-nucleotide polymorphisms 

(SNPs) and acquired somatic mutations in 

immune cells, which accumulate with age, 

need to be investigated. Further comprehen-

sive genetic studies could also help provide 

insights into the potential contribution of 

deleterious variation in the severe SARS-

CoV-2–associated multisystem inflammatory 

syndrome in children (15). Although the stud-

ies of Zhang et al. and Bastard et al. illumi-

nate the importance of pathways responsible 

for clearing infections, it is also possible that 

proinflammatory variants may either re-

duce or enhance disease severity. Why some 

patients who carry pathogenic variants in 

innate immune genes, such as IFN-related 

genes, remain asymptomatic until their expo-

sure to a specific pathogen is likely explained 

by the presence of other genetic modifying al-

leles or epigenetic factors. Unbiased genomic 

studies can answer some of these questions; 

however, they need to be expanded to larger 

and more diverse populations (beyond 

mostly European descent) to meaningfully 

address the susceptibility to SARS-CoV-2 and 

other potentially pandemic viral infections. 

Ultimately, through collaborative efforts, bio-

medical research should and will help com-

bat spread of the virus by identifying people 

at risk with rapid diagnostic tests and facili-

tating new targeted therapies. j
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S
evere acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) has 

spread rapidly across the globe, caus-

ing epidemics that range from quickly 

controlled local outbreaks (such as 

New Zealand) to large ongoing epi-

demics infecting millions (such as the United 

States). A tremendous volume of scientific 

literature has followed, as has vigorous de-

bate about poorly understood facets of the 

disease, including the relative importance of 

various routes of transmission, the roles of 

asymptomatic and presymptomatic infec-

tions, and the susceptibility and transmissi-

bility of specific age groups. This discussion 

may create the impression that our un-

derstanding of transmission is frequently 

overturned. Although our knowledge of 

SARS-CoV-2 transmission is constantly deep-

ening in important ways, the fundamental 

engines that drive the pandemic are well es-

tablished and provide a framework for inter-

preting this new information.

The majority of SARS-CoV-2 infections 

likely occur within households and other 

residential settings (such as nursing homes). 

This is because most individuals live with 

other people, and household contacts in-

clude many forms of close, high-intensity, 

and long-duration interaction. Both early 

contact tracing studies and a large study of 

more than 59,000 case contacts in South 

Korea found household contacts to be greater 

than six times more likely to be infected with 

SARS-CoV-2 than other close contacts (1, 2). 

Household contacts accounted for 57% of 

identified secondary infections in the South 

Korean study, despite exhaustive tracking of 

community contacts. Globally, the proportion 

of cases attributable to household transmis-

sion will vary because of multiple factors, 

including household size. Contact studies 

suggest that 17 to 38% of contacts occur in 

households, implying that 46 to 66% of trans-

mission is household-based (using the stan-

dard formula for attributable fraction) (3). 

This is consistent with household contact 

being a key driver of transmission for other 

respiratory viruses. 

Even among close contacts within house-

holds, there are considerable heterogeneities 

in transmission risk. Spouses of index cases 

are more than twice as likely to be infected as 

other adult household members, and symp-

tomatic index cases may be more likely to 

transmit the virus (4). Moreover, older age 

is associated with increased susceptibility 

to infection, increased transmissibility, and 

severe disease (4). Older members may face 

extra risk in multigenerational households 

if younger members have unavoidable work 

or school obligations, although young chil-

dren may be less susceptible to infection and 

transmit the virus less readily (4). 

Just as in households, those who live 

in congregate residences such as prisons, 

worker dormitories, and long-term care fa-

cilities have intense, long-duration, close 

contact. There are more potential contacts in 

these settings, which are often among older 

age groups. The confluence of these factors 

can lead to high infection rates in outbreaks 

(attack rate); for example, 66% of residents 

were infected in a homeless shelter, 62% in 

a nursing home, and 80% in a prison dormi-

tory (5, 6). Even when residents rarely leave, 

these facilities are highly connected to com-

munities through workers and guests. 

Although transmission may be easiest 

and most frequent in households and con-

gregate residences, community transmission 

connects these settings and is, therefore, 

essential to sustain the epidemic, even if it 

directly causes fewer cases. Inevitably, “com-

munity contacts” include a heterogeneous 

mix of interactions. The probability that any 

of these interactions results in transmission 

stems from a complex interplay of pathogen 

attributes, host characteristics, timing, and 

setting. Hence, the properties of community 

transmission are difficult to measure, and 

this is where much of the remaining debate 

around SARS-CoV-2 transmission occurs. 

A crucial factor in community transmis-

sion is that infected individuals not experi-

encing symptoms can transmit SARS-CoV-2. 

Infectiousness may peak before symptom 

onset (7). Viral loads appear to be similar 

between asymptomatic and symptomatic 

patients (8), although the implications for 

infectiousness are unclear. People experienc-

ing symptoms may self-isolate or seek medi-

cal care, but those with no or mild symptoms 

may continue to circulate in the community. 

Because of this, those without severe symp-

toms have the potential to be “superspread-

ers” and may have an outsized influence on 

maintaining the epidemic. 

Superspreading events, in which one per-

son infects many, are often as much the result 

of setting as host characteristics. Apparent 

superspreading events of SARS-CoV-2 have 

occurred during choir practice (9), in depart-

ment stores, at church events, and in health 

care settings (5). These are all settings where 

one individual can have many close contacts 

over a short period of time. Transmission can 

also be amplified if multiple subsequent in-

fections occur in rapid succession, and out-

breaks with high attack rates have occurred 

in close-contact settings such as schools 

(14%), meat processing plants (36%), and 

churches (38%) (5, 10).

Both superspreading events and trans-

mission-amplifying settings are part of a 

more general phenomenon: overdispersion 

in transmission. Overdispersion means that 

there is more variation than expected if cases 

exhibit homogeneity in transmissibility and 

number of contacts; hence, a small number 

of individuals are responsible for the ma-

jority of infections. This phenomenon has 

been described for diseases as diverse as 

measles, influenza, and pneumonic plague 

(11). For SARS-CoV-2, studies suggest that 

~10% of cases cause 80% of infections (1). 

Overdispersion is characterized by a large 

number of people who infect no one, and 

most people who do transmit infect a low-to-

moderate number of individuals. Large su-

perspreading events (such as those infecting 

10 or more people) are likely quite rare, al-

though they are far more likely to be detected 

and reported. 

Such events have driven much of the de-

bate around the relative importance of dif-

ferent modes of transmission. In household 

settings, contacts are so long and intense 

that it matters little whether large drop-

lets, fomites (contaminated surfaces), or 

aerosolized particles are driving spread; all 

have ample opportunity. In community set-

tings, where there is greater variety in the 

nature of infectious contacts, these distinc-

tions become more important, particularly 

because they affect policy. Aerosolization of 

fecal matter caused one of the largest su-

perspreading events of the 2003 SARS-CoV 
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epidemic (12), and aerosolizing medical 

procedures facilitate the spread of corona-

viruses (12, 13). Several SARS-CoV-2 trans-

mission events suggest that aerosolized viral 

particles may play a role in transmission in 

everyday settings. Although the frequency 

of aerosolized transmission is uncertain, ex-

tended close contact and sharing of spaces 

poses the greatest risk. It is also difficult to 

generalize the importance of different modes 

of transmission across settings because their 

relative contributions can be modified by en-

vironmental conditions. For example, low–

absolute humidity environments are associ-

ated with influenza virus trans-

mission in temperate regions, 

probably because these condi-

tions facilitate small droplet 

spread, yet influenza outbreaks 

are still common in tropical re-

gions, with fomites potentially 

playing a larger role (14). 

A mode of transmission need 

not be frequent to be impor-

tant, and regardless of the cause, 

overdispersion has considerable 

implications. First, overdisper-

sion means that most infected 

individuals who enter a commu-

nity will not transmit, so many 

introductions may occur before 

an epidemic takes hold; likewise, 

overdispersion also increases 

the probability of disease extinc-

tion as the epidemic recedes and 

fewer people are infected (11). 

When large transmission events 

do occur, epidemics can expand rapidly, but 

as the epidemic grows, overdispersion will 

matter less to the trajectory until incidence 

decreases and case counts are low again. 

Second, overdispersion gives transmission 

networks “scale-free” properties, in which 

connectivity in the network is dominated 

by a few highly connected nodes. Compared 

with networks with more evenly distributed 

connections, the connectivity of scale-free 

networks is less sensitive to random node 

removal but more susceptible to targeting of 

highly connected nodes (11). 

If transmission is highly overdispersed, 

broad and untargeted interventions may be 

less effective than expected, whereas inter-

ventions targeted at settings conducive to 

superspreading (such as mass gatherings 

and hospitals) may have an outsized effect. 

Although some determinants of overdisper-

sion may not be amenable to targeted inter-

ventions, others related to occupation or set-

ting could be. For example, rapidly improved 

infection control procedures within health 

care facilities played a critical role in contain-

ing the nascent SARS-CoV pandemic of 2003. 

Intercity, interregional, and international 

spread are also essential to sustain the pan-

demic, even if long-distance transmission 

events are rare (see the figure). Only a small 

number of such long-distance connections 

are needed to create a “small world” net-

work in which only a few infection events 

can transmit the virus between any two in-

dividuals worldwide. This is one reason why 

early travel bans could not stop the global 

spread of SARS-CoV-2, although they may 

have slowed the pandemic. However, travel 

restrictions can work: Extreme measures in 

China played an important part in achieving 

domestic suppression of the virus.

Phylogenetic data provide some insight 

into global connectivity and the scale at which 

intercommunity mixing is most relevant to 

spread. Major SARS-CoV-2 clades are pres-

ent in all global regions. Within the United 

States, where interstate travel continued dur-

ing lockdowns, the mix of viral lineages was 

similar across states (15). This suggests that 

viral lineages spread quickly throughout the 

country and that reintroductions are highly 

probable should an area achieve local elimi-

nation of the virus. 

The engines of the SARS-CoV-2 pandemic—

household and residential settings, commu-

nity, and long-distance transmission—have 

important implications for control. Moving 

from international to household scales, the 

burdens of interventions are shared by more 

people; there are few international travelers, 

but nearly everyone lives in households and 

communities. Measures to reduce household 

spread may appear particularly challenging, 

but because they directly affect so many, they 

need not be perfect. Household mask use 

and partitioning of home spaces, isolation or 

quarantine outside the home, and, in the fu-

ture, household provision of preventive drugs 

could have large effects even if they offer only 

modest protection. Conversely, control mea-

sures at larger spatial scales (for example, 

interregional) must be widely implemented 

and highly effective to contain the virus. 

Indeed, few nations have managed to curb 

infection without stay-at-home orders and 

business closures, particularly after commu-

nity transmission is prevalent. 

The impact of accumulated SARS-CoV-2 

immunity on transmission will vary across 

spatial scales. Any immunity conferred by in-

fection or vaccination mitigates transmission 

in households or communities in near-direct 

proportion to the number of 

potential infectees that become 

immune, plus ancillary benefits 

due to herd immunity. However, 

because of overdispersion and 

small-world network properties, 

the ability for the virus to spread 

between communities is less sen-

sitive to accumulating immunity. 

If even a few regions exist with 

a sufficient proportion of sus-

ceptible individuals to support 

viral spread, SARS-CoV-2 can 

continue to circulate in humans. 

More is learned about SARS-

CoV-2 transmission every day, 

and important uncertainties re-

main. The relative risk of trans-

mission in different community 

settings, such as restaurants 

and retail stores, is still unclear, 

as is the impact of mitigation 

measures in these contexts. It is 

still unknown how seasonality and hetero-

geneities in the population distribution and 

duration of immunity will affect future trans-

mission dynamics. Filling these and other 

knowledge gaps will clarify how the engines 

of transmission interact to drive the pan-

demic—and how best to fight back. j
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SARS-CoV-2 spread across spatial scales
Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is mostly 

transmitted within households and household-like settings. A decreasing 

proportion of transmission events take place at increasing spatial scales, but 

these events become more critical for sustaining the pandemic.
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By Eric J. Topol

T
he family of seven known human 

coronaviruses are known for their 

impact on the respiratory tract, not 

the heart. However, the most recent 

coronavirus, severe acute respira-

tory syndrome coronavirus 2 (SARS-

CoV-2), has marked tropism for the heart 

and can lead to myocarditis (inflammation 

of the heart), necrosis of its cells, mimicking 

of a heart attack, arrhythmias, and acute or 

protracted heart failure (muscle dysfunc-

tion). These complications, which at times 

are the only features of coronavirus disease 

2019 (COVID-19) clinical presentation, have 

occurred even in cases with mild symptoms 

and in people who did not experience any 

symptoms. Recent findings of heart involve-

ment in young athletes, including sudden 

death, have raised concerns about the cur-

rent limits of our knowledge and potentially 

high risk and occult prevalence of COVID-19 

heart manifestations.

The four “common cold” human corona-

viruses—HCoV-229E, HCoV-NL63, HCoV-

OC43, and HCoV-HKU1—have not been as-

sociated with heart abnormalities. There 

were isolated reports of patients with Middle 

East respiratory syndrome (MERS; caused by 

MERS-CoV) with myocarditis and a limited 

number of case series of cardiac disease in 

patients with SARS (caused by SARS-CoV) 

(1). Therefore, a distinct feature of SARS-

CoV-2 is its more extensive cardiac involve-

ment, which may also be a consequence of 

the pandemic and the exposure of tens of 

millions of people to the virus. 

What appears to structurally differentiate 

SARS-CoV-2 from SARS is a furin polybasic 

site that, when cleaved, broadens the types 

of cells (tropism) that the virus can infect (2). 

The virus targets the angiotensin-converting 

enzyme 2 (ACE2) receptor throughout the 

body, facilitating cell entry by way of its 

spike protein, along with the cooperation of 

the cellular serine protease transmembrane 

protease serine 2 (TMPRSS2), heparan sul-

fate, and other proteases (3). The heart is one 

of the many organs with high expression of 

ACE2. Moreover, the affinity of SARS-CoV-2 

to ACE2 is significantly greater than that 

of SARS (4). The tropism to other organs 

beyond the lungs has been studied from 

autopsy specimens: SARS-CoV-2 genomic 

RNA was highest in the lungs, but the heart, 

kidney, and liver also showed substantial 

amounts, and copies of the virus were de-

tected in the heart from 16 of 22 patients 

who died (5). In an autopsy series of 39 pa-

tients dying from COVID-19, the virus was 

not detectable in the myocardium in 38% of 

patients, whereas 31% had a high viral load 

above 1000 copies in the heart (6).

Accordingly, SARS-CoV-2 infection can 

damage the heart both directly and indi-

rectly (see the figure). SARS-CoV-2 exhibited 

a striking ability to infect cardiomyocytes 

derived from induced pluripotent stem cells 

(iPSCs) in vitro, leading to a distinctive pat-

tern of heart muscle cell fragmentation, 

with “complete dissolution of the contrac-

tile machinery” (7). Some of these findings 

were verified from patient autopsy speci-

mens. In another iPSC study, SARS-CoV-2 

infection led to apoptosis and cessation of 

beating within 72 hours of exposure (8). 

Besides directly infecting heart muscle cells, 

viral entry has been documented in the en-

dothelial cells that line the blood vessels 

to the heart and multiple vascular beds. A 

secondary immune response to the infected 

heart and endothelial cells (endothelitis) is 

just one dimension of many potential indi-

rect effects. These include dysregulation of 

the renin-angiotensin-aldosterone system 

that modulates blood pressure, and activa-

tion of a proinflammatory response involv-

ing platelets, neutrophils, macrophages, 

and lymphocytes, with release of cytokines 

and a prothrombotic state. A propensity for 

clotting, both in the microvasculature and 

large vessels, has been reported in multiple 

autopsy series and in young COVID-19 pa-

tients with strokes.

There is a diverse spectrum of cardio-

vascular manifestations, ranging from 

limited necrosis of heart cells (causing in-

jury), to myocarditis, to cardiogenic shock 

(an often fatal inability to pump sufficient 

blood). Cardiac injury, as reflected by con-

centrations of troponin (a cardiac muscle–

specific enzyme) in the blood, is common 

with COVID-19, occurring in at least one 

in five hospitalized patients and more than 

half of those with preexisting heart condi-

tions. Such myocardial injury is a risk factor 

for in-hospital mortality, and troponin con-

centration correlates with risk of mortality. 

Furthermore, patients with higher troponin 

amounts have markers of increased inflam-

mation [including C-reactive protein, inter-

leukin-6 (IL-6), ferritin, lactate dehydro-

genase (LDH), and high neutrophil count] 

and heart dysfunction (amino-terminal pro-

B–type natriuretic peptide) (9).

More worrisome than the pattern of lim-

ited injury is myocarditis: diffuse inflam-

mation of the heart, usually representing 

a variable admixture of injury and the in-

flammatory response to the injury that can 

extend throughout the three layers of the 

human heart to the pericardium (which sur-

rounds the heart). Unlike SARS-associated 

myocarditis, which did not exhibit lympho-

cyte infiltration, this immune and inflamma-

tory response is a typical finding at autopsy 

after SARS-CoV-2 infections. Involvement of 

myocytes, which orchestrate electrical con-

duction, can result in conduction block and 

malignant ventricular arrhythmias, both of 

which can lead to cardiac arrest. 

Along with such in-hospital arrythmias, 

there have been reports of increased out-

of-hospital cardiac arrest and sudden death 

in multiple geographic regions of high 

COVID-19 spread, such as the 77% increase 

in Lombardy, Italy, compared with the prior 

year (10). There have been many reports of 

myocarditis simulating a heart attack, ow-

ing to the cluster of chest pain symptoms, an 

abnormal electrocardiogram, and increased 

cardiac-specific enzymes in the blood, even 

in patients as young as a 16-year-old boy. 

When there is extensive and diffuse heart 

muscle damage, heart failure, acute cor 

pulmonale (right heart failure and possible 

pulmonary emboli), and cardiogenic shock 

can occur.

COVID-19–associated heart dysfunction 

can also be attributed to other pathways, 

including Takotsubo syndrome (also called 

stress cardiomyopathy), ischemia from en-

dothelitis and related atherosclerotic plaque 

rupture with thrombosis, and the multisys-

tem inflammatory syndrome of children 

(MIS-C). The underlying mechanism of 

stress cardiomyopathy is poorly understood 

but has markedly increased during the pan-

demic. MIS-C is thought to be immune-

mediated and manifests with a spectrum of 

cardiovascular features, including vasculitis, 

VIEWPOINT: COVID-19

COVID-19 can affect the heart
COVID-19 has a spectrum of potential 
heart manifestations with diverse mechanisms
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coronary artery aneurysms, and cardiogenic 

shock. This syndrome is not exclusive to chil-

dren because the same clinical features have 

been the subject of case reports in adults, 

such as in a 45-year-old man (11).

Recent series of COVID-19 patients un-

dergoing magnetic resonance imaging 

(MRI) or echocardiography of the heart 

have provided some new insights about 

cardiac involvement (12–14). In a cohort 

of 100 patients recovered from COVID-19, 

78 had cardiac abnormalities, including 12 

of 18 patients without any symptoms, and 

60 had ongoing myocardial inflammation, 

which is consistent with myocarditis (12). 

The majority of more than 1200 patients in 

a large prospective cohort with COVID-19 

had echocardiographic abnormalities (13). 

This raises concerns about whether there is 

far more prevalent heart involvement than 

has been anticipated, especially because at 

least 30 to 40% of SARS-CoV-2 infections 

occur without symptoms. Such individuals 

may have underlying cardiac pathology. 

To date, there have been four small se-

ries of asymptomatic individuals with bona 

fide infections who underwent chest com-

puted tomography (CT) scans to determine 

whether there were lung abnormalities con-

sistent with COVID-19. Indeed, half of the 

asymptomatic people showed lung CT fea-

tures that were seen in patients with symp-

toms. But so far, there have been minimal 

cardiac imaging studies in people who test 

positive for SARS-CoV-2 or are seropositive 

but without symptoms. Furthermore, the 

time course of resolution or persistence of 

any organ abnormalities after SARS-CoV-2 

infection has not yet been reported. With a 

high proportion of silent infections despite 

concurrent evidence of internal organ dam-

age, there is a fundamental and large hole 

in our knowledge base.

In contrast to people without symptoms, 

there is a substantial proportion of people 

who suffer a long-standing, often debili-

tating illness, called long-COVID. Typical 

symptoms include fatigue, difficulty in 

breathing, chest pain, and abnormal heart 

rhythm. An immunologic basis is likely but 

has yet to be determined. Nor have such 

patients undergone systematic cardiovascu-

lar assessment for possible myocarditis or 

other heart abnormalities, such as fibrosis, 

which could account for some of the endur-

ing symptoms. It would not be surprising 

in the future for patients to present with 

cardiomyopathy of unknown etiology and 

test positive for SARS-CoV-2 antibodies. 

However, attributing such cardiomyopathy 

to the virus may be difficult given the high 

prevalence of infections, and ultimately a 

biopsy might be necessary to identify virus 

particles to support causality.

Cardiac involvement in athletes has fur-

ther elevated the concerns. A 27-year-old 

professional basketball player, recovered 

from COVID-19, experienced sudden death 

during training. Several college athletes 

have been found to have myocarditis (14), 

including 4 of 26 (15%) in a prospective 

study from Ohio State University (15), along 

with one of major league baseball’s top 

pitchers. Collectively, these young, healthy 

individuals had mild COVID-19 but were 

subsequently found to have unsuspected 

cardiac pathology. This same demographic 

group—young and healthy—are the most 

common to lack symptoms after SARS-

CoV-2 infections, which raises the question 

of how many athletes have occult cardiac 

disease? Systematic assessment of athletes 

who test positive for SARS-CoV-2, irrespec-

tive of symptoms, with suitable controls 

through some form of cardiac imaging and 

arrhythmia screening seems prudent until 

more is understood.

The most intriguing question that arises 

is why do certain individuals have a propen-

sity for heart involvement after SARS-CoV-2 

infection? Once recognized a few months 

into the pandemic, the expectation was that 

cardiac involvement would chiefly occur 

in patients with severe COVID-19. Clearly, 

it is more common than anticipated, but 

the true incidence is unknown. It is vital 

to determine what drives this pathogen-

esis. Whether it represents an individual’s 

inflammatory response, an autoimmune 

phenomenon, or some other explanation 

needs to be clarified. Beyond preventing 

SARS-CoV-2 infections, the goal of averting 

cardiovascular involvement is paramount. 

The marked heterogeneity of COVID-19, 

ranging from lack of symptoms to fatality, is 

poorly understood. A newly emerged virus, 

widely circulating throughout the human 

population, with a panoply of disease mani-

festations, all too often occult, has made 

this especially daunting to unravel. j
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SARS-CoV-2 can 
infect cardiomyocytes, 
attaching to angiotensin-
converting enzyme 2 (ACE2) 
through its spike protein and 
entering the cells by fusing 
viral and cellular membranes.

cardiomyocytes through 
systemic inCammatory 
responses and diminished 
blood supply (e.g., from 
blood clots and endothelitis, 
not shown).

Complications
Damaged cardiomyocytes, necrosis, and cardiogenic shock 
can result from direct and/or indirect efects of SARS-CoV-2 

infection. This can lead to scarring and thinning of the 
myocardium, myocarditis, cardiomyopathy, arrhythmias, 
and potentially cardiac arrest.
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Damaging the heart
Severe acute respiratory syndrome coronavirus 2 

(SARS-CoV-2) infection has the potential to directly 

and indirectly induce cardiac damage. 
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By  William W. Murdoch1 and Wayne P. Sousa2

J
oseph (“Joe”) H. Connell, a hugely cre-

ative ecologist, died on 1 September 

at the age of 96. Joe had a knack for 

devising simple yet rigorous ways to 

uncover the mechanisms behind the 

patterns and dynamics in natural 

communities. Perhaps the most influential 

experimental ecologist of his generation, he 

articulated theories explaining natural phe-

nomena such as the maintenance of biologi-

cal diversity. 

Joe was born on 5 October 1923 in Gary, 

Indiana. After Pearl Harbor, in 1941, he en-

listed in the U.S. Army Air Corps. He was sent 

to the University of Chicago for training in 

meteorology and then stationed in the Azores 

from 1943 to 1945 flying weather survey mis-

sions. In 1946, he completed his B.S. in me-

teorology at the University of Chicago, fol-

lowed by an M.A. in zoology at the University 

of California, Berkeley, in 1953 and a Ph.D. at 

the University of Glasgow, United Kingdom, 

in 1956 under zoologist Charles Maurice 

Yonge. Postdoctoral research at Woods Hole 

Oceanographic Institution, Massachusetts, 

preceded his hiring in 1958 as an assistant 

professor by the University of California, 

Santa Barbara (UCSB), where he remained 

for the rest of his career. 

Joe’s groundbreaking early research led 

the transition of ecology from a largely de-

scriptive to an experimental science. He ad-

dressed a ubiquitous pattern in nature: One 

species often abruptly replaces another along 

continuously changing physical gradients, 

such as up mountainsides. His Ph.D. research 

on the island of Cumbrae in Scotland investi-

gated factors controlling such a pattern in the 

distribution of adults of two barnacle species 

in the intertidal zone on the rocky seashore. 

Joe conjectured that this zonation was main-

tained by physical competition between the 

barnacles for space rather than by different 

tolerances to physical stresses along the in-

tertidal gradient. First, he showed that the 

distributions of newly settled larvae of both 

species overlapped broadly across the inter-

tidal zone. He then confirmed his interspe-

cific competition hypothesis by removing the 

larger, faster-growing species from small rep-

licated plots on the mid- to low shore where 

it predominated; in contrast to controls, the 

smaller, slower-growing species in these plots 

survived to adulthood well outside the upper 

zone where its adults typically occur. 

In his early Pacific coast research on San 

Juan Island, Washington, Joe examined two 

different intertidal barnacle species. Here, 

three species of predatory snails reduced 

the density of barnacles and precluded in-

terspecific competition between them for 

space. Whereas larvae of the smaller spe-

cies settled over much of the shore, adults 

were restricted to a refuge zone high on the 

shore, where predators were scarce. Adults 

of the larger barnacle species could grow 

large enough to be invulnerable to the snail 

predators, so they coexisted with snails on 

the mid- to low shore. 

These simple yet revolutionary experiments 

were among the first to demonstrate the roles 

of interspecific competition, predation, and 

refuges in structuring natural communities. 

They are featured in every ecology textbook 

and have galvanized ecologists to investigate 

ecological patterns and processes through 

field experiments. They also foreshadowed 

extensive future investigations of the interac-

tion between competition and predation.

At UCSB, Joe’s interests turned to the im-

mensely diverse tropical coral reefs and rain-

forests of Australia. He wondered how so 

many potentially competing species could co-

exist in habitats that had long been presumed 

to be environmentally stable. To answer this 

question, Joe established multiple permanent 

plots in forest and reef sites, where he moni-

tored, over decades, the demography and in-

teractions of marked or photographed indi-

viduals. Two major hypotheses emerged from 

these pioneering studies. The first was that 

recurrent disturbances can maintain species 

diversity by preventing local competition 

from progressing to completion. Joe dem-

onstrated this by recording cyclone-induced 

damage and recovery on the Great Barrier 

Reef. The second hypothesis, elaborated for 

rainforests but potentially relevant to all as-

semblages of sessile organisms, posited that 

when seeds and seedlings of a particular 

species are locally abundant, host-specific 

enemies (such as herbivores and pathogens) 

preferentially thin those dense patches. By 

following the fates of individual seedlings 

for decades, Joe and colleagues verified this 

pattern of compensatory seedling mortality: 

Rarer species are favored over common ones, 

thereby helping maintain diversity.

In addition to his innovative empirical 

studies, Joe made enormous conceptual con-

tributions to ecology. He wrote synthetic re-

views evaluating published research on key 

ecological themes, and in doing so he influ-

enced thinking on mechanisms maintaining 

species diversity, the role of recruitment in 

“open” systems, and the mechanisms caus-

ing successional changes in communities 

through time. The myriad honors and awards 

bestowed upon Joe included the Guggenheim 

Fellowship (twice), the Ecological Society 

of America’s George Mercer and Eminent 

Ecologist awards, fellowship in the American 

Academy of Arts and Sciences, and member-

ship in the Australian Academy of Science. 

We both came to UCSB because Joe was 

there: W.W.M. in 1965 as a colleague and 

W.P.S. in 1973 as a graduate student. Joe was 

a wonderful senior colleague and adviser—

supportive and never domineering. He was 

modest, without guile, irreverent, and hilari-

ous. Antiauthority and antiestablishment, he 

was skeptical of general theories, especially 

if they were his own or had become dogma, 

until he found strong evidence or produced it 

himself. Joe was widely adored by his many 

graduate students and postdocs. As one of 

them observed, he enjoyed being questioned 

rather than worshipped and having his theo-

ries tested rather than hyped. 

Joe brought to science a mind unclut-

tered by orthodoxy, a deep curiosity about 

how nature works, and a rich imagination 

for finding ways to satisfy that curiosity. 

He tackled each problem in the way that 

seemed to him most obvious and straight-

forward, yet his approaches were often sur-

prisingly original. His research expanded 

our understanding of virtually all the ma-

jor biological processes thought to control 

natural communities and inspired legions 

of ecologists to follow in his footsteps. j 
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G
lobal biodiversity policy is at a cross-

roads. Recent global assessments of 

living nature (1, 2) and climate (3) 

show worsening trends and a rapidly 

narrowing window for action. The 

Convention on Biological Diversity 

(CBD) has recently announced that none of 

the 20 Aichi targets for biodiversity it set in 

2010 has been reached and only six have been 

partially achieved (4). Against this backdrop, 

nations are now negotiating the next genera-

tion of the CBD’s global goals [see supple-

mentary materials (SM)], due for adoption 

in 2021, which will frame actions of govern-

ments and other actors for decades to come. 

In response to the goals proposed in the draft 

post-2020 Global Biodiversity Framework 

(GBF) made public by the CBD (5), we urge 

negotiators to consider three points that are 

critical if the agreed goals are to stabilize or 

reverse nature’s decline. First, multiple goals 

are required because of nature’s complexity, 

with different facets—genes, populations, spe-

cies, deep evolutionary history, ecosystems, 

and their contributions to people—having 

markedly different geographic distributions 

and responses to human drivers. Second, 

interlinkages among these facets mean that 

goals must be defined and developed holisti-

cally rather than in isolation, with potential 

to advance multiple goals simultaneously 

and minimize trade-offs between them. 

Third, only the highest level of ambition in 

setting each goal, and implementing all goals 

in an integrated manner, will give a realistic 

chance of stopping—and beginning to re-

verse—biodiversity loss by 2050. 

Achieving this will require prompt and 

concerted measures to address the causes of 

biodiversity loss (6), meaning that implemen-

tation will be crucial. The draft GBF (5) has 

advanced conceptually relative to its pre-

decessor by highlighting the importance of 

outcome-oriented goals (i.e., what we want 

the state of nature to be in 2050 in terms of, 

for example, species extinction rates or eco-

system area and integrity ). These outcome 

goals link the broad aspirational vision (“liv-

ing in harmony with nature”; see SM) to the 

concrete actions needed to achieve it. The 

outcome goals—operationalized by more spe-

cific targets and assessed using indicators—

provide a compass for directing actions and 

a way of checking their results; for example, 

whether  meeting a set of action-based tar-

gets (e.g., designating X% of Earth’s surface 

as protected areas) delivers on a desired out-

come (e.g., “no net loss in the area and integ-

rity of natural ecosystems” ) needed to realize 

the aspirational vision. It is more important 

than ever that the necessary outcomes are 

incorporated in the GBF and that they ad-

equately cover the distinct facets of nature, 

are sufficiently ambitious, and are grounded 

in the best knowledge available.

Various proposals for the new CBD out-

come goals have focused on individual facets 

of nature, such as ecosystems (7), species (8), 

or genetic diversity (9). What has been miss-

ing is a unified view on how these facets re-

late to each other in setting goals to achieve 

the CBD’s 2050 vision.  To address this gap, we 

surveyed, evaluated, and discussed published 

proposals of goals for ecosystems, species, ge-

netic diversity, and nature’s contributions to 

people (NCP) in relation to the empirical and 

theoretical knowledge in the scientific litera-

ture. Our evaluation addresses whether pro-

posed goals encompass, are consistent with, 

or are opposed to each other; whether they 

are sufficiently ambitious such that meeting 

them will indeed curb and reverse biodiver-

sity trends; and whether they contain all the 

elements needed to make them difficult to 

“game” (i.e., avoid making substantial con-

tributions by exploiting weaknesses in word-

ing) (see SM for details on our analysis).

DISTINCT GOALS

As the failure to achieve the CBD’s single 

2010 goal—to substantially reduce the rate 

of biodiversity loss—shows, having an “apex” 

goal does not guarantee success. Whereas the 

mission of the United Nations Framework 

Convention on Climate Change (UNFCCC) 

focuses on one main outcome—preventing 

dangerous climate change, for which one 

goal and indicator (well below 2°C)  provide a 

reasonable proxy for the others—CBD’s vision 

and mission have three components that are 

distinct, complementary, and often trade off 

with each other: conserving nature, using it 

sustainably, and (though we do not consider 

this component here) sharing its benefits 

equitably. The nature conservation compo-

nent is itself complex because biodiversity 

includes variation in life at all levels, from 

genes to ecosystems. Recognizing this, the 

proposed formulation of the GBF (5) (see SM) 

started by proposing separate goals that ex-

plicitly covered ecosystems, species, genetic 

diversity, and the contributions to people 

derived from them. Whether this structure is 

retained, or the necessary outcomes for these 

facets are instead subsumed into more over-

arching goals, our analysis (see SM) shows 

that all these facets need to be addressed ex-

plicitly because of how they interrelate. If the 

facets were nested into one another like Rus-

sian dolls, or at least nearly so, then a single 

concise goal that specifies one number about 

the most encompassing facet could cover 

all of them. However, although the facets of 

nature are deeply interlinked, they are far 

from neatly nested and represent instead a 

“minimum set” (10, 11). As a result, there is no 

single goal based on any one facet that would, 

if realized, guarantee by itself that the neces-

sary outcome for the other facets would be 

achieved (12, 13).

Another reason for having multiple goals 

is “Goodhart’s law”: Whenever a measure 

becomes a policy goal itself, it ceases to be a 

good measure of the true state of the system 

because it can be “gamed” (14). For example, 

incentives would favor actions to enhance 

the targeted metric irrespective of effects 

on the rest of nature. Given nature’s multi-

dimensionality, this approach would cause 

inefficient use of resources at best and pos-

sibly promote perverse outcomes (14). If the 

CBD enshrined an “apex” goal focusing on 

a single facet of nature, other facets may be 

relegated to the back seat. By incentivizing 

holistic actions, a framework with multiple 
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goals reduces the risk that the goals could be 

achieved without also achieving the overarch-

ing vision that they were intended to serve.

HOLISTIC ACTIONS

The interdependence of ecosystems, species, 

genetic diversity, and NCP offers the oppor-

tunity to design policies and actions that 

contribute to multiple goals simultaneously. 

This offers the possibility for mutually rein-

forcing goals, in which progress toward one 

goal also advances the others, even though 

each facet of nature will also require targeted 

actions to address its specificities (see SM). 

For example, restoring ecosystems that are 

species-rich, have many endemics, and store 

large amounts of carbon, such as tropical 

peatlands, contributes toward all goals. The 

downside of this interdependence is that fail-

ure to achieve one goal will likely undermine 

others in a negative mutually reinforcing 

cycle: Ongoing loss of area and integrity of 

tropical peatlands leads to global extinctions 

and reduces options for climate mitigation; 

climate change then causes further loss of 

ecosystems, species, populations, genetic di-

versity, and NCP (see SM). 

Although the scientific and management 

communities have been long aware of inter-

actions among biodiversity goals and targets, 

these linkages have not been sufficiently op-

erationalized (11). We highlight the need for 

the connectedness, partial dependence, and 

imperfect nesting of nature’s facets to be built 

right from the start in the design of outcome 

goals, targets, indicators, and actions. In ad-

dition to addressing different facets of nature, 

goals must be set across the whole gradient 

from “natural” to “managed” ecosystems, at-

tending to the specificities of these different 

landscapes (see SM).

NEED TO AIM HIGH

 Holistically designed goals on ecosystems, 

species, genetic diversity, and NCP are nec-

essary to achieve the 2050 vision; whether 

they are sufficient will depend on the level of 

ambition that these goals reflect. Even per-

fect implementation cannot make up for out-

come goals set too low or too narrowly at the 

start. Different levels of ambition are, for ex-

ample, whether the curve of biodiversity loss 

will bend (high ambition) or merely flatten 

(low), or whether no net loss of ecosystems 

is specified with a lax (low) or strict (high) 

criterion for replaceability (see SM). The in-

terdependence among facets of nature means 

that missing a goal for one facet risks also 

missing goals related to other facets, whereas 

achieving each goal at a sufficient ambition 

level can contribute to reaching the others. 

Our synthesis of the evidence (see the figure, 

and SM) illustrates that the CBD’s 2050 vi-

sion is feasible only by aiming high with 

each of the goals. Lower levels of ambition 

will deliver inadequate outcomes, includ-

ing loss in area and integrity of ecosystems, 

more global extinctions, reduced abundance 

and performance of many important species, 

loss of genetic diversity, and reduced benefits 

to people. This would not only compromise 

the objectives of the CBD but also undermine 

progress toward most of the United Nations 

Sustainable Development Goals and the Paris 

Climate Agreement (1). The stakes are high.

MULTIPLE GOALS, ONE VISION

Our arguments for setting multiple goals do 

not mean that there is no place for a compel-

ling and unifying overarching vision. Collec-

tive action over more than a century offers 

a clear lesson: To gain political traction, any 

unifying vision needs to be a rallying cry—

broad, normative, inspirational, and aspira-

tional. The CBD process has already set such 

clear vision: “living in harmony with nature.” 

The goals underpinning the vision, by con-

trast, need to be unambiguous and strongly 

based on the best available knowledge to 

make it possible to derive SMART (specific, 
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Sustainability at the crossroads
Columns show different facets of nature and their contributions to people (NCP). Each cell shows a potential goal (in bold) at a particular level of ambition in attaining it 

and some consequences of reaching it, including effects on the other facets of nature and NCP. Only the scenario in green would contribute substantially to “bending the curve” 

of biodiversity loss. See supplementary materials for further details.

GOALS

ECOSYSTEMS SPECIES GENES NATURE’S CONTRIBUTIONS TO PEOPLE

LOW AMBITION – DECLINE

Lax “no net loss”
• Critical ecosystems lost
• “Natural” ecosystems lose integrity 

and function
• Unchecked extinction and loss of 

genetic diversity
• Ecosystems less able to provide 

resilient fows of NCP

Stabilize extinction rate and 
average abundance 
• Continued rapid extinction of species

and populations
• Many ecosystems altered by, e.g., 

loss of megafauna
• Threatened species lose adaptability

50% conserved
• Critical ecosystems cannot adjust to

climate change
• Many species can no longer adapt 

and die out
• Crops and  livestock more vulnerable to 

pests and diseases, causing famines

Few NCP secured
• Critical ecosystems cannot adjust to

climate change
• Many species can no longer adapt 

and die out
• Crops and livestock more vulnerable 

to pests and diseases, causing famines

MEDIUM AMBITION – UNCERTAIN FUTURE

Strict “no net loss”
• “Natural” and “managed” ecosystems 

keep functioning and delivering NCP
• Critical ecosystems stabilized 
• Species currently with too little habitat 

will go extinct

Reduce extinction rate and 
stop rare species declines 
• Many species saved 
• Large or specialist species may 

still go extinct
• Many ecosystems lose functions 

delivered by particular groups 
of species

75% conserved
• Most species can adapt
• Ecosystem adaptability safeguards 

many NCP, but others are diminished
• Many species at risk from reduced 

adaptability to climate change

Some NCP secured
• Some NCP secured but critical 

shortfalls in many 
• Ongoing deterioration of  “natural” 

and “managed” ecosystems 
and species that deliver NCP

• Climate risks remain

HIGH AMBITION – ROAD TO RECOVERY

Strict “no net loss” and targeted 
protection and restoration
•  Net increase in “natural”  ecosystem 

area and integrity
• Large numbers of species and much 

genetic diversity saved 
• NCP flow from “natural” and

“managed” ecosystems secured

Minimal loss of species and 
populations 
• Stabilizes species abundance, 

including particular groups delivering 
ecosystem functions and NCP 

• Safeguards the “tree of life”
• Saves culturally important species

90% conserved
• Resilient ecosystems
• Safeguards adaptability of most

 of rare species
• Crops, livestock, and their wild

relatives can adapt to pests, 
diseases, and climate change

Broad range of NCP secured
• Food, water, health, and climate 

security for the most vulnerable people
• More resilient “natural” and

“managed” ecosystems
• Nature-based solutions reduce 

climate risk

Published by AAAS
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measurable, assignable, realistic, time-re-

lated) operational targets (15) from them.

In sum, one compelling overarching vi-

sion, buttressed by facet-specific goals that 

are mutually reinforcing, scientifically trac-

table, and individually traceable, will deliver 

the overarching vision more reliably than any 

single-facet goal. Using a single-facet goal as 

the only flagship of global biodiversity policy 

is analogous to using blood pressure or body 

mass index as the sole surrogate for the vi-

sion of “vibrant health”: simple but risky.

COP15 AND BEYOND

The main challenge ahead lies not in the 

number of goals but rather in making them 

happen. However many goals are in the 

GBF, their specific wording and the support-

ing framework of targets and indicators will 

be equally influential on global policy. This 

wording will be decided by the governments 

at the 15th Conference of the Parties (COP15) 

of the CBD in 2021. We summarize critical 

elements emerging from our analysis that 

we hope delegates will consider when estab-

lishing the GBF, intended to help maximize 

positive impacts of each goal and minimize 

perverse interpretations (see the box). 

We have deliberately focused on how the 

different facets of nature and their contri-

butions to people should look in 2030 and 

2050 to achieve the CBD 2050 vision (with 

2030 seen as reflecting crucial “stepping 

stones” in the right direction toward 2050). 

We have not evaluated the economic and 

political consequences of the proposed goals 

nor the governance and distributional chal-

lenges of their implementation. In the case of 

NCP, we focused on their generation rather 

than on how they are accessed to meet ac-

tual needs and therefore result (or not) in 

people’s good quality of life. Implementing 

actions to achieve these outcomes without 

considering social and political issues would 

be a recipe for further failure. We thus pro-

vide just one piece of the formidable puzzle 

that must be resolved. But it is an essential 

piece: what could be effective from the bio-

logical perspective, provided that the right 

actions are implemented and all relevant ac-

tors are involved in pursuing them. Actions 

to implement these goals will need to tackle 

the indirect socioeconomic drivers (and un-

derlying value systems) at the root of nature’s 

decline as well as the direct proximal drivers 

on which conservation has mostly focused to 

date (1). Only then will the 2050 vision have a 

chance. We exhort the parties to be ambitious 

in setting their goals, and holistic in their ac-

tions afterward, to transition to a better and 

fairer future for all life on Earth.        j
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Key considerations for 2050 biodiversity goals
The following key elements are essential for the new post-2020 Convention on Biological 

Diversity goals. If not fully expressed in the actual goals, they should structure the action 

targets and indicator framework. To clarify their ambition and enable tracking of legitimate 

progress, all goals need to have clear reference years (e.g., 2020). For detailed explanations 

and supporting references, see supplementary materials.

The ecosystems goal should:

• Include clear ambition to halt the (net) loss of “natural”  ecosystem area and integrity.

• Expand ecosystem restoration to support no net loss by 2030 relative to 2020, and net 

gain of 20% of area and integrity of “natural” ecosystems and 20% gain of integrity of 

“managed” ecosystems by 2050.

• Require strict conditions and limits to compensation, including “like-for-like” (substitution 

by the same or similar ecosystem as that lost) and no loss of “critical” ecosystems that 

are rare, vulnerable, or essential for planetary function, or which cannot be restored.

• Recognize that improving the integrity of “managed” ecosystems is key to the continued

provision of many of nature’s contributions to people. 

• Recognize that outcomes of conservation and restoration activities strongly depend on 

location and that spatial targeting is essential to achieve synergies with other goals.

The species goal should:

• Have clear ambitions to reduce extinction risk and extinction rate across both threatened 

and nonthreatened species by 2050, with a focus on threatened species in the short term. 

• Focus on retaining and restoring local population abundances and the natural geographi-

cal extent of ecological and functional groups that have been depleted, and on conserving 

evolutionary lineages across the entire “tree of life.”

The genetic diversity goal should:

• Include maintenance of genetic diversity—the raw material for evolutionary processes 

that support survival and adaptation; population size is not an adequate proxy for this.

• Be set at the highest ambition level (e.g., above 90% of genetic diversity maintained). 

• Focus on populations and their adaptive capacity and include wild species and domesti-

cated species and their wild relatives.

The nature’s contributions to people (NCP) goal should:

• Be addressed directly in a goal that recognizes NCP (e.g., food, medicines, clean water, 

and climate regulation) and avoids conflation with a good quality of life (e.g., food security 

or access to safe drinking water), which results from other factors as well as from NCP.

• Encompass spatial and other distributional aspects, such as provision from both “natural” 

and “managed” ecosystems, and inter- and intragenerational equity to ensure benefits to all.
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W
ith the fall of the Berlin Wall in 
1989, politicians and pundits her-
alded a new age: a world without 
walls. But the celebration was 
short-lived. Walls, once again the 
rage, are now part of a global rise 

in border militarization that, while aimed 
at keeping undocumented migrants, drug 
traffickers, and terrorists out, has led to in-
creased violence against, and death among, 
undocumented migrants and refugees. 

A less understood aspect of border forti-
fications is their impact on the people who 
live near them, including the citizens they 
are ostensibly designed to protect. In her 
new book, Wall Disease, journalist Jessica 
Wapner argues that these impacts include 
the emergence of an illness first charac-
terized by psychologist Dietfried Müller-
Hegemann in the 1970s. Drawing from his 
observations of a number of East Germans, 
Müller-Hegemann coined the term “wall 
disease” to describe a condition experienced 
by those living near physical barriers whose 

SOCIAL SCIENCE

By Miguel Díaz-Barriga andMargaret E. Dorsey

The disruption of divisions

symptoms include a sense of social isola-
tion, dejection, and suicidal thoughts.

Wapner argues that wall disease is now 
a global phenomenon, resulting from the 
worldwide proliferation of border walls 
and the increasing poverty and violence 
found near them. To support her case, she 
draws on various sources, in-
cluding firsthand accounts from 
the U.S.-Mexico border, border 
studies scholarship, and psycho-
logical studies.

The book begins with a visit to 
Texas, where Wapner learns that 
the border wall slashes through 
private property and nature pre-
serves. Here, Wapner recounts 
her discussions with border resi-
dent and anti–border wall ac-
tivist Reynaldo Anzal dúa about 
how his family’s relation to their U.S. land 
has changed now that it falls south of the 
border wall. “We know we’re going to lose 
this,” he tells her. “It’s not about the money, 
it’s about our love of the land.”

Wapner describes the history of inter-
national borders, drawing attention to 
how, until World War I, passports were 
not needed for travel and highlighting the 
recent and somewhat arbitrary creation of 
certain borders, such as the one that di-

vides India and Pakistan, and how these 
borders have fomented violence. Citing 
research conducted by border study schol-
ars Reece Jones and Élisabeth Vallet, she 
explores the dangers associated with living 
near border walls, including cases in which 
border agents have killed migrants and in-
cidents of border residents being sprayed 
with the pesticides used to clear vegetation 
near walls.

Interspersed throughout these accounts 
are discussions of how the brain responds 
to closed spaces, violence, imprisonment, 
and poverty. Wapner describes, for ex-
ample, Edvard Moser’s studies on how 
“border cells” in the brains of rats fire in 
response to wall-like edges. “When we cre-
ate a map of our environment, it is rarely 
a purely physical map,” Moser tells Wap-
ner. “Elements of the map also depend on 
how important they are to us emotionally.” 
Wapner also cites research by psychologist 
Oshin Vartanian, who has found that open 
spaces are essential for maintaining men-
tal health.

The psychological toll of living near a 
wall is spreading well beyond physical bor-
ders. In many countries, border agents now 
subscribe to the view that “the border is ev-
erywhere.” In southern Texas, for example, 
there are border patrol checkpoints, where 
travelers must provide proof of citizenship, 
as far as 75 miles north of the international 
boundary with Mexico.

Governments have waived laws, declared 
states of emergency, eased restrictions 
on the use of force, and changed rules for 

search, seizure, and arrest within 
up to 100 miles of international 
boundaries. While Wapner’s book 
does not focus on these political 
dynamics, we feel that it is im-
portant to note that diminishing 
rights are a key aspect of many 
border residents’ opposition to 
walls. Indeed, the psychological 
effects of being constantly sur-
veilled and having one’s citizen-
ship questioned, along with the 
fear of potentially having one’s 

rights taken away, are all factors deserving 
of greater study.

Although more journalistic than schol-
arly, Wall Disease is nonetheless an im-
portant contribution that raises public 
awareness about the potential harm 
caused by border walls. The book is also 
a clarion call for scientists to develop a 
broader interdisciplinary understanding 
of the impacts of such fortifications. j

10.1126/science.abe0594

Two individuals embrace in front of the U.S.-Mexico 

border wall in South Texas in 2016.

Psychological stress is a pervasive aspect of border life, 
argues a journalist 
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I
n the 1890s, a biracial coalition swept 

to power in North Carolina, infuriating 

white supremacists, who primed them-

selves for the next election. “You are 

Anglo-Saxons,” shouted former congress-

man Alfred Moore Waddell to white vot-

ers in Wilmington in 1898. “Go to the polls 

tomorrow, and if you find the Negro out 

voting, tell him to leave the polls and if he 

refuses, kill him.” Intimidation and violence 

defeated the coalition, and the day after the 

election, militiamen led white mobs through 

the city’s Black neighborhood, killing, burn-

ing, and looting. After the ethnic cleansing, 

Waddell declared himself mayor and, in do-

ing so, managed something rare in U.S. his-

tory—a violent coup (1). 

As Robert Putnam and Shaylyn Romney 

Garrett show in their remarkable new book, 

The Upswing, race relations were not the only 

phenomenon at low tide then. At the turn of 

the 20th century, the United States suffered 

from rampant inequality, vicious partisan-

ship, a torn social fabric, and unabashed 

egoism. Individuals and corporations lunged 

ahead, the devil take the hindmost. But from 

that terrible epoch—eerily similar to today—

something admirable sprang up and flour-

ished: six decades of steady, albeit imperfect, 

social amelioration. 

On every imaginable dimension, Putnam 

and Garrett find a rising communalism. 

Economic equality soared. Social networks 

flourished. Solidarity grew. Comity spread. 

The United States steadily became “a more 

egalitarian, cooperative, cohesive, and altruis-

tic nation.” In the 1960s, however, the nation 

tumbled back toward a brash new Gilded Age, 

marked by ferocious inequality, bare-knuckle 

partisanship, social fragmentation, and a cul-

ture of narcissism. Putnam and Garrett sum 

up the three epochs as “I–we–I.” 

Other social scientists have charted the 

same bell curve, but perhaps none have 

packed in so much data across so many 

dimensions: from income equality and eco-

nomic mobility, to infant mortality, collabo-

ration in Congress, church membership, so-

cial trust, and the list goes on. The authors 

even note how communally minded parents 

of the past opted for the familiar when they 

named their children (e.g., John and Mary) 

whereas today’s egoists insist on something 

that stands out (e.g., Jaden and Harper). 

But what was it about the 1960s that 

cracked a sunny community and turned it 

back into a selfish, snarling, and segregated 

land? After much searching, the authors de-

clare that “it is fruitless to look for a single 

cause.” Nonetheless, a powerful potential 

cause glints through, and the authors seem 

repeatedly tempted to settle on it. 

At the height of the civil rights movement, 

George Wallace, a fiery segregationist, stunned 

everyone by riding a crude racial backlash to 

strong showings in the 1964 primaries. The 

Republican Party, led by Barry Goldwater (in 

1964) and Richard Nixon (in 1968 and 1972), 

cashed in and began to wink at white privi-

lege. Suddenly, the majority of white people 

stopped voting for Democrats (who averaged 

just 39% of the white vote in presidential con-

tests between 1976 and 2016) (2).

Over the past 50 years, the backlash spread 

from civil rights to welfare policies (“we” do 

not want to pay for “them”) to immigration 

(another racialized “them”) and, eventually, to 

all government action, leading some citizens 

to question the very idea of good policy, sci-

ence, and expertise. By the 1990s, the political 

parties were channeling unprecedented tribal 

division. Democrats embraced all the so-

called minorities, while Republicans spoke to 

racial anxieties. And just as the temperature 

was rising, in 2005, the U.S. Census Bureau 

predicted a majority-minority nation within 

a generation, further stoking white fear. 

Putnam and Garrett return to racial tensions 

in four different chapters, raising the ques-

tion of whether it was white racial anxiety 

that shattered the great American “we.” The 

authors do not go so far as saying yes, but they 

lay out enough evidence to allow readers to 

judge for themselves. 

Despite painting a bleak portrait of re-

cent  U.S. history, every shred of data in The 

Upswing reverberates with the same exhor-

tation: We came together once, and we can 

do it again. The authors emphasize the role 

that bold reformers played in imagining a 

better, more inclusive nation during the 20th 

century’s long upswing. Their book is an ex-

tended call for a new generation to take up 

the fight. j
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Narwhals require targeted 
conservation
Narwhals are one of three highly special-

ized whale species that are endemic to the 

Arctic (1). The global narwhal population 

may number more than 100,000 individu-

als, but the species persists as a complex, 

highly divided meta-population, with lim-

ited or no exchange between neighboring 

subpopulations (1). Several narwhal popu-

lations in Greenland are suffering from low 

and declining numbers, and unsustainable 

hunting is putting the species at risk of 

local extirpation (1–5). Narwhal conser-

vation requires human activities to be 

managed at the scale of subpopulations, 

each of which has its own environmental 

conditions and exploitation history.

In Melville Bay, the number of narwhals 

killed by hunters has likely been unsustain-

able for a decade or more. From 2007 to 

2019, the size of the area used by narwhals in 

Melville Bay has shrunk by 84% from 16,000 

to 2600 km2 (6). The North Atlantic Marine 

Mammal Commission (NAMMCO) and the 

Canada-Greenland Joint Commission on 

Conservation and Management of Narwhal 

and Beluga recommended a limit of 280 

removals between 2015 and 2019 (2), but 

the estimated accumulated removal during 

this period was at least 423 narwhals (7).

In Southeast Greenland, the Scientific 

Committee of NAMMCO recommended in 

2017—and reiterated in 2018—that annual 

catches should be reduced to fewer than 

20 narwhals and that no narwhal should 

be taken south of 68°N (3, 4). When 

improved population modeling outputs 

became available in 2019, the Scientific 

Edited by Jennifer Sills Committee changed its recommendation 

to a moratorium on narwhal hunting 

throughout Southeast Greenland (5). Even 

so, the catches from 2017 to 2019 totaled 

268 animals (5). The effects of the ongoing 

overharvesting can be seen in the popula-

tion composition: a decreased proportion 

of females, an overrepresentation of old 

males, and an absence of calves and juve-

niles (5). The quota for 2020 is set at 58 

narwhals (8, 9); this level of harvest could 

put the long-term existence of the narwhal 

stocks in Southeast Greenland in jeopardy.

The narwhal is regarded as the most sen-

sitive of all Arctic endemic marine mammals 

to climate chang e because of its adapta-

tions to a narrow sea-temperature niche, 

dependence on sea ice, specialized feed-

ing habits, relatively restricted range, and 

general sensitivity to ocean noise and other 

forms of anthropogenic disturbance (1). It is 

vital for authorities in Greenland to accept 

scientific advice regarding regional narwhal 

population declines and take the need for 

responsible management seriously. Given 

the extreme site fidelity of narwhals (1), indi-

viduals from other populations are unlikely 

to recolonize localities where the species has 

been extirpated. The loss of a local narwhal 

population from a specific fjord system is 

likely to be permanent. 
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Wildfire debate needs 
science, not politics
The causes of unprecedented wildfires 

and their impacts on all forested con-

tinents are increasingly the subject of 

discussion. Proper understanding and 

management of wildfires are crucial to 

safeguard human lives and to achieve the 

United Nations’ target of “halting and 

reversing the degradation of ecosystems 

worldwide” (1). However, the insights 

obtained from scientific research are 

largely off the public radar compared 

with the lighthearted, but often biased, 

opinions of politicians [e.g., (2, 3)]. This is 

wrongly giving the public the impression 
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that we understand little about wildfires 

and that intensifying wildfire regimes are 

a surprise. Decades of research, especially 

after major wildfires such as the 1988 

Yellowstone fires (4) and 2009 southern 

Australian wildfires (5, 6), have created 

a vast body of knowledge that politicians 

are disregarding in favor of opinions. To 

address these increasingly destructive 

wildfires, the public debate and resulting 

policy response must be based on science. 

Historically, neglecting the role of fire 

in ecosystems and as a positive driver 

of biodiversity has produced policies 

that lead to more fire and ecosystem 

degradation. Widespread fire suppres-

sion has produced landscapes with high 

fuel loads that exacerbate future fires 

(4). Removing burnt trees in the name of 

restoration has impaired the recovery of 

ecosystem functions and biodiversity (7). 

Creating even-aged, monospecific conifer 

plantations for silviculture has increased 

fire spread and imperiled regeneration 

potential (8). 

There is considerable scientific 

consensus on the importance of fire 

for ecosystems, species evolution, and 

society (9), as well as on the feedbacks 

between human land use, changes in 

wildfire regimes, ecosystem responses, 

and impacts on human society (4, 5, 10). 

We have also learned that climate change 

interacts with wildfires in multiple ways, 

for instance by extending the fire season 

and increasing the frequency of dry 

years (11). Recent wildfires in Australia, 

California, and South America exemplify 

how protracted drought magnifies fire 

propagation and intensity, leads to fire 

spreading to nonflammable ecosystems, 

increases smoke that impairs human 

health, and undermines the capacity of 

ecosystems to recover (10, 12). Scientific 

research has promoted policies for a 

healthier coexistence with fire [e.g., (4, 

5, 10)], including the use of prescribed 

fire to simulate natural processes and the 

creation of heterogeneous landscapes in 

restoration programs to enhance regen-

eration in case of fire. 

Wildfires and droughts will likely trans-

form landscapes and our relationships 

with them. Whereas research generates 

knowledge and helps identify new poli-

cies to deal with wildfires, recent public 

debates politicize their causes and conse-

quences by blaming political opponents. 

These distracting arguments risk setting 

back the policy advances that have already 

been made. We advocate a stronger sci-

entific platform to inform public debates 

about wildfires. Greater promotion of 

science can improve understanding and 

management of the ecosystems that face 

intensifying fire regimes globally.  
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“Forest mismanagement” 
misleads
Politicians (1) and journalists (2) have attrib-

uted the increased size and intensity of U.S. 

western wildfires to “forest mismanage-

ment,” an ambiguous term that implicates 

resource managers. To reduce the risk of 

damage from wildfires, we must understand 

the constraints on responsible forest man-

agement and work to overcome them. 

Resource managers face a range of obsta-

cles to science-based solutions to extreme 

wildfire. Harvesting trees remains both eco-

logically problematic and socially unpopular 

(3). Removing dense, small, low-value trees 

requires economic subsidies (4). Biomass 

production struggles to become economi-

cally viable (5). Let-burn wildfire policies 

carry risks (6). Intentionally set, prescribed 

fires face regulatory hurdles from smoke-

generated pollution (6). Increasing any 

active management option faces economic, 

social, and regulatory barriers. 

In addition, wildfire is not just a conifer 

forest issue. Most of California’s largest 

and most damaging wildfires have been in 

regions dominated by non-forested habitats 

(7) and lacking in commercial timber opera-

tions (5, 8). Attributing recent wildfires to

“forest mismanagement” fails to acknowl-

edge the limits of forest resource managers 

in addressing the full range of fires. 

Meanwhile, U.S. public land management 

agencies are budget starved. Appropriated 

Forest Service budgets over the past 25 years 

have shifted from proactive forest man-

agement to reactive fire operations (9). To 

empower resource managers to implement 

evidence-based policies, legislators must 

provide agencies with funds to support man-

agement actions at sufficient scales. 

The state of California and the U.S. 

Forest Service recently made progress by 

signing a memorandum of understanding 

that would expand forest treatments to 

1,000,000 acres/year (10). However, suc-

cessfully addressing wildfires will require 

rethinking our social responses to forest 

management. We may have to embrace 

increased timber operations, accept more 

smoke, and modify built communities to 

tolerate fire as a natural ecosystem process. 

Labeling a complicated decision-making 

process as “forest mismanagement” oversim-

plifies, obfuscates, and politicizes an issue 

that we cannot afford to misunderstand.
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that the vertebrate pituitary 

arises through interactions of 

an ancestral endodermal proto-

pituitary with newly evolved 

placodal ectoderm. —BAP   

Science, this issue p. 463 

NEURODEGENERATION

Detecting toxic protein
Spinocerebellar ataxia type 3 

(SCA3) is a neurodegenera-

tive disorder caused by CAG 

trinucleotide repeat expansion 

in the ataxin-3 gene (ATXN3). 

Reducing the toxic polygluta-

mine ATXN3 protein might be 

an effective strategy for treating 

the disease, and identification 

of pharmacodynamic markers 

would facilitate the assess-

ment of potential therapies. 

Prudencio et al. showed that 

the toxic protein could be 

detected in cerebrospinal fluid IM
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DISPLAY TECHNOLOGY

Metasurface-based 
microdisplays
Organic light-emitting diodes 

(OLEDs) have found wide 

application in high-resolution, 

large-area televisions and 

the handheld displays of 

smartphones and tablets. 

With the screen located 

some distance from the eye, 

the typical number of pix-

els per inch is in the region 

of hundreds. For near-eye 

microdisplays—for example, in 

virtual and augmented reality 

applications—the required 

pixel density runs to several 

thousand pixels per inch and 

cannot be met by present 

display technologies. Joo et al. 

developed a full-color, high-

brightness OLED design based 

on an engineered metasurface 

as a tunable back-reflector. 

An ultrahigh density of 10,000 

pixels per inch readily meets 

the requirements for the next-

generation microdisplays that 

can be fabricated on glasses or 

contact lenses. —ISO

Science, this issue p. 459

DEVELOPMENTAL BIOLOGY

Origins of the 
pituitary gland
Placodes are specializations of 

the head ectoderm that 

are considered the source of 

many vertebrate novelties, 

including the nose, lens, ear, 

and hormone-producing por-

tion of the pituitary. However, 

the presence of a pituitary-like 

structure in nonvertebrate chor-

dates, derived instead from the 

endoderm, had suggested that 

the pituitary may predate plac-

odes. Fabian et al. performed 

lineage tracing, time-lapse 

imaging, and single-cell mes-

senger RNA sequencing to 

show that both endodermal 

and ectodermal cells can 

generate hormone-producing 

cells of the zebrafish pituitary. 

These experiments support 

I N  SC IENCE  J O U R NA L S

Edited by Michael Funk

Integrating proprioceptive 

feedback allows a 

quadrupedal robot to 

navigate challenging 

terrain, such as a gravel-

strewn alpine road.
RESEARCH

ANIMAL ROBOTS

Trot on the wild side

 L
egged robots can access spaces that 

wheeled robots cannot. Lee et al. developed a 

robust locomotion controller that uses deep 

reinforcement learning to teach a quadru-

pedal robot how to navigate unseen and 

unstructured environments without the need for 

external sensors, relying solely on proprioception. 

The trained quadruped was deployed in various 

outdoor settings to demonstrate that it could 

traverse a range of challenging terrain: deform-

able surfaces such as mud and snow, dynamic 

footholds such as rubble, and impediments such 

as thick vegetation and flowing water. —MML

Sci. Robot.5, eabc5986 (2020).

Light microscopy image of a zebrafish 

embryo 24 hours postfertilization, 

at which point specialized neural 

structures have begun to form
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Edited by Caroline Ash 

and Jesse Smith
IN OTHER JOURNALS

DEVELOPMENT

Moving heart 
elements and cells
Transposable elements 

comprise a large percentage 

of the human genome, with 

the endogenous retrovirus 

(ERV) subclass representing 

more than 8%. Using human 

pluripotent stem cell–derived 

cardiomyocytes and bioen-

gineered micropatterning to 

recapitulate cardiogenesis, 

Wilson et al. found evidence that 

the primate-specific ERV MER41 

METABOLISM

Obesity and inflammation

O
besity is associated with chronic inflammation, which 

can trigger other diseases such as atherosclerosis, type 2 

diabetes, and even cancer. There appears to be a genetic 

component to excess fat accumulation, and studies 

suggest that inflammatory gene variants may contribute. 

Karunakaran et al. found that single-nucleotide polymorphisms 

in the human receptor-interacting serine/threonine-protein 

kinase 1 gene (RIPK1) increase its expression and are causally 

associated with obesity. RIPK1 is a key regulator of inflamma-

tory responses and cell death. Silencing of Ripk1 in mice on a 

high-fat diet reduced fat mass, body weight, and inflammatory 

responses in adipose tissue. This suggests that RIPK1-mediated 

inflammation (and possibly other functions) contribute to obe-

sity and that RIPK1 could be a therapeutic target. —GKA

Nat. Metab. 10.1038/s42255-020-00279-2 (2020).

from patients, was associated 

with clinical features, and could 

be used to assess treatment 

response. Moreover, the authors 

identified a single-nucleotide 

polymorphism in the ATXN3 

gene associated with CAG-

expanded alleles. The results 

could improve the development 

of new therapies and the evalua-

tion of treatment efficacy. —MM

Sci. Transl. Med. 12, eabb7086 (2020).

ATMOSPHERIC OXYGEN

The iron did it
What factors controlled the 

accumulation of atmospheric 

oxygen gas (O
2
) early in the 

history of Earth? Heard et al. 

used high-precision iron isotopic 

measurements of Archean-

Paleoproterozoic sediments, 

with ages between 3.8 billion 

and 2.3 billion years ago, and 

laboratory data about synthetic 

pyrites to show that pyrite, or 

iron sulfide, burial could have 

resulted in net O
2
 export. These 

reactions therefore may have 

contributed to early episodes 

of transient oxygenation before 

the Great Oxidation Event that 

began about 2.4 billion years 

ago. —HJS

Science, this issue p. 446

NEURODEVELOPMENT

Spinal circuit 
development
Motor neuron circuits in the 

zebrafish spinal cord support 

both the rapid evasion response 

and the leisurely swimming 

response. Kishore et al. now fol-

low the development of inhibitory 

interneurons as these circuits 

are assembled in the larva. 

Interneurons generated early in 

development drive different sorts 

of circuits and synapse onto dif-

ferent subcellular sections of the 

motor neurons than interneurons 

generated later in development. 

Thus, both rapid evasion and 

slower swimming are supported 

by the same cellular components 

assembled in different ways. The 

authors suggest that develop-

ment follows an opportunistic 

rule in which interneurons syn-

apse onto what is available to 

them at that moment in develop-

ment. —PJH

Science, this issue p. 431 

NANOMATERIALS

Using curves 
to make twists
The growth of layered materials 

on flat substrates usually occurs 

in stacked layers, although 

defects or a lattice mismatch 

can induce strains that distort 

the shape of subsequent lay-

ers. However, these effects 

are usually small and can be 

uncontrolled. Zhao et al. now 

demonstrate the possibility 

of synthesizing multilayers of 

two-dimensional materials with 

certain twists between the lay-

ers induced by the presence of 

screw dislocations in combi-

nation with curved substrate 

surfaces. Different twist angles 

are achieved by varying the 

amount of nonplanarity and the 

character (conical or hyper-

bolic) of the surface. —MSL

Science, this issue p. 442 

STRUCTURAL BIOLOGY

Saving a host cell 
from itself
A fundamental mammalian 

defense mechanism against 

pathogens and damaged 

cellular DNA is to recognize 

DNA fragments in the cytosol 

and trigger an inflammatory 

response. The cyclic guanosine 

monophosphate–adenosine 

monophosphate synthase 

(cGAS) that recognizes cyto-

solic DNA is also found in the 

nucleus, but here its activity 

is suppressed by tethering to 

chromatin. Two papers now 

report cryo–electron micros-

copy structures of cGAS bound 

to the nucleosome core particle 

(NCP). Kujirai et al. observed 

a structure with two cGAS 

molecules bridging two NCPs, 

whereas Boyer et al. observed 

cGAS bound to a single 

nucleosome. Together, these 

structures show how cGAS is 

prevented from autoreactivity 

toward host DNA. —VV

Science, this issue p. 455, p. 450IM
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Accumulation of fat cells (shown in yellow in this micrograph) 

may be promoted by gene variants linked to inflammation.
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is involved in primate heart 

development. A MER41-derived 

long noncoding RNA called 

BANCR is exclusively expressed 

in the fetal heart. When BANCR 

is eliminated, cardiomyocyte 

migration is disrupted. The 

cardiogenic transcription fac-

tor TBX5 and Hippo signaling 

factors TEAD4/YAP1 bind to a 

BANCR enhancer during fetal 

development.  A related analysis 

in mouse shows that heart size 

increases with embryo BANCR 

knock-in. —BAP

Dev. Cell 54, 694 (2020). 

STRUCTURAL BIOLOGY

Organized but dynamic 
An isoform of tropomyosin 

called Tm1-I/C is required 

for germ cell maturation in 

Drosophila. This isoform has 

a low-complexity domain at 

its carboxy terminus that 

facilitates assembly into inter-

mediate filaments. The isolated 

tail domain assembles into 

polymers that have amyloid-like 

cross-b structures, but whereas 

amyloid fibers are extremely 

stable, these structures are 

dynamic. Sysoev et al. labeled 

the tail domain in the context of 

assembled filaments and used 

solid-state nuclear magnetic 

resonance spectroscopy to 

study its conformation. They 

again observed the dynamic 

cross-b structure involving the 

same sequence as in the iso-

lated tail domain, whereas more 

than half of the tail remained 

disordered. There may be 

other cases in which sequence-

specific labile interactions drive 

the assembly of low-complexity 

domains to achieve dynamic 

cellular organization. —VV

Proc. Natl. Acad. Sci. U.S.A. 117, 23510 

(2020). 

PHYSICS

Looking for charge order
At low temperatures, ions in 

some one-dimensional (1D) 

crystal lattices are predicted to 

transition into a chain of dimers. 

The resulting charge order 

has been observed in quasi-

1D solids consisting of ionic 

chains with weak interchain 

interactions. Aiming to find out 

whether this transition occurs 

in purely 1D systems, Yang et 

al. synthesized nanowires of 

Mo
6
Se

6
 from monolayers of the 

transition metal dichalcogenide 

MoSe
2
. This resulted in two 

types of nanowires: those 

attached along the edges of 

MoSe
2 

and those connecting 

adjacent MoSe
2 

flakes. Scanning 

tunneling spectroscopy revealed 

coherent charge order in the 

former, but not the latter, type. 

The loss of coherence might 

be caused by the formation of 

polaronic quasiparticles in the 

1D system. —JS

Phys. Rev. X 10, 031061 (2020).

 IRON UPTAKE

Siderophore piracy
Both free-living and pathogenic 

microbes face iron restriction 

and have developed chemical 

and biological innovations to 

liberate and sequester iron. 

Studying the bacterial patho-

gen  Pseudomonas aeruginosa, 

Normant et al. found that two 

siderophores produced by other 

bacteria, nocardamine and 

desferrioxamine B, could induce 

expression of a transporter, 

FoxA, which was involved in their 

uptake. Surprisingly, desfer-

rioxamine B could also support 

growth in a FoxA deletion strain, 

perhaps through import by an 

as-yet-unknown transporter. 

Understanding siderophore 

piracy will help inform develop-

ment of siderophore-mimicking 

antimicrobials. —MAF

ACS Chem. Biol. 10.1021/

acschembio.0c00535 (2020).

ORGANIC CHEMISTRY

Asymmetric catalysis 
goes nonclassical
The structure of the norbor-

nyl cation was the subject 

of fierce debate in the latter 

half of the 20th century. The 

controversy hinged on whether 

a positive charge left behind 

by a departed substituent 

could be shared between two 

carbon centers in a three-

center bonding arrangement 

or whether two more classi-

cal structures with isolated 

charges were rapidly intercon-

verting. Ultimately, the shared, 

nonclassical model won out, 

but Properzi et al. turned to a 

different challenge—steering a 

new substituent to just one of 

the carbons. Their enveloping 

imidodiphosphorimidate cata-

lyst proved up to the task. —JSY

Nat. Chem. 10.1038/

s41557-020-00558-1 (2020). 

FOREST DECLINE

A century of pollution 
in the boreal forest 

T
he environs of Norilsk, in northern Siberia, are 

among the most heavily polluted in the world 

as a result of the effects of decades of heavy 

metal production and sulfur dioxide emissions. 

Kirdyanov et al. reveal the extent of pollutant 

effects on the boreal forests of the region through a 

study of tree-ring patterns in larch and spruce from 

sites along a 200-kilometer transect on either side 

of Norilsk. Their results document tree growth rates 

before the onset of industrialization in the region in 

the 1930s and show the trajectory of subsequent 

decline in growth rates that eventually led to dieback 

of entire forest stands. These effects fit into a wider 

picture of increasing pollution from multiple sources 

across the wider boreal and arctic region. —AMS

Ecol. Lett. 10.1111/ele.13611 (2020). 

Hundreds of square kilometers of forest around the industrial 

zone of Norilsk, Siberia, are experiencing severe dieback 

among larch trees as a result of pollution since the 1930s.
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CORONAVIRUS

Understanding 
epidemic spread
The global spread of severe 

acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) 

infection has caused both 

quickly controlled outbreaks 

and large ongoing epidem-

ics. These varied outcomes 

have prompted much inves-

tigation into how the virus is 

transmitted and what the key 

engines of viral spread are. In a 

Perspective, Lee et al. discuss 

the main pillars of SARS-CoV-2 

spread, including household and 

residential settings, community 

and superspreading events, 

and interregional transmission. 

Understanding how to prevent 

transmission in these situa-

tions as well as the importance 

of these different settings in 

the pattern of epidemic spread 

should help to improve and 

focus mitigation measures and 

control the pandemic. —GKA

Science, this issue p. 406

CORONAVIRUS

Damaging the heart
Severe acute respiratory 

syndrome coronavirus 2 (SARS-

CoV-2) is largely considered a 

respiratory virus, but evidence is 

emerging that it can also affect 

the heart. In a Perspective, Topol 

discusses the indirect and direct 

effects that the virus can have 

on the heart. Direct effects range 

from mild injury to inflamma-

tion and shock, which can lead 

to arrhythmia and possibly 

cardiac arrest. SARS-CoV-2 also 

has vascular effects that can 

indirectly affect heart function, 

as can systemic inflammation. 

Heart damage does not seem 

to correlate with the severity of 

disease, so more assessment of 

heart function in people infected 

with SARS-CoV-2 is needed 

to understand the frequency 

and what determines whether 

someone will develop cardiac 

pathology. —GKA

Science, this issue p. 408

ARCHAEOLOGY

New insights into 
Clovis-era archaeology
Defined by a distinctive pro-

jectile point style, Clovis was 

once thought to be the earliest 

archaeological culture in North 

America. Although new finds 

throughout the Americas have 

overturned that hypothesis, 

questions remain about its 

origins, relationships to other 

cultures, and disappearance. 

Waters et al. obtained 32 high-

precision radiocarbon dates 

from 10 Clovis archaeological 

sites and determined that the 

age of these sites spanned from 

13,050 to 12,750 calibrated 

radiocarbon years before the 

present. These dates confirm 

that Clovis was a contemporary 

of at least three other distinctive 

archaeological cultures, a finding 

that complicates current models 

of the peopling of the Americas. 

The new dates also show that 

Clovis technology disappeared 

coincident with the extinction of 

large mammals such as mam-

moth, mastodon, and others. 

—MSA

Sci. Adv. 10.1126/sciadv.aaz0455 

(2020).

NATURAL KILLER CELLS

Liver NK cells with 
antigen specificity
Natural killer (NK) cells are het-

erogeneous innate effector cells, 

with some NK subsets displaying 

features of adaptive immunity, 

including memory and antigen 

specificity. Because liver NK 

cells are enriched for adaptive 

NK cells, Stary et al. used RNA 

sequencing and flow cytometry 

of human liver NK cells to search 

for correlations between NK cell 

phenotypes and their capacity to 

carry out adaptive effector func-

tions. A distinct subset of liver 

NK cells expressed a cytotoxic-

ity-associated gene program and 

exhibited antigen-specific killing 

of autologous target cells pulsed 

with viral antigens or metal 

allergens. Identification of this 

human hepatic NK subset is an 

advance in the ongoing quest to 

understand the molecular basis 

for antigen-specific recognition 

by adaptive NK cells. —IRW

Sci. Immunol. 5, eaba6232 (2020).

STRUCTURAL BIOLOGY

 Protected by dimerization
Ubiquitination is critical for 

mitotic exit and requires the E2 

ubiquitin-conjugating enzyme 

UBE2S, which can autoubiq-

uitinate and promote its own 

turnover. Liess et al. found that 

dimerization of UBE2S pre-

vented its autoubiquitination and 

kept this protein in an inactive 

state (see the Focus by Bremm). 

Human cells that expressed 

wild-type UBE2S were able to 

exit from drug-induced mitotic 

arrest, unlike those expressing 

the dimerization-defective form 

of UBE2S. Thus, UBE2S may 

dimerize to prevent its turnover 

in noncycling cells and ensure 

its availability for future mitotic 

cycles. —WW

Sci. Signal. 13, eaba8208, eabd9892 

(2020).

CORONAVIRUS

The genetics underlying 
severe COVID-19
The immune system is com-

plex and involves many genes, 

including those that encode 

cytokines known as interferons 

(IFNs). Individuals that lack 

specific IFNs can be more sus-

ceptible to infectious diseases. 

Furthermore, the autoantibody 

system dampens IFN response 

to prevent damage from patho-

gen-induced inflammation. Two 

studies now examine the likeli-

hood that genetics affects the 

risk of severe coronavirus dis-

ease 2019 (COVID-19) through 

components of this system 

(see the Perspective by Beck 

and Aksentijevich). Q. Zhang 

et al. used a candidate gene 

approach and identified patients 

with severe COVID-19 who have 

mutations in genes involved in 

the regulation of type I and III IFN 

immunity. They found enrich-

ment of these genes in patients 

and conclude that genetics may 

determine the clinical course of 

the infection. Bastard et al. iden-

tified individuals with high titers 

of neutralizing autoantibodies 

against type I IFN-a2 and IFN-v 

in about 10% of patients with 

severe COVID-19 pneumonia. 

These autoantibodies were not 

found either in infected people 

who were asymptomatic or had 

milder phenotype or in healthy 

individuals. Together, these stud-

ies identify a means by which 

individuals at highest risk of 

life-threatening COVID-19 can be 

identified. —LMZ

Science, this issue p. 422, p. 423; 

see also p. 404

FRAMEWORK MATERIALS

Higher-valency ligands 
for COFs
Metal-organic frameworks 

(MOFs) have exhibited more 

extensive connectivity (valency) 

and topological diversity than 

covalent organic frameworks 

(COFs), mainly because MOF 

linkers can connect from 3 to 24 

discrete units or even infinity for 

one-dimensional rods. For COFs, 

linkers generally have a valency 

of 3 or 4 that reflect the valency 

of organic carbon. Gropp et al. 

created cubane-like linkers from 

1,4-boronophenylphosphonic 

acid that could condense to 

make COFs with a valency of 8 

or, by adding acid, could form 

large, single crystals with an 

infinite-rod topology. —PDS

Science, this issue p. 424

GEOCHEMISTRY

Getting rid of fool’s gold
Pyrite, also called fool’s gold, is 

an iron sulfide mineral that is 

very commonly found in rock 

but is almost nonexistent in 

sediments today. Pyrite oxidizes 

quickly and is a major source 

of sulfur to the ocean, but it 
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is also a proxy for the oxygen 

content historically in Earth’s 

atmosphere. Gu et al. conducted 

a set of detailed observations of 

the pyrite oxidation process in 

a shale unit. The authors found 

that erosion tied to fracturing is 

just as important as the oxygen 

content for the dissolution pro-

cess. They developed a model 

that helps determine the condi-

tions in Earth’s past for which 

pyrite might have been stable 

and the role of microorganisms 

in the oxidation process. —BG

Science, this issue p. 425

CORONAVIRUS

Miniproteins against 
SARS-CoV-2
Severe acute respiratory 

syndrome coronavirus 2 

(SARS-CoV-2) is decorated with 

spikes, and viral entry into cells 

is initiated when these spikes 

bind to the host angiotensin-

converting enzyme 2 (ACE2) 

receptor. Many monoclonal 

antibody therapies in develop-

ment target the spike proteins. 

Cao et al. designed small, stable 

proteins that bind tightly to the 

spike and block it from bind-

ing to ACE2. The best designs 

bind with very high affinity and 

prevent SARS-CoV-2 infection 

of mammalian Vero E6 cells. 

Cryo–electron microscopy 

shows that the structures of the 

two most potent inhibitors are 

nearly identical to the computa-

tional models. Unlike antibodies, 

the miniproteins do not require 

expression in mammalian cells, 

and their small size and high 

stability may allow formulation 

for direct delivery to the nasal or 

respiratory system. —VV

Science, this issue p. 426

POLYMER CHEMISTRY

A new future for 
polyethylene
Most current plastic recycling 

involves chopping up the waste 

and repurposing it in materials 

with less stringent engineer-

ing requirements than the 

original application. Chemical 

decomposition at the molecular 

level could, in principle, lead to 

higher-value products. However, 

the carbon-carbon bonds in 

polyethylene, the most com-

mon plastic, tend to resist such 

approaches without exposure 

to high-pressure hydrogen. 

F. Zhang et al. now report that 

a platinum/alumina catalyst 

can transform waste polyeth-

ylene directly into long-chain 

alkylbenzenes, a feedstock for 

detergent manufacture, with 

no need for external hydro-

gen (see the Perspective by 

Weckhuysen). —JSY

Science, this issue p. 437; 

see also p. 400

ADAPTATION 

Microbial selection drives 
adaptation
Many legumes have a host-

symbiote relationship with 

nitrogen-fixing bacteria, or rhi-

zobia, that provides a benefit to 

both the plant and the microbe. 

Batstone et al. experimentally 

evolved the association between 

five legume accessions and 

different bacterial isolates. 

Rather than observe selection by 

the host for bacterial associa-

tions (host choice), mutations 

accumulated within a bacte-

rial plasmid and increased the 

strength of the mutualism. 

Thus, local and recent associa-

tions between bacterial strains 

and plant genotypes are due to 

selection for bacterial adapta-

tion. —LMZ

Science, this issue p. 476

OXYGEN SENSING

Origins and evolution of 
hypoxia response
In our current oxygen-rich atmo-

sphere, the ability of eukaryotic 

cells to sense variation in oxygen 

concentrations is essential 

for adapting to low-oxygen 

conditions. However, Earth’s 

atmosphere has not always 

contained such high oxygen con-

centrations. Hammarlund et al. 

discuss oxygen-sensing systems 

across both plants and animals 

 and argue that the systems are 

functionally convergent and that 

their emergence in an initially 

hypoxic environment shaped 

how they operate today. —SNV

Science, this issue p. 421

MICROBIOTA

So much more to mucus
Mammals accommodate a 

dense community of metaboli-

cally active microorganisms in 

their gut. This is not a passive 

relationship, and host and 

microbe have antagonistic as 

well as mutualistic responses 

to each other. Using a whole-

colon imaging method in mice, 

Bergstrom et al. looked at 

the role of colonic mucus in 

segregating the microbiota from 

host cells during elimination of 

feces (see the Perspective by 

Birchenough and Johansson). 

Host goblet cells synthesize two 

forms of mucin that differ in 

branched chain O-glycosylation 

and the site of production in 

the colon. A “thick” mucus in 

the proximal, ascending colon 

wraps the microbiota to form 

fecal pellets. Transit along the 

distal, descending colon is 

lubricated by “thin” mucus that 

transiently links with the thick 

mucus. Normal mucus encap-

sulation prevents inflammation 

and hyperplasia and thus is 

important for maintenance of a 

healthy gut. —CA

Science, this issue p. 467; 

see also p. 402

SOCIALITY

Old chimp friends
As humans age, we prioritize 

established positive friend-

ships over the new, but risky, 

socializing we do when we are 

young. It has been hypothesized 

that this shift may come as our 

own sense of mortality kicks 

in. Rosati et al. analyzed a rare, 

long-term dataset on social 

bonds among male chimpanzees 

and found a very similar focus on 

old and positive friendships (see 

the Perspective by Silk). Though 

there is evidence of some sense 

of time among nonhuman ani-

mals, it seems unlikely that they 

have the same impending sense 

of mortality that we experience; 

thus, these results suggest that 

a different, and deeper, mecha-

nism may be at play. —SNV 

Science, this issue p. 473; 

see also p. 403
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OXYGEN SENSING

Oxygen-sensing mechanisms across eukaryotic
kingdoms and their roles in complex multicellularity
Emma U. Hammarlund*†, Emily Flashman, Sofie Mohlin, Francesco Licausi*†

BACKGROUND:Animals and land plants are the
most diverse complex multicellular life-forms
on Earth, and their success intricately links a
capacity for adhering cells to performdifferent
tasks at different times. The performance of
cell tasks, however, can be both dependent on
and challenged by oxygen. Oxygen acts as the
final electron acceptor for aerobic respiration
but also participates in reactions to generate
metabolites and structural macromolecules; re-
cently, oxygen also has come to the fore for its
signaling role in developmental programs in
animals and plants. Today, the relative oxygen
concentration within multicellular organisms
integrates information about cell position, met-
abolic state, and environmental conditions.
For the rise of complex life, the capacity to link
oxygen perception to transcriptional responses
would have allowed organisms to attune cell
fates to fluctuations in oxygen availability and
metabolic needs in a spatiotemporal manner.

ADVANCES: Recent discoveries of oxygen-sensing
mechanisms in different eukaryotic kingdoms
allow us to compare molecular strategies ded-
icated to this task and the outputs that these
produce. Remarkably, higher plants and ani-

mals converged, from a functional perspective,
to recruit dioxygenase enzymes to posttransla-
tionally modify transcriptional regulators for
proteasomal degradation at the relatively “nor-
moxic” conditions. In this way, transcriptional
responses can be repressed at higher oxygen
levels (which is context dependent) but are
specifically elicited under hypoxia. The miti-
gation of the effects of prolonged hypoxia is
also similar in animals and plants: reduction
of metabolic rate, avoidance of toxicity of an-
aerobic by-products, and prevention of cell in-
jury upon reoxygenation. Recent geological and
phylogenetic investigations allow us to recon-
struct the origin of such molecular switches in
the eukaryotic clade and compare it with the
development of organ-grade multicellularity.
The results support the perspective that oxygen-
consuming enzymes evolved sensory functions
depending on the contingent requirements im-
posed by the environment and developmental
programs. Considering that these sensing ma-
chineries evolvedat a time (in theNeoproterozoic
and early Paleozoic eras) when atmospheric
oxygen concentrationswere substantially lower
than today, and inmarine settings where redox
is prone to vary, they may have played a major

role in guiding development and homeostasis
in response to endogenous oxygen dynamics.
The broad scope of oxygen sensing and re-
sponse machineries for multicellular success
is further highlighted when hijacked during
tumorigenesis to support uncontrolled growth
in a variety of conditions and stresses.

OUTLOOK: The broad role of oxygen-sensing
systems in the survival and evolution of com-
plex multicellular life requires further explo-
ration, including into the commonality and
conservation of the oxygen-sensing machine-
ries. That higher plants and animals adopted
alternative solutions to direct their primary hy-
poxia responses, despite their ancestors likely
being equipped with the same enzymatic rep-
ertoire, may describe differences in their re-
spective environmental, cellular, and organismal
features and histories. Broadly, by shifting focus
from exploring oxygen-sensingmechanisms as
primarily a response to oxygen shortage for
aerobic respiration, we can potentially reveal
previously unidentified ways in which these sys-
tems can be manipulated for clinical and agri-
cultural benefit. By such an approach, we will
gain further insight to their broad scope and the
challenges that multicellular life is exposed to,
today as in geologic history.▪
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Complex multicellular life

The puzzles of cellular oxygen sensing
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Eukaryotic kingdoms convergently recruited dioxygenases to sense fluctuations in ambient oxygen and to respond under hypoxia. Oxygen sensing allows cells
to attune their metabolism and fate to spatiotemporal requirements, a critical component in complex multicellularity. The basal oxygen-sensing mechanisms use alternative
targets in plants, fungi, and animals—kingdoms that alone demonstrate the capacity to form tissues of different complexities.
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OXYGEN SENSING

Oxygen-sensing mechanisms across eukaryotic
kingdoms and their roles in complex multicellularity
Emma U. Hammarlund1,2,3*†, Emily Flashman4, Sofie Mohlin1,5, Francesco Licausi6,7,8*†

Oxygen-sensing mechanisms of eukaryotic multicellular organisms coordinate hypoxic cellular responses
in a spatiotemporal manner. Although this capacity partly allows animals and plants to acutely adapt
to oxygen deprivation, its functional and historical roots in hypoxia emphasize a broader evolutionary role. For
multicellular life-forms that persist in settings with variable oxygen concentrations, the capacity to perceive
and modulate responses in and between cells is pivotal. Animals and higher plants represent the most
complex life-forms that ever diversified on Earth, and their oxygen-sensing mechanisms demonstrate
convergent evolution from a functional perspective. Exploring oxygen-sensing mechanisms across
eukaryotic kingdoms can inform us on biological innovations to harness ever-changing oxygen availability
at the dawn of complex life and its utilization for their organismal development.

T
he rise of Earth’s most complex and siza-
ble life-forms—animals and land plants—
remains enigmatic. Out of all of life’s
diversity, only animals and land plants
havemultiple organs such as a brain and

lungs or roots and leaves. Animals and plants
therefore represent two distinctly successful
versions of complex multicellularity, but the
inferred causes for their success are opposing.
Although the rise of animals is commonly ex-
plained as a result of environmental change
(increased oxygen) that unleashed the full po-
tential of biological innovations (1, 2), the rise
of plants is explained with biological inno-
vations unleashing a capacity to live with en-
vironmental change (for example, in aquatic
or terrestrial environments) (3). However, re-
cent and transdisciplinary insights demonstrate
that animals and land plants share a particu-
larly versatile capacity to perceive and respond
to fluctuating oxygen conditions (4, 5). Here,
we propose that the acquisition of the capacity
to perceive and respond to the variable pres-
ence of oxygen must have been central to the
rise of complex life. To evaluate this hypoth-
esis, we consider two worlds in parallel, and
bridge their information: the modern world,
in which an oxygen-sensing capacity provides
key functions to animals and plants, and the

historic one, in which neither oxygen-sensing
mechanisms nor complex multicellular orga-
nisms were yet fully in place.
Free oxygen profoundly affects eukaryotic

cells. On the one hand, molecular oxygen acts
as a terminal electron acceptor that yields
unprecedented energy during aerobic respi-
ration and builds metabolites. On the other
hand, reactive chemical species that contain
oxygen can change the configuration and func-
tion of nucleic acids, sugars, lipids, proteins,
and metabolites. The paramount impact that
fluctuating oxygen availability has for cell
function and constitution makes the capacity
to perceive oxygen vitally important for any
eukaryotic organism, especially when the or-
ganism is multicellular. Complex multicellu-
lar organisms are defined by their persistent
three-dimensional organization, in which ad-
hering cells can perform different tasks of
labor at different times (6–8). Cell clustering
per se represents a state that buffers environ-
mental chemical fluctuations and stabilizes
internal gradients. However, internal oxygen
gradients also change dynamically as a func-
tion of cell respiration. Cells will therefore
experience different oxygen availability de-
pending on both their spatial and temporal
(spatiotemporal) position. These fluctuations
in dynamic internal oxygen gradients com-
bined with oxygen’s power to affect cell func-
tions therefore make the capacity to perceive
oxygen an adaptation with considerable but
yet underappreciated scope. If the capacity to
sense oxygen is combined with specific re-
sponses to different oxygen concentrations, it
would also facilitate spatiotemporal induction
of different cellular functions.
Oxygen sensing is the ability by which mod-

ern organisms detect changes in the amount
of oxygen within and between cells, coupled
to a context-dependent response. As of today,

oxygen sensing is commonly described as the
acute response to oxygen concentrations be-
low the respiratory requirements (hypoxia) of
the host. This allows tissue homeostasis when,
for example, a muscle experiences oxygen de-
pletion during a fast run or when a root’s ac-
cess to oxygen is blocked by waterlogging.
However, although the necessity of an acute
response to hypoxiamakes sense to us humans,
as obligate aerobes, the normalcy of hypoxia
offers another perspective: Oxygen levels below
the ambient concentration can be argued to
be normal for certain tissues in plants (9) and
most tissues in animals (10–12). Hypoxia also
prevailed globally at the time in Earth history
whenoxygen sensing evolved,with atmospheric
oxygen concentrations presumably below ~5%
(13, 14). Thehypoxia-responsemachineries reach
beyond coping with hypoxia to coordinate dif-
ferent cell fates (future identities and tasks) in
accordance with—and despite—oxygen availa-
bility and fluctuations.
Here, we present a broad look at oxygen-

sensing mechanisms across eukaryotic king-
doms and time, to place their role within the
context of evolving complex multicellularity
(Box 1). We describe the rarity of complex
multicellularity over the history of life, the pre-
valence of fluctuating environmental oxygen
conditions, and the necessity to perceive these
fluctuations.We then review the different known
oxygen-sensing mechanisms and their roles
for modern forms of multicellularity, discussing
the conceptual gaps that present opportuni-
ties to explore the hierarchical order, evolution,
and impacts of cellular oxygen sensing.

The historic arena: Hypoxic, variable, and
largely devoid of multicellularity

Complex multicellular organisms are rare in
the long history of life when compared with
the diversity of unicellular organisms. The di-
versity of unicellular prokaryotes (Archaea and
Bacteria) and eukaryotes (protists in the broad
sense, including Protozoa, Chromista, and
Archezoa) is estimated to supersede the col-
lective phylogenetic diversity of animals, plants,
and fungi by at least an order of magnitude
(15, 16). The degree of organismal complexity
can also be compared by the diversity of cell
types that make up tissues. With that view,
vascular plants and particularly animals are
by far more complex than all other known or-
ganisms (17–19). Simple multicellularity is an
aggregation of cells where spatiotemporal co-
ordination of labor is lacking, and this has
evolved independently multiple times (20).
Complex multicellularity, however, has diver-
sified only six times across geologic history:
three within the plant kingdom (red algae,
brown algae, and land plants), twice in the
kingdom of fungi, and once as the animal
kingdom (7). Out of these events, only animals
and land plants (Embryophyta) form organ
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systems. Although the ages of the first or last
common eukaryotic ancestor as well as when
eukaryotic kingdoms diverged are debated,
the diversification of eukaryotes is considered
late by most. Records of molecular clock esti-
mates andmicrofossils suggest that it took at
least a billion years before the diversification
of the animal and plant (Viridiplantae and
Streptophyta) kingdoms began some 0.8 bil-
lion years (Ga) ago in the Cryogenian Period
(21, 22). Thereafter, animal diversity “exploded”
in the Cambrian and Ordovician periods (0.54
to 0.44 Ma ago), which was also when land
plants (Embryophyta) and vascular plants
(Tracheophyta) originated (Fig. 1) (3, 21). Thus,
organ-grade complex multicellularity evolved
only twice, both relatively late in Earth history.

The rarity of successful transitions from uni-
cellular eukaryotes to complexmulticellular life
suggests that cellular and environmental com-
ponents necessary to facilitate persistent and
complex multicellularity are difficult to align.
One environmental component, and proposed
cause for the rise of animal diversity in partic-
ular, is how environments would have become
permissive through the inferred increase in
free oxygen (1, 2, 23). However, the increased
ability to sense fluctuations of free oxygen can
also be inferred as a biological component and
cause of the rise of diversity of animals as well
as in plants.
Free oxygen began to build up in the atmo-

sphere about halfway through Earth’s 4.6-Ga
history, instigated by the cyanobacterial ca-

pacity for oxidative photosynthesis. The signs
of free atmospheric oxygen are visible in the
rock record at ~2.45 Ga ago, through indirect
geochemical evidence (24). Before this, however,
free oxygenwas produced and seemingly pres-
ent in marine shallow (shelf) settings (25) at
the trace concentrations that allow biosynthe-
sis of steroids (26). After this, and for more
than the following 2 Ga, atmospheric oxygen
concentrations were likely predominantly
as low as what oceanographers call severely
hypoxic (<2%) or hypoxic [<5 to 7%, albeit
this is context dependent (27)] (14). Over the
Cambrian andOrdovician periods, when animals
diversified and vascular plants originated, geo-
chemical reconstructions estimate that the atmo-
sphere had 2 to 5% or, at most, 10% oxygen
(13, 14, 28, 29). Not until ~150Maafter the rise of
animals and plants, in the Silurian or Devonian
periods, did global oxygenation approach mod-
ern levels (Fig. 1) (30). Thus, conditions at
the time when animals and plants and their
oxygen-sensing mechanisms originated and
diversified canbe consideredhypoxic by today’s
standards.
Variability of oxygen concentrations is a phys-

ical imperative on Earth’s surface. Even today,
when the atmosphere is richly oxygenated (21%
O2), oxygen levels vary dramatically both in soil
and within the ocean. Respiration of biomass
may consume oxygen faster than it is replen-
ished, whether in soil or water (in water, gas
diffusion is four orders of magnitude slower
than in air). Animals and green plants evolved
in the ocean, where production and respiration
of biomass together with physical mixing, such
as from winds and waves, result in constantly
variable environmental oxygen conditions. The
long history of oxygen fluctuations in shallow
marine niches would have posed a ceaseless
challenge to nascent multicellular organisms
with limited capacity to perceive and respond
to these variations. Thus, both the challenges
and opportunities for eukaryotic life to inter-
mittently encounter free oxygen attributes an
evolutionary importance to the cellular mech-
anisms that perceive it. Before the develop-
ment of cellular mechanisms to perceive and
to orchestrate organismal responses to changes
in oxygen conditions, complexmulticellular life
would have struggled to sustain in niches with
fluctuating conditions on Earth’s surface (31).

The past and present of oxygen sensing

Oxygen sensing acts as a transducer of hypoxic
signaling, which is best illustrated by the pri-
maryhypoxia-responsemachineries inplants and
animals. These machineries function through
the action of oxygen-dependent enzymes that
repress the operation of transcription factors
(TFs). In an oxygen-dependent reaction, these
enzymes catalyze a posttranslational modifi-
cation of the TF that reduces its stability (4, 5).
Oxic conditions therefore lead to degradation
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Box 1. Glossary.

Cell fate: The future identity of a cell (or its daughter cells) and the accompanying phenotype or task
to perform within its tissue and context.
Enzymatic proteolysis: Breakdown of proteins into peptides by the action of proteases, often organized in
complexes, such as the proteasome. In cells, proteolysis is often directed by cascades of posttranslational
modifications, including ubiquitination, that label a protein for degradation.
Enzymes: Proteins that can catalyze a chemical reaction (biocatalyst) and thus offer a kinetic potential
to chemical reactions. Oxygen-dependent enzymes discussed in this review include 2-OG–dependent
dioxygenases, thiol dioxygenases, PCOs, and ADO.
Fe(II)/2-oxoglutarate (2-OG)–dependent dioxygenase: Oxidoreductase enzymes that catalyze incorpo-
ration of oxygen atoms into a variety of substrates. 2-oxoglutarate is concomitantly converted to succinate
and CO2.
Thiol dioxygenases: Fe(II)-dependent enzymes that catalyze the oxygen-dependent oxidation of free
thiols (-SH) to sulfinic acid (-SO2H).
Plant cysteine oxidases (PCOs): A group of thiol dioxygenases that catalyze dioxygenation of
cysteinyl (Cys) residues at the N termini of substrate proteins, such as the ERF-VII TFs.
2-Aminoethanethiol dioxygenase (ADO): A thiol dioxygenase that regulates stability of N-terminal
Cys-initiating proteins IL32 and RGS4 and -5 in humans through Cys dioxygenation and the N-degron
pathway.
Eukaryotic kingdoms: Protista, Plantae, Animalia (Metazoa), and Fungi.
Eumetazoa: A basal animal clade and sister group to Porifera (sponges). Eumetazoans have either
radial (for example, cnidaria) or bilateral symmetry (invertebrates or vertebrates).
Hypoxia-response machinery: Cellular system that consists of one component that perceives a
decrease in oxygen availability (such as an enzyme) and one that induces a response (such as a TF) to
trigger cellular adaptation.
Oxygen sensing: The ability to detect changes in the amount of oxygen and mount an adaptive
response.
Redox: Chemical reactions in which the oxidation states of atoms change.
Stemness: Cell ability of self-renewal through division and differentiation into specialized cell types.
Spatiotemporal division of cell fate: When cells in an organ perform different functions at the same
time in a coordinated manner.
Transcription factor (TF): A protein that controls the rate of transcription of genetic information from
DNA to mRNA. They bind to DNA in a sequence-specific manner. The main TFs discussed in this Review
are HIFs and ERF-VIIs.
Hypoxia inducible factors (HIFs): Members of the basic helix-loop-helix (bHLH) family, consisting of
an a subunit and a b unit (ARNT). Generally, the HIFs are constitutively expressed, but their a subunit
is degraded via Fe(II)/2-OG–dependent oxygenases in the presence of oxygen.
Group VII ethylene response factors (ERF-VIIs): Cys-initiating members of the ERF/APETALA2
(ERF/AP2) family. Some ERF-VIIs are constitutively expressed but degraded through the activity of
PCOs in the presence of oxygen.
Viridiplantae: Green plants, consisting of the clades Chlorophyta and Streptophyta, under which land
plants (Embryophyta) and vascular plants (Tracheophyta) are subdivisions. A subdivision of vascular
plants is flowering plants (angiosperms).
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of these TFs and, hence, inactivity of the hy-
poxic responses. In hypoxic conditions, how-
ever, reduced activity of the oxygen-sensing
enzymes allows stabilization of the TFs, which
direct the response to hypoxia by up-regulating a
suite of genes that trigger adaptation. Enzymes
are particularly suited to act as sensors be-
cause their rate of activity is proportional to
the amount of substrate available—they can
elicit a graded response to oxygen.

Sensing through Fe(II)/2-OG–dependent
oxygenases

The first identified and most characterized
hypoxia-response machinery is the system of
hypoxia-inducible factors (HIFs) in animals,
the discovery of which was recognized with
the 2019 Nobel Prize in Physiology or Medi-
cine (32). HIFs are heterodimers that con-
sist of a subunits and the aryl hydrocarbon
receptor nuclear translocator (ARNT), or b
subunit. HIF-a subunits are stabilized at hy-
poxia, leading to the transcription of hun-
dreds of genes that promote adaptive responses.
In physiologically oxic conditions, however,
the oxygen-dependent prolyl hydroxylase (PHD)
enzymes catalyze hydroxylation of specific
prolyl residues in HIF-a proteins that enable
their recognition by ubiquitin ligase complexes
[commonly the von Hippel Lindau (VHL) pro-

tein] and subsequent degradation through the
proteasome (33). A second hydroxylase enzyme
[factor-inhibiting HIF (FIH)] catalyzes hydrox-
ylation of an asparagine (Asn) residue in HIF-a
to reduce the transactivation capacity of HIFs.
The PHDs and FIH are Fe(II), 2-oxoglutarate
(2-OG), and oxygen-dependent enzymes, whose
rate of activity is sensitive to oxygen availa-
bility, particularly the PHDs (34–36). This
means that even a small decrease in oxygen
availability can potentially result in a reduc-
tion in HIF hydroxylation to enable HIF sta-
bilization and activation of its transcriptional
response (Fig. 2). Although PHD-like enzymes
are conserved even in bacteria (37) and fill an
oxygen-dependent regulatory role in yeast (38),
their oxygen-sensing function appears refined
with the involvement of HIF and the ubiquitin-
proteasome system (39). All eumetazoans (ani-
mals with bilateral and radial symmetry) except
the ctenophores possess the HIF-1a subunit,
whereas only vertebrate animals possess the
HIF-2a subunit (40, 41).
Eukaryotes and prokaryotes involve Fe(II)/

2-OG–dependent dioxygenases in a number of
important biological functions (42). Although
the catalytic rate of all these enzymes depends
on oxygen availability, whether or not these
enzymes can act as oxygen sensors in the
hypoxia-response machinery depends on two

factors: (i) whether the impact of their activity
is transduced through their substrates to in-
duce a response and (ii) whether their rate of
activity is limited by the range of oxygen con-
centrations present in the cell. Despite overall
conservation of enzyme structure and catalytic
mechanism, different Fe(II)/2-OG–dependent
dioxygenases are rate-limited by oxygen at
different concentrations. The PHDs are rate-
limited at relatively high oxygen concentra-
tions. FIH activity can, however, tolerate mild
hypoxia for HIF Asn-hydroxylation and even
more severe hypoxia for non-HIF substrates
(43). Othermembers of this enzyme family are
restricted only at very low oxygen concentra-
tions to initiate an adaptive response at severe
hypoxia. For example, ten-eleven translocation
(TET) DNA demethylases only lose their activ-
ity in severely hypoxic tumors, leading to DNA
hypermethylation (44).
A subset of Fe(II)/2-OG–dependent oxygen-

ase enzymes, the Jumonji C (JmJC) domain–
containing histone lysine demethylases (KDMs),
has been reported to demonstrate an oxygen-
sensing role across a broader range of oxygen
concentrations. The status of histone methyl-
ation can affect chromatin packing and trans-
criptional responses by regulating access of TFs
to promoter regions. Recent studies have con-
nected theoxygen sensitivity of someKDMswith
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Fig. 1. Increasing complexity of oxygen-sensing mechanisms and the
extent of complexity within multicellular organisms over Earth’s history
of 4.6 Ga. Enzymes (diamonds) and substrates (circles) form components of
oxygen-sensing mechanisms, based on thiol dioxygenases (orange outlines)
and Fe(II)/2-OG–dependent dioxygenases (brown outlines). We depict the
presumed appearance of the oxygen-sensing components during the divergence
of the eukaryotic animal, plant, and fungi kingdoms (dashed lineages). We depict
the onset of the respective diversifications of fungi (Basidiomycota and Ascomycota)
with differentiated tissues (brown) (138); invertebrate animals, vertebrates,
and mammals (purple) (23); and green, land, and vascular plants (green) (3).
Observations of enzymes (Enz.) and substrates (Subst.) for each group of
organisms include when found in sequences, when determined to have an oxygen-

sensing role, or both. Complexity of tissues for each group of organisms is
represented by their maximum number of different cell types (diversity)
(6, 17, 19). Reconstructions of atmospheric oxygen levels in the past, which
constrain ranges of min-max oxygenation, agree upon a maximum oxygenation of
~0.2 of modern levels (<~4% oxygen) for the Mesoproterozoic Era (1.6 to
1.0 Ga ago) and Neoproterozoic Era (1.0 to 0.6 Ga ago) (thick blue field) (14, 139).
The maximum oxygenation of ~4% is presumed for the time interval when
eukaryotic kingdoms diversified (0.8 to 0.5 Ga ago) (21, 22), meaning that the
evolution of oxygen-sensing mechanisms is rooted in hypoxic conditions.
Geochemical indications and modeling efforts indicate that high atmospheric
oxygen concentrations, as today, persisted at 2.5 to 2.0 Ga ago and then from
0.4 Ga ago (the Devonian Period) onward (13, 14, 24, 28, 30, 139).
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altered histone methylation status in hypoxia
(45–47). Of these, KDM5A and KDM6A play a
role in cell differentiation and fate restriction
and have implications for tumorigenesis (48).
In yeast and protozoa, certain Fe(II)/2-OG

dioxygenases also play oxygen-sensing roles.
In fission yeast, a sterol regulatory element-
binding protein TF (Sre1) promotes adapta-
tion to hypoxic conditions, and the activity
of Sre1 is controlled by an oxygen-sensitive
Fe(II)/2-OG–dependent dioxygenase, Ofd1 (49).
This mechanism controls cholesterol synthesis
and uptake in yeast (as does its homolog in ani-
mals) (50). In protozoa, oxygen-sensing PHDs cat-

alyze hydroxylation of S-phase kinase-associated
protein 1 (Skp1), an essential subunit of a
ubiquitin-ligase complex. This hydroxylation
transduces the oxygen-dependent regulation
of different developmental stages in the pro-
tozoan life cycle. At these stages, certain oxy-
gen concentrations work as environmental
triggers and correspond to concentrations at
which the enzymes are rate limited (51, 52).
This rate limitation suggests that the oxygen
sensitivity of these reactions has been fine-
tuned and advantageous during evolution.
The function of this oxygen sensitivity is clear
from slime molds (Mycetozoa, normally soli-

tary amoebae), for which it facilitates regu-
lation of cells of different differentiation states
during the formation of their multicellular
fruiting bodies (53).
Prokaryotes also have a variety of Fe(II)/2-

OG–dependent oxygenases with a wide range
of roles, including in protein translation (37, 54).
Broadly, none of these has yet been reported
as being highly sensitive to oxygen (except
for a thermophilic ribosomal oxygenase under
high-temperature conditions) (55). Bacte-
rial oxygen sensing is instead achieved with
different mechanisms that involve either con-
formational change of a DNA-binding protein
upon oxygen binding or phosphorylation
cascades that result in transcriptional up-
regulation in hypoxia. Bacterial oxygen sen-
sing is described in detail in several reviews
[for example, (56)].

Sensing through thiol dioxygenases and the
Arg branch of the N-degron pathway

Vascular plants exploit a different hypoxia-
response machinery, albeit with features in
commonwith theHIF systemof eumetazoans.
With these, constitutively expressed TFs belong-
ing to the group VII of the ethylene response
factor family (ERF-VIIs) are stabilized in hy-
poxia to enable transcription of a suite of genes
that promote adaptive responses (57, 58). In
physiologically oxic settings, the ERF-VIIs are
degraded via the Arg/N-degron pathway, a pro-
cess of degradation signaling in which the id-
entity at the N terminus of a protein dictates its
stability (59, 60). Plant cysteine oxidases (PCOs)
catalyze dioxygenation of cysteinyl (Cys) resi-
dues at N termini (Nt) of the ERF-VII TFs
(61, 62), which are subsequently arginylated
by arginyl-transferases (ATEs) and then pre-
sumably recognized by the ubiquitin ligase pro-
teolysis 6 (PRT6) (63). Basal nitric oxide (NO)
levels are also required for this process (64).
This recognition leads to the degradation of
the ERF-VIIs. So, in plants, PCOs act as sen-
sors, whereas the ERF-VIIs transduce the hy-
poxic signal into a response.
PCOs are Fe(II)-dependent thiol dioxyge-

nases whose rate of activity with respect to
ERF-VII oxidation is sensitive to oxygen avail-
ability (65), similar to the metazoan PHDs in-
volved in HIF regulation. Apparently, these
twohypoxia-responsemechanismshave evolved
separately but fulfill similar roles. Unlike the
HIF hydroxylases, for which activity toward
non-HIF substrates is uncertain (66), the PCOs
appear to have multiple substrates, including
little zipper protein 2 (ZPR2) and vernalization
2 (VRN2) (57, 67). There are therefore several
“response” components controlledby theoxygen-
sensing PCOs. This means that a hypoxic re-
sponse can be transduced through several
pathways, depending on the cellular context.
Although the degree of oxygen sensitivity of
the PCOs toward these and other alternative
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Fig. 2. Direct mechanisms for oxygen sensing and hypoxic signaling. (A) Complex multicellular organisms
within the eukaryotic kingdoms. Shown are protozoa, fungi, vascular plants, and animals. (B) The transducers
of hypoxia-response machineries. Shown are the Pro-containing proteins that may be hydroxylated and
degraded in the presence of oxygen (blue field) or stabilized by hypoxia (white fields): Skp1; sterol regulatory
element-binding protein TF (Sre1N) and HIF; or the Cys-initiating proteins ERF-VII, ZPR2, VRN2, IL32, and
RGS4 and -5. Histone (de)methylation can be also modulated in an oxygen-dependent manner in eukaryotes.
(C) The sensory components based on Fe(II)/2-OG–dependent dioxygenases (*) are PHDs or Ofd1, or
JmJC-domain–containing KDMs. (D) The sensory components based on thiol dioxygenases (§) are PCO
and ADO. By contrast, proteolysis (involving also proteins such as pF-box, UBR1, ATE, PRT6, and pVHL
proteins and NO) and demethylation occur at relatively high oxygen concentrations (blue shading). Cellular
responses at hypoxic conditions (hypoxic responses) are context and substrate dependent: (1) When the
stabilized protein is a TF (Sre1N, ERF-VII, and HIF-a), hypoxia-responsive genes are induced, and the hypoxia
responses are of different scopes (length of black arrows). Also, (2) of the PCO substrates in plants VRN2
regulates chromatin condensation, whereas (3) ZPR2 controls activity of TFs. Of the ADO substrates in
animals, (4) RGS4 and -5 control G protein signaling, and (5) IL32 controls inflammation by interacting with
an unknown receptor. In animals, demethylation by the JmJC-domain–containing KDMs can both activate
and silence gene expression in an oxygen-dependent manner.
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substrates is yet unreported, the hypoxia de-
pendence of this function is clear. ERF-VIIs
first appeared in vascular plants, and ZPR2
and VRN2 became Cys-initiating proteins in
flowering plants (angiosperms) (68, 69). On
the other hand, the enzymatic asset of the
Arg/N-degron pathway and PCOs required to
operate oxygen-dependent degradation of Nt-
Cys-degrons can be traced back to unicellular
eukaryotic ancestors of plants and animals (69).
Thus, it can be hypothesized that other Cys-
initiating proteins control the hypoxia response
in lower plants. In this perspective, the identi-
fication and characterization of Cys-initiating
TFs is of particular interest.
Intriguingly from an evolutionary perspec-

tive, a human homolog of the PCOs, the en-
zyme 2-aminoethanethiol dioxygenase (ADO),
was recently identified as regulating the stab-
ility of certain N-terminal Cys-initiating pro-
teins in humans [interleukin-32 (IL32) and
regulator of G protein signaling 4 and 5 (RGS4/
5)] through the Arg/N-degron pathway (70).
ADO acts as a separate human oxygen sensor
by means of an equivalent mechanism to that
of the PCOs in plants. ADO activity toward
RGS4/5 is particularly oxygen sensitive, with a
rate dependence close to that of the PHDs (36).
So far, no Nt-Cys-degron TF has been identi-
fied as an ADO substrate; thus, the response
component of thismachinery does not amplify
the transduction of the hypoxic signal simi-
larly to HIF or ERF-VIIs. Nevertheless, the
commonality in oxygen-dependent proteolysis
(degradation) mediated by thiol-dioxygenases
in plants and animals is striking andmay sug-
gest the existence of an ancestral mechanism
in early eukaryotes.
These observations hint at both convergence

and divergence of oxygen-sensing machineries
in complex multicellular eukaryotes. On the
one hand, bothmetazoans and vascular plants
converged to the aerobic degradation of con-
stitutively expressed transcriptional regulators.
The key sensory dioxygenases and protein sub-
strates differ, but the proteostatic logic that
enables the activation of adaptive responses
is very similar. On the other hand, the pres-
ence of both enzymes in the plant and animal
kingdoms indicate a preference toward either
system, possibly to accommodate specific
developmental, physiologic, or metabolic re-
quirements. In the evolutionary perspective
of oxygen perception, it is remarkable that
plant and animal species share few conserved
mechanisms when compared with the high
diversity displayed in bacteria, archaea, and
fungi (56, 71).

The power of hypoxia-response machineries

The roles of oxygen-sensing mechanisms have
been explored at the cellular, individual, and
evolutionary levels, often under the assump-
tion that hypoxia is a “stress.”Here, however,

we evaluate whether the adaptations provided
by oxygen sensing allow cells and individuals
to copewith fluctuations and internal gradients
in oxygen availability on both temporal and
evolutionary time scales.We also consider their
capacity for spatiotemporal coordination of cell
labor and fates.

Guarding against oxygen
fluctuations—homeostasis

Oxygen concentrations perpetually fluctuate
in Earth’s surface environments as a function
of consumption, diffusion, and resupply. Sim-
ilarly, oxygen concentrations fluctuate within
and outside of organisms, tissue, and cells.
When oxygen concentrations are temporarily
lower than the organism’s respiratory require-
ments, responses act to maintain homeostasis
through reversal or mitigation. Homeostatic
responses to hypoxia typically involve mRNA
reprogramming, which represses energetically
expensive pathways and up-regulates those as-
sociated with adaptation or avoidance (72–74).
Temporal oxygen deficit for metabolic reac-

tions requires activation of alternative path-
ways thatminimize oxygen consumption (75, 76)
but also may induce the activity of essential
enzymes that use oxygen as a substrate (77, 78).
When severe hypoxia shifts sugar metabolism
toward substrate-level phosphorylation at the
expenseof theoxidativepathway, this is achieved
by facilitating carbon entry into the glycolytic
pathway (74), putting on the brakes to pyru-
vate channeling into the tricarboxylic acid
(TCA) cycle and redirecting it to fermentative
reduction. Albeit different in eukaryotic king-
doms, these ancillary reactions sustain the
carbon flux through glycolysis by the regen-
eration of oxidized nicotinamide adenine di-
nucleotide (NAD+) and, concomitantly, prevent
the inhibition of glycolysis by its own products.
The majority of animals as well as some fungi
reduce pyruvate to lactate by means of hypoxia-
inducible lactate dehydrogenase (LDH) (79),
whereas yeasts rely exclusively on alcohol fer-
mentation bymeans of a two-reaction pathway
that decarboxylates pyruvate and reduces the
resulting acetaldehyde (80). In Viridiplantae,
both metabolic strategies of reducing pyru-
vate, either from LDH or through alcohol fer-
mentation, are activated under hypoxia, with
additional contribution of formate, hydrogen,
acetate, and alanine synthetic pathways (81, 82).
Higher plants evolved toward a preference for
ethanol fermentation because lactic acid de-
protonation contributes to cytosolic acidosis and
thus jeopardizes cellular functioning and integ-
rity. Removal of fermentative products is also
facilitated in the animal and plant kingdoms—
for example, with the up-regulation of lactate
exporters (83, 84). In contrast to lower species
in which fermentation appears controlled by
substrate availability or posttranslational reg-
ulation, genes coding for enzymes and trans-

porters involved in this metabolic adaptation
to hypoxia are found incorporated in themain
hypoxia response in metazoans and higher
plants (74, 76). From this perspective, tran-
scriptional regulation of the genes coding for
this metabolic adaptation is a recent acqui-
sition, concomitant to the increase in devel-
opmental complexity in both kingdoms. Thus,
convergence toward this regulation seems to
offer an ecological advantage for complexmul-
ticellular systems to cope with the temporal
offset between metabolic requirements and
oxygen availability (Fig. 3).
Counteracting hypoxia through reoxygena-

tion is also activated in animal and plant tis-
sues. In most vertebrates, for example, this is
attained through the local generation of new
blood vessels (angiogenesis) and of synthesis
of erythrocytes that carry oxygenated hemo-
globin (85). Plants, instead, lack a dedicated
oxygen distribution system, and thus certain
species that are adapted to flooding acquired
the ability to form hollow paths along stems
and roots (aerenchyma) for unrestricted gas
diffusion from above-water organs to sub-
merged tissues (86). When the whole plant is
underwater, rapid growth of stems and leaves
can be deployed for emergence and ensure
oxygen acquisition (87). Neither aerenchyma
formation nor the elongation of organs are con-
trolled by oxygen availability directly but rath-
er through the gas hormone ethylene, whose
synthesis is enhanced by submergence (88, 89).
Fluctuations in oxygen are concomitant with

fluctuations in reactive oxygen species (ROS)
and reactive nitrogen species (RNS). A burst of
hydrogen peroxide (H2O2) and NO has been
reported to occur in animal andplant cellswhen
these are challenged by severe oxygen deficiency
(90–93). Additional and more severe ROS ac-
cumulation is also expected as normoxic con-
ditions are restored. Genes regulated by HIFs
and ERF-VII in animals and plants, respective-
ly, code for scavengers of both ROS and NO, as
well as enzymes involved in redox homeosta-
sis, such as glutathione peroxidase, superoxide
dismutase, glutathione S-transferases, and thio-
redoxins (94, 95). In turn, ROS and NO con-
tribute to HIF and ERF-VII regulation at the
transcriptional and posttranslational level in
animal and plant cells, respectively (64, 96).
Although strategies to reverse the effects of

short-termhypoxia are kingdom specific (reoxy-
genation), mitigation of the effects of prolonged
hypoxia can be related to similar strategies in
animals and plants: reduction of themetabolic
rate, avoiding toxicity of anaerobic by-products,
and preventing cell injuries upon reoxygena-
tion. Oxygen-sensingmachineries assist animals
and plants in these strategies to cope with the
imbalances that fluctuating oxygen availabil-
ity causes to the cellular environment. Collect-
ively, these systems contribute to the ability of
multicellular organisms tomaintainhomeostasis.
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A capacity to modulate cell fate
The importance of oxygen availability and gra-
dients for cells to multiply and differentiate
has been recognized for a long time, and so
has the cellular capacity to sense these. A wide
range of oxygen concentrations have beenmea-
sured across plant and animal organs and ob-
served to vary throughout developmental stages
(68, 97). Mammalian embryogenesis occurs
mainly at low oxygen concentration, and sev-
eral types of stem and progenitor cells are
embedded in hypoxic niches, where oxygen
gradients drive their differentiation (98). Sim-
ilarly in plants, the proliferative tissues respon-
sible for producing new organs, the meristems,
have also been shown to be embedded in hy-
poxic niches (67). Furthermore, detrimental
cell growth hijacks the oxygen-sensing machi-
nery and may induce cellular responses con-
trary to what oxygen gradients would dictate.
In solid tumors, the uncontrolled proliferation
of cells and their active metabolism often ex-
ceed the delivery capacity of the surrounding
blood vessels, limiting oxygen availability (99).
It is now 30 years since the discovery that the
HIF system enables and supports tumorigenesis
(100, 101). Similarly in higher plants, tumor-like
tissues, such as calli or galls, experience oxy-
gen limitations, and ERF-VIIs support the
metabolism and proliferation of highly divid-
ing and undifferentiated cells (102, 103).

Clues from cancer: Uncoordinated
formation of multicellularity

The cancer field has put more emphasis on
HIFs than has any other field, owing to the
contribution of these factors to the success
of tumor multicellularity. HIF-a is produced
and degraded in the cytoplasm and, when sta-
bilized for long enough, translocates to the nu-

cleus. Localization and functions for the HIF-a
subunits, however, appear to differ (104). In the
case of HIF-1a, nondegraded protein is more
or less exclusively present in the nucleus. Its
activity is rather uniform by how it induces
target gene expression in response to hypoxia
in virtually any cell. That HIF-1a plays a re-
liable role in the immediate cellular response
to hypoxia argues for its seminal role as an
adaptation to acute oxygen fluctuations. HIF-
2a, however, displays cytoplasmic in addition
to nuclear localization (105–107). Insight from
tumor multicellularity demonstrates that func-
tions of HIF-a subunits do not always overlap.
Whereas the HIF-1a subunit, which is specific
to all eumetazoans except ctenophores, can be
regarded as a fast response to metabolic alter-
ations, the vertebrate-specific HIF-2a subunit
is demonstrated to contribute to the success of
tumors by modulating cell fate. Albeit that
HIF-2a also plays a modest role in metabolic
regulation, its main functions are regulation
of cell fate, cell immaturity (stemness), and
metastasis and to establish a hypoxia-mimicking
phenotype in oxygenated milieus (pseudohy-
poxic niches) (108–111).
The pseudohypoxic phenotype is a conse-

quence of HIF-2a accumulation in normoxic
tumor cells, including such with the capacity
to self-renew (a stem cell trait typically asso-
ciated with hypoxia). Some of these HIF-2a–
expressing cells are located in perivascular
niches, despite their access to oxygen in these
areas (107, 112). This phenomenon is particu-
larly well studied in the cancer forms glioblas-
toma and neuroblastoma (107, 112), for which
there are no correlations between HIF-1a ex-
pression and outcome, whereas expression
of HIF-2a predicts poor prognosis and distal
metastasis. It is not the collected expression

itself that falls out as a predictor but rather
the presence of this small fraction of HIF-2a–
positive perivascular tumor cells. These con-
stitute a rare cell type within the tumor that
coexpresses several stem cellmarkers, strength-
ening HIF-2a as a promoter of stemness. The
link between the pseudohypoxic phenotype,
stemness, and the formation of tumor multi-
cellularity is also supported by howmutations
in EPAS1 (encoding HIF-2a) directly induce
tumor formation (113). As an example of the
complexity of this protein, a HIF-2–specific
inhibitor, PT2385 (114), which prevents ARNT
binding and transactivation capacity, does not
affect downstream transcription, cell prolife-
ration, or in vivo tumor growth in neuroblas-
toma (105, 115, 116). In glioma, HIF-2a localizes
to extranuclear polysomes to promote transla-
tion of a large but distinct set of proteins (117).
These and other data suggest that the HIF-2a
protein displays additional, although as yet
mainly unknown, functions. We thus know that
HIF-2a is expressed in the cytoplasm in addition
to the nucleus. HIF-2a has ARNT-independent
functions, and it is plausible that it forms
complexes with proteins other than ARNT to
initiate transcription. In addition,HIF-2amight
form protein complexes in the cytoplasm to
promote translation, stabilization, and secretion
of proteins important for stemness, pseudo-
hypoxic phenotypes, and tumor cellmetastasis. In
essence, HIF-2a appears to mediate a hypoxic or
nonhypoxic cellular response—that associates with
cell stemness [for example, (118)]—independently
of surrounding oxygen concentrations.

Clues from coordinated
multicellular development

Developmental pathways are affected by the
hypoxic transcriptional regulators inbothanimals
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and plants. These regulators act as switches
or “pacemakers” of stem cell proliferation and
differentiation.
During animal development, HIF-1a and

its binding partner ARNT are ubiquitously ex-
pressed, whereas HIF-2a expression is more
tissue- and time-restricted (119, 120). Among
invertebrate animals, hypoxia and subsequent
HIF-1a accumulation are associated with
growth and stem cell proliferation during de-
velopment in fruit flies andmosquitos (121, 122).
In vertebrates, HIF-1a is ubiquitously expressed
throughout development, and homozygous de-
letion is lethal (123, 124). HIF-1a andHIF-2a are
demonstrated to promote the generation of
new blood vessels and branching of existing
ones. However, EPAS1 appears to have evolved
before the downstream erythropoietin (EPO)
gene, a promoter of increased systemic oxygen
carrying capacity, and now, HIF-2a directly
promotes erythrocyte differentiation frombone
marrow progenitors (125). During development,
expression of HIF-2a is temporally and spatially
restricted. Endothelial cells display high expres-
sion of HIF-2a continuously, whereas cells of
the developing sympathetic nervous system
(SNS) expressHIF-2amRNAandproteinduring
discrete periods of mammalian development
(120, 126, 127). The central roles by which the
animal-specific HIFs regulate hypoxic cell func-
tions is suggested to have facilitated primitive
animals to cope, and fully access, oxic niches
during evolution (41).
In higher plants, developmental processes

are intertwined with the activity of at least
three classes of transcriptional regulators char-
acterized by an exposed N-terminal cysteine,
which is regulated by the oxygen-dependent
branch of the N-degron pathway. First, ERF-
VIIs have been shown to repress opening of
the protective hypocotyl hook and cotyledon
greening as well as to antagonize hormone
signaling in the root for timely shaping of its
architecture (128, 129). Second, ZPR2 binds
and inactivates homeodomain III–type TFs,
regulators of meristem maintenance and new
organ formation (67). Third, VRN2 is assem-
bled into the polycomb repressive complex 2
(PRC2) that represses gene expression through
histone methylation (57). One of the best
characterized targets of this complex is the
FLOWERING LOCUS C gene, a repressor of the
transition toward reproductive development
in Arabidopsis.
Epigenetic control of developmental path-

ways through histone methylation in both
kingdoms is also controlled in part by oxygen-
dependentKDMs.Although recent reports con-
firmed the hypoxia sensitivity of members of
this protein family in human cells, with conse-
quences for differentiation in several cell line
model systems (45, 46, 48, 130), this has not
yet been explored in plants. However, several
JmjC-domain–containing KDM proteins have

been shown to control aspects of plant devel-
opment in Arabidopsis, including germina-
tion, flowering, and callus formation (131).

Oxygen-sensing machineries as adaptations
for nascent multicellularity

In all kingdoms of life, enzymes that detoxify
ROS are ubiquitously present, which indicates
that their evolution predated photosynthetic
oxygenation (132). ROS can be locally pro-
duced by abiotic photolysis on a largely anoxic
planet, according to geochemical and geophys-
ical studies of both Earth andMars (133). Con-
tinuous scavenging of ROS through enzymatic
or metabolic assets, however, is likely to be
costly for cells. Instead, the acquisition of mech-
anisms for perception and response would be
of higher gain. This perception and response
would engage detoxification only when oxy-
gen and ROS levels exceeded a danger thresh-
old and thus be metabolically cheaper. The
multitude of oxygen-sensing strategies in pro-
karyotes and eukaryotes probably reflects
adaptation to environmental niches distin-
guished by oxygen dynamics, in addition to
the regulation of specific metabolic needs (56).
The acquisition of mechanisms for ROS per-
ception and scavenging would have pioneered
the utilization of free oxygen as a resource.
With a control of ROS detoxification, oxygen-
sensing machineries could also be co-opted to
express oxygen-requiring genes when this sub-
strate is available and conversely suppress
them in favor of anaerobic strategies in case
of hypoxia.
The convergent evolution in complex eukar-

yotes toward selective proteolysis of transcrip-
tional regulators that control hypoxia responses
suggests the superiority of this strategy over
others that use free oxygen. In all cases con-
sidered, the recruitment of specific transcrip-
tional regulators by way of oxygen-dependent
regulatory pathways occurred long after the
“invention” of oxygen-consuming enzymes that
operate on amino acid residues (40). These
enzymes could have evolved from their origi-
nal metabolic function toward a role as sen-
sors. In turn, the transcriptional regulators
acquired the specific residues that are sub-
strates of the sensor enzyme in strategic posi-
tions to subdue the kinetics of the reaction to
physiologically relevant oxygen levels. To con-
stitutively synthesize transcriptional regulators
is also costly, but the cost can be balanced by
the advantage of rapid activation once degra-
dation is inhibited. By contrast, bacteria ex-
ploit posttranslational regulation that is faster
and less energy demanding, such as phosphor-
ylation or dimerization (56). This type of reg-
ulation, however, is not as effective or can
possibly not guarantee a sufficient level of spe-
cificity. The oxygen-sensing systems in plants
and animals are fine-tuned through several
layers of modification, although they all seem

to be subordinated to the proteolytic system.
For example, whereas most translated HIF-a
proteins are proteasomally degraded in oxic
conditions through PHD- or VHL-mediated
ubiquitination, a second layer of HIF regula-
tion is driven by FIH, which catalyzes oxygen-
dependent asparagine hydroxylation of HIF-a.
This second layer prevents the interaction be-
tween HIF-a and transcriptional activators.
That FIH hydroxylates the asparagine motif
less efficiently onHIF-2a thanonHIF-1a could
be one molecular explanation as to why HIF-
2a is stabilized at higher oxygen concentra-
tions (43, 134). Essentially, although the road
to proteolysis can be retarded or distinctly
coupled to interval oxygen concentrations, the
oxygen-sensing machineries across eukaryotic
kingdoms master the route along which pro-
teins are degraded by oxygen.
The commonality between organisms that

exploited selective proteolysis as a solution to
oxygen sensing resides in their complex multi-
cellularity. Remarkably, HIF-a and ERF-VII
and the regulatory proteins involved in their
oxygen-dependent regulation are, at the out-
set, expressed and subsequently degraded. This
hints at the need for a unified system to per-
ceive and interpret oxygen gradients that are
unavoidably generated throughout growth and
development. As compared with diffusible sig-
nal molecules produced endogenously, such as
hormones, molecular oxygen provides a faster
and more direct connection to the metabolic
needs of aerobic cells.Within a persistent three-
dimensional organization in which respiration
and transport regulate themass balance of oxy-
gen, cells are continuously exposed to variable
oxygen concentrations, depending on their po-
sition in space and time. The multiple layers of
oxygen perception and response demonstrate a
capacity by which this variability is recorded
and translated during growth, development,
and activities of daily living in the eukaryotic
kingdoms with complex multicellularity. This
capacity appears more restricted in protozoa
and fungi that also demonstrate both lower
phenotypic and cell type diversity than those
of animals or vascular plants. In all cases, how-
ever, the oxygen-sensing mechanisms contrib-
ute to the spatiotemporal induction of cellular
functions, which is one of the defining features
of complex multicellular life (Fig. 4) (6–8).

Conceptual gaps

The role of oxygen sensing for complex multi-
cellular life and evolution appears crucial, but
conceptual gaps remain on several layers. On
the biomolecular and cellular level, for exam-
ple, the presence of Nt-Cys-degron TFs that
are ADO substrates could inform us about the
most ancestral of oxygen-sensing strategies.
Also, the existence of parallel oxygen-sensing
strategies based on 2-OG–dependent oxygen-
ases, such as KDMs, remain to be investigated
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in plants and fungi (64, 135). The involvement
of NO in the hypoxic signaling also deserves
special attention. In animal cells, NO and RNS
affect HIF expression, stability, and activity in
a complex manner, depending on local con-
centrations and cellular milieu (96). Moreover,
the Arg/N-degron pathway has been shown to
act as a sensing mechanism to detect low NO
levels both in animals and plants, although the
response elicited by such conditions only mar-
ginally overlaps with those to hypoxia (136).
The proteolytic element(s) positively affected
byNO remains to be identified but seems to lie
elsewhere than thiol-dioxygenase activity (136).
Future efforts will likely shed light on defining
the contribution of this signaling molecule to
oxygen sensing in plants, animals, and their
ancestors.
On the evolutionary level, the commonal-

ity in oxygen-sensing mechanisms between
the plant and animal kingdoms is striking, but
land plants and animals adopted alternative
solutions to direct their primary hypoxia re-

sponses, even though their ancestors were
likely equipped with the same repertoire of di-
oxygenases. The acquisition of oxygen-sensing
function may be associated with a reduction
in oxygen affinity that matches variations in
oxygen concentration occurring in the cells and
tissues. These variations are in turn determined
by environmental, ecological, and organismal
features, such asmetabolic rates and anatomy.
Thus, fundamental differences in internal and
external characteristics could have driven the
distinct selection of biochemical pathways
to direct selective proteolysis in these two
systems—but what are these defining charac-
teristics, andwhat trade-offs followedwith the
different systems? Even for most modernmul-
ticellular organisms, we lack information on
endogenous oxygen gradients and their fluc-
tuations. However, many enzymes use oxygen
as a cofactor but appear not to contribute to
oxygen-sensingmachineries. This suggests that
either their oxygen-sensing potential is unex-
plored or their function is to catalyze other

specific reactions, irrespective of the environ-
ment. Nevertheless, constraining the details
and hierarchical order of oxygen-sensing sys-
tems will allow investigations of whether com-
ponents were shared by a common ancestor or
shared after the divergence of the respective
kingdoms.
Last, expanding our understanding of the

evolution of oxygen sensing, by learning from
geological history, will allow identification of
opportunities for further beneficial manipula-
tion of these systems for both clinical and
agricultural purposes. Already, synthetic biol-
ogy approaches that involve interchange of
regulatory modules between organisms from
different kingdoms constitute an innovative
strategy to adapt oxygen sensitivity and the
magnitude of response machineries (137). For
example, transfer of oxygen-sensing compo-
nents from plant to yeast has contributed to
defining features of these systems and could
readily help to develop drugs that interfere
with their functioning (136). We advocate a
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shift in focus, away from exploring oxygen
sensing as primarily a response to oxygen
shortage for aerobic respiration and toward
considering it as a mechanism that enables
multicellularity to cope with and even use
fluctuations in oxygen concentrations. We pre-
dict that this will reward us with new per-
spectives on the broad scope of oxygen-sensing
mechanisms and the challenges that multi-
cellular life is exposed to, today as in geologic
history.
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Inborn errors of type I IFN immunity in patients
with life-threatening COVID-19
Qian Zhang et al.

INTRODUCTION: Clinical outcomes of human
severe acute respiratory syndrome corona-
virus 2 (SARS-CoV-2) infection range from
silent infection to lethal coronavirus disease
2019 (COVID-19). Epidemiological studies have
identified three risk factors for severe disease:
being male, being elderly, and having other
medical conditions. However, interindividual
clinical variability remains huge in each demo-
graphic category. Discovering the root cause
and detailed molecular, cellular, and tissue- and
body-levelmechanismsunderlyinglife-threatening
COVID-19 is of the utmost biological and medical
importance.

RATIONALE:We established the COVIDHuman
Genetic Effort (www.covidhge.com) to test

the general hypothesis that life-threatening
COVID-19 in some or most patients may be
caused by monogenic inborn errors of immu-
nity to SARS-CoV-2 with incomplete or com-
plete penetrance. We sequenced the exome or
genome of 659 patients of various ancestries
with life-threatening COVID-19 pneumonia
and 534 subjectswith asymptomatic or benign
infection.We tested the specific hypothesis that
inborn errors of Toll-like receptor 3 (TLR3)–
and interferon regulatory factor 7 (IRF7)–
dependent type I interferon (IFN) immunity
that underlie life-threatening influenza pneu-
monia also underlie life-threatening COVID-19
pneumonia.We considered three loci identified
as mutated in patients with life-threatening
influenza: TLR3, IRF7, and IRF9. We also con-

sidered 10 loci mutated in patients with other
viral illnesses but directly connected to the three
core genes conferring influenza susceptibility:
TICAM1/TRIF, UNC93B1, TRAF3, TBK1, IRF3,
and NEMO/IKBKG from the TLR3-dependent
type I IFN induction pathway, and IFNAR1,
IFNAR2, STAT1, and STAT2 from the IRF7-
and IRF9-dependent type I IFN amplification
pathway. Finally, we considered variousmodes
of inheritance at these 13 loci.

RESULTS: We found an enrichment in variants
predicted to be loss-of-function (pLOF), with a
minor allele frequency <0.001, at the 13 can-
didate loci in the 659 patients with life-
threatening COVID-19 pneumonia relative to
the 534 subjects with asymptomatic or benign
infection (P = 0.01). Experimental tests for all
118 rare nonsynonymous variants (including
both pLOFand other variants) of these 13 genes
found in patientswith critical disease identified
23 patients (3.5%), aged 17 to 77 years, carrying
24 deleterious variants of eight genes. These
variants underlie autosomal-recessive (AR) defi-
ciencies (IRF7 and IFNAR1) and autosomal-
dominant (AD) deficiencies (TLR3,UNC93B1,
TICAM1,TBK1, IRF3, IRF7, IFNAR1, and IFNAR2)
in four and 19 patients, respectively. These
patients had never been hospitalized for other
life-threatening viral illness. Plasmacytoid den-
dritic cells from IRF7-deficient patients produced
no type I IFN on infectionwith SARS-CoV-2, and
TLR3−/−, TLR3+/−, IRF7−/−, and IFNAR1−/− fibro-
blasts were susceptible to SARS-CoV-2 infec-
tion in vitro.

CONCLUSION:At least 3.5%of patientswith life-
threatening COVID-19 pneumonia had known
(AR IRF7 and IFNAR1 deficiencies or AD TLR3,
TICAM1, TBK1, and IRF3 deficiencies) or new
(AD UNC93B1, IRF7, IFNAR1, and IFNAR2
deficiencies) genetic defects at eight of the
13 candidate loci involved in the TLR3- and
IRF7-dependent induction and amplification
of type I IFNs. This discovery reveals essential
roles for both the double-strandedRNA sensor
TLR3 and type I IFN cell-intrinsic immunity in
the control of SARS-CoV-2 infection. Type I IFN
administration may be of therapeutic benefit
in selected patients, at least early in the course
of SARS-CoV-2 infection.▪
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are encoded by genes with variants that also underlie critical COVID-19 pneumonia.
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Clinical outcome upon infection with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
ranges from silent infection to lethal coronavirus disease 2019 (COVID-19). We have found an enrichment
in rare variants predicted to be loss-of-function (LOF) at the 13 human loci known to govern Toll-like
receptor 3 (TLR3)– and interferon regulatory factor 7 (IRF7)–dependent type I interferon (IFN) immunity
to influenza virus in 659 patients with life-threatening COVID-19 pneumonia relative to 534 subjects
with asymptomatic or benign infection. By testing these and other rare variants at these 13 loci, we
experimentally defined LOF variants underlying autosomal-recessive or autosomal-dominant deficiencies
in 23 patients (3.5%) 17 to 77 years of age. We show that human fibroblasts with mutations affecting
this circuit are vulnerable to SARS-CoV-2. Inborn errors of TLR3- and IRF7-dependent type I IFN
immunity can underlie life-threatening COVID-19 pneumonia in patients with no prior severe infection.

S
evere acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2) has already
claimed at least 1 million lives, has been
detected in at least 20 million people,
and has probably infected at least anoth-

er 200 million. The clinical manifestations
range from silent infection to lethal disease,
with an infection fatality rate of 0.1 to 0.9%.
Three epidemiological factors increase the
risk of severity: (i) increasing age, decade by
decade, after the age of 50, (ii) being male,

and (iii) having various underlying medical
conditions (1). However, even taking these
factors into account, there is immense inter-
individual clinical variability in each demo-
graphic category considered. Following on
from our human genetic studies of other
severe infectious diseases (2, 3), we established
the COVID Human Genetic Effort (https://
www.covidhge.com) to test the general hy-
pothesis that in somepatients, life-threatening
coronavirus disease 2019 (COVID-19) may be

caused by monogenic inborn errors of immu-
nity to SARS-CoV-2 with incomplete or com-
plete penetrance (4). We enrolled 659 patients
(74.5%men and 25.5%women, 13.9% of whom
died) of various ancestries between 1 month
and 99 years of age (Fig. 1A). These patients
were hospitalized for life-threatening pneumo-
nia caused by SARS-CoV-2 (critical COVID-19).
We sequenced their whole genome (N = 364)
or exome (N = 295), and principal component
analysis (PCA) on these data confirmed their
ancestries (Fig. 1B).

Candidate variants at 13 human loci that
govern immunity to influenza virus

We first tested the specific hypothesis that in-
born errors of Toll-like receptor 3 (TLR3)– and
interferon regulatory factor 7 (IRF7)–dependent
type I interferon (IFN) immunity, which un-
derlie life-threatening influenza pneumonia,
may also underlie life-threatening COVID-19
pneumonia (5) (Fig. 2). We considered three
loci previously shown to bemutated in patients
with critical influenza pneumonia: TLR3 (6),
IRF7 (7), and IRF9 (8). We also considered
10 loci mutated in patients with other viral
illnesses but directly connected to the three
core genes conferring influenza susceptibility:
TICAM1/TRIF (9), UNC93B1 (10), TRAF3 (11),
TBK1 (12), IRF3 (13), andNEMO/IKBKG (14) in
theTLR3-dependent type I IFN induction path-
way, and IFNAR1 (15), IFNAR2 (16), STAT1
(17), and STAT2 (18) in the IRF7- and IRF9-
dependent type I IFN amplification pathway.
We collected both monoallelic and biallelic
nonsynonymous variants with a minor allele
frequency (MAF) <0.001 at all 13 loci. Twelve
of the 13 candidate loci are autosomal, whereas
NEMO is X-linked. For the latter gene, we con-
sidered only a recessive model (19). Autosomal-
dominant (AD) inheritancehas not beenproven
for six of the 12 autosomal loci (UNC93B1, IRF7,
IFNAR1, IFNAR2, STAT2, and IRF9). Never-
theless, we considered heterozygous variants
because none of the patients enrolled had
been hospitalized for critical viral infections
before COVID-19, raising the possibility that
any underlying genetic defects that theymight
have display a lower penetrance for influenza
and other viral illnesses than for COVID-19,
which is triggered by a more virulent virus.

Enrichment of variants predicted to be LOF
at the influenza susceptibility loci

We found four unrelated patients with bial-
lelic variants of IRF7 or IFNAR1 (Table 1 and
table S1). We also found 113 patients carrying
113 monoallelic variants at 12 loci: TLR3 (N = 7
patients/7 variants), UNC93B1 (N = 10/9),
TICAM1 (N = 17/15), TRAF3 (N = 6/6), TBK1
(N = 12/11), IRF3 (N = 5/5), IRF7 (N = 20/13),
IFNAR1 (N = 14/13), IFNAR2 (N = 17/15), STAT1
(N = 4/4), STAT2 (N = 11/11), and IRF9 (N =
4/4). We detected no copy number variation
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Fig. 1. Demographic and genetic data for the COVID-19 cohort. (A) Age and sex distribution of patients with life-threatening COVID-19. (B) PCA of patient (with or
without LOF variants in the 13 candidate genes) and control cohorts (patients with mild or asymptomatic disease and individuals from the 1000 Genomes Project).
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for these 13 genes. Unexpectedly, one of these
variants has been reported in patients with
life-threatening influenza pneumonia (TLR3
p.Pro554Ser) (6, 20) and another was shown
to be both deleterious and dominant-negative

(IFNAR1 p.Pro335del) (21). Nine of the 118
biallelic ormonoallelic variantswere predicted
to be LOF (pLOF), whereas the remaining 109
were missense or in-frame indels (table S1). In
a sample of 534 controls with asymptomatic

ormild SARS-CoV-2 infection, we found only
one heterozygous pLOF variation with aMAF
<0.001 at the 13 loci (IRF7 p.Leu99fs). A PCA-
adjusted burden test on the 12 autosomal
loci revealed significant enrichment in pLOF
variants in patients relative to controls [P =
0.01; odds ratio (OR) = 8.28; 95% confidence
interval (CI) = 1.04 to 65.64] under anADmode
of inheritance. The same analysis performed
on synonymous variants with a MAF <0.001
was not significant (P = 0.19), indicating that
our ethnicity-adjusted burden test was well
calibrated.

Experimentally deleterious alleles at the
influenza susceptibility loci in 3.5%
of patients

We tested these 118 variants experimentally in
ad hoc overexpression systems. We found that
24 variants of eight genes were deleterious
(including all the pLOF variants) because they
were loss-of-expression, LOF, or severely hypo-
morphic: TLR3 (N = 4 variants), UNC93B1
(N = 1), TICAM1 (N = 3), TBK1 (N = 2), IRF3
(N = 2), IRF7 (N = 8), IFNAR1 (N = 3), and
IFNAR2 (N = 1) (table S1, Fig. 3, and figs. S1 to
S8). Consistently, heterozygous LOF variants
of IRF3 and IRF7 were reported in single pa-
tients with life-threatening influenza pneumo-
nia (22, 23). The remaining 94 variants were
biochemically neutral. Twenty-three patients
carried these 24 deleterious variants, resulting
in four autosomal-recessive (AR) deficiencies
(homozygosity or compound heterozygosity
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Table 1. Disease-causing variants identified in patients with life-threatening COVID-19.

Gene Inheritance Genetic form Genotype Gender Age [years] Ancestry/residence Outcome

TLR3 AD Known p.Ser339fs/WT M 40 Spain Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TLR3 AD Known p.Pro554Ser/WT M 68 Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TLR3 AD Known p.Trp769*/WT M 77 Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TLR3 AD Known p.Met870Val/WT M 56 Colombia/Spain Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

UNC93B1 AD New p.Glu96*/WT M 48 Venezuela/Spain Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TICAM1 AD Known p.Thr4Ile/WT M 49 Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TICAM1 AD Known p.Ser60Cys/WT F 61 Vietnam/France Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TICAM1 AD Known p.Gln392Lys/WT F 71 Italy Deceased
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TBK1 AD Known p.Phe24Ser/WT F 46 Venezuela/Spain Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

TBK1 AD Known p.Arg308*/WT M 17 Turkey Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF3 AD Known p.Glu49del/WT F 23 Bolivia/Spain Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF3 AD Known p.Asn146Lys/WT F 60 Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AR Known p.Pro364fs/p.Pro364fs F 49 Italy/Belgium Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AR Known p.Met371Val/p.Asp117Asn M 50 Turkey Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AD New p.Arg7fs/WT M 60 Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AD New p.Gln185*/WT M 44 France Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AD New p.Pro246fs/WT M 41 Spain Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AD New p.Arg369Gln/WT M 69 Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IRF7 AD New p.Phe95Ser/WT M 37 Turkey Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IFNAR1 AR Known p.Trp73Cys/Trp73Cys M 38 Turkey Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IFNAR1 AR Known p.Ser422Arg/Ser422Arg M 26 Pakistan/Saudi Arabia Deceased
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IFNAR1 AD New p.Pro335del/WT F 23 China/Italy Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

IFNAR2 AD New p.Glu140fs/WT F 54 Belgium Survived
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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Fig. 3. Impact of TLR3, TICAM1, TBK1, IRF3, IRF7, IFNAR1, and IFNAR2
variants on type I IFN signaling. (A) TLR3-deficient P2.1 fibrosarcoma cells
were stably transfected with plasmids expressing WT or mutant forms of TLR3,
and IFNL1 mRNA levels were determined by reverse transcription quantitative
PCR. IFNL1 mRNA levels were expressed relative to the housekeeping gene GUS
and then normalized. IFNL1 was undetectable in unstimulated cells. The differences
between variants andWT were tested using one-way ANOVA (*P < 0.05). (B) TICAM1-
deficient SV40-Fib cells were transiently transfected with WT or mutant forms of
TICAM1, together with an IFN-b luciferase reporter and a constitutively expressed
reporter. Normalized luciferase induction was measured 24 hours after
transfection. The differences between variants and WT were tested using one-way
ANOVA (*P < 0.05). (C) HEK293T cells were transiently transfected with WT
and mutant forms of TBK1, together with an IFN-b luciferase reporter and a
constitutively expressed reporter. Normalized luciferase activity was measured
24 hours after transfection. The differences between variants and WT were tested
using one-way ANOVA (*P < 0.05). (D) IRF3-deficient HEK293T cells were
transiently transfected with WT and mutant forms of IRF3, together with an IFN-b

luciferase reporter and a constitutively expressed reporter. Cells were either
left untreated or infected with Sendai virus for 24 hours before the normalized
measurement of luciferase activity. The differences between variants and WT were
evaluated using two-way ANOVA (*P < 0.05). (E) HEK293T cells were transiently
transfected with WT and mutant forms of IRF7, together with an IFN-b luciferase
reporter and a constitutively expressed reporter. Cells were either left untreated
or infected with Sendai virus for 24 hours before the normalized measurement of
luciferase activity. The differences between variants and WT were tested using
two-way ANOVA (*P < 0.05). (F andG) IFNAR1- or IFNAR2-deficient SV40-Fib cells
were transiently transfected with WT or mutant forms of IFNAR1 for 36 hours,
and either left untreated or stimulated with IFN-a2 or IFN-g. Fluorescence-activated
cell sorting (FACS) staining with anti-p-STAT1 antibody and the z-score of the MFI
were assessed. Asterisks indicate variants with MFI <50% of WT. Variants in red were
identified in COVID-19 patients. Variants in blue are known deleterious variants and
served as negative controls. EV, empty vector; LT, lipofectamine. Three technical
repeats were performed for (A) to (E). Means and SD are shown in the columns and
horizontal bars when appropriate.
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for IRF7; homozygosity for IFNAR1) and 19 AD
deficiencies. These 23 patients did not carry
candidate variants at the other 417 loci known to
underlie inborn errors of immunity (table S2)
(24–26). These findings suggest that at least
23 (3.5%) unrelated patients of the 659 patients
tested suffered from a deficiency at one of eight
loci among the 13 tested: four patients with a
known AR disorder (IRF7 or IFNAR1) (7, 15),
11 with a known AD disorder (TLR3, TICAM1,
TBK1, or IRF3) (6, 9, 12, 13, 20), and eight with
a previously unknown AD genetic disorder
(UNC93B1, IRF7, IFNAR1, or IFNAR2).

Impaired TLR3- and IRF7-dependent type I
immunity in patient cells in vitro
We tested cells from patients with selected
genotypes and showed that PHA-driven T cell
blasts (PHA-T cells) from patients with AR
or AD IRF7 deficiency had low levels of IRF7
expression (Fig. 4A). We then isolated circulat-
ing plasmacytoid dendritic cells (pDCs) from
a patient with AR IRF7 deficiency (fig. S9A)
(7). These cells were present in normal pro-
portions (fig. S9B), but they did not produce
any detectable type I or III IFNs in response to
SARS-CoV-2, as analyzed by cytometric bead

array (CBA), enzyme-linked immunosorbent
assay (ELISA), and RNA sequencing (RNA-
seq) (Fig. 4, B and C). We also showed that
PHA-T cells from a patient with AR IFN-a/b
receptor 1 (IFNAR1) deficiency had impaired
IFNAR1 expression and responses to IFN-a2 or
IFN-b, and that the patient’s SV40-transformed
fibroblast (SV40-Fib) cells did not respond to
IFN-a2 or IFN-b (Fig. 5). We then infected
TLR3−/−, TLR3+/−, IRF7−/− SV40-Fib cells, and
IRF7−/− SV40-Fib cells rescued with wild-type
(WT) IRF7; IFNAR1−/− SV40-Fib cells, and
IFNAR1−/− SV40-Fib cells rescued with WT
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Fig. 4. Type I IFN responses in patient cells defective for IRF7. (A) Levels
of the IRF7 protein in PHA-T cells from two patients with AR IRF7 deficiency
(P1 and P3), one patient with AD IRF7 deficiency (P2), and four healthy donors
(C1 to C4). Cells were either left untreated or stimulated with IFN-a2 for
24 hours, and protein levels were measured by Western blotting. MX1 was used
as a positive control for IFN-a2 treatment. (B) pDCs isolated from an AR IRF7-
deficient patient (P1) and a healthy donor (C1) were either left untreated or

infected with influenza A virus (IAV) or SARS-CoV-2, and RNA-seq was performed.
Genes with expression >2.5-fold higher or lower in C1 after infection are plotted
as the fold change in expression. Red dots are type I IFN genes; blue dots are type III
IFN genes. (C) pDCs isolated from healthy donor C and IRF7-deficient patient
(P1) were either left untreated (Medium) or infected with IAV or SARS-CoV-2,
and the production of IFN-a2 and IFN-l1 was measured by CBA and ELISA,
respectively, on the supernatant. ND, not detected.
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IFNAR1, all of which were previously trans-
duced with angiotensin-converting enzyme 2
(ACE2) and transmembrane protease, serine 2
(TMPRSS2). SARS-CoV-2 infection levels were
higher inmutant cells than in cells fromhealthy
donors, and transduction ofWT IRF7 or IFNAR1
rescued their defects (Fig. 6). Collectively, these
findings showed that AR IRF7 deficiency im-
paired the production of type I IFN by pDCs
stimulated with SARS-CoV-2, whereas AR and
AD deficiencies of TLR3 or AR deficiency of
IFNAR1 impaired fibroblast-intrinsic type I
IFN immunity to SARS-CoV2. They also sug-
gest that heterozygosity for LOF variations at
the other five mutated loci also underlie life-
threatening COVID-19.

Impaired production of type I IFNs in
patients in vivo

We tested whether these genotypes impaired
the production of type I IFN in vivo during the
course of SARS-CoV-2 infection. We measured
the levels of the 13 types of IFN-a in the blood
of patients during the acute phase of COVID-19.
We found that 10 of the 23 patients with
mutations for whom samples were available
(one with AR IRF7 deficiency, four with AD
IRF7 deficiency, one with AD TLR3 deficiency,
two with AD TBK1 deficiency, one with AR
IFNAR1 deficiency, and one with AD TICAM1
deficiency) had serum IFN-a levels <1 pg/ml

(Fig. 7). By contrast, previously published co-
horts of patients hospitalizedwith unexplained,
severe COVID-19 had various serum IFN-a
levels, significantly higher than our 10 patients
[one-way analysis of variance (ANOVA), P =
1.4 × 10−7; Fig. 7] (27, 28). Another 29 patients
from our cohort displaying auto-antibodies
(auto-Abs) against type I IFNs, reported in
an accompanying paper, had undetectable
levels of serum IFN-a (29). Moreover, none of
the 23 patients with LOF mutations of the
eight genes had detectable auto-Abs against
type I IFNs (29), strongly suggesting that the
two mechanisms of disease are similar but
independent. Excluding patients with auto-
Abs against type I IFN from the burden test
of pLOF variants at the 12 autosomal loci
strengthened the association signal (P = 0.007;
OR = 8.97; 95% CI = 1.13 to 71.09).

Inborn errors of TLR3- and IRF7-dependent
type I immunity underlie critical COVID-19

Collectively, our data suggest that at least 23 of
the 659 patients with life-threatening COVID-19
pneumonia studied had known (six disorders)
or new (four disorders) genetic defects at eight
loci involved in the TLR3- and IRF7-dependent
induction and amplification of type I IFNs.
This discovery reveals the essential role of
both the double-stranded RNA sensor TLR3
and type I IFN cell-intrinsic immunity in the

control of SARS-CoV-2 infection in the lungs,
consistent with their previously documented
roles in pulmonary immunity to influenza
virus (5–8). These genotypes were silent until
infectionwith SARS-CoV-2. Themost thought-
provoking examples are the AR deficiencies
of IRF7 and IFNAR1. AR IRF7 deficiency was
diagnosed in two individuals aged 49 and
50 years, and AR IFNAR1 deficiency was diag-
nosed in two individuals aged 26 and 38 years,
and none of the four patients had a prior
history of life-threatening infections (Table 1).
One patient with IRF7 deficiency was tested
and was seropositive for several common vi-
ruses, including various influenza A and B vi-
ruses (figs. S10 and S11). These genetic defects
therefore display incomplete penetrance for
influenza respiratory distress and only man-
ifested clinically upon infection with the more
virulent SARS-CoV-2.

Conclusion

The AR form of IFNAR1 deficiency highlights
the importance of type I IFN production rela-
tive to type III IFN production, which is also
impaired by defects of TLR3, IRF7, and IRF9
(5). This conclusion is also supported by our
accompanying report of neutralizing auto-Abs
against type I IFNs, but not type III IFNs, in
other patients with life-threatening COVID-19
pneumonia (29). Inborn errors of TLR3- and
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Fig. 5. Type I IFN responses in patient cells defective for IFNAR1. (A) FACS staining of IFNAR1 on the surface of PHA-T cells from a patient with AR IFNAR1
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IRF7-dependent type I IFN immunity at eight
loci were found in asmany as 23 patients (3.5%)
of various ages (17 to 77 years) and ancestries
(various nationalities from Asia, Europe, Latin
America, and the Middle East) and in patients
of both sexes (Table 1). Our findings suggest
that there may be mutations in other type I
IFN–related genes in other patients with life-
threatening COVID-19 pneumonia. They also
suggest that the administration of type I IFN
may be of therapeutic benefit in selected
patients, at least early in the course of SARS-
CoV-2 infection.

Methods
Patients

We included in this study 659 patients with
life-threatening COVID-19 pneumonia, defined
as patients with pneumonia who developed
critical disease, whether pulmonarywithmech-
anical ventilation (CPAP, BIPAP, intubation,
hi-flow oxygen), septic shock, or with any other
organ damage requiring admission to the
intensive care unit. Patients who developed
Kawasaki-like syndrome were excluded. The
age of the patients ranged from 0.1 to 99 years,
with a mean age of 51.8 years (SD 15.9 years),
and 25.5% of the patients were female. As con-
trols, we enrolled 534 individuals infected
with SARS-CoV-2 based on a positive poly-
merase chain reaction (PCR) and/or serologi-
cal test and/or the presence of typical symptoms
such as anosmia or ageusia after exposure to
a confirmed COVID-19 case, who remained
asymptomatic or developed mild, self-healing,
ambulatory disease.

Next-generation sequencing

GenomicDNAwas extracted fromwhole blood.
For the 1193 patients and controls included,
the whole exome (N = 687) or whole genome
(N = 506) was sequenced. We used the Ge-
nome Analysis Software Kit (GATK) (version
3.4-46 or 4) best-practice pipeline to analyze
our whole-exome–sequencing data (30). We
aligned the reads obtained with the human
reference genome (hg19) using the maximum
exact matches algorithm in Burrows–Wheeler
Aligner software (31). PCR duplicates were re-
moved with Picard tools (http://broadinstitute.
github.io/picard/). TheGATKbase quality score
recalibrator was applied to correct sequencing
artifacts.
All of the variants were manually curated

using Integrative Genomics Viewer (IGV) and
confirmed to affect the main functional pro-
tein isoform by checking the protein sequence
before inclusion in further analyzes. The main
functional protein isoforms were TLR3 (NM_
003265), UNC93B1 (NM_030930.4), TICAM1
(NM_182919), TRAF3 (NM_145725.2), TBK1
(NM_013254.4), IRF3 (NM_001571), IRF7 (NM_
001572.5), IFNAR1 (NM_000629.3), IFNAR2
(NM_001289125.3), STAT1 (NM_007315.4), STAT2
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Fig. 6. Cell-intrinsic type I IFN response to SARS-CoV-2. SV40-Fib cells of TLR3−/−, TLR3+/−, IRF7−/−,
and IRF7−/− SV40-Fib cells rescued with WT IRF7; IFNAR1−/− SV40-Fib cells, and IFNAR1−/− SV40-Fib cells
rescued with WT IFNAR1 were transduced with ACE2 and TMPRSS2 and then either left untreated or treated with
IFN-b for 4 hours. Cells were then infected with SARS-CoV-2 (MOI = 0.5). After staining, ACE2 and viral
S-protein levels were measured by high-content microscopy with gating on ACE2+ cells. IRF7-deficient
SV40-Fib cells were previously transduced with either WT IRF7 or negative control (Luc). IFNAR1-deficient
cells were previously transduced with either WT IFNAR1 or empty vector (EV).
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(NM_005419.4), and IRF9 (NM_006084.5).
The analysis of IKBKG was customized to un-
mask the duplicated region in IKBKG using a
specific pipeline previously described (32). We
searched the next-generation–sequencing data
for deletions in the 13 genes of interest using
both the HMZDelFinder (33) and CANOES
(34) algorithms.

Statistical analysis

We performed an enrichment analysis on our
cohort of 659 patients with life-threatening
COVID-19 pneumonia and 534 SARS-CoV2–
infected controls, focusing on 12 autosomal
IFN-related genes. We considered variants
that were pLOF with a MAF <0.001 (gnomAD
version 2.1.1) after experimentally demonstrat-
ing that all of the pLOF variants seen in the
cases were actually LOF. We compared the
proportion of individuals carrying at least
one pLOF variant of the 12 autosomal genes
in cases and controls by means of logistic re-
gression with the likelihood ratio test. We ac-

counted for the ethnic heterogeneity of the
cohorts by including the first three principal
components of the PCA in the logistic regres-
sion model. PC adjustment is a common and
efficient strategy for accounting for different
ancestries of patients and controls in the study
of rare variants (35–38). We checked that our
adjusted burden test was well calibrated by
also performing an analysis of enrichment in
rare (MAF <0.001) synonymous variants of the
12 genes. PCA was performed with Plink ver-
sion 1.9 software on whole-exome– and whole-
genome–sequencing data and the 1000 Genomes
(1kG) Project phase 3 public database as a
reference, using 27,480 exonic variants with a
MAF >0.01 and a call rate >0.99. The OR was
also estimated by logistic regression and ad-
justed for ethnic heterogeneity.

Reporter assays

Cell lines or SV40-Fib cells with known defects
were transiently or stably transfected with
WT, mutant variants, IFN-b- or ISRE-firefly

luciferase reporter, and pRL-TK-Renilla lucif-
erase reporter. Reporter activity wasmeasured
with the Dual-Luciferase Reporter Assay Sys-
tem (Promega) according to themanufacturer’s
instructions. Firefly luciferase activity was nor-
malized against Renilla luciferase activity and
expressed as a fold change. TRAF3-deficient
human embryonic kidney (HEK) 293T cells
were kindly provided by M. Romanelli (39).

pDC activation by SARS-CoV-2 and
cytokine production

pDCs from an IRF7−/− patient and a healthy
donor matched for age and sex were cultured
in the presence of medium alone, influenza
virus (A/PR/8/34, 2 mg/ml; Charles River Lab-
oratories), or the SARS-CoV-2 primary strain
220_95 (GISAID accession ID: EPI_ISL_469284)
at a multiplicity of infection (MOI) of 2. After
12 hours of culture, pDC supernatant was
collected for cytokine quantification. IFN-a2
levels were measured using CBA analyzis (BD
Biosciences) in accordance with the manu-
facturer’s protocol using a 20 pg/ml detection
limit. IFN-l1 secretion was measured in an
ELISA (R&D Systems, DuoSet DY7246), in ac-
cordance with the manufacturer’s instructions.

SARS-CoV-2 infection in patient SV40-Fib

To make patient-derived fibroblasts permis-
sive to SARS-CoV-2 infection, we delivered
human ACE2 and TMPRSS2 cDNA to cells by
lentivirus transductionusing amodifiedSCRPSY
vector (GenBank ID: KT368137.1). SARS-CoV-2
strain USA-WA1/2020 was obtained from BEI
Resources.ACE2/TMPRSS2-transducedcellswere
either left untreated or treated with 500 U/ml
IFN-b (11415-1, PBL Assay Science) 4 hours be-
fore infection. Cells were infected with SARS-
CoV-2 (MOI = 0.5) for 1 hour at 37°C. After
24 hours of infection, cells were fixed and
taken out of the BSL3 for staining.
After fixation, cells were stained with SARS-

CoV-2 and ACE2 primary antibodies (0.5 and
1 mg/ml, respectively). Primary antibodies were
as follows: for SARS-CoV-2, humanmonoclonal
anti-spike-SARS-CoV-2 C121 antibody (40), and
for ACE2,mousemonoclonal Alexa Fluor 488–
conjugated antibody (FAB9332G-100UG,R&DSys-
tems). Imageswere acquiredwith an ImageXpress
Micro XLS microscope (Molecular Devices)
using the 4× objective. MetaXpress software
(Molecular Devices) was used to obtain single-
cell mean fluorescence intensity (MFI) values.
Data analysis on single-cell MFI values was

done in the R environment (version 4.0.2).
ACE2/TMPRSS2-transduced cells were classi-
fied as ACE2 positive when the ACE2 log MFI
was superior to the log mean MFI of mock-
transduced cells plus 2.5 SDs. We excluded
all wells with <150 ACE2-positive cells before
SARS-CoV-2 scoring. ACE2-expressing cells
were classified SARS-CoV-2 positive when the
fluorescence intensity value was superior to
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Fig. 7. In vivo type I
IFN responses to
SARS-CoV-2 infections.
Plasma levels of 13 IFN-a
were measured by
Simoa. Auto-Ab(+) with-
out LOF variants indi-
cates COVID-19 patients
with neutralizing anti-IFN-
a auto-Abs in our
accompanying report
(29). P values indicated
were evaluated using
one-way ANOVA.
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the MFI of mock-infected cells plus 4 SDs.
The median SARS-CoV-2 MFI and percentage
SARS-CoV-2–positive cells were calculated for
each well (independent infection).

Single-molecule array (Simoa) IFN-a
digital ELISA

Serum IFN-a concentrations were deter-
mined using Simoa technology, with reagents
and procedures obtained from Quanterix Cor-
poration (Quanterix SimoaTM IFNa Reagent
Kit, Lexington, MA, USA). According to the
manufacturer’s instructions, the working dilu-
tions were 1:2 for all sera in working volumes
of 170 ml.
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Autoantibodies against type I IFNs in patients
with life-threatening COVID-19
Paul Bastard*† and Lindsey B. Rosen† et al.

INTRODUCTION: Interindividual clinical vari-
ability is vast in humans infected with
severe acute respiratory syndrome corona-
virus 2 (SARS-CoV-2), ranging from silent in-
fection to rapid death. Three risk factors for
life-threatening coronavirus disease 2019
(COVID-19) pneumonia have been identified—
being male, being elderly, or having other
medical conditions—but these risk factors
cannot explain why critical disease remains
relatively rare in any given epidemiological
group. Given the rising toll of the COVID-19
pandemic in terms ofmorbidity andmortality,
understanding the causes and mechanisms of
life-threatening COVID-19 is crucial.

RATIONALE: B cell autoimmune infectious
phenocopies of three inborn errors of cyto-

kine immunity exist, in which neutralizing
autoantibodies (auto-Abs) against interferon-g
(IFN-g) (mycobacterial disease), interleukin-6
(IL-6) (staphylococcal disease), and IL-17A and
IL-17F (mucocutaneous candidiasis) mimic the
clinical phenotypes of germline mutations of
the genes that encode the corresponding cyto-
kines or receptors. Human inborn errors of
type I IFNs underlie severe viral respiratory
diseases. Neutralizing auto-Abs against type I
IFNs, which have been found in patients with
a few underlying noninfectious conditions,
have not been unequivocally shown to un-
derlie severe viral infections. While search-
ing for inborn errors of type I IFN immunity
in patients with life-threatening COVID-19
pneumonia, we also tested the hypothesis
that neutralizing auto-Abs against type I IFNs

may underlie critical COVID-19. We searched
for auto-Abs against type I IFNs in 987 pa-
tients hospitalized for life-threatening COVID-
19 pneumonia, 663 asymptomatic or mildly
affected individuals infected with SARS-
CoV-2, and 1227 healthy controls from whom
samples were collected before the COVID-
19 pandemic.

RESULTS: At least 101 of 987 patients (10.2%)
with life-threatening COVID-19 pneumonia
had neutralizing immunoglobulin G (IgG)
auto-Abs against IFN-w (13 patients), against
the 13 types of IFN-a (36), or against both (52)
at the onset of critical disease; a few also had
auto-Abs against the other three individual
type I IFNs. These auto-Abs neutralize high
concentrations of the corresponding type I
IFNs, including their ability to block SARS-
CoV-2 infection in vitro. Moreover, all of the
patients tested had low or undetectable serum
IFN-a levels during acute disease. These auto-
Abs were present before infection in the
patients tested and were absent from 663
individuals with asymptomatic ormild SARS-
CoV-2 infection (P < 10−16). Theywere present
in only 4 of 1227 (0.33%) healthy individuals
(P < 10−16) before the pandemic. The patients
with auto-Abs were 25 to 87 years old (half
were over 65) and of various ancestries. No-
tably, 95 of the 101 patients with auto-Abs
were men (94%).

CONCLUSION:AB cell autoimmune phenocopy
of inborn errors of type I IFN immunity ac-
counts for life-threatening COVID-19 pneumo-
nia in at least 2.6% of women and 12.5% ofmen.
In these patients, adaptive autoimmunity im-
pairs innate and intrinsic antiviral immunity.
These findings provide a first explanation for
the excess of men among patients with life-
threatening COVID-19 and the increase in
risk with age. They also provide a means of
identifying individuals at risk of developing
life-threatening COVID-19 and ensuring their
enrolment in vaccine trials. Finally, they pave
the way for prevention and treatment, includ-
ing plasmapheresis, plasmablast depletion,
and recombinant type I IFNs not targeted by
the auto-Abs (e.g., IFN-b).▪
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life-threatening COVID-19
Paul Bastard1,2,3*†, Lindsey B. Rosen4†, Qian Zhang3‡, Eleftherios Michailidis5‡, Hans-Heinrich Hoffmann5‡,
Yu Zhang4‡, Karim Dorgham6‡, Quentin Philippot1,2‡, Jérémie Rosain1,2‡, Vivien Béziat1,2,3‡,
Jérémy Manry1,2, Elana Shaw4, Liis Haljasmägi7, Pärt Peterson7, Lazaro Lorenzo1,2, Lucy Bizien1,2,
Sophie Trouillet-Assant8,9, Kerry Dobbs4, Adriana Almeida de Jesus4, Alexandre Belot10,11,12, Anne Kallaste13,
Emilie Catherinot14, Yacine Tandjaoui-Lambiotte15, Jeremie Le Pen5, Gaspard Kerner1,2, Benedetta Bigio3,
Yoann Seeleuthner1,2, Rui Yang3, Alexandre Bolze16, András N. Spaan3,17, Ottavia M. Delmonte4,
Michael S. Abers4, Alessandro Aiuti18, Giorgio Casari18, Vito Lampasona18, Lorenzo Piemonti18, Fabio Ciceri18,
Kaya Bilguvar19, Richard P. Lifton19,20,21, Marc Vasse22, David M. Smadja23, Mélanie Migaud1,2,
Jérome Hadjadj24, Benjamin Terrier25, Darragh Duffy26, Lluis Quintana-Murci27,28, Diederik van de Beek29,
Lucie Roussel30,31, Donald C. Vinh30,31, Stuart G. Tangye32,33, Filomeen Haerynck34, David Dalmau35,
Javier Martinez-Picado36,37,38, Petter Brodin39,40, Michel C. Nussenzweig41,42, Stéphanie Boisson-Dupuis1,2,3,
Carlos Rodríguez-Gallego43,44, Guillaume Vogt45, Trine H. Mogensen46,47, Andrew J. Oler48, Jingwen Gu48,
Peter D. Burbelo49, Jeffrey I. Cohen50, Andrea Biondi51, Laura Rachele Bettini51, Mariella D'Angio51,
Paolo Bonfanti52, Patrick Rossignol53, Julien Mayaux54, Frédéric Rieux-Laucat24, Eystein S. Husebye55,56,57,
Francesca Fusco58, Matilde Valeria Ursini58, Luisa Imberti59, Alessandra Sottini59, Simone Paghera59,
Eugenia Quiros-Roldan60, Camillo Rossi61, Riccardo Castagnoli62, Daniela Montagna63,64,
Amelia Licari62, Gian Luigi Marseglia62, Xavier Duval65,66,67,68,69, Jade Ghosn68,69, HGID Lab§,
NIAID-USUHS Immune Response to COVID Group§, COVID Clinicians§, COVID-STORM Clinicians§,
Imagine COVID Group§, French COVID Cohort Study Group§, The Milieu Intérieur Consortium§,
CoV-Contact Cohort§, Amsterdam UMC Covid-19 Biobank§, COVID Human Genetic Effort§,
John S. Tsang70,71, Raphaela Goldbach-Mansky4, Kai Kisand7, Michail S. Lionakis4, Anne Puel1,2,3,
Shen-Ying Zhang1,2,3, Steven M. Holland4¶, Guy Gorochov6,72¶, Emmanuelle Jouanguy1,2,3¶,
Charles M. Rice5¶, Aurélie Cobat1,2,3¶, Luigi D. Notarangelo4¶, Laurent Abel1,2,3¶,
Helen C. Su4#, Jean-Laurent Casanova1,2,3,42,73*#

Interindividual clinical variability in the course of severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2) infection is vast. We report that at least 101 of 987 patients with life-threatening
coronavirus disease 2019 (COVID-19) pneumonia had neutralizing immunoglobulin G (IgG) autoantibodies
(auto-Abs) against interferon-w (IFN-w) (13 patients), against the 13 types of IFN-a (36), or against both
(52) at the onset of critical disease; a few also had auto-Abs against the other three type I IFNs. The
auto-Abs neutralize the ability of the corresponding type I IFNs to block SARS-CoV-2 infection in vitro. These
auto-Abs were not found in 663 individuals with asymptomatic or mild SARS-CoV-2 infection and were
present in only 4 of 1227 healthy individuals. Patients with auto-Abs were aged 25 to 87 years and 95 of
the 101 were men. A B cell autoimmune phenocopy of inborn errors of type I IFN immunity accounts for life-
threatening COVID-19 pneumonia in at least 2.6% of women and 12.5% of men.

M
ycobacteriosis, staphylococcosis, and
candidiasis can be driven by mono-
genic inborn errors of interferon-g
(IFN-g), interleukin-6 (IL-6), and IL-
17A and IL-17F, respectively, or they

can be driven by their genetically driven auto-
immune phenocopies, with the production of
neutralizing autoantibodies (auto-Abs) against
these cytokines (1–8). Type I IFNs, first de-
scribed in 1957, are ubiquitously expressed
cytokines that contribute to both innate im-
munity (through their secretion by plasma-
cytoid dendritic cells and other leukocytes)
and cell-intrinsic immunity (in most if not all
cell types) against viral infections (9–13). Their
receptors are ubiquitously expressed and trig-
ger the induction of IFN-stimulated genes
(ISGs) via phosphorylated STAT1-STAT2-IRF9

trimers (STAT, signal transducers and activa-
tors of transcription; IRF, interferon regula-
tory factor) (14). Neutralizing immunoglobulin
G (IgG) auto-Abs against type I IFNs can occur
in patients treated with IFN-a2 or IFN-b (15)
and exist in almost all patients with auto-
immune polyendocrinopathy syndrome type I
(APS-1) (16). They are also seen in womenwith
systemic lupus erythematosus (17).
These patients do not seem to suffer from

unusually severe viral infections, although hu-
man inborn errors of type I IFNs can underlie
severe viral diseases, both respiratory and
otherwise (18). In 1984, Ion Gresser described
a patient with unexplained auto-Abs against
type I IFNs suffering from severe chickenpox
and shingles (19, 20). More recently, auto-Abs
against type I IFNs have been found in a few

patients with biallelic, hypomorphic RAG1 or
RAG2 mutations and viral diseases including
severe chickenpox and viral pneumonias (21).
Our attentionwas drawn to three patients with
APS-1, with known preexisting anti–type I IFN
auto-Abs, who had life-threatening coronavirus
disease 2019 (COVID-19) pneumonia (22) (see
detailed case reports inMethods).While search-
ing for inborn errors of type I IFNs (18, 23), we
hypothesized that neutralizing auto-Abs against
type I IFNs might also underlie life-threatening
COVID-19 pneumonia.

Auto-Abs against IFN-a2 and/or IFN-w in
patients with critical COVID-19

We searched for auto-Abs against type I IFNs in
987 patients hospitalized for life-threatening
COVID-19 pneumonia. We also examined 663
individuals infected with severe acute respira-
tory syndrome coronavirus 2 (SARS-CoV-2)
presenting asymptomatic infection or mild
disease and 1227 healthy controls whose
samples were collected before the COVID-19
pandemic. Plasma or serum samples were
collected from patients with critical COVID-
19 during the acute phase of disease. Multiplex
particle-based flow cytometry revealed a high
fluorescence intensity (FI) (>1500) for IgG
auto-Abs against IFN-a2 and/or IFN-w in 135
patients (13.7%)with life-threatening COVID-19
(Fig. 1A). We found that 49 of these 135 pa-
tients were positive for auto-Abs against both
IFN-a2 and IFN-w, whereas 45 were positive
only for auto-Abs against IFN-a2, and 41 were
positive only for auto-Abs against IFN-w.
We also performed enzyme-linked immuno-

sorbent assay (ELISA), and the results ob-
tained were consistent with those obtained
with Luminex technology (fig. S1A). We found
that 11 and 14 of 23 patients tested had low
levels of IgM and IgA auto-Abs against IFN-w
and IFN-a2, respectively (Fig. 1B and fig. S1B).
Auto-Abs against type I IFNs were detected in
two unrelated patients for whomwe had plas-
ma samples obtained before SARS-CoV-2 in-
fection, which indicates that these antibodies
were present before SARS-CoV-2 infection and
were not triggered by the infection. As a con-
trol, we confirmed that all 25 APS-1 patients
tested had high levels of auto-Abs against IFN-
a2 and IFN-w (fig. S1C). Overall, we found that
135 of 987 patients (13.7%) with life-threatening
COVID-19 pneumonia had IgG auto-Abs against
at least one type I IFN.

The auto-Abs neutralize IFN-a2 and IFN-w in vitro

We then tested whether auto-Abs against IFN-
a2 and IFN-w were neutralizing in vitro. We
incubated peripheral blood mononuclear cells
(PBMCs) from healthy controls with 10 ng/mL
IFN-a2 or IFN-w in the presence of plasma
from healthy individuals or from patients
with auto-Abs. A complete abolition of STAT1
phosphorylation was observed in 101 patients
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with auto-Abs against IFN-a2 and/or IFN-w
(table S1). The antibodies detected were neu-
tralizing against both IFN-a2 and IFN-w in 52
of these 101 patients (51%), against only IFN-
a2 in 36 patients (36%), and against only IFN-
w in 13 patients (13%) at the IFN-a2 and IFN-w
concentrations tested (Fig. 1, C and D). IgG
depletion from patients with auto-Abs restored
normal pSTAT1 induction after IFN-a2 and
IFN-w stimulation, whereas the purified IgG
fully neutralized this induction (Fig. 1C and
fig. S1D). Furthermore, these auto-Abs neutral-
ized high amounts of IFN-a2 (fig. S1E) and
were neutralizing at high dilutions (Fig. 1E
and fig. S1F). Notably, 15 patients with life-
threatening COVID-19 and auto-Abs against
IFN-a2 and/or IFN-w also had auto-Abs against
other cytokines [IFN-g, granulocyte-macrophage
colony-stimulating factor (GM-CSF), IL-6, IL-10,
IL-12p70, IL-22, IL-17A, IL-17F, and/or tumor
necrosis factor–b (TNFb)], only three of which
(IL-12p70, IL-22, and IL-6) were neutralizing
(in four patients) (fig. S2, A to C). Similar
proportions were observed in the other co-
horts (fig. S2, D to L).
We also analyzed ISG induction after 2 hours

of stimulation with IFN-a2, IFN-b, or IFN-g in

the presence of plasma from healthy individ-
uals or from patients with auto-Abs. With plas-
ma from eight patients with auto-Abs against
IFN-a2, the induction of ISG CXCL10was abo-
lished after IFN-a2 stimulation butmaintained
after stimulation with IFN-g (Fig. 1F). We then
found that plasma from the five patients with
neutralizing auto-Abs neutralized the protec-
tive activity of IFN-a2 in Madin–Darby bovine
kidney (MDBK) cells infected with vesicular
stomatitis virus (VSV) (table S2). Overall, we
found that 101 of 987 patients (10.2%)—including
95 men (94%)—with life-threatening COVID-19
pneumonia had neutralizing IgG auto-Abs
against at least one type I IFN. By contrast,
auto-Abswere detected in only 4 of 1227 healthy
controls (0.33%) (Fisher exact test, P < 10−16)
and in none of the 663 patients with asymp-
tomatic or mild SARS-CoV-2 infection tested
(Fisher exact test, P < 10−16).

Auto-Abs against all 13 IFN-a subtypes in
patients with auto-Abs to IFN-a2

We investigated whether patients with neu-
tralizing auto-Abs against IFN-a2 only or those
with neutralizing auto-Abs against IFN-a2 and
IFN-w also had auto-Abs against the other 15

type I IFNs. ELISA showed that all patients
tested (N = 22) with auto-Abs against IFN-a2
also had auto-Abs against all 13 IFN-a sub-
types (IFN-a1, -a2, -a4, -a5, -a6, -a7, -a8, -a10,
-a13, -a14, -a16, -a17, and -a21), whereas only 2
of the 22 patients tested had auto-Abs against
IFN-b, 1 had auto-Abs against IFN-k, and 2
had auto-Abs against IFN-e (Fig. 2A). The
auto-Abs against IFN-b had neutralizing activ-
ity against IFN-b (Fig. 1D). We confirmed that
all of the patients had auto-Abs against all 13
subtypes of IFN-a by testing the same samples
using luciferase-based immunoprecipitation as-
say (LIPS) (Fig. 2B). For IFN-b, we also screened
the whole cohort in a multiplex assay. We
found that 19 of 987 (1.9%) patients had auto-
Abs against IFN-b and that all of themwere in
our cohort of severe COVID-19 individuals
with neutralizing auto-Abs against IFN-a and/
or IFN-w. Of these patients with auto-Abs
against IFN-b, only two were neutralizing
against IFN-b (Fig. 1, D and F).
Ten of the 17 genes encoding type I IFNs

(IFN-a2, -a5, -a6, a8, -a13, -a14, -a21, -b, -w, and
-k), have undergone strong negative selection,
which suggests that they play an essential role
in the general population. By contrast, the

Bastard et al., Science 370, eabd4585 (2020) 23 October 2020 2 of 12

1Laboratory of Human Genetics of Infectious Diseases, Necker Branch, INSERM U1163, Necker Hospital for Sick Children, Paris, France. 2University of Paris, Imagine Institute, Paris, France.
3St. Giles Laboratory of Human Genetics of Infectious Diseases, Rockefeller Branch, The Rockefeller University, New York, NY, USA. 4Laboratory of Clinical Immunology and Microbiology, Division of
Intramural Research, National Institute of Allergy and Infectious Diseases (NIAID), National Institutes of Health (NIH), Bethesda, MD, USA. 5Laboratory of Virology and Infectious Disease, The
Rockefeller University, New York, NY, USA. 6Sorbonne Université, INSERM, Centre d’Immunologie et des Maladies Infectieuses, (CIMI-Paris), Paris, France. 7Institute of Biomedicine and Translational
Medicine, University of Tartu, Tartu, Estonia. 8Hospices Civils de Lyon, Lyon Sud Hospital, Pierre-Bénite, France. 9International Center of Research in Infectiology, Lyon University, INSERM U1111,
CNRS UMR 5308, ENS, UCBL, Lyon, France. 10International Center of Research in Infectiology, Lyon University, INSERM U1111, CNRS UMR 5308, ENS, UCBL, Lyon, France. 11National Referee Centre
for Rheumatic and AutoImmune and Systemic Diseases in Children (RAISE), Lyon, France. 12Lyon Immunopathology Federation (LIFE), Hospices Civils de Lyon, Lyon, France. 13Internal Medicine
Clinic, Tartu University Hospital, Tartu, Estonia. 14Pneumology Department, Foch Hospital, Suresne, France. 15Avicenne Hospital, Assistance Publique Hôpitaux de Paris (AP-HP), Bobigny, INSERM
U1272 Hypoxia and Lung, Bobigny, France. 16Helix, San Mateo, CA, USA. 17Department of Medical Microbiology, University Medical Center Utrecht, Utrecht, Netherlands. 18IRCCS San Raffaele
Hospital and Vita-Salute San Raffaele University, Milan, Italy. 19Department of Genetics, Yale University School of Medicine, New Haven, CT, USA. 20Yale Center for Genome Analysis, Yale University
School of Medicine, New Haven, CT, USA. 21Laboratory of Human Genetics and Genomics, The Rockefeller University, New York, NY, USA. 22Service de Biologie Clinique and UMR-S 1176, Hôpital
Foch, Suresnes, France. 23INSERM UMR-S 1140, Biosurgical Research Laboratory (Carpentier Foundation), Paris University and European Georges Pompidou Hospital, Paris, France. 24Laboratory of
Immunogenetics of Pediatric Autoimmune Diseases, INSERM UMR 1163, University of Paris, Imagine Institute, Paris, France. 25Department of Internal Medicine, National Referral Center for Rare
Systemic Autoimmune Diseases, Assistance Publique Hôpitaux de Paris-Centre (APHP-CUP), University of Paris, Paris, France. 26Translational Immunology Laboratory, Institut Pasteur, Paris, France.
27Human Evolutionary Genetics Unit, Institut Pasteur, CNRS UMR 2000, 75015, Paris, France. 28Human Genomics and Evolution, Collège de France, Paris, France. 29Amsterdam UMC, University of
Amsterdam, Department of Neurology, Amsterdam Neuroscience, Amsterdam, Netherlands. 30Department of Medicine, Division of Infectious Diseases, McGill University Health Centre, Montréal,
Québec, Canada. 31Infectious Disease Susceptibility Program, Research Institute, McGill University Health Centre, Montréal, Québec, Canada. 32Garvan Institute of Medical Research, Darlinghurst
2010, NSW, Sydney, Australia. 33St Vincent’s Clinical School, Faculty of Medicine, University of New South Wales Sydney, Darlinghurst 2010, NSW, Australia. 34Department of Paediatric Immunology
and Pulmonology, Centre for Primary Immunodeficiency Ghent (CPIG), PID Research Laboratory, Jeffrey Modell Diagnosis and Research Centre, Ghent University Hospital, Ghent, Belgium.
35Infectious Diseases and HIV Service, Hospital Universitari Mutua Terrassa, Universitat de Barcelona, Fundació Docència i Recerca Mutua Terrassa, Terrassa, Barcelona, Catalonia, Spain. 36IrsiCaixa
AIDS Research Institute and Institute for Health Science Research Germans Trias i Pujol (IGTP), Badalona, Spain. 37Infectious Diseases and Immunity, Centre for Health and Social Care Research
(CESS), Faculty of Medicine, University of Vic-Central University of Catalonia (UVic-UCC), Vic, Spain. 38Catalan Institution for Research and Advanced Studies (ICREA), Barcelona, Spain. 39Science
for Life Laboratory, Department of Women's and Children's Health, Karolinska Institutet, Karolinska, Sweden. 40Department of Pediatric Rheumatology, Karolinska University Hospital, Karolinska,
Sweden. 41Laboratory of Molecular Immunology, The Rockefeller University, New York, NY, USA. 42Howard Hughes Medical Institute, New York, NY, USA. 43Department of Immunology, Hospital
Universitario de Gran Canaria Dr. Negrín, Canarian Health System, Las Palmas de Gran Canaria, Spain. 44Department of Clinical Sciences, University Fernando Pessoa Canarias, Las Palmas de Gran
Canaria, Spain. 45Neglected Human Genetics Laboratory, INSERM, University of Paris, Paris, France. 46Department of Infectious Diseases, Aarhus University Hospital, Skejby, Denmark. 47Department
of Biomedicine, Aarhus University, Aarhus, Denmark. 48Bioinformatics and Computational Biosciences Branch, Office of Cyber Infrastructure and Computational Biology, NIAID, NIH, Bethesda, MD,
USA. 49Division of Intramural Research, National Institute of Dental Craniofacial Research (NIDCR), NIH, Bethesda, MD, USA. 50Laboratory of Infectious Diseases, Division of Intramural Research,
NIAID, NIH, Bethesda, MD, USA. 51Pediatric Department and Centro Tettamanti-European Reference Network PaedCan, EuroBloodNet, MetabERN-University of Milano-Bicocca-Fondazione MBBM-
Ospedale, San Gerardo, Monza, Italy. 52Department of Infectious Diseases, San Gerardo Hospital - University of Milano-Bicocca, Monza, Italy. 53University of Lorraine, Plurithematic Clinical
Investigation Centre INSERM CIC-P 1433, INSERM U1116, CHRU Nancy Hopitaux de Brabois, F-CRIN INI-CRCT (Cardiovascular and Renal Clinical Trialists), Nancy, France. 54Intensive Care Unit, Pitié-
Salpétrière Hospital, Paris University, AP-HP, Paris, France. 55Department of Clinical Science and K.G. Jebsen Center for Autoimmune Disorders, University of Bergen, Bergen, Norway. 56Department
of Medicine, Haukeland University Hospital, Bergen, Norway. 57Department of Medicine (Solna), Karolinska Institutet, Stockholm, Sweden. 58Human Molecular Genetics Laboratory, Institute of
Genetics and Biophysics, “A. Buzzati-Traverso” Consiglio Nazionale delle Ricerche, Naples, Italy. 59Centro di Ricerca Emato-oncologica AIL (CREA) Laboratory, Diagnostic Department, ASST Spedali
Civili di Brescia, Brescia, Italy. 60Department of Infectious and Tropical Diseases, University of Brescia and ASST Spedali di Brescia, Brescia, Italy. 61Direzione Sanitaria, ASST Spedali Civili di Brescia,
Brescia, Italy. 62Department of Pediatrics, Fondazione IRCCS Policlinico San Matteo, University of Pavia, Pavia, Italy. 63Laboratory of Immunology and Transplantation, Fondazione IRCCS Policlinico
San Matteo, Pavia, Italy. 64Department of Clinical, Surgical, Diagnostic and Pediatric Sciences, University of Pavia, Pavia, Italy. 65INSERM CIC 1425, Paris, France. 66AP-HP, University Hospital of
Bichat, Paris, France. 67University Paris Diderot, Paris 7, UFR de Médecine-Bichat, Paris, France. 68Infection, Antimicrobials, Modelling, Evolution (IAME), INSERM, UMRS1137, University of Paris,
Paris, France. 69AP-HP, Bichat Claude Bernard Hospital, Infectious and Tropical Diseases Department, Paris, France. 70Center for Human Immunology, NIH, Bethesda, MD, USA. 71Multiscale Systems
Biology Section, Laboratory of Immune System Biology, NIAID, NIH, Bethesda, MD, USA. 72Département d’Immunologie, AP-HP, Hôpital Pitié-Salpétrière, Paris, France. 73Pediatric Hematology and
Immunology Unit, Necker Hospital for Sick Children, AP-HP, Paris, France.
*Corresponding author. Email: jean-laurent.casanova@rockefeller.edu (J.-L.C.); paul.bastard@institutimagine.org (P.B.)
†These authors contributed equally to this work.
‡These authors contributed equally to this work.
§All collaborators and their affiliations appear at the end of this paper.
¶These authors contributed equally to this work.
#These authors contributed equally to this work.

RESEARCH | RESEARCH ARTICLE



Bastard et al., Science 370, eabd4585 (2020) 23 October 2020 3 of 12

Fig. 1. Neutralizing auto-Abs against IFN-a2 and/or IFN-w in patients with
life-threatening COVID-19. (A) Multiplex particle-based assay for auto-Abs
against IFN-a2 and IFN-w in patients with life-threatening COVID-19 (N = 782), in
patients with asymptomatic or mild SARS-CoV-2 infection (N = 443), and in
healthy controls not infected with SARS-CoV-2 (N = 1160). (B) Anti–IFN-w Ig
isotypes in 23 patients with life-threatening COVID-19 and auto-Abs to type I
IFNs. (C) Representative fluorescence-activated cell sorting (FACS) plots
depicting IFN-a2– or IFN-w–induced pSTAT1 in healthy control cells (gated on
CD14+ monocytes) in the presence of 10% healthy control or anti–IFN-a2 or
anti–IFN-w auto-Abs–containing patient plasma (top panel) or an IgG-depleted
plasma fraction (bottom panel). Max, maximum; neg, negative; pos, positive;
NS, not stimulated. (D) Plot of anti–IFN-a2 auto-Ab levels against their

neutralization capacity. The stimulation index (stimulated over unstimulated
condition) for the plasma from each patient was normalized against that of healthy
control plasma from the same experiment. Spearman’s rank correlation coefficient =
−0.6805; P < 0.0001. (E) Median inhibitory concentration (IC50) curves
representing IFN-a2– and IFN-w–induced pSTAT1 levels in healthy donor cells
in the presence of serial dilutions of patient plasma. The stimulation index
(stimulated over unstimulated condition) for patient plasma was normalized
against that of 10% healthy control plasma. IFN-a2: IC50 = 0.016%, R2 = 0.985;
IFN-w: IC50 = 0.0353%, R2 = 0.926. R2, coefficient of determination. (F) Neutralizing
effect on CXLC10 induction, after stimulation with IFN-a2, IFN-b, or IFN-g, in the
presence of plasma from healthy controls (N = 4), patients with life-threatening
COVID-19 and auto-Abs against IFN-a2 (N = 8), and APS-1 patients (N = 2).
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other seven IFN loci in the human genome
often carry loss-of-function alleles (24). More-
over, the 13 IFN-a subtypes and IFN-w are
more-closely related to each other than they
are to the other three IFNs (IFN-b, IFN-e, and
IFN-k), which are structurally and phyloge-
netically more distant (Fig. 2C). Thus, all
patients with neutralizing auto-Abs against
IFN-a2 that we tested (N = 22) had auto-Abs
against all 13 IFN-a subtypes, and 3 of the 22
patients tested (14%) had auto-Abs against
14 or more type I IFNs.

The auto-Abs neutralize IFN-a2 against
SARS-CoV-2 in vitro and IFN-a in vivo

Plasma from eight patients with neutralizing
auto-Abs against type I IFN also neutralized
the ability of IFN-a2 to block the infection of

Huh7.5 cells with SARS-CoV-2 (Fig. 3A). Plas-
ma from two healthy controls or from seven
SARS-CoV-2–infected patients without auto-
Abs did not block the protective action of IFN-
a2 (Fig. 3A and fig. S3A). These data provide
compelling evidence that the patients’ blood
carried sufficiently large amounts of auto-Abs
to neutralize the corresponding type I IFNs and
block their antiviral activity in vitro, including
that against SARS-CoV-2.
We also found that all 41 patients with neu-

tralizing auto-Abs against the 13 types of IFN-a
tested had low (one patient) or undetectable
(40 patients) levels of the 13 types of IFN-a in
their plasma during the course of the disease
(Fig. 3B) (25, 26). Type I IFNsmay be degraded
and/or bound to the corresponding circulating
auto-Abs. The presence of circulating neutral-

izing auto-Abs against IFN-a is, therefore,
strongly associatedwith low serum IFN-a levels
(Fisher exact test, P < 10−6). Consistently in
patients with neutralizing auto-Abs against
IFN-a2, the baseline levels of type I IFN–
dependent transcripts were low, whereas they
were normal for nuclear factor kB (NF-kB)–
dependent transcripts (Fig. 3C and fig. S3B).
Overall, our findings indicate that the auto-
Abs against type I IFNs present in patients
with life-threatening COVID-19 were neu-
tralizing in vitro and in vivo.

Pronounced excess of men in patients with
auto-Abs against type I IFNs

There was a pronounced excess ofmale patients
(95 of 101; 94%) with critical COVID-19 pneu-
monia and neutralizing auto-Abs against type I
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Fig. 2. Auto-Abs against the different type I IFN subtypes. (A) ELISA for
auto-Abs against the 13 different IFN-a subtypes, IFN-w, IFN-b, IFN-k, and IFN-e
in patients with life-threatening COVID-19 and auto-Abs against IFN-a2 (N = 22),
APS-1 patients (N = 2), and healthy controls (N = 2). (B) LIPS for the 12 different
IFN-a subtypes tested in patients with auto-Abs against IFN-a2 (N = 22) and

healthy controls (N = 2). (C) Neighbor-joining phylogenetic tree of the 17 human
type I IFN proteins. Horizontal branches are drawn to scale (bottom left, number
of substitutions per site). Thinner, intermediate, and thicker internal branches
have bootstrap support of <50, ≥50, and >80%, respectively. The bootstrap
value for the branch separating IFN-w from all IFN-a subtypes is 100%.
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IFNs. This proportion of males was higher than
that observed in patients with critical COVID-19
without auto-Abs (75%; Fisher exact test, P =
2.5 × 10−6), and the proportionwasmuch higher
than that in male patients in the asymptomatic

or pauci-symptomatic cohort (28%; Fisher exact
test, P < 10−6) (Table 1, Fig. 4A, and fig. S4A).
Further evidence for X-chromosome linkage
was provided by the observation that one
of the seven women with auto-Abs and life-

threatening COVID-19 had X chromosome–
linked incontinentia pigmenti (IP), in which
cells activate only a single X chromosome (cells
having activated the X chromosome bearing
the null mutation inNEMO dying in the course
of development) (27). The prevalence of auto-
Abs against type I IFNs in the general pop-
ulationwas estimated at 0.33% (0.015 to 0.67%)
in a sample of 1227 healthy individuals—a value
much lower than that in patients with life-
threatening COVID-19 pneumonia, by a factor
of at least 15.
The patients with auto-Abs were also slightly

older than the rest of our cohort (49.5% of
patients positive for auto-Abswere over 65 years
of age versus 38% for the rest of the cohort;
P = 0.024), which suggests that the frequency
of circulating anti–type I IFNs auto-Abs in-
creaseswith age (Table 1 andFig. 4B).However,
auto-Abs were found in patients aged from
25 to 87 years (fig. S4B). Principal components
analysis (PCA) was performed on data from
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Fig. 3. Enhanced SARS-CoV-2 replication, despite the presence of IFN-a2,
in the presence of plasma from patients with auto-Abs against IFN-a2 and
low in vivo levels of IFN-a. (A) SARS-CoV-2 replication—measured 24 hours
(left) and 48 hours (right) after infection—in Huh7.5 cells treated with IFN-a2 in the
presence of plasma from patients with life-threatening COVID-19 and neutralizing auto-
Abs against IFN-a2 (N = 8); a commercial anti–IFN-a2 antibody; or control plasma
(N = 2). (B) IFN-a levels in the plasma or serum of patients with neutralizing auto-Abs

(N = 41), healthy controls (N = 5), COVID-19 patients without auto-Abs (N = 21), and
patients with life-threatening COVID-19 and loss-of-function (LOF) variants (N = 10),
as assessed by Simoa ELISA. (C) z-scores for type I IFN gene responses in whole
blood of COVID-19 patients with (N = 8) or without (N = 51) neutralizing auto-Abs, or
healthy uninfected controls (N = 22). The median ± interquartile range is shown.
z-scores were significantly lower for patients with neutralizing auto-Abs compared with
patients without auto-Abs (Mann-Whitney test, P = 0.01).

Table 1. Sex and age distribution of patients with critical COVID-19 with and without auto-Abs. Ages
and sexes of the patients and controls and information about auto-Abs against IFN-a2 and IFN-w, presented by
age and sex. Dashes in rightmost column indicate data not available. OR, odds ratio; CI, confidence interval.

Life-threatening
COVID-19

N total
N auto-Abs positive

(percentage)
OR [95% CI] P value*

Sex
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Female 226 6 (2.6%) 1 –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Male 761 95 (12.5%) 5.22 [2.27 – 14.80] 2.5 × 10−6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Age
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

<65 years 602 51 (8.5%) 1 –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥65 years 385 50 (13.0%) 1.61 [1.04 – 2.49] 0.024
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

*P values were derived from Fisher’s exact test, as implemented in R (https://cran.r-project.org/).
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49 patients: 34 Europeans, 5 North Africans,
4 sub-Saharan Africans, 2 patients from the
Middle East, 2 South Asians, 1 East Asian,
and 1 South American (Fig. 4C). Large-scale
studies will be required to determine the fre-
quency of such auto-Abs in humans of differ-
ent sexes, ages, and ancestries. Finally, the
presence of auto-Abs was associated with a
poor outcome, with death occurring in 37 of
the 101 patients (36.6%) (table S1).

Neutralizing auto-Abs to type I IFNs are
causative of critical COVID-19

There are multiple lines of evidence to suggest
that the neutralizing auto-Abs against type I
IFNs observed in these 101 patients preceded
infection with SARS-CoV-2 and accounted for
the severity of disease. First, the two patients
for whom testingwas performed before COVID-
19 were found to have auto-Abs before infec-
tion. Second, three patients with APS-1 known
to have neutralizing auto-Abs against type I
IFN immunity before infection also had life-
threatening COVID-19 (22) (supplementary
methods). Third, we screened a series of 32
women with IP and found that a quarter of
them had auto-Abs against type I IFNs, in-
cluding one who developed critical COVID-19
(fig. S1C). Fourth, there is a marked bias in
favor of men, which suggests that the produc-
tion of auto-Abs against type I IFNs—whether

driven by germ line or somatic genome—may
be X chromosome–linked and therefore pre-
existing to infection.
Moreover, IFN-a subtypes were undetect-

able during acute disease in the blood of
patients with auto-Abs against IFN-a, which
suggests a preexisting or concomitant biolog-
ical impact in vivo. It is also unlikely that
patients could break self-tolerance and mount
high titers of neutralizing IgG auto-Abs against
type I IFN within only 1 or even 2 weeks of
infection. Finally, inborn errors of type I IFNs
underlying life-threatening COVID-19 in other
previously healthy adults—including autosomal
recessive IFN-a/b receptor subunit 1 (IFNAR1)
deficiency—have also been reported in an ac-
companying paper (18). Collectively, these find-
ings suggest that auto-Abs against type I IFNs
are a cause and not a consequence of severe
SARS-Cov-2 infection, although their titers and
affinity may be enhanced by the SARS-CoV-2–
driven induction of type I IFNs. They also pro-
vide an explanation for the major sex bias seen
in patients with life-threatening COVID-19 and
perhaps also for the increase in risk with age.

Conclusion

We report here that at least 10% of patients
with life-threatening COVID-19 pneumonia
have neutralizing auto-Abs against type I IFNs.
With our accompanying description of patients

with inborn errors of type I IFNs and life-
threatening COVID-19 (18), this study high-
lights the crucial role of type I IFNs in protective
immunity against SARS-CoV-2. These auto-Abs
against type I IFNs were clinically silent until
the patients were infected with SARS-CoV-2—
a poor inducer of type I IFNs (28)—which sug-
gests that the small amounts of IFNs induced
by the virus are important for protection against
severe disease. The neutralizing auto-Abs
against type I IFNs, like inborn errors of type I
IFN production, tip the balance in favor of the
virus, which results in devastating disease with
insufficient, and even perhaps deleterious, in-
nate and adaptive immune responses.
Our findings have direct clinical implica-

tions. First, SARS-CoV-2–infected patients can
be screened to identify individuals with auto-
Abs at risk of developing life-threatening
pneumonia. Such patients recovering from
life-threatening COVID-19 should also be ex-
cluded from donating convalescent plasma for
ongoing clinical trials, or at least they should
be tested before their plasma donations are
accepted (29). Second, this finding paves the
way for preventive or therapeutic intervention,
including plasmapheresis, monoclonal Abs de-
pleting plasmablasts, and the specific inhibi-
tion of type I IFN–reactive B cells (30). Finally, in
this patient group, early treatment with IFN-a
is unlikely to be beneficial; however, treatment
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Fig. 4. Demographic and ethnic information about the patients and
controls. (A) Gender distribution in patients with life-threatening COVID-19
and auto-Abs to type I IFNs, patients with life-threatening COVID-19 and
without auto-Abs to type I IFNs, and individuals with asymptomatic or mild
SARS-CoV-2. (B) Age distribution in patients with life-threatening COVID-19

and auto-Abs to type I IFNs, patients with life-threatening COVID-19 and
without auto-Abs to type I IFNs, and individuals with asymptomatic or mild
SARS-CoV-2. yo, years old. (C) PCA on 49 patients with life-threatening
COVID-19 and auto-Abs against type I IFNs. EUR, Europeans; AFR, Africans;
EAS, East-Asians.
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with injected or nebulized IFN-b may have
beneficial effects, as auto-Abs against IFN-b
appear to be rare in patients with auto-Abs
against type I IFNs.

Materials and methods
Subjects and samples

We enrolled 987 patients with proven life-
threatening (critical) COVID-19, 663 asympto-
matic or pauci-symptomatic individuals with
proven COVID-19, and 1227 healthy controls
in this study. All subjects were recruited fol-
lowing protocols approved by local Institutional
Review Boards (IRBs). All protocols followed
local ethics recommendations and informed
consent was obtained when required.
COVID-19 disease severity was assessed in

accordance with the Diagnosis and Treatment
Protocol for Novel Coronavirus Pneumonia.
The term life-threatening COVID-19 pneu-
monia describes pneumonia in patients with
critical disease, whether pulmonary, with
mechanical ventilation [continuous positive
airway pressure (CPAP), bilevel positive air-
way pressure (BIPAP), intubation, or high-flow
oxygen], septic shock, or damage to any other
organ requiring admission in the intensive care
unit (ICU). The individuals with asymptomatic
or mild SARS-CoV-2 infection were individuals
infected with SARS-CoV-2 who remained asy-
mptomatic or developedmild, self-healing, am-
bulatory diseasewith no evidence of pneumonia.
The healthy controls were individuals who
had not been exposed to SARS-CoV-2.
Plasma and serum samples from the patients

and controls were frozen at −20°C immediately
after collection. The fluid-phase LIPS assay was
used todetermine the levels of antibodies against
the SARS-CoV-2 nucleoprotein and spike pro-
tein, as has been previously described (31).

Detection of anti-cytokine auto-Abs
Multiplex particle-based assay

Serum and plasma samples were screened
for auto-Abs against 18 targets in a multiplex
particle-based assay, in which magnetic beads
with differential fluorescence were covalently
coupled to recombinant humanproteins. Patients
with an FI of >1500 for IFN-a2 or IFN-b or
>1000 for IFN-w were tested for blocking activ-
ity, aswere patients positive for another cytokine.

ELISA

ELISA was performed as previously described
(5). In brief, ELISA plates were coated with
recombinant human interferon-a (rhIFN-a)
or rhIFN-w and incubated with 1:50 dilu-
tions of plasma samples from the patients or
controls. A similar protocol was used when
testing for 12 subtypes of IFN-a.

LIPS

Levels of auto-Abs against IFN-a subtypes were
measured with LIPS, as previously described

(32). IFN-a1, IFN-a2, IFN-a4, IFN-a5, IFN-a6,
IFN-a7, IFN-a8, IFN-a10, IFN-a14, IFN-a16,
IFN-a17, and IFN-a21 sequences were trans-
fected inHEK293 cells, and the IFN-a-luciferase
fusion proteins were collected in the tissue
culture supernatant. For autoantibody screen-
ing, serum samples were incubated with
protein G agarose beads, and we then added
2 × 106 luminescence units (LU) of antigen
and incubated. Luminescence intensity was
measured. The results are expressed in arbi-
trary units (AU), as a fold-difference relative to
the mean of the negative control samples.

Functional evaluation of anti-cytokine auto-Abs

The blocking activity of anti–IFN-a and anti–
IFN-w auto-Abs was determined by assessing
STAT1 phosphorylation in healthy control cells
after stimulation with the appropriate cyto-
kines in the presence of 10% healthy control or
patient serum or plasma.
We demonstrated that the IFN-a and IFN-w

blocking activity observedwas due to auto-Abs
and not another plasma factor, by depleting
IgG from the plasmawith a protein G column
Without eluting the IgG, the flow-through
fraction (IgG-depleted) was then collected and
compared with total plasma in the phospho-
STAT1 assay.
The blocking activity of anti–IFN-g, –GM-

CSF, –IFN-l1, –IFN-l2, –IFN-l3, –IL-6, –IL-10,
–IL-12p70, –IL-22, –IL-17A, –IL-17F, -TNFa, and
-TNFb antibodies was assessed with the
assays outlined in table S3, as previously
reported (21).
For the neutralization of ISG induction,

PBMCs were left unstimulated or were stimu-
lated for 2 hourswith 10 ng/mL IFN-a or 10 ng/
mL IFN-g in a final volume of 100 mL. Real-
time quantitative polymerase chain reaction
(RT-qPCR) analysis was performed with Ap-
plied Biosystems Taqman assays for CXCL10,
and the b-glucuronidase (GUS) housekeeping
gene for normalization. Results are expressed
according to the DDCtmethod, as described by
the manufacturer’s kit.

Phylogenetic reconstruction

Protein sequences were aligned with the online
version of MAFFT v7.471 software (33), using
the L-INS-i strategy (34) and the BLOSUM62
scoring matrix for amino acid substitutions.
Phylogenetic tree reconstructionwasperformed
by the neighbor-joining method (35) with the
substitutionmodel (36). Low-confidencebranches
(<50%) are likely to be due to gene conversion
events between IFNA genes, as previously re-
ported (24, 37). The tree was then visualized
(38). Very similar results were obtained with
the corresponding DNA sequences (37, 39).

Statistical analysis

Comparison of proportions were performed
using a Fisher exact test, as implemented in R

(https://cran.r-project.org/). PCA was performed
with Plink v1.9 software on whole-exome and
whole-genome sequencing data with the 1000
Genomes (1kG) Project phase 3 public data-
base as a reference.

Simoa

Serum IFN-a concentrations were determined
with Simoa technology, as previously described
(40, 41), with reagents and procedures ob-
tained from the Quanterix Corporation.

VSV assay

The seroneutralization assay was performed
as previously described (42). In brief, the incu-
bation of IFN-a2withMDBK cells protects the
cultured cells against the cytopathic effect of
VSV. The titer of anti–IFN-a antibodies was
defined as the last dilution causing 50% cell
death.

SARS-CoV-2 experiment

SARS-CoV-2 strainUSA-WA1/2020wasobtained
from BEI Resources and amplified in Huh7.5
hepatoma cells at 33°C. Viral titers were mea-
sured on Huh7.5 cells in a standard plaque
assay. Plasma samples or a commercial anti–
IFN-a2 antibody were serially diluted and
incubated with 20 pM recombinant IFN-a2
for 1 hour at 37°C (starting concentrations:
plasma samples = 1/100 and anti–IFN-a2
antibody = 1/1000). The cell culture me-
dium was then removed and replaced with
the plasma– or antibody–IFN-a2 mixture. The
plates were incubated overnight, and the
plasma– or antibody–IFN-a2 mixture was
removed by aspiration. The cells were washed
once with phosphate-buffered saline (PBS) to
remove potential anti–SARS-CoV-2 neutral-
izing antibodies, and fresh mediumwas then
added. Cells were then infected with SARS-
CoV-2 by directly adding the virus to the wells.
Cells infected at a high multiplicity of infec-
tion (MOI)were incubated at 37°C for 24 hours,
whereas cells infected at a low MOI were
incubated at 33°C for 48 hours. The cells
were fixed with 7% formaldehyde, stained for
SARS-CoV-2 with an anti-N antibody, imaged,
and analyzed as previously described (43).

Nanostring

For the NanoString assay, total RNA was ex-
tracted from whole blood samples collected in
PaxGene tubes. The expression of selected
genes was determined by NanoString meth-
ods and a 28-gene type I IFN score was calcu-
lated (44).
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Design of higher valency in covalent
organic frameworks
Cornelius Gropp, Tianqiong Ma, Nikita Hanikel, Omar M. Yaghi*

INTRODUCTION: Valency is the connectivity
of building units in reticular frameworks.
Although metal-organic frameworks (MOFs)
are known to have valencies of 3 to 24, co-
valent organic frameworks (COFs) are limited
to the lower valencies of 3 and 4, principally
owing to the heavy reliance of organic chem-
istry on sp2 and sp3 hybridization. We show
that the diversity of COFs can be increased by
finding new ways of linking simple organic
molecules into building units of higher and
even infinite valencies.

RATIONALE: Now, COFs are made by connect-
ing preformed trigonal-planar, square-planar,
and tetrahedral organic building units with
linkages of low valency. Our strategy is to im-
plement higher valency in COFs by designing
molecules capable of forming higher-valency
linkages through clustering. This is difficult to
achieve by conventional organic methods. We
therefore relied on the isoelectronic replace-
ment of carbon-group elements by boron and
phosphorus and demonstrated the feasibility
of this chemistry by using borophosphonate

for the silicate cube motif. We designed simple
organic BPA linkers (BPA-1 to 5) based on
boron and phosphorus, which self-condensed
into cubic units and polycubane COFs of
valency 8. The versatility of this chemistry
was further exploited by cleaving the cubes in
the polycubane COFs, leading to structures
with rod units of infinite valency.

RESULTS: The BPA-1 linker combines a boronic
acid and a phosphonic acid functionality
in a single molecule, which was converged
into the boron-phosphorus (BP) cube of a
reticulated polycubane BP-COF-1. Specifi-
cally, eight BPA-1 linkers self-condensed to
form the BP cube with the elimination of eight
water molecules per cube. The crystallization
of BP-COF-1was realized throughmicroscopic
reversibility: The polarized B–O–P linkage can
dynamically form and break at the B–O bond.
This constituted new chemistry whereby sim-
ple linkers converged into frameworks com-
posed of higher-valency clusters. The versatility
of this strategy was demonstrated by the suc-
cessful crystallization of isoreticular polycubane
structures, BP-COF-2 to 5 from the BPA-2 to
5 linkers. This series of functionalized and ex-
panded polycubane structures exhibited per-
manent porosity. We found that upon addition
of acid to BP-COF-1, eight B–O bonds per cube
were cleaved and rearranged into BP-COF-6,
which exhibits rods of infinite valency. The
structure of BP-COF-6 was obtained from
single-crystal x-ray diffraction, making it
one of the few COFs grown as large crystals.
It revealed infinite B–O–P rods linked by
phenyl units to form layers, which in the
crystal were joined by interstitial water mole-
cules acting to stabilize an otherwise unusual
rod-within-layer arrangement.

CONCLUSION: The chemistry of BPA linkers
and their demonstrated ability to form cubes
and higher-valency structures expand the scope
of COFs. In essence, BPA linkers were indis-
pensable in making linkages in the form of
cubes and rods of higher valency and their
corresponding extended BP-COF structures,
thereby opening opportunities for the diver-
sification of COFs through clustering of organic
molecules based on sp2 and sp3-hybridized
atoms. The extension of this approach to COFs
containing combinations of different shapes
promises to uncover what we anticipate is a
large, untapped structure space.▪
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Design of higher valency in COFs from single organic linkers. (A) BPA linkers (BPA-1 to 5) combine a
boronic and a phosphonic acid functionality in a single molecule. (B and C) Self-condensation of BPA-1
(B) afforded BP cubes of valency 8 (C) and their reticulated polycubane BP-COF-1. Isoreticular forms
(BP-COF-2 to 5) demonstrated the versatility of this chemistry. (D) Upon addition of acid, BP-COF-1 rearranged
into the layered BP-COF-6, which exhibits rods of infinite valency.
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FRAMEWORK MATERIALS

Design of higher valency in covalent
organic frameworks
Cornelius Gropp1,2, Tianqiong Ma1,2, Nikita Hanikel1,2, Omar M. Yaghi1,2*

The valency (connectivity) of building units in covalent organic frameworks (COFs) has been primarily
3 and 4, corresponding to triangles and squares or tetrahedrons, respectively. We report a strategy
for making COFs with valency 8 (cubes) and “infinity” (rods). The linker 1,4-boronophenylphosphonic acid—
designed to have boron and phosphorus as an isoelectronic combination of carbon-group elements—was
condensed into a porous, polycubane structure (BP-COF-1) formulated as (–B4P4O12–)(–C6H4–)4. It was
characterized by x-ray powder diffraction techniques, which revealed cubes linked with phenyls. The
isoreticular forms (BP-COF-2 to 5) were similarly prepared and characterized. Large single crystals of
a constitutionally isomeric COF (BP-COF-6), composed of rod units, were also synthesized using the
same strategy, thus propelling COF chemistry into a new valency regime.

T
he development of metal-organic frame-
works (MOFs) andcovalent organic frame-
works (COFs) through reticular chemistry
has extended metal-complex and organic
chemistries to infinite two- and three-

dimensional (2D and 3D) forms (1–6). The
extensive diversity and multiplicity of MOFs
are fueled by the variety of valency (connec-
tivity) imparted by their building units. These
range from 3 to 24 for discrete units and “in-
finity” for 1D rods; all are multimetallic enti-
ties that, when linked with organics, lead to a
vast MOF structure space (7). By contrast, the
building units in COFs, with few exceptions
(8), have been entirely based on the valency of
3 and 4, and there are no reports of any in-
finite dimensionality components linked with
organics. This more limited scope of COF chem-
istry is evidenced by only 18 different structure
types (topologies) reported for COFs (1, 9) ver-
sus more than 2000 for MOFs (10, 11). Thus,
to increase the valency and dimensionality of
building units in COFs, there is an interest in
finding ways to overcome limitations imposed
by the trigonal-planar (sp2), square-planar (sp2),
and tetrahedral (sp3) hybridization of organic
building units (Fig. 1A).

Isoelectronic replacement as a synthetic
strategy to afford higher valency in COFs

Here, we show how an isoelectronic combi-
nation of carbon group elements, based on
boron and phosphorus that have low valency,
can form COFs composed of higher-valency
cube and infinite 1D building units (Fig. 1A).
We designed a simple organic molecule—
borophosphonic acid, BPA-1—that combined

B and P to make expanded polycubane COFs
(Fig. 1B) as well as a COF containing B–O–P
rods linked by phenyls. The alternative strat-
egy of using two discrete molecules, each with
a different functionality, is commonly prac-
ticed in COF chemistry and leads to lower-
valency structures. Accordingly, the use of
phenyldiboronic acid (BA) and phenyldiphos-
phonic acid (PA) (Fig. 1B) was unsuccessful,
because BA self-condenses into boroxine-linked
extended structures that have a valency of 3 (3).
We report how our strategy of using a single
linker bearing the two different functionalities
needed for making the desired B–O–P linkages
addresses this problem.
Specifically, we designed linkers BPA-1 to

5 and successfully reticulated them into a
3D COF (BP-COF-1), its functionalized forms
(BP-COF-2 and 3), and its expanded forms
(BP-COF-4 and 5), all having cubic units and
valency of 8 (Fig. 1, B and C). We further
elaborated this strategy beyond cubes to show
their rearrangement into infinite B–O–P rods
linked by organics. The ability to control the
reticulation of a single organic linker contain-
ing an isoelectronic combination of elements
into entities of higher valency and infinite
dimensionality adds to the complexity and
scope of COFs.
There are two potential strategies to achieve

higher valency in COFs. Either a building unit
of the desired valency could be made a priori
and reticulated, or a designed linker could
itself be reticulated tomake such a unit in situ.
The former is the current conceptual basis of
COF chemistry and has led to several struc-
tures of valency 6 (8). However, this approach
requires arduous, multistep syntheses to ob-
tain the building units in a form amenable to
COF reactions and, ultimately, crystallization
(12). In general, this strategy has not been suc-
cessful in making crystalline structures of di-

verse constituents, as often observed for linking
the silicate cube with organics (Fig. 1D) (13).
We instead developed the in situ strategy

using the cube motif for making higher-
valency COFs. We reasoned that by replacing
the Si with its isoelectronic B and P combi-
nation, the resulting polarization would allow
for the microscopic reversibility and ultimate-
ly lead to the desired crystalline COFs (Fig.
1D). The polarized B–O–P linkage can break
and form at the O–B bond into the trigonal
boronic acid with a vacant p orbital and the
corresponding phosphonic acid (Fig. 1D). Both
functionalities are readily accessible by synthe-
tic chemistry, but so far, their dynamic cova-
lent bonds have not been explored in reticular
chemistry (14). Given that BP cube is known
as a discrete molecule (15, 16), we targeted
the synthesis of the BPA organic linkers and
expected that their self-condensation would
yield the desired expanded polycubane BP-
COFs (Fig. 1B).

Polycubane COFs from linkers containing
B and P

BPA-1 was prepared in two steps from com-
mercially available starting materials and was
air stable (section S1 of the supplementary
materials). BPA-linkers of varying lengths and
functionalities were readily accessed by anal-
ogous routes in two to three steps, as demon-
strated by the synthesis of BPA-2 to 5 (Fig. 1C;
section S1). The synthesis of BP-COF-1 is based
on the molecular dehydration reaction, in
which eight BPA-1 linkers converge to form
the cubic borophosphonate with the elimina-
tion of eight water molecules per cube (Fig.
1D). Because the dynamic covalent chemistry
for the reversible assembly of BP-type mol-
ecules has not been previously explored, we
screened various reaction conditions for the
condensation of these BPA linkers and used
modulators to control the reversibility and
thus the periodicity of the reticulated products.
Optimized reaction conditions for this series

of COFs were exemplified by the synthesis
of BP-COF-1 and involved dissolving BPA-1
(20.0 mg, 0.1 mmol) with methylphosphonic
acid as modulator (2.5 equiv) in dimethyl-
sulfoxide (0.2 ml) and toluene (0.8 ml). This
mixture, containing the dissolved solids but
exhibiting solvent phase separation, was
sealed in a Pyrex tube and heated at 120°C for
72 hours. BP-COF-1 was isolated and solvent-
exchanged with tetrahydrofuran and metha-
nol, then activated under dynamic vacuum to
give the crystalline compound as a white pow-
der in 48% yield (section S1).
The atomic composition of BP-COF-1was de-

termined by elemental and inductively coupled
plasma analyses and found to correspond to
C6H6BO4P within the standard experimental
error (section S1). H2Owas replaced bymethyl-
phosphonic acid when used as a modulator
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(section S1). The constitution of BP-COF-1was
corroborated by solution-state nuclear mag-
netic resonance (NMR) of its acid-digested
form, which, as expected, gave back the orig-
inal BPA-1 linker (figs. S2 and S3). Thermo-
gravimetric analysis done under both N2 and
air atmosphere indicated that the framework
has a thermal stability of up to 500°C with a
weight loss of 36%, corresponding to water
and the hydrocarbon linker (section S4). The
residual compound after combustion was iden-
tified as boronphosphate (BPO4), confirmed
by its powder x-ray diffraction (PXRD) pattern,

and the observed weight loss matched the
proportion of carbon and hydrogen present in
the compound and found in the elemental
analysis (section S5).
The PXRD analysis confirmed the crystal-

linity of BP-COF-1 and revealed no diffraction
peaks that could be attributed to residual
starting material or reaction additives (Fig. 2A
and fig. S49). Scanning electron microscopy
(SEM) micrographs of the BP-COF-1 crystal-
lites indicated a single morphological phase
with a homogeneous distribution of crystal
sizes of ∼300 to 400 nm (Fig. 2B). The forma-

tion of the BP cube structure in BP-COF-1 was
supported with characteristic resonances in
the Fourier-transformed infrared (FT-IR) and
11B, 31P, and 13C solid-state NMR spectra.
A molecular analog of a borophosphonate

cube was prepared and served as amodel com-
pound (section S1) (17). Diagnostic signals in
the FT-IR and NMR spectra of the BP-COF-1
coincided with those we measured for the
model system and were distinct from the
BPA-1 startingmaterial. The absorption bands
between 3000 to 3500 cm–1 observed for the
n(OH) of the PO(OH)2 and B(OH)3 groups were

Gropp et al., Science 370, eabd6406 (2020) 23 October 2020 2 of 7

Fig. 1. Higher valency in COFs and synthetic strategy for polycubanes. (A) Building units of valency 3 and 4 are currently used in the design and synthesis of
3D COFs; cubes with valency of 8 and infinite 1D rods have not been reported. (B) Reticulation of a linker designed to hold two functionalities (BPA-1) affords
BP-COF-1 with valency of 8; the alternative strategy involving BA and PA gives instead COFs of lower valency. (C) Linkers with different functionalities (BPA-2
and 3) and lengths (BPA-4 and 5) were prepared and used to make the corresponding COFs. (D) Isoelectronic replacement as a conceptual basis for creating reversible in
situ formation of the cubic units.
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absent, indicating a complete reaction and the
condensation of these groups to make the COF
(fig. S7). Strong absorption bands at 1210, 1140,
and 1050 cm–1 assigned to the n(B–O–P) of the
cubic BP-COF-1 are comparable within <5 cm–1

to vibrational bands found in the model sys-
tem and molecular reference structures (figs.
S5 and S7) (18).
Magic angle spinning (MAS) solid-state NMR

spectroscopy of the 11B, 31P, and 13C nuclei was
performed to further validate the formation
and connectivity of the cubic units (Fig. 2, C
and D). The second-order quadrupolar NMR

line shape of the 11B nucleus is a sensitive probe
to substantiate the conversion of the trigonal-
planar boron site of the starting material (in
BPA-1) into the tetrahedral boron site of the
product (BP-COF-1) (19). Comparison of the ex-
perimental second-order quadrupolar line
shapes of the 11B NMR resonances of the start-
ingmaterial BPA-1 and themodel systemwith
BP-COF-1 supported the presence of tetrahe-
dral boron sites in both products (Fig. 2C and
section S6). The single resonance in the 11B
NMR spectrum of BP-COF-1 indicated negli-
gible defect sites within the crystallites.

The 31P spectrum of BP-COF-1 displayed
two discrete peaks, a major resonance at 6.9
parts per million (ppm) and a minor one at
21.1 ppm, indicating two distinct P sites. The
latter resonancewas assigned to residualmod-
ulator molecules, methylphosphonates, located
at the terminal site of the crystallites. The 13C
cross-polarization MAS NMR spectrum dis-
played discrete resonances in the aromatic re-
gion between 151.6 and 125.8 ppm (Fig. 2D).
We assigned the resonance at 151.6 ppm to the
downfield-shifted carbon bonded to the tetra-
hedral boron and the peak at 125.8 ppm to the
carbon connected to the phosphorus. The rel-
ative shifts match well with the ones observed
for the molecular model compound, further
supporting the formation of the cube units in
the COF (section S6) (17, 18).
The crystal structure of BP-COF-1 was ob-

tained by PXRD analysis of its microcrystal-
line powder. For BP-COF-1, linking of the
borophoshonate cubes with eight benzene
bridges affords a cubic extended structure
based on the body-centered cubic (bcu) topol-
ogy (Fig. 3 and fig. S55). The distance between
the centers of adjacent cubes was 11.128 Å,
which includes a distance of 6.228 Å between
B and P on adjacent cubes, being bridged by
the phenyl units (section S8). A structural
model based on a bcu arrangement was built
in the P222 space group with the optimized
unit cell parameters of a = 12.800 Å, b =
12.915 Å, and c = 12.798 Å. The corresponding
simulated PXRD pattern was in good agree-
ment with the experimentally obtained data
(Fig. 2A). Pawley refinement of the experi-
mental PXRD pattern yielded the refined unit
cell parameters of a= 12.39(5) Å, b= 12.52(3) Å,
and c= 12.93(5) Å,with the unweighted reliability
factor (Rp) = 5.01% and the weighted reli-
ability factor (wRp) = 3.16%, and the final
structure was obtained by geometry optimi-
zation. The corresponding crystal structure
has B4P4O12 cubes each covalently linked to
eight phenyl units, acting as bridges to other
such linked cubes to give an overall reticular
formula of (–B4P4O12–)(–C6H4–)4 for the ex-
tended 3D polycubane porous structure of
BP-COF-1 (Fig. 3).
The N2 adsorption analysis of BP-COF-1

demonstrated permanent porosity and a
Type I behavior (section S10). The Brunauer-
Emmett-Teller (BET) area was calculated to
be 519 m2 g–1, corresponding to ∼82% of the
theoretically accessible surface area based on
the crystal structure (section S11). This result
was validated by argon adsorption analysis
at 87 K (fig. S63). The pore size distribution,
estimated from the N2 isotherm by a density
functional theory (DFT) calculation, indicated
a pore diameter of 6.0 Å (section S11), which
is in good agreement with the theoretical
van der Waals distance of 5.8 Å obtained from
the crystal structure. Importantly, H2 isotherms
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Fig. 2. Structural and molecular characterization of 3D cubic BP-COF-1. (A) Structural refinement of
BP-COF-1 from PXRD data analysis displaying the indexed experimental pattern (black), Pawley fitting (red),
and the simulated pattern obtained from the modeled structure (blue). a.u., arbitrary units. (B) SEM
micrographs of BP-COF-1. (C) Overlay of the 11B solid-state (ss) NMR spectra of BP-COF-1, a molecular
borophosphonate model compound, and BPA-1. (D) 31P and 13C NMR spectra of BP-COF-1. Me, methyl.

Fig. 3. Crystal structure of BP-COF-1. (A and B) Crystals of BP-COF-1 have cubes linked to eight phenyl
units bridging to other such cubes (A) to make a 3D extended polycubane COF (B) (bcu; P222) with valency
of 8. C, gray; B, pink; P, orange; O, red. Hydrogens are omitted for clarity.

RESEARCH | RESEARCH ARTICLE



at 77 and 87 K for BP-COF-1 also demonstrated
the accessibility of the cubic unit for gas sor-
bates. The experimental gravimetric uptake
of H2 at 1 atm and 77 K measured 11.6 mg g–1

(volumetric uptake 130 cm3g–1 at 1 atm; fig. S65).
The heat of adsorption (Qst) was ∼8.8 kJmol–1,
indicating stronger sorbate-framework inter-
actions than comparable boroxine-linked 2D
and 3D COFs (20). We attributed the stronger
interactions to the polarized nature of the pore
environment replete with accessible B–O–P
edges of the cubes that make up the structure
of BP-COF-1, an aspect that also points to the
effectiveness of placing lower-valency atoms
into constructs of higher valency within COFs.

Isoreticular forms of polycubane COFs

We extended the approach of having a single
linker converge into a high-valency building
unit to the synthesis and structure of function-
alized and expanded versions of BP-COF-1 by
introducing functional groups into BPA-1 to
make BPA-2 and 3, as well as expanding the
linkers to BPA-4 and 5 (Fig. 1C). The corre-
sponding COFs (BP-COF-2 to 5) were syn-
thesized and characterized as demonstrated
for BP-COF-1; they followed the expected pat-
tern of isoreticulation (21) and exhibited sim-
ilar spectroscopic and x-ray evidence (sections
S3 and S6 to S8). In particular, the expanded
isoreticular series (BP-COF-1, 4, and 5) showed
a shift to higher d-spacing in the PXRD, cor-
responding to the change in length of the
organic units and its impact on the unit cell
dimensions (Fig. 4A). A gradual shift of the
lowest angle diffraction peak in each of the
patterns toward smaller 2q values was ob-
served (Fig. 4B), in agreement with the in-
crease in linker length measured from B to P
of 6.2, 8.4, and 10.5 Å for the phenyl, naphthyl,
and biphenyl, which are BPA-1, 4, and 5, re-
spectively (Fig. 4B). Based on our success with
these cubic COFs, we anticipate other linkers,
such as the tetrahedral form of BPA and com-
binations based on other shapes, to give a wide
range of higher-valency structures (22).

Single crystals of a constitutionally isomeric
COF with rod units of infinite valency

In an effort to further explore the condensation
reaction of BPA-1 into structures with building
units beyond cubes, we investigated the use
of reaction additives, such as acids and bases.
Under similar reaction conditions used for the
synthesis of BP-COF-1, but in the presence of
20 ml of aqueous HClconc., we obtained a new
crystalline phase, BP-COF-6, as confirmed by
PXRD (fig. S50). Single crystals of 50 mm with
well-defined, uniformblock-shapedmorphology
were obtained and examined by single-crystal
x-ray diffraction techniques (Fig. 5). BP-COF-6
crystallized in the Pc space groupwith unit cell
parameters of a = 5.4728(16) Å, b = 4.3774(12)
Å, c = 14.285(4) Å, and b = 95.402(7)° and a unit

cell volume of 340.71(16) Å3 (Fig. 5 and table S2).
Structure analysis showed that the cubic boro-
phosphonates were replaced by infinite 1D
B–O–P rods of alternating tetrahedral boron
and phosphorus building units. The B–O–P
bond lengths within the 1D rod were 1.47(3) Å
(B–O) and 1.54(1) Å (P–O). These 1D rods were
connected by phenyls that had interlayer
spacings of 5.47 Å (measured from phenyl to
phenyl). This distance exceeded p-p–stacking
distances because of the water molecule con-
necting the layers through hydrogen bonding
(H bonding). The layers were stacked along
the a axis and followed a honeycomb pattern
(hcb). The B–O–P rods were oriented along
the b axis with the uncondensed P=O groups
unidirectionally aligned along the –a axis.
The O⋯O distances of 2.58 and 2.60 Å be-
tween the P=O and the oxygen at the boron
indicated strong hydrogen bonds, most likely
stemming from interstitial water molecules
strongly bound to the boron and enforcing
the tetrahedral geometry (Fig. 5).
The P–Odistances of 1.46(2) Å support a P=O

double-bond character, and the B–O distance
of 1.60(4) Å supports a strong dative bonding
of the water molecule donating electron den-
sity into the empty p orbital of the boron. This

H-bonding sequence connected the extended
2D layers of BP-COF-6, whose frameworkwas
formulated as (–BPO4–)(–C6H4–). This struc-
turemotif of B–O–P rods linked by organics led
to infinite valency COFs. In the context of single
crystals of COFs, there have been several studies
of solving crystal structures using electron dif-
fraction (23, 24); however, the single-crystal
x-ray structure of BP-COF-6 is one of only a
few reported in COF chemistry (25, 26).

Discussion: Rearrangement of polycubane
COFs into rod COFs

Elemental analysis, solution NMR of the acid-
digested sample, and thermogravimetric anal-
ysis of BP-COF-6 confirmed that this compound
had identical elemental composition to BP-
COF-1 and that they were constitutional iso-
mers (sections S1 and S2). We found that cubic
BP-COF-1 could be fully interconverted into
the rod BP-COF-6 in the presence of 20 ml of
aqueousHClconc. (Fig. 6), as evidenced by PXRD
(section S1 and fig. S54). We suggest that the
strongly bonded, interstitial water molecule at
the center of theHbonding between the layers
of BP-COF-6 results from hydrolysis (bond
breaking) after addition of acid, followed by
condensation producing water as a by-product,
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Fig. 4. Isoreticular expansion of BP-COFs. (A) Isoreticular series (BP-COF-1, 4, and 5) demonstrates
the generalizability of the in situ approach. Expansion of the unit cell is illustrated by black dotted lines.
(B) With increasing length of the BPA linkers, a shift of the highest intensity PXRD peak (110) toward lower
2q (°) was observed. C, gray; B, pink; P, orange; O, red. Hydrogens are omitted for clarity.
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facilitating this clean transformation. Thus, the
interconversion potentially follows a break-
ing of the B–O bonds in the horizontal B–O–P
linkages of the cube, keeping the vertical ones
untouched and thereby producing B–O–P–
phenyl “chains” following the 1, 2, 3,… sequence
(Fig. 6A). Thus, BP-COF-1 can be viewed as
being composed of a collection of such chains,
which, owing to the bond breaking, are now
liberated to slide toward each other in pairs
(1, 2, 3,… and 1′, 2′, 3′,…; Fig. 6A) and form the
B–O–P rod arrangement (1, 1′, 2, 2′, 3, 3′, …;
Fig. 6B) poised for condensation, to ultimate-
ly give the rod BP-COF-6 (Fig. 6C). That the
P=O bonds remaining after B–O bond break-
ing all pointed in the same direction sup-
ported our model of how this rearrangement
took place. The tightly bound water mole-
cules at the boron may very well be playing
a stabilizing role in trapping the rod units in
BP-COF-6, especially because such rods were
previously unknown. This type of rearrange-
ment is distinct in the chemistry of B and P
and is a result of the polarized B–O–P linkage,
which, on the basis of this report, promises
rich chemistry.

Materials and methods

Full experimental details and characteriza-
tion of BPA-1 to 5 and BP-COF-1 to 6 are pro-

vided in sections S1 to 13 of the supplementary
materials.

Synthesis of BP-COF-1

A Pyrex tube measuring 10 mm by 8 mm
[outside diameter (od) by inside diameter (id)]
was loaded with BPA-1 (20 mg, 0.10 mmol),
methylphosphonic acid (24 mg, 0.25 mmol),
0.2 ml of dimethyl sulfoxide (DMSO), and
0.8ml of toluene. The tubewas flash frozen at
77 K under liquid N2, evacuated to an internal
pressure of 100 mtorr, and flame-sealed to a
length of 15 cm, approximately. The tube was
placed in an oven at 120°C for 72 hours, yield-
ing a white solid. The solvent was removed,
and the residual solid was immersed once in
5ml of tetrahydrofuran and three times in 5ml
of methanol over 24 hours. The solid was acti-
vated under dynamic vacuum, first at 25°C for
5 hours and then at 150°C for 6 hours. BP-COF-
1 (6.9mg, 48%)was obtained as awhite powder.

Synthesis of BP-COF-6

APyrex tubemeasuring 10mmby 8mm (od by
id) was loaded with BPA-1 (10 mg, 0.05 mmol),
20 ml of HClconc., 0.2ml of DMSO, and 0.8ml of
toluene. The tube was sealed and placed in an
oven at 120°C for 5 days, yielding a white solid.
The solvent was removed, and the residual solid
was immersed once in 5 ml of tetrahydrofuran

and three times in 5 ml of methanol over
48 hours. The solid was then activated under
dynamic vacuum, first at 25°C for 5 hours and
then at 150°C for 6 hours. BP-COF-6 (5.0 mg,
60%) was obtained as a white powder.

Conversion of BP-COF-1 into BP-COF-6

A Pyrex tube measuring 10 mm by 8 mm (od
by id) was loaded with BP-COF-1 (10 mg,
0.05mmol), 20 ml of HClconc., 0.2ml of DMSO,
and 0.8 ml of toluene. The tube was sealed
and placed in an oven at 120°C for 72 hours,
yielding a white solid. The solvent was re-
moved, and the residual solid was immersed
once in 5 ml of tetrahydrofuran and three
times in 5 ml of methanol over 24 hours. The
solid was then activated under dynamic vac-
uum, first at 25°C for 5 hours and then at 150°C
for 6 hours. BP-COF-6 was obtained as a pure
phase, as confirmed by PXRD.

PXRD

PXRD patterns of BP-COF-1 to 6 were ac-
quired on an in-house Bruker D8 Advance
equipped with a Ni filter CuKa (l = 1.5406 Å)
or on the beamline 7.3.3 at the Advanced Light
Sourcewith aPilatus 2Mdetector (l = 1.2389Å).
For in-housemeasurements, the samples were
mounted on zero-background sample holders
and leveled with a glass plate. Some samples
were grinded in an agata mortar before analy-
sis. Data were collected between 3° and 50° or
60° with a step width of 0.01 and a total data
collection time of 4 to 5 hours. For beamline
measurements, powder samples were packed
in quartz capillaries and put into a helium
atmosphere for measurement in transmis-
sion geometry. Silver behenate was used for
calibration. The Nika package for IGOR Pro
(Wavemetrics) was used to reduce the ac-
quired 2D raw data to a 1D profile (27). Refine-
mentswere conductedwith theMaterial Studio
(version 4.0, Accelrys, San Diego, CA) (28).

Single-crystal x-ray diffraction

A colorless block-shaped crystal of BP-COF-6
was measured at the beamline 12.2.1 at the
AdvancedLight Source using a radiationwave-
length of l =0.7288Å. The crystalwasmounted
on a MiTeGen Kapton loop and submerged in
a 100-K nitrogen cryostream for the measure-
ment. The data reduction was carried out with
APEXII (29) software packages. The structure
solution and refinement were carried out using
the SHELX algorithms (30) in Olex2 (31).
Crystal data and details of the structure re-
finement are given in table S1 and in the pro-
vided cif file (data S1). Mercury was used for
structural visualization (32).

Low-pressure gas sorption

Low-pressure argon, N2, and H2 adsorption
isothermmeasurements of BP-COF-1 to 6were
carried out on a Micromeritics 3-Flex or an
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Fig. 5. Single-crystal x-ray diffraction structure of BP-COF-6, which has units of infinite valency.
Optical microscope (top left) and SEM (top right) images of BP-COF-6. A layer in the single-crystal
x-ray structure of BP-COF-6 (bottom left). Local H-bonding interactions between the layers are
indicated in O⋯O distances between O on P and B and are given in Å (bottom right). C, gray; B, pink;
P, orange; O, red. Hydrogens on the phenyl units and the tightly bound water ligands bound to B atoms
are omitted for clarity.
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ASAP 2420 surface area analyzer. A liquid N2

bath was used for measurements at 77 K. A
liquid argon bath was used for measurements
at 87 K. Ultrahigh-purity-grade N2, argon, H2,
and He (99.999% purity) were used through-
out adsorption experiments. Solvent-accessible
surface areas were calculated with Material
Studio (version 4.0, Accelrys, San Diego, CA)
(28) using a N2- or argon-sized probemolecule
(of diameters 3.68 and 3.96 Å, respectively)
and a grid interval of 0.25 Å (33). The pore size
was calculated with MicroActive (version 5.01)
(34) from the N2 or argon isotherms by apply-
ing a DFT type, slit geometry, 2D-NLDFT, N2-
Carbon Finite Pores, As=4 Model for nitrogen
isotherms, and a DFT type, slit geometry, AR-
DFT Model for argon isotherms. The theoret-
ical van der Waals distance was deduced from
the model by measuring the heavy atom van
der Waals distances. Experimental BET areas
were calculated from the respective isotherms
with data from the low-pressure range (P/P0 ≤
0.1; see section S10), with pressure points as
low as 10−7 P/P0. The correlation coefficients

and positive C values are given in section S10
for each BET calculation.
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Fig. 6. Polycubane-to-1D rearrangement of BP-COF-1 to BP-COF-6. (A to C) Suggested mechanism for
the interconversion of the cubic BP-COF-1 into the layered BP-COF-6 through a “slice-and-slide”–type
rearrangement and condensation. C, gray; B, pink; P, orange; O, red. Hydrogens are omitted for clarity.
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Deep abiotic weathering of pyrite
Xin Gu*, Peter J. Heaney, Fabio D. A. Aarão Reis, Susan L. Brantley

INTRODUCTION: Oxidative weathering of pyrite,
the most abundant sulfide mineral in Earth's
crust, is coupled to the biogeochemical cycles
of sulfur, oxygen, carbon, and iron. Pyrite oxida-
tion is key to these cycles because of its high
reactivity with oxygen. Before the Great Oxi-
dation Event (GOE), atmospheric oxygen con-
centrations were low on early Earth and pyrite
was exposed at Earth’s surface, allowing ero-
sion into sediments that were preserved in river
deposits. Today, it oxidizes at depth in most
rocks and is often not exposed at the land sur-
face. To understand pyrite weathering through
geologic time, researchers extrapolate the reac-
tion kinetics based on studies from the labora-
tory or in acid mine drainage. Such work has
emphasized the important role of microorga-
nisms in catalyzing pyrite oxidation. But to inter-
pret the oxidation rates of pyrite on early Earth
requires knowledge of the rate-limiting step of
the oxidation as it occurs naturally in rocks.

RATIONALE: We investigated the oxidation of
pyrite in micrometer-sized grains, in centimeter-
sized rock fragments, and in meter-scale bore-
holes at a small, well-studied catchment in a
critical-zone observatory. Our goal was to de-
termine the reaction mechanism of pyrite

weathering in rocks as it occurs today. The
slow-eroding catchment is underlain by shale,
themost common rock type exposed on Earth.
We determined weathering profiles of pyrite
through chemical and microscopic analysis.

RESULTS: At the ridgelines of the shale water-
shed, most pyrite oxidation occurs within a
1-m-thick reaction zone ∼16 m below land sur-
face, just above the depth of water table fluc-
tuation. This is the reaction front at the borehole
scale. Only limited oxidation occurs in halos
around a few fractures at deeper depths. Above
the depth where pyrite is 100% oxidized in all
boreholes, rock fracture density and porosity
are generally higher than below. However,
the narrow parts of pore openings called pore
throats remain small enough in oxidizing shale
to limit access of microorganisms to the pyrite
surface. During oxidation, iron oxides pseudo-
morphically replace the pyrite grains. High-
resolution transmission electron microscopy
(TEM) reveals that the oxidation front at grain
scale is defined by a sharp interface between
pyrite and an iron (oxyhydr)oxide (Fh) that
is either ferrihydrite or feroxyhyte. This Fh
then transforms into a banded structure of
iron oxides that ultimately alter to goethite in

outer layers. This complex oxidative transfor-
mation progresses inward from fractures when
observed at clast scale.

CONCLUSION: Under today’s atmosphere, pyrite
oxidation, rate-limited by diffusion of oxygen at
the grain scale, is regulated by fracturing at clast
scale. As pyrite is oxidized at borehole scale be-
fore reaching the landsurface inmost landscapes
today, the oxidation rate is controlled by the
movement of pyrite upward, which is in turn
limited by the rate of erosion. Comparisons of
shale landscapes with different erosion rates
reveal that fracture spacing varieswith erosion
rate, so this suggests that fracture spacingmay
couple the landscape-scale to grain-scale rates.
Microbial accelerationofoxidationglobally today
is unlikely in low-porosity rocks because pyrite
oxidation usually occurs at depth, where pore
throats limit access, as observed here for shales.
Before the GOE, the rate of pyrite oxidation was
instead controlled by the slower reaction kinetics
in the presence of lower atmospheric oxygen con-
centrations. At that time, therefore, pyrite was
exposed at the land surface, where microbial
interaction could have accelerated the oxidation
and acidified the landscape, as suggested by
others. Our work highlights the importance of
fracturing and erosion in addition to atmo-
spheric oxygen as a control on the reactivity of
this ubiquitous iron sulfide.▪
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Deep abiotic weathering of pyrite
Xin Gu1*, Peter J. Heaney1, Fabio D. A. Aarão Reis2, Susan L. Brantley1,3

Pyrite is a ubiquitous iron sulfide mineral that is oxidized by trace oxygen. The mineral has been largely
absent from global sediments since the rise in oxygen concentration in Earth’s early atmosphere. We
analyzed weathering in shale, the most common rock exposed at Earth’s surface, with chemical and
microscopic analysis. By looking across scales from 10−9 to 102 meters, we determined the factors that
control pyrite oxidation. Under the atmosphere today, pyrite oxidation is rate-limited by diffusion of
oxygen to the grain surface and regulated by large-scale erosion and clast-scale fracturing. We determined
that neither iron- nor sulfur-oxidizing microorganisms control global pyrite weathering fluxes despite
their ability to catalyze the reaction. This multiscale picture emphasizes that fracturing and erosion are as
important as atmospheric oxygen in limiting pyrite reactivity over Earth’s history.

P
yrite is an extremely reactive, abundant
sulfide in Earth’s crust, and its oxidation
is an important regulator of biogeochem-
ical processes (1). Oxidative weathering
of pyrite (OWP) is coupled to the global

budgets of four of the most common redox-
active elements on Earth: sulfur, oxygen, car-
bon, and iron (2–6). OWP releases ~45% of the
world’s freshwater flux of sulfur to the ocean
(7), controls reactivity of iron in some ground-
waters (8, 9), draws oxygen out of the atmo-
sphere (10), and couples with the carbon cycle
(11, 12).
OWP is particularly important to our un-

derstanding of Earth’s dynamic oxygenation
history (13, 14). For example, the presence or
absence of detrital pyrite in preserved sedi-
ments reflects the intensity of terrestrial OWP
and can therefore be a record of oxygen in the
early atmosphere (2, 15, 16). In addition, when
terrestrial OWP increased during the Great
Oxidation Event (GOE) at ~2.5 billion years
(Gyr) ago, it likely generated acid that in turn
affected the balance of some nutrients and
tracemetals in the ocean (17, 18). Overall, OWP
is an important process in the negative feed-
back that may promote the stabilization of
oxygen partial pressure (pO2) in the atmo-
sphere (19, 20).
Explanations of OWP in Earth’s past rely on

extrapolations of pyrite oxidation kinetics to
low pO2 and on assumptions that the rate of
OWP is proportional to pO2 (19, 20). This
latter assumption is key because extrapola-
tion implicitly requires knowledge of rate-
limiting steps. If the mechanism changes,
this extrapolation is no longer valid. Previ-

ous research on pyrite reactivity focused on
oxidation in the laboratory [e.g., (21–23)] or
in acid mine drainage (24, 25). In acid mine
drainage, the rate-limiting step is oxidation
of aqueous Fe(II) to Fe(III) because Fe(III) is
a more efficient oxidant than O2 in acidic con-
ditions (21, 22, 24). In addition, under acidic or
circumneutral pH, OWP can be accelerated by
more than one order of magnitude by some
iron- and sulfur-oxidizing microorganisms
living on or near the mineral surface (26–28).
Owing to the high concentration of O2 in the

modern atmosphere and high reactivity of
pyrite, OWP today is suggested to be limited
by erosion (2) rather than interfacial reaction.
This idea is supported by observations show-
ing that the flux of OWP-generated sulfate is
proportional to the rate of erosion in some
catchments (29, 30). In addition, several re-
searchers have documented cases where pyrite
oxidizes to a depth of meters in pyrite-rich black
shales (31–34), pyrite-poor shales (30, 35–38),
and crystalline rocks (39).
Although pyrite has been documented in

isolated occurrences to oxidize at meters to
tens of meters below the land surface, the
controls on deep reactivity are still poorly
understood (40). We do not know if micro-
organisms facilitate oxidation reactions at
these depths, whether the reaction is oxidant-
limited, and how these controls may have
changed through time. To answer these ques-
tions, we integrated observations from pyrite
grains to rock fragments to boreholes in a shale
watershed (Fig. 1). Using images and analyses
from 10−9 to 102 m, we explore the implications
of multiscale reactivity for the global oxygen
and sulfur cycles (3–5).
We study shales because they are the most

common rock exposed on Earth and because
they are pyrite-containing but low in poros-
ity, like most exposed igneous and metamor-
phic rocks (2, 11). Our focus is a watershed
where erosional and hydrological processes

are well studied (41). This watershed (Shale
Hills, Pennsylvania, USA) is slow-eroding but
can nonetheless elucidate global OWP be-
cause it exhibits some of the same features
of OWP observed in shales experiencing some
of the highest rainfall and erosion rates in the
world (30).

Pyrite measured in boreholes

At Shale Hills, layers of weathered material
(regolith) overlie the parent shale (protolith).
Regolith consists of a thin soil (0.2 to 3 m)
above tens of meters of weathered and frac-
tured rock (15 to 22 m thick). The protolith, a
gray Silurian shale, contains trace sulfur in the
form of pyrite (30). Pyrite occurs as both single
euhedral crystals and raspberry-like clusters of
euhedral crystals (framboids) disseminated in
a clay + quartz matrix. When considered from
the perspective of the land surface, regolith
forms as protolith is moved up and through
the weathering zone while topsoil is removed
by erosion. The cumulative effect is recorded
over time in regolith as elemental depth pro-
files, which extend from the most highly weath-
ered material at land surface to protolith at
depth (42, 43). We examined weathering pro-
files inmaterial recovered fromboreholes under
a ridge and a valley (fig. S1).
Like other shales (31–35, 38), the earliest al-

terations observed at Shale Hills are fracturing,
dissolution of carbonate, and OWP (30, 36, 37).
During OWP, iron oxides replace iron sulfide
while retaining the external shape. This phe-
nomenon is called pseudomorphism and is
exemplified by octahedral Fe (oxyhydr)oxide
microcrystals within framboids (Fig. 2). The
Fe oxide phases evolved as the pseudomorphs
moved upward through the zone of oxidation.
We performed transmission electronmicros-
copy (TEM) on samples at different depths
and found that ferrihydrite or feroxyhite (Fh)
formed initially at the interface with the oxi-
dizing pyrite (Fig. 3) but then was later re-
placed over time by goethite.
Under the south ridge at Shale Hills (fig. S1),

OWP initiates 16 m below the land surface
(mbls), defining the distance that oxidation
has advanced into the subsurface. We iden-
tify this distance, Lb, as the thickness of oxi-
dized regolith. We use subscript b to indicate
borehole scale (meters) as a contrast to the
centimeter scale of a clast (c) or micrometer
scale of a grain (g). Pyrite has completely oxi-
dized throughout the layer of thickness Lb,
except in the bottom~1-m-thick depth interval
(lb) located about 1.5 to 3.5 m above the water
table, where oxidation and formation of pseudo-
morphs are ongoing (Fig. 1A and fig. S2). We
determined the change in fractional extent of
oxidation versus depth across lb. We identify lb
as the reaction front (Fig. 1A) because pyrite
abundance varies generally from deep to shal-
low as the extent of oxidation varies from 0
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to 100%. We also observed that the advance
distance of oxidation at the clast scale (Lc) is
a few centimeters with a reaction front thick-
ness lc ~ 2 mm (Fig. 1B), and the advance dis-
tance of oxidation at the grain scale (Lg) is∼1 mm
with lg ∼ 0.1 mm (Fig. 1C). The magnitudes of
L and l at all these scales vary with location
of borehole in the landscape, depth of clast

in the oxidation front, and distance of pyrite
grain from the fractured edge of a clast.
As erosion exhumes the shale, porosity grows

through dissolution and fracturing (fig. S2).
Theaverage fracturedensitymeasuredbydown-
hole televiewer increases from 3.9 ± 3.0 frac-
tures per meter below the OWP front to 8.7 ±
3.2 fractures per meter (spacing of 5.8 ± 2.5 cm)

above the front (measured under the south
ridge, fig. S2). The effective porosity (porosity
that is open to fluid flow) that wemeasured by
mercury intrusion also increases from 1.6 ±
0.5% of the protolith to 4.5 ± 0.3% of the
weathered rock across the front (table S1). The
increase in porosity cannot be explained by
oxidation of the trace pyrite (∼0.2 to 0.3 wt % in
protolith). However, as previously documented
(30,44), porosity growth canbe largely accounted
for by dissolution of chlorite, the most abun-
dant iron-containing clay (13 to 17 wt % in
protolith). At the same depth that pyrite be-
comes ∼100% oxidized, dissolution of chlorite
begins (30, 37, 44). Under the valley, we ob-
served similar increases in porosity, fracture
density, and degree of chlorite dissolution above
the depth that OWP reaches 100% (fig. S3) (44).
Although porosity increases upward, the

width of pore throats in regolith under the
south ridgedoesnot grow larger than 10 to20nm
as weathering proceeds (30). These throats, the
narrow parts of pore openings, are important
because they are themost restrictivewith respect
to access of fluids (45) andmicroorganisms (46).
By contrast, pore throats under the valley at
some depths grow larger than 400 nm (table
S1). The reason for this larger size is that the
sedimentary strata under the valley initially
containmore abundant carbonateminerals than
under the ridgelines, and the dissolution of these
minerals leaves less-constricted pore throats.

Pyrite weathering in shale fragments

Although we emphasize that most of the OWP
occurs in a meter-wide reaction zone under
ridgelines, the regolith-protolith interface is
not a Euclidean plane but rather a highly rough
interface shaped by faults and fractures. This
geometry has also been suggested for other
low-porosity rocks (39, 47). In our study site,
for example, OWP is observed around a few
fractures beneath the water table under the
ridges (44). In one example from an oxidized
halo around a fracture, we again observed
pyrite + Fe oxides in pseudomorphs (Fig. 2)
where oxidation of pyrite is 100% complete
at the fracture and decreases to undetectable
levels ~3 cm away. This documents the dis-
tance that oxidation advanced from the frac-
ture into the clast, Lc (Fig. 2). The width of the
reaction front across which pyrite is 100%
oxidized at that scale, lc, is constrained by ob-
servation to be ~2 mm (Fig. 1B).
We inferred from these observations that, as

erosion removes topsoil at the land surface and
shalemovescloser to the landsurfaceovergeologic
time, new fractures form and rock fragments
or clasts between fractures oxidize progressively
inward from their fractured surfaces (fig. S4).

Pyrite weathering in single grains

We measured the oxidation advance distance
Lg in grains within partially pseudomorphed
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Fig. 1. Images and schematic depth profiles showing extent of pyrite oxidation at borehole (subscript
b), clast (c), and grain (g) scales. (A) Optical downhole televiewer image of a drilled core showing depth
to rock containing unaltered pyrite, i.e., oxidation advance distance (Lb) and depth interval across which
pyrite is oxidizing (the thickness of reaction front, lb) for borehole CZMW8 under south ridge of Shale Hills.
(B) Optical image of a partially oxidized shale clast formed as a fragment between fractures from the
depth shown in (A) (borehole CZMW8, ~25.5 mbls). The small white circles show the locations of pyrite and
Fe oxides pseudomorphs. Distance from fracture into unaltered center of fragment, i.e., oxidation advance
distance (Lc), is shown with the thickness of oxidation front (lc). Extent of oxidation was determined by sulfur
concentrations in pyrite and oxide framboids (see Fig. 2), semiquantified from EDS. (C) Elemental map
(STEM-EDS) of a partially oxidized pyrite grain (green: sulfur; brown: oxygen) collected from the weathered
clast as in (B). Thickness of the oxidized rim (Lg, i.e., the oxidation advance distance) and thickness
of oxidation front (lg) for a partially oxidized pyrite grain. Colors vary with extent of oxidation from green
(unoxidized) to orange (oxidized). Dark horizontal line is a zone with high porosity. Extent of oxidation
was calculated from the mass transfer coefficient tpy as described in materials and methods (0% oxidation
for tpy = 0 to 100% for tpy = −1).
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framboids (Fig. 3). Grains (~5 mm in radius)
exhibit pyrite cores surrounded by rims of
Fe oxides. The sulfur in the crystalline and
nonporous pyrite core of grains is progressively
replaced by oxygen to form Fh across a sharp
interface (Fig. 3B). No sulfate mineral phases
are present because sulfur and oxygen are
never observed together. Therefore, the con-
centration profiles of sulfur and oxygen are
reciprocal (Fig. 3B and fig. S5). For one specific
grain, the depth of penetration of oxidation,
Lg, is ~1 mm and reaction front thickness, lg, is
~0.1 mm (Fig. 3).
Microscopic characterization reveals that Fh

transforms to goethite (Gth) within a complex
banded structure that follows the sequence
pyrite-Fh-Gth-Fh-Gth (Fig. 3B). As we dis-
covered using high-resolution TEM (HRTEM),
unoxidized pyrite is surrounded by a very thin
layer (10 to 20 nm) of Fh (Fig. 3C). This first
transformation to Fh is consistent with lab-
oratory observations that Fh-like iron oxide
patches grow pseudomorphically on pyrite
surfaces when in contact with O2 (48–50). Se-
lected area electron diffraction (SAED) and
HRTEM show that Fh in turn is enveloped by
poorly crystalline Gth with a thickness of ~0.1
mm (Fig. 3, C and D, and fig. S6). We infer that
Gth was formed directly from Fh because it is
the more thermodynamically stable phase
(51). This inference is consistent with labo-
ratory observations that the initial oxidation
products of pyrite are Fe(OH)3 (ferrihydrite)

followed by transformation to FeO(OH) (Gth) +
H2O, or FeO(OH) (feroxyhyte) followed by
transformation to FeO(OH) (Gth) (51). The
Fh-Gth sequence repeats in the outer layer
(~0.9 mm in thickness), which is separated
from the inner Fh-Gth sequence by a zone
with low porosity, which is observed in the
back-scattered electron micrograph as a dark
zone (Fig. 3B).
This layering offers some insights into the

reaction mechanism. Ferrihydrite or ferox-
yhite precipitates at near neutral or slightly
acidic pH (52, 53). This observation is impor-
tant because it implies that theH2SO4 released
during OWP does not drive pH far below neu-
tral. We believe that the released acidity was
likely consumed locally by dissolution of
other minerals. Consistent with this inference,
energy-dispersive x-ray spectra (EDS) of the Fe
oxide layers reveal the presence of Si and Al
(fig. S5). Because we observed chlorite dissolu-
tion initiating near OWP in several boreholes
(44), we attribute the Si and Al to H2SO4-driven
dissolution of local chlorite (Fig. 3A). Incorpora-
tion of silica into Fh also retards the trans-
formation to Gth (54).

The mechanism of oxidation is abiotic

Our observations are distinct from observa-
tions for weathering minerals of any compo-
sition in that we reported reaction fronts and
weathering advance distances across scales
from 10−9 to 102m, constraining the rate-limiting

steps and reaction mechanisms. Furthermore,
these results can probably be generalized be-
cause OWP occurs in rock at depth in very sim-
ilar ways in other watersheds eroding at much
faster rates in other climates (30–35, 38).
The rate of OWP at Shale Hills is limited

by diffusion of oxygen through shale matrix
rather than chemical reaction. At the land-
scape scale, the rate is limited bymovement of
pyrite into the weathering zone, as dictated by
the rate of erosion (42, 55). Below the water
table, we observed OWP only in halos around
fractures (e.g., under the ridge) or where po-
rosity is high because of carbonate dissolution
under the valley (44). If transport of oxygen
was not slow below the water table, then OWP
would be extensive throughout the saturated
zone. These observations point toward rate
limitation at the clast scale by transport of
oxygen, which is in turn limited by the for-
mation of fractures and pores.
Oxidation is also not homogeneous at the

grain scale (Fig. 3), suggesting that OWP is
limited by transport of reactants or products
through matrix to the grain surface. Trans-
port cannot occur by advection at this scale
because permeability, effective porosity, and
total porosity are low in the shalematrix: In the
protolith, these values are ~0.25 nanodarcy (56),
1.6 ± 0.5% (30), and 4.9 ± 0.4% (30), respectively.
For most relatively unfractured low-porosity
shales, reactants move by diffusion (57).
The observation that the rate-limiting step

at the grain scale is diffusion through shale
matrix is consistent with the pseudomorphic
nature of the transformation and the sharp
interface between pyrite and Fe oxide (Fig.
3A). Pseudomorphism is known to occur for
some interfacial dissolution and reprecipita-
tion reactions when the processes are slow
and accompanied by small changes in vol-
ume (58, 59). We calculated the transformation
from Py to Fh to yield a 14% volume decrease
(assuming Fe is immobile). This volume de-
crease could also contribute to the porosity,
which is apparent as darker zones in the
banded layers (Fig. 3B).
To constrain the mechanism, we consider

three possible stoichiometries of OWP:

4FeS2ðsÞ þ 15O2ðaqÞ þ 14H2O→ 8SO2�
4 ðaqÞ þ

16HþðaqÞ þ 4FeðOHÞ3ðsÞ (Eq. 1)

FeS2ðsÞþ 14Fe3þðaqÞþ 8H2O→ 2SO2�
4 ðaqÞ þ

16HþðaqÞ þ 15Fe2þðaqÞ (Eq. 2)

4FeS2ðsÞþ 7O2ðaqÞþ 10H2O→ 4S2O
2�
3 ðaqÞ þ

8HþðaqÞ þ 4FeðOHÞ3ðsÞ (Eq. 3)

Fe(III) is the oxidant when aqueous Fe(III)
is stable at the interface. In that case, the process
is controlled by oxidation-reduction cycling
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Fig. 2. Photomicrographs of oxidizing pyrite and its pseudomorphs within one rock fragment shown
in Fig. 1B. (A) X-ray elemental map (SEM-EDS) of framboidal and euhedral Fe oxide pseudomorphs after
pyrite. (B) Back-scattered SEM image of Fe oxide framboid formed in situ in shale as pseudomorph. (C) X-ray
elemental map (SEM-EDS) of partially oxidized pyrite. (D) Back-scattered SEM image of unaltered framboidal
pyrite on an ion-milled section of deep unaltered bedrock. Chl: chlorite; Ilt: illite; Py: pyrite; Qz: quartz.
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of Fe(II)-Fe(III) and can be accelerated by Fe-
oxidizing microorganisms (26, 28). However,
the smallest bacteria reported in the subsur-
face are ∼200 nm in nominal diameter (60),
larger than the measured pore throats under
the ridges (10 to 20 nm, table S1). Therefore,
microorganisms are not likely to access the
pyrite surface to accelerate the reactions. Al-
ternatively, if thiosulfate formed as in (3), it
could diffuse through thematrix out to the frac-
tures and if sulfur-oxidizing microorganisms
fit in the large fractures, then OWP could be
mediated by thiosulfate-oxidizing organisms.
This mechanism is also unlikely, however, be-
cause as a highly unstable molecule, thiosulfate
is always observed at extremely low concen-
trations (26, 28). Thus, OWP in this deep, low-
porosity rock was not microbially catalyzed.
The mechanism is thus abiotic and is lim-

ited by diffusion with respect to either reac-
tants or products. Neither diffusion of H+ nor

Fe(III) is likely limiting the rate given the cir-
cumneutral or slightly acidic pH near the Py-
Fh interface. The lack of a sulfur-containing
phase near the oxidized pyrite (Fig. 1C and
fig. S5) also suggests that outward diffusion of
sulfur species is not rate-limiting. Thus, inward
diffusion of the oxidant must limit the rate.
At the near-neutral pH of the interface, aque-

ous Fe(III) is extremely low in concentration,
and the oxidant is likely to be O2 or nitrate. The
latter oxidant may oxidize pyrite in nature but
only if microorganisms participate. For ex-
ample, sulfur-oxidizing, nitrate-reducingmicro-
organisms are thought to accelerate OWP if
they live directly on pyrite (61):

2FeS2ðsÞþ 6NO�
3 ðaqÞþ 4H2O→ 4SO2�

4 ðaqÞþ
2HþðaqÞ þ 3N2ðgÞ þ 2FeðOHÞ3ðsÞ (Eq. 4)

But nitrate as an oxidant is extremely un-
likely because very little nitrate is observed in

pore fluids at Shale Hills (62). We therefore con-
clude that OWP is abiotic and rate-limited by
diffusion of oxygen through the shale matrix.

Toward a multiscale model

Our observations show that oxygen, brought
beneath the water table in fractures, diffuses
into the matrix and oxidizes the pyrite. Micro-
organisms could be involved, but only to a very
minor extent and only if they live in fractures
rather than matrix or in a limited depth range
under the valley where pore throats grow larger
than micrometers (table S1). Above the water
table, 100% of the pyrite oxidizes because the
porosity is larger, the spacing between frac-
tures is smaller (fig. S2), the fraction of air in
the pores is higher, and the diffusion of oxygen
is faster (63). Beneath the water table, OWP is
restricted to a few larger, connected fracture
zones under the ridge or to depth ranges where
dissolution of carbonates has interconnected
porosity under the valley (44). These arguments
are consistent with simulations of weathering
that show that a weathering front can locate
either above or below the water table (64, 65).
For the ridge boreholes where the OWP re-

action front thickness lb is ~1m (Fig. 1), a simple
one-dimensionalmodel based onwatermoving
downward and rock moving upward is appli-
cable. The average residence time tb for shale
fragments crossing upward through the reac-
tion front equals lb divided by the measured
erosion rate of 0.02 ± 0.01 mkyr−1 (66): 50 ± 30
thousand years (kyr). That is, fragments of shale
(i.e., clasts) move up through the front over a
period of 50 kyr while oxygen diffuses in from
the fragment surface to oxidize the pyrite in the
interior (fig. S4). At the point of exit from the
top of the front after 50 kyr, each clast has
become totally oxidized. At that point, the av-
erage distance that oxidation advances inward
from each fracture, Lc, equals half the average
fracture spacing df (i.e., inverse of the fracture
density, fig. S4).
The residence time during which each frag-

ment crosses the front, 50 kyr, constrains the
diffusion-limited oxidation rate of pyrite within
each upward-transiting fragment, allowing pa-
rameterization of a diffusion model based on
fracture spacing. We developed and corrobo-
rated such amodel against published proper-
ties of shale and oxidation rates of pyrite (67).
The most important model parameter is the
effective diffusivity, De, which is smaller than
aqueous diffusivity because of the low effec-
tive porosity (f) and tortuous pore pathways
in the shale matrix (68). The most common
empirical equation forDe is Archie’s law, where
it varies as fm, m being the cementation ex-
ponent. Using the constraint on De from
the diffusion model (where shale fragments
completely oxidize within 50 kyr) and this
empirical equation, we discover that the expo-
nent m constrained by our observations equals
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Fig. 3. Pyrite oxidation at grain scale. (A) Scanning TEM (STEM, HAADF mode) on a partially
pseudomorphed pyrite grain identified using SEM-EDS (Fig. 2C) and then prepared by FIB. The dark gray rims
are Fe oxides, and lighter gray core is pyrite. (B) STEM image showing the pyrite–Fe oxide interface [zoom-in
view of the dashed box in (A)]. The colored lines show the elemental variations (normalized atomic
percentage) versus distance, extracted from the line scan on the section. Mineral phases were identified from
elemental composition (EDS) and electron diffraction. (C) HRTEM image showing the pyrite–Fe oxide
interface with an inset showing a FFT of the modified pyrite region. (D) Zoomed-in view of modified Py-Fh
interface. Chl: chlorite; Fh: ferrihydrite or feroxyhyte; Gth: goethite; Py: pyrite.
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literature values for shale (67). To further cor-
roborate the diffusion model (67), we also cal-
culated the average grain-scale oxidation rate
of pyrite in the field of ~10−14 molm−2 s−1. This
value is four orders of magnitude smaller than
pyrite oxidation measured in the laboratory
in well-stirred, slightly acidic water (23). This
observation is consistent with rate limitation
by diffusion in the field but interfacial reaction
in the laboratory.

Global implications

Our observations yield global implications for
pyrite oxidation. For example, in some of the
fastest-eroding locations on Earth, shales erode
10 to 100 times faster than at Shale Hills but
still become 100% pyrite-oxidized beneath the
land surface (30). Even in those fast-weathering
shales, pyrite pseudomorphically transforms
to oxide minerals (30). As shown by theoret-
ical models of weathering (10, 42, 55), this ob-
servation implies that erosion limits the rate
of OWP at the borehole scale rather than the
kinetics of chemical reaction. In fact, by using
reasonable parameters for average global pyrite
contents and erosion rates, the calculated sul-
fate release rate for Shale Hills, 2.5 ± 1.4 mmol
sulfur m−2 year−1, straightforwardly extrapo-
lates to the total global riverine sulfate flux
from OWP, 1.5 ± 0.5 Tmol sulfur year−1 (67).
But to understand global implications over

geological time, we also need to understand
the mechanisms by which the rate of OWP at
clast and grain scales varies proportionally
with erosion rate. The answer appears to be
that the climate, tectonic, or other drivers that
accelerate the rates of erosion also promote
increased fracturing (69). This in turn decreases
the relevant clast size created between frac-
tures (perhaps also increasing porosity within
clasts) and thus accelerates OWP (30). This
fits our proposed model (fig. S4) in which the
advance of oxidation across each shale frag-
ment between fractures is proportional to the
square root of the residence time it takes for
the fragment itself to cross the oxidation front.
To fully oxidize pyrite in fragments, the frac-
ture half-spacing must be less than the ad-
vance distance of oxidation as the clast crosses
the reaction front at the borehole scale. A
simple equation (eq. S10) predicts the critical
fracture spacing that results in total oxida-
tion of pyrite before it is exposed at the land
surface and presents the spacing as a func-
tion of residence time of shale fragments in
theweathering zone, effective porosity of shale
matrix, pyrite abundance in protolith, and con-
centration of dissolved oxygen in fractures.
We used m calculated from Shale Hills for

three shales (30) for which we know that py-
rite is oxidized before exposure at the land sur-
face to determine the critical fracture spacing
calculated from eq. S10 (Fig. 4). The measured
fracture spacing and effective porosity for each

of the shales plotted on the figure (symbols)
show that fracture spacing is smaller than the
critical spacing needed for 100% of the pyrite
to be oxidized at the land surface under the
present-day atmospheric level (PAL) of oxygen.
The curves also show that the effect of fracture
spacing is much stronger than that of porosity.
These observations emphasize that the most
convincing explanation for how OWP can be
maintained proportional to erosion is that
fracture spacing decreases to shorten the dif-
fusion distance of oxygen as the erosion rate
increases.
We can also explore conditions other than

those on Earth today. For example, when the
atmospheric oxygen concentration was less
than 10−5 times PAL, OWPwas apparently slow
enough that pyrite was retained in alluvial sedi-
ments, implying that pyrite was exposed at
the land surface [e.g., (15, 16)]. Curves plotted
for dissolved oxygen equilibrated with PO2 =
10−5 PAL (Fig. 4) clearly show that even highly
fractured rocks like those in fast-erodingTaiwan
today would still retain pyrite up to the land
surface at that time. This observation is con-
sistent with a rate-limiting step for OWP be-
fore the GOE that was not erosion but rather
the oxidation reaction at the mineral grain sur-
face. Before the GOE, pyrite absence or pres-
ence in sediments would have been a function
of atmospheric oxygen content, but once the
atmospheric oxygen rose high enough to over-
come chemical reaction limitation, OWP was
limited by erosion and fracturing as it is today.
Therefore, the key time scale for detrital pyrite
preservation in alluvial sediments before the
GOE is that of pyrite oxidation during trans-
port from source to deposition as explored by
Johnson et al. (2014) (16), but after the GOE
the key time scale is the residence time as
clasts transit up through the oxidation zone in
the subsurface. This emphasizes that the rate
of erosion coupled to fracturing in the sub-
surface is as important as atmospheric oxygen
concentration in controlling the presence or
absence of pyrite in alluvial material. Rock
uplift and fracturing history, which has varied
over geologic time (70), therefore must be con-
sidered in determining ancient atmospheric
oxygen content through analyses of pyrite and
models of weathering.
Our observations also emphasize that iron-

and sulfur-oxidizing microorganisms do not
play a dominant role today in OWP globally.
Thismay explainwhy landscapes of acidification
are generally limited to mined regions where
pyrite-containing rock is artificially exposed.
The only way microorganisms could play an
important role, given that they need to grow
directly on or near pyrite (26–28), is for pyrite
to be exposed in rock where microorganisms
can enter pores. However, pyrite would have
been present at the land surface during the
late Archaean even for very low erosion rates

(see Fig. 4). This lends credence to the pos-
sibility that an early period of acidification
at 2.48 Gyr ago was caused by chemolithoau-
totrophic bacteria colonizing the land sur-
face where, unlike today, pyrite was exposed
(18, 71). More attention to estimating erosion
rates and mechanics of subsurface fracturing
is needed to understand limits on C, O, S, and
Fe cycles globally.
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Fig. 4. Model curves showing the critical values
of fracture half-spacing and effective porosity
for pyrite to completely oxidize (symbols
plot below curve) or to remain unoxidized at
Earth’s surface (symbols plot above curve) for
two values of atmospheric oxygen. Squares show
fracture half-spacing and effective porosity
measured from depth at three watersheds (SH:
Shale Hills at Pennsylvania; ER: Eel River at
California; FS: Fushan at Taiwan) with different
erosion rates. Darker symbols and curves indicate
faster erosion rates as labeled: FS (2 m kyr−1) > ER
(0.3 m kyr−1) > SH (0.02 m kyr−1). Solid and dashed
curves were calculated for oxygen at present
atmospheric levels (PAL) or levels from before the
GOE (10−5 PAL), respectively. Consistent with
today’s lack of exposed pyrite at land surface in all
three watersheds and sulfate release rates for the
watersheds that are proportional to erosion rate
(30), symbols all plot below the corresponding
contour for PAL (erosion-limited oxidation). But all
points plot above estimates based on 10−5 PAL
(dashed lines), suggesting the likelihood of land
surface exposure of pyrite before the GOE (reaction-
limited oxidation). Parameters estimated from
Shale Hills were applied to the other watersheds as
described in the text. Error bars show the range
of erosion rates (horizontal) and fracture half-spacing
(vertical). The contours of different values of erosion
rates (darker for higher erosion rate) are calculated
using eq. S10 for a 10-m-thick oxidized regolith.
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Materials and methods
Geological setting
The Shale Hills catchment (40.6668° N,
77.9028° W) at Susquehanna Shale Hills Crit-
ical Zone Observatory (SSHCZO) is a V-shaped
0.08 km2 catchment located in the headwaters
of the Shaver’s Creek watershed in the central
Susquehanna River Basin, Pennsylvania, USA
(fig. S1). The climate at SSHCZO is character-
ized as humid continental, with warm to hot
summers and cold winters (mean annual air
temperature of 10°C), with well-distributed
precipitation throughout the year (mean an-
nual precipitation of 107 cm). Vegetative cover
is dominated by northern hardwoods with in-
terspersed conifers consisting of oak (Quercus
spp.), hickory (Carya spp.), pine (Pinus spp.),
hemlock (Tsuga canadensis), and red maple
(Acer rubrum). The short-term erosion rate
(0.01 to 0.025 mm year−1) determined from
meteoric 10Be in this catchment (66) is com-
parable to the long-term erosion rates deter-
mined by low-temperature thermochronometry
(72) across the Valley and Ridge province, in
the Appalachian Mountain region. Both rates
are close to the soil production rate (0.015 to
0.065 mm year−1) determined over the 103- to
104-year time scale from uranium disequilib-
rium isotopes (73). This similarity implies
that the landscape is close to an approximate
steady-state geomorphological shape, i.e., that
erosion roughly balances soil production. This
site is underlain by the Silurian-aged Rose Hill
Formation, which consists primarily of shale
with minor interbedded carbonate-rich and
sandstone layers (37, 74). The shale under the
catchment varies from carbonate-rich near the
outlet to poor through the rest of the catchment.
Carbonate layers in the dipping (and probably
folded) shale intersect boreholes under the
ridges at tens of meters below land surface but
at ∼2 mbls under the valley. Although most car-
bonate at depth under the valley was present
in the original shale, some calcite precipitated
near the surface (<3 mbls) shows incorpora-
tion of C from organic carbon in soil, which is
isotopically more depleted (44).

Boreholes

A 7.6-cm-diameter borehole (CZMW8)was drilled
to 30.8-m depth under the south ridge of the
catchment by HQ wireline coring, and core
materials were recovered. Above depths of
~15.5m, fractured rock fragmentswith lengths
smaller than 10 cm were recovered (recovery:
17 to 40%). Below~15.5m,more continuous core
materials were recovered (recovery: 45 to 90%)
with the exception of the highly fractured zone
from 24.7 to 26.2 m (recovery: 21%).
A 7.6-cm-diameter borehole (CZMW10) was

drilled to 35-mdepth under the valley near the
outlet of the catchment by air rotary drilling.
Rock fragments and rock powder were sam-
pled during drilling at ~0.8-m intervals. The

unconsolidated material in the top 3 m of
the borehole was sampled using a Geoprobe.
The groundwater levels of these two bore-
holes are continuouslymeasured every 30min
using a pressure transducer after well comple-
tion (75).
The borehole geophysical logs collected in

both borehole CZMW8 and CZMW10 include
a three-arm caliper, natural gamma, optical
televiewer, acoustic televiewer, full wave-form
sonic, bulk density, neutron porosity, fluid
temperature, fluid conductivity, and normal
resistivity. The logs of the 3-arm caliper and
optical televiewer were collected in several other
boreholes under the ridge (CZMW5, CZMW6,
CZMW7) and under the valley as well (bore-
holes: CZMW1, CZMW2, CZMW3, CZMW4,
Lynch). The fracture density was estimated
by counting numbers of fractures per 0.5 m
on optical and acoustic borehole images.

Bulk chemistry and minerology

Two types of samples were collected for anal-
ysis: (i) bulk samples (>100 g each), collected
and homogenized over 0.3- to 0.8-m depth
intervals; and (ii) centimeter-sized rock frag-
ments that could be separated, on occasion,
from the bulk samples. Rock fragments ana-
lyzed anddiscussed in this paperwere collected
near the depth where almost all of the pyrite
becomes depleted (the pyrite oxidation front),
or from the fractured zones (3 to 20 g for each
sample). Bulk solid-state elemental composi-
tions were determined by lithium metaborate
fusion followed by inductively coupled plasma–
atomic emission spectroscopy (ICP-AES; Perkin-
Elmer Optima 5300DV ICP-AES) at the Penn
State Laboratory for Isotopes and Metals in
the Environment (LIME). Loss on ignitionwas
determined by ashing the pulverized samples
(initial mass ~1 g) at 900°C for 1 hour. Con-
centrations of total carbon and sulfur were
determined on pulverized samples with a
combustion–infrared carbon/sulfur determi-
nator (LECO SC632). Bulk compositions are
reported on an “as received” basis.
The loss or gain of component jduringweath-

ering was quantified as the mass transfer co-
efficient tj (76, 77):

tj ¼ Cj;wCi;p

Cj;pCi;w
� 1

Here,Cj;w andCj;p are the concentrations of
a mobile element or mineral of interest ( j) in
protolith (p) or weathered material (w). When
t ¼ 0 , element j is neither enriched nor de-
pleted with respect to immobile element i in
protolith; when t < 0, the element has been
lost relative to i in protolith; and when t > 0,
the element has been added to the profile
relative to the protolith. In this study, the
protolith is defined as the zone that shows no
pyrite or carbonate depletion and titanium (Ti)

is chosen as the immobile element because it
is mostly present in an insoluble mineral (30).
The fraction of a mobile element lost from
the protolith is a minimum estimate because
no element is totally immobile (78). The ex-
tent of oxidation was calculated as −tpy.
X-ray diffraction was conducted on a

PANalytical Empyrean X-Ray Diffractometer
(PANalytical Ltd., Netherlands) at 45 kV and
40 mA using Cu Ka radiation with a 1/2° di-
vergence and receiving slits. Diffraction pro-
files were collected from 5° to 70° 2q at a rate
of 4° min−1. The degree of vermiculitization
of chlorite was semiquantitatively estimated
through the relative intensities of the (002)
reflection at ~7.1 Å and (001) reflection at 14.1
to 14.3 Å of chlorite (79).

SEM

Eleven centimeter-sized rock fragments from
different depths were selected for microstruc-
ture analysis at the Material Characterization
Laboratory of the Pennsylvania State Univer-
sity. All fragments were cut into thin sections
(~2 mm thick) using a low-speed diamond
saw, polished with sandpaper (600 grid) and
later diamond pastes (6 mm and 0.25 mm). Thin
sections from each depth were imaged by scan-
ning electron microscope (SEM). Selected sec-
tions were further polished by an ion beam
milling instrument (Leica EM TIC 3X) to re-
veal the internal structure. Before imaging,
the sections were coated with carbon (~8 nm
thick) to reduce surface charging. The sections
were imaged at low magnification (<10,000×)
using an Environmental SEM (FEI Quanta 250)
in backscattered electron mode with an accel-
erating voltage of 10 to 15 kV. Selected areas
were investigated by EDS on the SEM using
an Oxford EDS detector with an accelerating
voltage of 15 to 20 kV to ensure a minimum
dead time of 15%. The sections were imaged at
high magnification (>10,000×) using a field-
emission SEM (FEI Nova NanoSEM 630) with
an accelerating voltage of 8 to 10 kV, landing
energy of 4 to 5 kV using a vCD detector.

TEM

Specimens for transmission electron micros-
copy (TEM) were prepared by focused ion
beam (FIB) milling on specific sites (e.g., pyrite-
Fe oxide interface pre-identified by SEM-EDS)
with the FEI Helios NanoLab 660 DualBeam
system. A protective carbon layer was deposited
on the region in the shape of a bar and then
milling was performed using gallium ions at
30 keV. The specimen was lifted out, attached
to a TEM grid and thinned to electron trans-
parency. The FIB specimen was then analyzed
on a Talos F200X scanning/transmission elec-
tron microscope (S/TEM) or a FEI Titan3 dual
aberration corrected S/TEM, both operated
at 200 kV and equipped with a SuperX EDS
system. Both high angle annular dark field
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(HAADF) STEM imaging and HRTEM were
completed. Selected areas were examined by
SAED and EDS mapping. Electron diffrac-
tion patterns were also extracted through fast
Fourier transform (FFT) analysis on selected
area of HRTEM images using image process-
ing software Fiji (80). The ion mill curtain-
ing in Fig. 3A is removed by a stripe filtering
plugin in Fiji (81).
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CORONAVIRUS

De novo design of picomolar SARS-CoV-2
miniprotein inhibitors
Longxing Cao1,2, Inna Goreshnik1,2, Brian Coventry1,2,3, James Brett Case4, Lauren Miller1,2,
Lisa Kozodoy1,2, Rita E. Chen4,5, Lauren Carter1,2, Alexandra C. Walls1, Young-Jun Park1,
Eva-Maria Strauch6, Lance Stewart1,2, Michael S. Diamond4,7, David Veesler1, David Baker1,2,8*

Targeting the interaction between the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
spike protein and the human angiotensin-converting enzyme 2 (ACE2) receptor is a promising
therapeutic strategy. We designed inhibitors using two de novo design approaches. Computer-generated
scaffolds were either built around an ACE2 helix that interacts with the spike receptor binding
domain (RBD) or docked against the RBD to identify new binding modes, and their amino acid sequences
were designed to optimize target binding, folding, and stability. Ten designs bound the RBD, with
affinities ranging from 100 picomolar to 10 nanomolar, and blocked SARS-CoV-2 infection of Vero E6
cells with median inhibitory concentration (IC50) values between 24 picomolar and 35 nanomolar.
The most potent, with new binding modes, are 56- and 64-residue proteins (IC50 ~ 0.16 nanograms per
milliliter). Cryo–electron microscopy structures of these minibinders in complex with the SARS-CoV-2
spike ectodomain trimer with all three RBDs bound are nearly identical to the computational models. These
hyperstable minibinders provide starting points for SARS-CoV-2 therapeutics.

S
evere acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2) infection gener-
ally begins in the nasal cavity, with virus
replicating there for several days before
spreading to the lower respiratory tract

(1). Delivery of a high concentration of a viral
inhibitor into the nose and into the respira-
tory system generally might therefore provide
prophylactic protection and/or therapeutic
benefit for treatment of early infection and
could be particularly useful for healthcare
workers and others coming into frequent
contact with infected individuals. A number
of monoclonal antibodies are in development
as systemic treatments for coronavirus disease
2019 (COVID-19) (2–6), but these proteins are
not ideal for intranasal delivery because anti-
bodies are large and often not extremely stable
molecules, and the density of binding sites is
low (two per 150 KDa antibody); antibody-
dependent disease enhancement (7–9) is also
a potential issue. High-affinity spike protein
binders that block the interaction with the
human cellular receptor angiotensin-converting

enzyme 2 (ACE2) (10) with enhanced stability
and smaller sizes to maximize the density of
inhibitory domains could have advantages
over antibodies for direct delivery into the
respiratory system through intranasal admin-
istration, nebulization, or dry powder aerosol.
We found previously that intranasal delivery
of small proteins designed to bind tightly to
the influenza hemagglutinin can provide both
prophylactic and therapeutic protection in
rodent models of lethal influenza infection (11).

Design strategy

We set out to design high-affinity protein mini-
binders to the SARS-CoV-2 spike receptor
binding domain (RBD) that compete with
ACE2 binding. We explored two strategies:
First, we incorporated the a-helix from ACE2,
which makes the majority of the interactions
with the RBD into small designed proteins
that make additional interactions with the
RBD to attain higher affinity (Fig. 1A). Second,
we designed binders completely from scratch,
without relying on known RBD-binding inter-
actions (Fig. 1B). An advantage of the second
approach is that the range of possibilities for
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Fig. 1. Overview of the computational design approaches. (A) Design of helical proteins incorporating
ACE2 helix. (B) Large-scale de novo design of small helical scaffolds (top) followed by RIF docking to identify
shape and chemically complementary binding modes.



design is much larger, and so potentially a
greater diversity of high-affinity binding modes
can be identified. For the first approach, we
used the Rosetta blueprint builder to gener-
ate miniproteins that incorporate the ACE2
helix (human ACE2 residues 23 to 46). For

the second approach, we used rotamer inter-
action field (RIF) docking (12) with large in
silico miniprotein libraries (11) followed by
design to generate binders to distinct regions
of the RBD surface surrounding the ACE2
binding site (Fig. 1 and fig. S1).

Experimental characterization
and optimization
Large pools of designed minibinders (supple-
mentary materials, materials and methods),
made by using the first and second approaches,
were encoded in long oligonucleotides and
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Fig. 2. High-resolution sequence mapping of AHB2, LCB1, and LCB3 before
sequence optimization. (A, C, and E) (Left) Designed binding proteins are
colored by positional Shannon entropy from site saturation mutagenesis, with blue
indicating positions of low entropy (conserved) and red those of high entropy
(not conserved). (Right) Zoomed-in views of central regions of the design core and
interface with the RBD. (B, D, and F) Heat maps representing RBD-binding enrichment

values for single mutations in the design model core (left) and the designed interface
(right). Substitutions that are heavily depleted are shown in blue, and beneficial
mutations are shown in red. The depletion of most substitutions in both the binding
site and the core suggest that the design models are largely correct, whereas the
enriched substitutions suggest routes to improving affinity. Full SSM maps over all
positions for AHB2 and all eight de novo designs are provided in figs. S6 and S7.
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screened for binding to fluorescently tagged
RBD displayed on the surface of yeast cells.
Deep sequencing identified three ACE2 helix
scaffolded designs (“approach 1”), and 105
de novo interface designs (“approach 2”) that
were enriched after fluorescence-activated cell
sorting (FACS) for RBD binding. All three
ACE2-scaffolded designs and 12 of the de novo
designs were expressed in Escherichia coli and
purified. One of the ACE2-scaffolded designs
and 11 of the 12 de novo designs were soluble
and bound RBD with affinities ranging from
100 nM to 2 mM in biolayer interferometry
(BLI) experiments (figs. S2, A, C, and E; and S3).
Affinity maturation of the ACE2-scaffolded
design by means of polymerase chain reaction
(PCR) mutagenesis led to a variant, AHB1, which
bound RBD with an affinity of ~1 nM (fig. S4)
and blocked binding of ACE2 to the RBD (fig.
S5A), which is consistent with the design model,
but had low thermostability (fig. S4, C and D).
We generated 10 additional designs incorpo-
rating the binding helix hairpin of AHB1 and
found that one bound the RBD and was thermo-
stable (fig. S2, B, D, and F).

For 50 of the minibinders made by using
approach 2, and the second-generation ACE2
helix scaffolded design, we generated site sat-
urationmutagenesis libraries (SSMs) in which
every residue in each design was substituted
with each of the 20 amino acids one at a time.
Deep sequencing before and after FACS sort-
ing for RBD binding revealed that residues
at the binding interface and protein core
were largely conserved for 40 out of the 50
approach 2 minibinders and for the ACE2
helix scaffolded design (Fig. 2 and figs. S6 and
S7). For most of these minibinders, a small
number of substitutions were enriched in the
FACS sorting; combinatorial libraries incor-
porating these substitutions were constructed
for the ACE2-based design and the eight highest-
affinity approach 2 designs and again screened
for binding to the RBD at concentrations down
to 20 pM. Each library converged on a small
number of closely related sequences; one of
these was selected for each design, AHB2 or
LCB1-LCB8, and found to bind the RBD with
high affinity on the yeast surface in a manner
competed with by ACE2 (Fig. 3 and fig. S8).

AHB2 and LCB1-LCB8 were expressed and
purified from E. coli, and binding to the RBD
assessed with BLI. For seven of the designs,
the dissociation constant (Kd) values ranged
from 1 to 20 nM (Fig. 3, fig. S8, and table S2),
and for two (LCB1 and LCB3), the Kd values
were below 1 nM, which is too strong to mea-
sure reliably with this technique (Fig. 3). On the
surface of yeast cells, LCB1 and LCB3 showed
binding signals at 5 pM of RBD after pro-
tease (trypsin and chymotrypsin) treatment
(fig. S9). Circular dichroism spectra of the
purified minibinders were consistent with
the design models, and the melting temper-
atures for most were greater than 90°C (Fig.
3 and fig. S8). The designs retained full bind-
ing activity after 14 days at room temper-
ature (fig. S10). AHB1 and -2 and LCB3 also
bound to the SARS-CoV RBD (in addition to
the SARS-CoV-2 RBD), but with lower affin-
ity (fig. S11); we anticipate that the binding
affinities achieved for SARS-CoV-2 could be
readily obtained for other coronavirus spike
proteins if these were directly targeted for
design.
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Fig. 3. The optimized designs bind with high affinity to the RBD, compete
with ACE2, and are thermostable. (A) ACE2 competes with the designs for
binding to the RBD. Yeast cells displaying the indicated design were incubated
with 200 pM RBD in the presence or absence of 1 mM ACE2, and RBD
binding to cells (y axis) was monitored with flow cytometry. (B) Binding of
purified miniproteins to the RBD monitored with BLI. For LCB1 and LCB3,

dissociation constants (Kd) could not be accurately estimated because of a
lack of instrument sensitivity and long equilibration times below 200 pM.
(C) Circular dichroism spectra at different temperatures and (D) CD signal at
222-nm wavelength, as a function of temperature. The fully de novo
designs LCB1 and LCB3 are more stable than the ACE2 scaffolded helix
design AHB2.
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Fig. 4. Cryo-EM
characterization of
the LCB1 and LCB3
minibinders in
complex with SARS-
CoV-2 spike protein.
(A) Molecular surface
representation of LCB1
bound to the SARS-
CoV-2 spike ecto-
domain trimer viewed
along two orthogonal
axes (left, side view;
right, top view)
(B) Superimposition of
the computational
design model (silver)
and refined cryo-EM
structure (magenta) of
LCB1 (using the map
obtained through local
refinement) bound
to the RBD (cyan).
(C and D) Zoomed-in
views of computa-
tional model (silver)
of LCB1/RBD
complex overlaid
on the cryo-EM struc-
ture (cyan for RBD and
pink for LCB1), showing
selected interacting
side chains. (E) Molec-
ular surface repre-
sentation of LCB3
bound to the SARS-
CoV-2 spike ectodomain
trimer viewed from
the side and top
of the spike trimer.
(F) Superimposition of
the computational
design model (silver)
and refined cryo-EM
structure (pink) of
LCB3 (using the map
obtained through
local refinement)
bound to the RBD
(cyan). (G and
H) Zoomed-in view of
the interactions
between LCB3 (pink)
and the SARS-CoV-2
RBD (cyan), showing
selected interacting
side chains. In (A)
and (E), each spike
protomer is colored
distinctly (cyan, pink,
and yellow). For (B)
and (F), the RBDs
were superimposed
to evaluate the binding pose deviations between designed models and refined structure of each minibinder.
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Cryo–electron microscopy
structure determination
We characterized the structures of LCB1 and
LCB3 in complex with the SARS-CoV-2 spike
ectodomain trimer by cryo–electron micros-
copy (cryo-EM) at 2.7 and 3.1 Å resolution,
respectively, and found that the minibinders
bind stoichiometrically to the three RBDs
within the spike trimer (Fig. 4, A and E, and
figs. S12 and S13). Although the spike pre-
dominantly harbored two open RBDs for both
complexes, we identified a subset of particles
with three RBDs open for the LCB3 complex
(Fig. 4, A and E, and figs. S12 and S13). We
improved the resolvability of the RBD/LCB1
and RBD/LCB3 densities by using focused
classification and local refinement yielding
maps at 3.1 and 3.5 Å resolution, which en-
abled visualization of the interactions formed
by each minibinder with the RBD (Fig. 4, B
and F, and figs. S12 and S13).
LCB1 and LCB3 dock with opposite orien-

tations in the crevice formed by the RBD
receptor-bindingmotif through extensive shape
complementary interfaces with numerous elec-
trostatic interactions mediated by two out of
the three minibinder a-helices (Fig. 4, B to D
and F to H). Similar to ACE2, the LCB1 and
LCB3 binding sites are buried in the closed S
conformational state and require opening of
at least twoRBDs to allow simultaneous recog-
nition of the three binding sites (Fig. 4, A
and E). Both LCB1 and LCB3 form multiple
hydrogen bonds and salt bridges with the
RBD with buried surface areas of ~1 000 and
~800 Å2, respectively (Fig. 4, C, D, G, and H),
which is consistent with the subnanomolar
affinities of these inhibitors. As designed, the
binding sites for LCB1 and LCB3 overlap with
that of ACE2 (fig. S14 and table S1) and hence

should compete for binding to the RBD and
inhibit viral attachment to the host cell surface.
Superimposition of the designed LCB1/RBD

or LCB3/RBDmodels to the corresponding cryo-
EM structures, using the RBD as reference, show
that the overall binding modes closely match
the designmodels with backbone Ca rootmean
square deviation of 1.27 and 1.9 Å for LCB1 and
LCB3, respectively (Fig. 4, B and F), and that the
primarily polar sidechain-sidechain interactions
across the binding interfaces present in the
computational designmodels are largely recapit-
ulated in the corresponding cryo-EM struc-
tures (Fig. 4, C, D, G, and H). These data show
that the computational designmethod can have
quite high accuracy. The structure comparisons
inFig. 4, C,D,G, andHare to the original design
models; the substitutions that increased bind-
ing affinity are quite subtle and have very little
effect on backbone geometry.

Virus neutralization

We investigated the capacity of AHB1, AHB2,
and LCB1 to -5 to prevent the infection of cells
by bona fide SARS-CoV-2. Varying concen-
trations of minibinders were incubated with
100 focus-forming units (FFU) of SARS-CoV-2
and then added to Vero E6 monolayers. AHB1
and AHB2 strongly neutralized SARS-CoV-2
(IC50 of 35 and 15.5 nM, respectively), whereas
a control influenza minibinder showed no
neutralization activity (Fig. 5A). Next, we tested
the approach 2–designed minibinders LCB1 to
LCB5. We observed even more potent neutral-
ization of SARS-CoV-2 by LCB1 and LCB3 with
IC50 values of 23.54 and 48.1 pM, respectively,
within a factor of three of the most potent
anti–SARS-CoV-2 monoclonal antibody described
to date (13; at increased minibinder incu-
bation volumes, IC50 values as low as 11 pM

were obtained) (Fig. 5B). On a per mass basis,
because of their very small size, the designs
are sixfold more potent than the best mono-
clonal antibodies.

Conclusions

The minibinders designed in this work have
potential advantages over antibodies as po-
tential therapeutics. Together, they span a
range of binding modes, and in combina-
tion, viral mutational escape would be quite
unlikely (figs. S1 and S14 and table S1). The
retention of activity after extended time at
elevated temperatures suggests that theywould
not require a temperature-controlled supply
chain. The designs have only 5% the molec-
ular weight of a full antibody molecule, and
hence in an equal mass have 20-fold more po-
tential neutralizing sites, increasing the poten-
tial efficacy of a locally administered drug. The
cost of goods and the ability to scale to very
high production should be lower for the much
simpler miniproteins, which do not require
expression in mammalian cells for proper fold-
ing, unlike antibodies. The small size and high
stability should also make them amenable
to formulation in a gel for nasal application
and to direct delivery into the respiratory sys-
tem through nebulization or as a dry powder.
We will be exploring alternative routes of de-
livery in themonths ahead as we seek to trans-
late the high-potency neutralizing proteins
into SARS-Cov2 therapeutics and prophy-
lactics. Immunogenicity is a potential problem
with any foreign molecule, but for previously
characterized small de novo–designed proteins,
little or no immune response has been observed
(11, 14), perhaps because the high solubility and
stability together with the small size makes
presentation on dendritic cells less likely.
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Fig. 5. Neutralization of
live virus by designed
miniprotein inhibitors. (A and
B) Neutralization activity of
(A) AHB1 and AHB2 or (B)
LCB1-5 were measured
with a focus reduction neu-
tralization test. Indicated con-
centrations of minibinders were
incubated with 100 FFU of
authentic SARS-CoV-2 and sub-
sequently transferred onto Vero
E6 monolayers. AHB1, AHB2,
LCB1, and LCB3 potently neu-
tralize SARS-CoV-2, with
median effective concentration
(EC50) values <50 nM (AHB1 and
AHB2) or <50 pM (LCB1 and
LCB3). Data are representative
of two independent experi-
ments, each performed in tech-
nical duplicate.
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Timing is critical in a pandemic outbreak;
potent therapeutics are needed in as short a
time as possible. We began to design minibind-
ers in January 2020 on the basis of a Rosetta
model of the SARS-CoV-2 spike structure and
switched to the crystal structures once they
became available (4, 15–17). By the end of May
2020, we had identified very potent neutral-
izers of infectious virus; during this same time,
a number of neutralizing monoclonal anti-
bodies were identified. We believe that with
continued development, the computational
design approach can becomemuch faster. First,
as structure prediction methods continue to
increase in accuracy, target models suitable
for design could be generated within a day of
determining the genome sequence of a new
pathogen. Second, with continued improve-
ment in computational design methods, it
should be possible to streamline the work-
flow described here, which required screen-
ing of large sets of computational designs,
followed by experimental optimization, to
identify very-high-affinity binders. The very
close agreement of the cryo-EM structures of
LCB1 and LCB3 with the computational de-
sign models suggest that the main challenges
to overcome are not in the de novo design of
proteins with shape and chemical comple-
mentarity to the target surface, but in recog-
nizing the best candidates and identifying a
small number of affinity-increasing substi-
tutions. The large amount of data collected
in protein-interface design experiments such
as those described here should inform the
improvement of the detailed atomic models
at the core of Rosetta design calculations, as
well as complementary machine-learning ap-
proaches, to enable even faster in silico design
of picomolar inhibitors such as LCB1 and LCB3.
With continued methods development, we

believe that it will become possible to generate
ultrahigh-affinity, pathogen-neutralizing de-
signs within weeks of obtaining a genome
sequence. Preparing against unknown fu-
ture pandemics is difficult, and such a cap-
ability could be an important component
of a general response strategy.
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NEURODEVELOPMENT

Orderly compartmental mapping of premotor
inhibition in the developing zebrafish spinal cord
Sandeep Kishore, Eli B. Cadoff, Moneeza A. Agha, David L. McLean*

In vertebrates, faster movements involve the orderly recruitment of different types of spinal motor
neurons. However, it is not known how premotor inhibitory circuits are organized to ensure alternating
motor output at different movement speeds. We found that different types of commissural inhibitory
interneurons in zebrafish form compartmental microcircuits during development that align inhibitory
strength and recruitment order. Axonal microcircuits develop first and provide the most potent premotor
inhibition during the fastest movements, followed by perisomatic microcircuits, and then dendritic
microcircuits that provide the weakest inhibition during the slowest movements. The conversion of a
temporal sequence of neuronal development into a spatial pattern of inhibitory connections provides an
“ontogenotopic” solution to the problem of shaping spinal motor output at different speeds of movement.

W
hether vertebrates are moving quick-
ly or slowly, locomotion requires alter-
nating activity between antagonistic
muscle groups distributed along and
across the body.We understand a con-

siderable amount about how distinct types of
motor neurons develop and generate different
speeds of movement (1). However, we know
relatively little about the development and
organization of inhibitory circuits that ensure
that alternating output patterns are matched
to speed. This is due to the challenge in link-
ing synaptic connectivity to neuronal identity
and recruitment order in most vertebrates.
Here, we asked how commissural inhibitory
circuits in the zebrafish spinal cord are orga-
nized to ensure left-right alternation at differ-
ent speeds of swimming. Because commissural
inhibitory circuits are critical for left-right
alternation in all vertebrates, and because the
genetic origins of spinal neurons are evolu-
tionarily conserved (2), zebrafish provide an
opportunity to more easily reveal shared prin-
ciples of locomotor network organization.
Zebrafishmove through thewater using axial

muscle contractions that alternate from left to
right across the body (3). To aid quickmovements,
larger motor neurons born during a “primary”
wave of neurogenesis are recruited into an
active pool that includesmore numerous smaller
motor neurons born during a “secondary” wave
of neurogenesis that are also recruited at slower
speeds (4, 5). By free-swimming larval and adult
stages, the sequential development of spinal
motor neurons has formed a topographic map
of recruitment from ventral to dorsal during
increases in body bending frequency and thus
the speed of locomotion (6, 7). Reciprocal left-
right alternation during swimming is main-
tained by glycinergic commissural inhibitory
interneurons (8), which are also topographically

organized on the basis of recruitment order
in zebrafish (6). However, it is not known how
differential recruitment patterns are trans-
lated into alternatingmotor output at different
speeds of locomotion, because patterns of pre-
motor connectivity arising from commissural
inhibitory interneurons in zebrafish (or any
other vertebrate) have yet to be revealed.

Stronger perisomatic inhibition of larger
motor neurons

To assess how the organization of premotor
inhibitory inputs depends onmovement speed,
we first asked whether differences exist in
the compartmental distribution of inhibitory
synapses among motor neurons recruited at
different speeds. We injected Gal4-UAS con-
structs (table S1) in 1- to 2-cell–stage zebrafish
embryos to sparsely label individual primary
(n = 15) and secondary (n = 24)motor neurons
with fluorescent reporters (Fig. 1, A and B).We
focused on glycinergic synapse distribution
using the glycine receptor GlyRa1 fused with
enhancedgreen fluorescent protein (eGFP) (9).
In 4- to 5-day-old larvae, this in vivo labeling ap-
proach revealed punctate fluorescent signals in
the axonic, somatic, anddendritic compartments
of both types of motor neurons (Fig. 1C). Axonic
puncta were observed up to 45 mm from the
soma/axon boundary (mean ± SD; 18 ± 10mm,
n = 39). The largest total number of putative in-
hibitory synapses were observed in the dendrites
for both primary and secondary motor neurons
(Fig. 1D). However, consistent with the idea that
larger (primary) motor neurons require more
potent perisomatic inhibition to curtail their
activity (10), primaries exhibited higher total
numbers of putative inhibitory contacts in both
somatic and axonic compartments than second-
aries (Fig. 1D). From the transverse perspective,
GlyRa1 puncta decorated the lateral surface
of both primary and secondary motor neurons
(Fig. 1F), with putative axonic and somatic syn-
apses concentratedmoremedially than dendritic
synapses inboth typesofmotorneurons (Fig. 1G).

Premotor inhibitory neurons target
different compartments
Next, to assess the contribution of commissural
inhibitory inputs toGlyRa1 punctadistributions,
we focused on dmrt3a-labeled dI6 neurons,
which provide a conserved source of commis-
sural inhibition during locomotion (11, 12). We
first optimized the GRASP (GFP reconstitution
across synaptic partners) approach for use in
zebrafish. GRASP relies on the apposition of
pre- and postsynaptic membranes at synapses
to reconstitute a split GFP molecule (13, 14).
Using Gal4-UAS–based approaches (tables S2
and S3), we created a transgenic zebrafish line
with all dI6 neurons labeled with pTagRFP
and half of a split GFPmolecule tethered to the
membrane, as well as all motor neurons with
mCerulean and the other half of a split GFP
molecule (Fig. 2A). The resulting transgenic
larvae should have functional GFP at locations
where dI6 and motor neurons form putative
synapses. This approach revealed GFP puncta
medially and laterally, but with a perisomatic
bias (Fig. 2B). Consistentwith the reconstitution
of GFP at synapses, we observed punctate
signals at locations where the axons of dI6 in-
terneurons overlapped with the axons, somata,
and dendrites of unidentifiedmotor neurons
(Fig. 2C). To better link inputs in different
compartments to different motor neuron types,
we sparsely labeled dI6 neurons and motor
neurons (n = 12), which confirmed the pres-
ence of axonic, somatic, and dendritic GFP
signals in both primaries and secondaries
(Fig. 2D).
Axonic, somatic, and dendritic inputs to

motor neurons could arise from the same
neuron or different neurons. To assess how
individual dI6 interneurons contributed to
compartmentalization, we used a Gal4-UAS
approach to sparsely label dI6 neurons with
different cytosolic and synaptophysin-tagged
fluorescent proteins in a transgenic line that
labels motor neurons (Fig. 2, E and F). dI6
neurons could be divided into discrete types
based on their morphologies and distribution
of synaptic outputs relative tomotor neurons.
The first type had large-caliber, primarily de-
scending and local axons with synaptophysin
puncta concentrated ventrally and medially in
close proximity to motor neuron axons (Fig. 2,
G and H). These neurons are likely commis-
sural local (CoLo) neurons that provide left-right
direction control during fast startle responses
in larval and adult fish (15–17). Two other
types of dI6 interneurons with symmetrically
bifurcating axons could be divided into groups
with either medial synaptic output close to
motor neuron somata or lateral synaptic out-
put concentrated in the dendritic neuropil
(Fig. 2, G and H). These neurons are likely
commissural bifurcating longitudinal (CoBL)
neurons, which participate in swimming in lar-
val fish (6, 18). Despite differences in subcellular
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targeting and axon trajectories, we found no
significant difference in the density of synap-
tophysin puncta related to type, with each av-
eraging one or two synapses along every 10 mm
of axon (Fig. 2I).

dI6 neurons and compartments
develop sequentially

Given the topographic pattern of CoBL recruit-
ment (6) and the links between birth order
and recruitment order inmotor neurons (4, 5),
we next asked whether dI6 neuron types are
also distinguished by sequence of develop-
ment.We created a transgenic line that enabled
in vivo birth-dating using the photoconvertible
protein Dendra (19), which changes from green
to red in ultraviolet light. Photoconversions
performed on day 1 with imaging performed
on day 2 (n = 5; Fig. 3A) revealed a “primary”
wave of dI6 neurons that included large-
caliber, axonic dI6-CoLo neurons (Fig. 3B) and
a “secondary” wave of unconverted cells num-
bering ~10 or 20 per segment (Fig. 3C). To see
whether dI6 neurons continue to differentiate
as the larvae mature to free-swimming stages,
we performed photoconversions at day 2 and
imaging at day 5 (n = 6; Fig. 3D), which
revealed a further 20 dI6 neurons added per
segment (Fig. 3C). Between day 2 and day 5,
motor neuron neurogenesis is largely com-

pleted (5) but dendrites elaborate extensively
(20); this suggests that new territories, if not
new neurons, are available for innervation by
later-developing dI6-CoBLs. Consistent with
this idea, there were significant increases in
both dI6 neuropil and motor neuron neuro-
pil widths between day 2 and day 5 (Fig. 3, E
and F). Contour density analysis of soma posi-
tions revealed that later-developing dI6-CoBLs
occupy a more dorsal and medial location in
the spinal cord (Fig. 3, D andG),whichmatches
the observation that more dorsal CoBLs are
recruited at slower speeds (6).

dI6 neuron recruitment matches
inhibitory strength

Our observations thus far suggest that distinct
types of dI6 neurons emerge in a developmen-
tal sequence linking recruitment order and
potency of inhibition. To test this idea more
directly, we performed electrophysiological
recordings from dI6 neurons in current clamp
to monitor their spiking activity while simul-
taneously recording fromprimarymotor neu-
rons on the opposite side of the body in voltage
clamp to monitor outward inhibitory currents
(Fig. 4, A and B). dI6 neurons were targeted in
transgenic lines on the basis of their dorsoventral
soma positions; after recording, morpholo-
gies were confirmed by either epifluorescence

illumination (n = 49) or confocal microscopy
(n = 12). In a subset of experiments, we also
performed photoconversion on day 2 in trans-
genic fish to further confirm old versus new
dI6 neurons for recordings on day 5 (n = 11).
Primary motor neurons were targeted with dif-
ferential interference contrast imaging based
on size and soma location, and their identity
was confirmed by post hoc epifluorescent
images (Fig. 4A).
We first assessed differences in recruitment

during “fictive” escape responses evoked by a
brief electrical stimulus to the tail (21). Like
real escapes, fictive escapes involve an initial
burst of unilateral motor activity that would
rapidly turn the fish away, followed by bi-
lateral rhythmic swimming activity to propel
the fish forward, which declines in frequency
and speed with time (21). As predicted (15–17),
axon-targeting, early-born dI6-CoLos were re-
cruited exclusively during the initial response to
the stimulus (Fig. 4B), with firing immediately
preceding the short-latency contralateral inhi-
bition that prevents bilateral co-contraction
during escape turns (Fig. 4C). dI6-CoBLs were
categorized by two types of response. “Faster”
dI6-CoBLs were recruited coincident with or
just after dI6-CoLos and continued to fire
during the period of strong inhibitory drive to
contralateral primary motor neurons (Fig. 4,
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RESEARCH | RESEARCH ARTICLE



B and C), which are characterized by higher-
frequency swimming (Fig. 4D). Neurons re-
cruited at higher frequencies also had relatively
ventral soma positions (Fig. 4E) and lower in-
put resistances (Fig. 4G), consistent with pre-
viouswork (6). “Faster”dI6-CoBLneuronswere
also early-born, as indicated by recordings from
photoconverted cells (Fig. 4C). Post hoc fills of

“faster” dI6-CoBL neurons also revealed con-
tralateral axons that were concentrated peri-
somatically (Fig. 4, C andE). “Slower”dI6CoBLs
were never recruited during the initial escape
(Fig. 4B) and fired more reliably during later
periods ofweak inhibitory drive to contralateral
primaries (Fig. 4, B and C), which is charac-
terized by lower-frequency swimming (Fig. 4D).

Photoconversions confirmed that slower dI6
CoBLs were born after day 2, and post hoc
fills in a different subset of recordings showed
that their contralateral axons were concen-
trated dendritically (Fig. 4, C and E). To as-
sess potential differences in the physiological
strength of connectivity, we evoked single
spikes in the different types of dI6 neurons
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Scale bar, 10 mm. (D) GRASP labeling in individual pMN and sMNs (white arrowheads).
Motor neurons are sparsely labeled by mCerulean and sGFP1-10; dI6 neurons
are sparsely labeled by sGFP11. Scale bar, 10 mm. (E) Lateral views of dI6 neurons
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white indicates colocalization with pTagRFP) in the Tg[mnx1:mCerulean] motor
neuron line (blue). White arrowheads indicate likely connections. Scale bar, 10 mm.
(F) Schematic illustrating the procedure to assess dI6 output. (G) Contour density
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(Ps, n = 4), and dendritic (D, n = 6) dI6 neurons. (H) Quantification of local com-
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distinct types of dI6 neurons. Bars represent mean values. Asterisk indicates
significant difference (Mann-Whitney U test). Axonic, U(12) = 0, P < 0.05, n = 7; peri-
somatic, U(26) = 70, P = 0.54, n = 14; dendritic, U(40) = 186, P = 0.79, n = 21.
(I) Quantification of synapse density for the distinct types of dI6 neurons. Bars represent
mean values. Densities are not significantly different [one-way analysis of variance
(ANOVA): F(2,28) = 2.76, P = 0.08]. Axonic, n = 8; perisomatic, n = 14; dendritic, n = 9.
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and measured inhibitory postsynaptic currents
in primary motor neurons (Fig. 4F). Differ-
ences in subcellular distribution of synapses
were matched by differences in the amplitude,
failure rate, and overall probability of finding a
connection (Fig. 4, H to J).

Discussion

Our results show that patterns of development
solve the problem of how left-right alternation
at different speeds is accomplished by premo-
tor circuits in the zebrafish spinal cord. In-
hibitory interneurons that are born early are
more likely to synapse onto motor neuron
axons, followed by interneurons that innervate
motor neuron somata and then interneu-
rons that innervate motor neuron dendrites
(Fig. 5). These different synaptic locations are
also linked to differences in recruitment order
andwill have different impacts on spike thresh-
old according to their proximity to the axon
initial segment and spike initiation zone: In-
puts closer to where spikes are generated will
have themost potent inhibition or “veto power”
over suprathreshold activity. Differences in in-
hibitory potency conferred by the subcellu-
lar distribution of inhibitory inputs are also

matched by the amplitude of individual inputs
and the number of converging ones. The abil-
ity of zebrafish to swim quickly is thus wired
up before the ability to swim slowly, which
matches the emergence of escape behaviors
before exploratory ones (22). This pattern en-
sures that motor neurons receive amounts of
inhibition tuned to different speeds of move-
ment. Innervation of motor neurons by axonic
and perisomatic dI6 interneurons maintains
left-right bending at faster speeds. Dendrite-
targeting dI6 interneurons are not active dur-
ing escape bends or during higher-frequency
swimming bends. Dendritic innervation of
motor neurons likely provides finer control of
motor output at lower speeds (23, 24). Al-
though our focus was on the dI6 population, a
similar pattern among other classes of spinal
interneurons could help to explain the func-
tional diversity among circuits arising from
individual neural progenitors (25).
What distinguishes our work from previous

studies in the spinal cord is the conversion of a
temporal sequence of neuronal development
into a spatial pattern of inhibitory premotor
connections that in turn reflects function dur-
ing locomotion. Efforts to decode the func-

tional logic of spinal circuits based on gene
expression patterns, positioning, and time of
development (26, 27) will be helped by con-
sidering both synaptic partners and subcellular
synaptic domains. The wiring pattern we dem-
onstrate here suggests that a common pro-
genitor pool can generate diverse inhibitory
circuits by following a simple opportunistic
rule: “Form synapses with whatever neuron
or neuronal subcompartment is available.”
Sequential development along with molec-
ular and spatial cues could also dictate the
functional assembly of neuronal circuits more
broadly. For example, our discovery of func-
tionally compartmentalized inhibition in the
spinal cord resembles the organization of
local inhibitory circuits in mammalian cor-
tex and hippocampus, where molecularly and
developmentally distinct arrays of GABAergic
interneurons targeting different compart-
ments of pyramidal neurons have differential
effects on oscillatory activity (28, 29). Thus, the
“ontogenotopic” mechanism we reveal here
can act in concert with molecular cues to en-
sure the appropriate assembly of neuronal
microcircuits in vertebrates and invertebrates
alike (30).
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spinal segment in Tg[dmrt3a:Gal4; UAS:Dendra] embryo at 2 days post-fertilization
(dpf). dI6 neurons differentiated on or before 1 dpf (–1d) are purple or black;
those that differentiated after 1 dpf (+1d) are green. Solid purple arrowheads mark
dI6-CoLo neurons, distinguished by large-caliber axons (open purple arrowhead).
Scale bar, 10 mm. (C) Quantification of the number of old (purple) and new (green)
neurons per segment on day 2 (2d) and day 5 (5d) based on staged photo-
conversions. Data points are from different fish; bars represent mean values.
(D) Lateral view of a single spinal segment in Tg[dmrt3a:Gal4; UAS:Dendra] larva
at 5 dpf. dI6 neurons differentiated on or before day 2 (–2d) are purple or black; those

that differentiated after day 2 (+2d) are green. As in (B), solid purple arrowheads
mark dI6-CoLo neurons, and open purple arrowheads point to their large-caliber
axons. Scale bar, 10 mm. (E) Left: Transverse view of Tg[dmrt3a:Gal4; UAS:Dendra]
embryo at 2 dpf shown in (B). Right: Transverse view of Tg[dmrt3a:Gal4; UAS:
Dendra] larva at 5 dpf shown in (D). Neuropil width measures are indicated.
(F) Quantification of the width of the neuropil on day 2 and day 5 for dI6 neurons
and motor neurons (MN). Bars represent mean values. Asterisk indicates significant
difference (two-tailed t test). dI6 neurons, t(8) = 24.7, P < 0.05, n = 5 (2d and
5d); MNs, t(7) = 13.7, P < 0.05, n = 5 (2d) and n = 4 (5d). (G) Contour density plot
of the distribution of dI6 neuron somata on day 5 that were born on or before
(purple) or after (green) day 2; n = 5 larvae, 173 neurons (−2d) and 173 neurons
(+2d) measured over ~4 consecutive hemi-segments.
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Fig. 4. dI6 recruitment order matches inhibitory strength. (A) Left: Lateral
view of a Tg[dmrt3a:hsGFP] larva illustrates patch-clamp electrodes targeting a
dI6 interneuron (IN) on the ipsilateral side and a pMN on the contralateral
side. Scale bar, 10 mm. Right: Lower-magnification view illustrating the peripheral
axon of the contralateral pMN in axial muscle (white arrowhead). Scale bar,
50 mm. (B) Paired patch-clamp recordings between dI6 neurons and pMNs
arranged from top to bottom based on recruitment patterns following the tail
stimulus (at open arrowheads). Vertical black lines mark spikes in the dI6 neuron
recorded in current clamp. Voltage-clamp recordings from pMNs held at 0 mV
(black dotted line) reveal outward inhibitory postsynaptic currents (IPSCs).
V, voltage; I, current. Scale bars, dI6-CoLo, 10 mV, 800 pA, 50 ms; faster
dI6-CoBL (f), 20 mV, 200 pA, 50 ms; slower dI6-CoBL (s), 10 mV, 200 pA,
50 ms. (C) Spike raster plots normalized to the tail stimulus (time = 0) arranged
from top to bottom according to latency and recruitment pattern (CoLos,
neurons 57 to 61; faster CoBLs, 9 to 56; slower CoBLs, 1 to 8). Each row
represents spiking in multiple fictive swim episodes from the same dI6 neuron.
The onset of short-latency IPSCs to motor neurons on the contralateral side
is illustrated in the gray histogram and expressed as percentage of total IPSCs
(%T). dI6 neurons present on or before (–) and after (+) day 2, as determined from
staged photoconversions, are noted in the center of the plot. (D) Quantification
of the range of fictive swimming (fSwim) frequencies in a subset of recordings
(n = 26 of 61) at which faster (f) and slower (s) dI6-CoBL neurons are recruited.

Black lines report mean frequency. (E) Contour density plots of the distribution
of axon terminals for axonic CoLos (A, n = 2), faster perisomatic CoBLs (Ps,
n = 4), and slower dendritic CoBLs (D, n = 5) defined by their recruitment order.
Dots represent the dorsoventral locations of recorded neurons. (F) Current-
evoked spikes in dI6 neurons (top traces) and corresponding IPSCs in pMNs
(bottom traces). Solid lines are averages; gray lines represent individual sweeps.
Current steps (not shown) are 5 ms in duration for the CoBLs and 10 ms for
the CoLo. Scale bar, 20 mV, 200 pA, 5 ms. (G) Quantification of input resistance
of dI6 neurons born before (–2d) and after (+2d) 2 dpf. (H) Quantification of
mean IPSC amplitude for the different types of dI6 neurons. Bars represent mean
values. Asterisk indicates significant difference [Kruskal-Wallis ANOVA (H(2) =
23.9, P < 0.05, n = 66) followed by Mann-Whitney U tests with Bonferroni
corrections]. A (n = 3) versus Ps (n = 51), U(52) = 138, P < 0.05; A (n = 3) versus
D (n = 12), U(13) = 36, P < 0.05; Ps (n = 51) versus D (n = 12), U(61) = 56,
P < 0.05). (I) Quantification of failure rate for the different types of dI6 neurons.
Bars represent mean values. Asterisk indicates significant difference [Kruskal-
Wallis ANOVA (H(2) = 35.6, P < 0.05, n = 74) followed by Mann-Whitney U tests with
Bonferroni corrections]. A (n = 6) versus Ps (n = 56), U(60) = 0, P < 0.05; A
(n = 6) versus D (n = 12), U(16) = 0, P < 0.05; Ps (n = 56) versus D (n = 12), U(66) =
633, P < 0.05. (J) Quantification of probability of forming a connection with a
primary motor neuron for the different types of dI6 neurons. Numbers of connected
pairs out of total number of recordings are noted above each bar.
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Fig. 5. Summary schematic. Commissural dI6
inhibitory neurons (dI6 INs) emerge in a develop-
mental sequence that matches their age, the
swimming speed at which they are recruited, and
their ability to “veto” or silence the output of motor
neurons (MNs) based on proximity to the spike
initiation zone in the axon. This pattern of inhibition
bridges motor neuron types, with more dense
perisomatic innervation in larger MNs. Dotted line is
the midline of the spinal cord. Yellow, dendritic (D);
light blue, perisomatic (Ps); dark blue, axonic (A).
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Polyethylene upcycling to long-chain alkylaromatics
by tandem hydrogenolysis/aromatization
Fan Zhang1*, Manhao Zeng2*, Ryan D. Yappert3, Jiakai Sun2, Yu-Hsuan Lee2, Anne M. LaPointe4,
Baron Peters3, Mahdi M. Abu-Omar1,2, Susannah L. Scott1,2†

The current scale of plastics production and the accompanying waste disposal problems represent a
largely untapped opportunity for chemical upcycling. Tandem catalytic conversion by platinum supported
on g-alumina converts various polyethylene grades in high yields (up to 80 weight percent) to low-
molecular-weight liquid/wax products, in the absence of added solvent or molecular hydrogen, with little
production of light gases. The major components are valuable long-chain alkylaromatics and alkylnaphthenes
(average ~C30, dispersity Ð = 1.1). Coupling exothermic hydrogenolysis with endothermic aromatization
renders the overall transformation thermodynamically accessible despite the moderate reaction temperature
of 280°C. This approach demonstrates how waste polyolefins can be a viable feedstock for the generation
of molecular hydrocarbon products.

O
ver the past 70 years, global production
of synthetic, petroleum-basedplastics has
risen sharply, from less than 2 million
tonnes in 1950 to 380million tonnes in
2015 (1). Production is projected to double

again within the next 20 years (2). Plastics
have become indispensable inmany facets of
modern life, enhancing the security of our
food and health care systems, the performance
of textiles, the versatility of consumer elec-
tronics, and the energy efficiency of trans-
portation. About 40% of these plastics are
destined for short-term use, andmost (>90%
in the United States) are not recycled (1). The
vast bulk of this plastic waste ends up in land-
fills or is incinerated. However, the embodied
energy that can be recovered by combustion is
far less than that used in the original manu-
facturing of the plastic (3). Furthermore, a
substantial fraction of the waste is misman-
aged, ending up in rivers and oceans where its
chemical inertness leads to extremely slow de-
gradation and visible accumulation in the nat-
ural environment (4, 5).
Efforts to develop closed-loop life cycles for

synthetic plastics by relying on collection, sep-
aration, and mechanical recycling have had
limited success. The inferior properties of the
recycled materials, relative to virgin plastics,
contribute to the economic challenges of the
“downcycling” model (6). New types of poly-
mers that degrade rapidly in the environment

are being investigated (7), although suchmate-
rials do not currently have either the physical
properties or the cost structure to displace
existing commodity plastics. Degradable
plastics can also contaminate recycling
streams and may encourage single-use
product design. Depolymerization (also
known as chemical or feedstock recycling)
can recover the original monomer subunits,
repolymerization of which yields materials
with properties identical to those of the
original plastic (8). However, this strategy
requires prohibitive amounts of energy for
polyolefins such as polyethylene (PE) and
polypropylene (PP). Controlled partial de-
polymerization could convert post-consumer
waste plastics directly into more valuable
chemicals (“upcycling”), although few such
processes have yet been developed.
High- and low-density polyethylenes (HDPE

and LDPE) currently represent the largest
fraction (36% by mass) of all plastic waste (1).
Their depolymerization by pyrolysis at tem-
peratures above 400°C, with or without a cat-
alyst, generates complex, low-value mixtures
of gas, liquid hydrocarbons, and char (9, 10).
Somewhat more selective disassembly can be
achieved at lower temperatures via catalytic
hydrogenolysis (11, 12) or tandem catalytic al-
kane metathesis (13), but the low-value alkane
products are unlikely to recoup the costs of
recovery, separation, and processing using
large amounts of a co-reactant (H2 or liquid
alkanes, respectively).
Aromatics are more attractive target prod-

ucts from partial depolymerization. The con-
ventional process for making aromatics is
naphtha reforming. This energy-intensive pro-
cess generates a mixture known as BTX
(benzene-toluene-xylenes) at 500° to 600°C
(14). In a subsequent stepwith a large environ-

mental footprint, BTX is alkylated to give lin-
ear alkylbenzenes (LABs, used for making
surfactants). Themost widely used processes
require linear olefins (typically, C10 to C16)
and liquid HF or AlCl3-HCl as the acid catalyst
(15). Manufacturing the BTX by aromatization
of shale gas–derived light alkanes requires
harsher reaction conditions (propane, 550°
to 700°C; ethane, 600° to 800°C; methane,
900° to 1000°C) (16), and the catalysts tend to
deactivate rapidly. New zeolite-based catalysts
can transform either methanol (17) or syngas
(18) into BTX aromatics at lower temperatures,
300° to 400°C. Biomass-based routes include
oxidative coupling of ethanol to aromatic al-
cohols and aldehydes (19), hydrogenolysis/
hydrodeoxygenation of bio-oils or lignin to
give propylbenzene (20), and Diels-Alder re-
actions of carbohydrate-derived furanics to
give p-xylene (21). However, slow rates, low
yields, and high H2 requirements make these
processes expensive to operate, and none are
practiced commercially. BTX is also formed in
the catalytic pyrolysis of PE at 400° to 600°C,
although deactivation of the zeolite catalysts
by coking is severe (22). The yields are mod-
erate (up to 50 wt %), and large amounts of
low-value gases (C1 to C5, > 50 wt %) are
formed. Conventional and proposed routes
to BTX and linear alkylaromatics are com-
pared in Fig. 1.
Here, we report a one-pot, low-temperature

catalytic method to convert various grades of
PE directly to liquid alkylaromatics over a
simple heterogeneous catalyst. In a proof-of-
concept experiment, a low-molecular-weight
PE (0.118 g, Mw = 3.5 × 103 g mol–1, Ð = 1.90)
was combined with Pt/g-Al2O3 (0.200 g, con-
taining 1.5 wt % Pt dispersed as ~1-nm nano-
particles; fig. S1, A and B) in an unstirred
mini-autoclave (internal volume 10 ml) with-
out solvent or addedH2 (Fig. 2A). After 24 hours
at 280° (±5)°C, the liquid/wax products (80%
by mass) were recovered for characterization
by dissolving in hot CHCl3 (Fig. 2B, experi-
ment 1). According to gel permeation chroma-
tographywith refractive indexdetection (GPC-RI),
most of the PE underwent a decrease in Mw

by nearly a factor of 10, to 430 g mol–1, as
well as the expected (23) decrease in disper-
sity (to Ð = 1.31). On the basis of their orange
color and the appearance of 1H nuclear mag-
netic resonance (NMR) signals in the region
6.5 to 9.0 ppm (fig. S2), these hydrocarbons
appear to have substantial aromatic content.
The CHCl3-insoluble solids include a small
amount of organic residue (~5 wt %) in ad-
dition to the catalyst. The former includes
unreacted polymer and large oligomers (in-
cluding less soluble alkylaromatics), as judged
by infrared and 1H NMR spectroscopy (figs.
S3 and S4). The missing mass (~15 wt %) is
presumably volatile hydrocarbons and gases,
which were not collected in this exploratory
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experiment. In a control experiment conducted
without the catalyst under the same reaction
conditions, the PE showed no appreciable de-
crease in Mw. A second control experiment
using the same amount of g-Al2O3 but without
Pt resulted mostly in a CHCl3-insoluble resi-
due (~60 wt %) and a much lower yield of
soluble hydrocarbon products (34 wt %), with
a smaller decrease in molecular weight (Mw =
1421 g mol–1, Ð = 1.85) and negligible aromatic
content (Fig. 2B, experiment 0).
To obtain a more complete mass balance

and to characterize the volatile reaction
products, the exploratory experiment was
repeated in a mini-autoclave equipped with
a gas port. The recovered gases represent a
small fraction of the original polymer mass
(9 wt %). They include H2 (0.2 mg, quan-
tified by GC-TCD) and light hydrocarbons (C1
to C8, 9.8 mg, quantified by GC-FID) (figs. S5
and S6). The latter were primarily methane,
ethane and propane, with minor amounts
of n-hexane, cyclohexane, methylcyclopentane,
benzene, and n-heptane. Additional volatile
hydrocarbons (C7 to C11, 1.5 mg) were recov-
ered by distillation from the autoclave at
150°C. Their major component was toluene
(47 wt %). Together, the light hydrocarbons,
the CHCl3-soluble liquids/waxes (89 mg) and
the insoluble organic residue (14 mg) rep-
resent an overall mass balance of 96% (Fig.
2B, experiment 2).
When the reactionwas conducted in a larger,

stirred autoclave (internal volume 90ml), most
of the PE (70 wt %) was converted at 280°C to
high-boiling liquids/waxes (Fig. 2B, experi-
ment 3). In this case, the waxes (24wt%,Mw =
723 gmol–1,Ð = 1.34) separated spontaneously
from the liquids (46 wt %,Mw = 520 g mol–1,
Ð = 1.12) inside the reactor. GPC analysis of
the liquid fraction using both RI and ultra-
violet (UV) detection gave similar results (Fig.
3A), demonstrating that the UV-active (i.e., aro-
matic) chromophores were evenly distrib-
uted across the molecular weight range. The
13C NMR spectrum contains signals in the
aromatic region (120 to 150 ppm), most cor-
responding to unsubstituted ring carbons
(Fig. 3B). The 1H NMR spectrum shows that
most aromatic protons are associated with
benzene rings (6.5 to 7.4 ppm), with fewer
bonded to fused aromatic rings such as naph-
thalenes (7.4 to 9.0 ppm) (24). There is no
evidence for olefins or dienes (4.5 to 6.5 ppm;
fig. S8A).
The high yield of liquid alkylaromatics was

particularly promising; such compounds find
widespread application as surfactants, lubri-
cants, refrigeration fluids, and insulating oils
(25), and their manufacture from waste poly-
ethylene could displace fossil fuel–based routes.
The 1H NMR spectrum reveals more infor-
mation about the alkyl substituents (fig. S8A).
Protons associated with an aliphatic carbon
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Fig. 1. Routes to alkylbenzenes. (A to C) Current and proposed routes to BTX (A) and the current
downstream transformation of BTX to linear alkylbenzenes (B) are compared to the one-pot tandem process
from polyethylene (C) reported here.
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Fig. 2. Solvent-free conversion of various types of polyethylene. (A) Schematic of reactor and product
fractions, with photographs of the powdered polymer and liquid products, as well as a transmission electron
micrograph of the catalyst. (B) Hydrocarbon distributions after 24 hours at 280°C. Reactions of a low-
molecular-weight PE (Mw = 3.52 × 103 g mol–1, Ð = 1.90) in an unstirred mini-autoclave reactor: (0) catalyzed
by g-Al2O3 (no gas recovery); (1) catalyzed by Pt/g-Al2O3 (no gas recovery); (2) catalyzed by Pt/g-Al2O3

(with gas recovery). Reactions catalyzed by Pt/g-Al2O3 in a stirred autoclave reactor with gas recovery:
(3) low-molecular-weight PE; (4) LDPE bag (Mw = 9.45 × 104 g mol–1, Ð = 7.37); (5) HDPE bottle cap
(Mw = 5.35 × 104 g mol–1, Ð = 3.61).
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directly bonded to an aromatic ring (Ca) reso-
nate in the region 2 to 4 ppm. The overall
ratioHa/Haromatic = 1.1 indicates that the major
species are, on average, dialkylaromatics (figs.
S7 and S8A). This finding is consistent with
a previous report in which dialkylbenzenes
were the major products of catalytic aroma-
tization of lighter n-alkanes (C6 to C12) (26),
and with their proposed mechanism of for-
mation by dehydrocyclization of polyethylene
(Fig. 4). Combining this information with the
overall fraction of aromatic protons (0.037)
and the average carbon number (C34 for this
experiment, based on the Mn value deter-
mined by GPC), we estimate the overall al-
kylaromatic selectivity in the liquid fraction
to be 57 (±5) mol %, of which ~40 mol % is
monoaromatic (table S3, experiment 3). Using
the aromatic carbon fraction (0.10 accord-

ing to 13C NMR; fig. S8B) instead results in
a similar estimate for the alkylaromatic se-
lectivity, 52 (±4) mol %. Furthermore, many of
the alkyl substituents are unbranched at the
Ca position, judging by the intense 1H signals
at 2.35 to 2.85 ppm. The paraffinic -CH2-/-CH3

ratio, 7.5, suggests that each alkyl substituent
possesses, on average, < 1 branch point.
Individual molecular components in the

liquid fraction were identified using field
desorption–mass spectrometry (FD-MS; fig.
S9). Each mass series shows a log-normal dis-
tribution with a maximum intensity at ~C30

(fig. S10). The most abundant products are
the alkylbenzene series (14n – 6, ~22 mol %),
as shown in Fig. 3C. Saturated alkanes and
alkylnaphthalenes share the same mass pro-
file (14n + 2, 20 mol %) and are the next most
abundant group, with smaller amounts of alkyl-

tetralins (14n – 8, 16 mol %) and alkylnaph-
thenes (i.e., alkylcycloalkanes; 14n, 17 mol %).
Alkylnaphthalenes presumably arise by fur-
ther dehydrocyclization of alkylbenzenes (Fig. 4)
(27). Minor aromatic products include polyaro-
matics such as alkylanthracenes and alkylphe-
nanthrenes (14n – 4, 7 mol %) and their partially
hydrogenated analogs (14n – 10, 8 mol %). Ac-
cording to FD-MS, the selectivity for mono-
aromatic products (including both alkylbenzenes
and alkyltetralins) is ~40 mol %, consistent
with the 1H NMR analysis described above.
The alkylnaphthene products, which have in-
trinsic value as solvents and hydrogen donors
(28), could be further dehydrogenated to alkyl-
aromatics by active control of the partial pres-
sure of H2 in the reactor. The total yield of
cyclic products (both alkylaromatics and alkyl-
naphthenes) in the liquid products is 88 mol
% (table S4).
When the reaction time was extended from

24 to 36 hours at 280°C, similar products were
formed (table S3, experiment S1), although the
molecular weight distributions of both liquid
and wax fractions shifted to slightly lower
values (fig. S11) and the dispersity decreased
further (to Ð = 1.06). At the same time, the
alkylaromatic selectivity increased (24 hours,
52 and 71 mol %, respectively, in the liquid and
wax fractions; 36 hours, 70 and 88 mol %, re-
spectively) (table S3). Alkylaromatic yields were
also strongly temperature-dependent. After
24 hours at a lower temperature (250°C), the
CHCl3-soluble hydrocarbons (13 wt %) showed
a smaller extent of depolymerization (Mw =
1.8 × 103 g mol–1, Ð = 2.11) and negligible aro-
matic content; most PE was simply not con-
verted. At a higher reaction temperature (330°C),
the polymer was largely converted in 24 hours;
however, the major products (77 wt %) were
gases and volatile hydrocarbons. The yield of
CHCl3-soluble hydrocarbons was low (~10 wt
%), although the overall yield of aromatics was
higher (Haromatic/Htotal = 0.38), with more
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Fig. 4. Overall PE conversion
to alkylaromatics and
alkylnaphthenes, and proposed
mechanism of tandem
polyethylene hydrogenolysis/
aromatization via dehydro-
cyclization. Yields of each
product were estimated using
a combination of 1H NMR
and FD-MS analysis (see
supplementary materials and
tables S2 and S4).

A B C

Fig. 3. Analysis of the liquid hydrocarbon fraction from the solvent-free catalytic conversion of
polyethylene. Sample had Mw = 3.52 × 103 g mol–1 and was heated for 24 hours at 280°C (Fig. 2B, experiment 3).
(A) GPC analysis, conducted using both RI and UV detectors. (B) 1H and 13C NMR spectra, recorded in
deuterated TCE. (C) FD-MS analysis.
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polyaromatics (Hmono/Hpoly = 0.25). The opti-
mum temperature for alkylbenzene forma-
tion is therefore 250°C < T < 330°C.
The time course of PE depolymerization

was studied at 280°C (table S5, experiments
1a to 1g). A short induction period, lasting
about 1 hour, corresponds in large part to the
time required for thermal equilibration of the
reactor (~0.75 hours). After this time, the liq-
uid hydrocarbon fraction increased (Fig. 5A)
as Mn decreased, eventually approaching a
plateau at 315 g mol–1 after ~6 hours (Fig. 5B).
The dispersity Đ increased initially from 1.94
to 2.36, then decreased to stabilize at 1.31.
The alkylaromatic yield also changed appre-
ciably over the course of the reaction. After
3 hours, aromatic protons represented <1%
of all protons, mainly associated with alkyl-
benzenes (Fig. 5, C and D). At longer reaction
times, the aromatic fraction and the yield of
alkylnaphthalenes increased (table S5).

We also assessed the thermodynamics of
n-alkane aromatization. The temperature-
needed to achieve appreciable aromatic yields
for this endothermic reaction (Eq. 1) decreases
as the molecular weight increases (29).

CmH2mþ2 → CmH2m�6 þ 4H2 ð1Þ

Nonetheless, direct PE conversion to aromatics
appears to require particularly mild conditions
relative to the much higher operating temper-
atures generally required for making BTX from
molecular n-alkanes (Fig. 1). Thermodynamic
values for converting linear PE chains to alkyl-
aromatics at 280°C in 1 atm H2, estimated
using Benson group contributions for long-
chain n-alkanes (30), are DH1° = 246 kJ/mol
and DG1° = 31 kJ/mol. Thus, aromatization
alone is indeed disfavored. However, the re-
action occurs in tandem with hydrogenation
of a suitable hydrogen acceptor. In solvent-

less PE depolymerization, the PE chains them-
selves serve as an internal hydrogen sink (Fig.
4). Using Benson group contributions again,
the estimated thermodynamic values for C-C
bond hydrogenolysis (Eq. 2) are DH2

o = –49 kJ/
mol and DG2

o = –74 kJ/mol.

CmþnH2ðmþnÞþ2 þH2 → CmH2mþ2 þ CnH2nþ2

ð2Þ
Consequently, aromatization becomes favora-
ble at 280°C (DG° = 0) when even 10% of the
H2 generated is consumed in PEhydrogenolysis.
On the basis of alkylaromatic yield, the aro-

matization in experiment 2 of Fig. 2B gene-
rated 0.50mmol H2. More than 90% of this H2

(0.47 mmol) was consumed in reducing the
molecular weight of the polymer via hydroge-
nolysis, making the tandem process thermo-
dynamically favorable. However, the residual
H2 found in the reactor headspace at the end
of the reaction (0.11 mmol) exceeds the expected
value (0.03 mmol). Therefore, a significant
amount of H2 is generated in other reactions,
such as PE dehydrocyclization to give cyclo-
alkanes and tetralins. Both were observed by
FD-MS (see above). Indeed, their yields are
higher than the thermodynamic predictions,
which favor aromatics.We observed that some
of these more saturated compounds condense
outside the autoclave’s heated zone where the
catalyst is located, thereby preventing their fur-
ther dehydrogenation.
To explore whether polyethylene is neces-

sary to produce long-chain alkylaromatics by
tandem catalytic hydrogenolysis/aromatization,
we investigated the reaction of n-C30H62 under
the same conditions (table S6, experiments S2
and S3). Compared to PE, the n-C30H62 chains
experience only half as much hydrogenolysis
(consuming just 0.25 mmol H2 according to
fig. S12), as expected on the basis of the chain
length dependence of hydrogenolysis ki-
netics (31). Molecules in the liquid products
have an average chain length of C20, with low
alkylaromatic content (~10 mol %). Because
hydrogenolysis and aromatization occur in
tandem, they must occur together. Conse-
quently, the formation of alkylaromatics is
greatly enhanced by the use of polyethylene
as a feedstock.
Although there are far too many individual

reactions and products to formulate a precise
kinetic model, a simplified model captures the
main features of the tandem reaction. We as-
sume that the Pt surface is covered with mol-
ten PE and/or PE-derived hydrocarbons at all
times, and that the hydrogenolysis turnover
frequency is constant on sites not occupied by
aromatic hydrocarbons. As the latter form,
they adsorb more strongly than alkanes (32),
occupying active sites and reducing the hydro-
genolysis rate accordingly.We also assume that
hydrogenolysis is random (i.e., all aliphatic C-C
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Fig. 5. Time course of the solvent-free disassembly of polyethylene (Mn = 1.85 × 103 g mol–1; Đ =
1.90) catalyzed by Pt/g-Al2O3 in an unstirred mini-autoclave reactor at 280°C. (A) Evolution of major
product fractions (orange, CHCl3-soluble liquids/waxes; black, insoluble hydrocarbons). (B) Overall molecular
weight (Mn, blue) and dispersity (Đ, red) for all non-gas hydrocarbons. The red dashed line is present only to
guide the eye. The curve fit (solid blue line) shows the refinement of Eq. 3 to the Mn data. Initial conditions:
total carbon nC = 8.4 mmol; number of polymer chains N0 = 68 mmol; total Pt mPt = 3 × 10–3 g; selectivity
for aromatization versus hydrogenolysis, s = 1/2 (eq. S22). The shaded region indicates the 95% confidence
bands for the model fit. Each independent measurement, which may diverge from the fit because of
measurement error, has a 95% confidence interval that represents the mean of many measurements. The set
of confidence intervals at all reaction times represents the confidence bands in which the true fit, given
the form in Eq. 3, lies. Because the fit and its confidence bands predict the mean of many measurements at a
given reaction time, individual measurements can lie outside these bands. (C) Time course of the 1H NMR
spectra of the liquid/wax fraction in the aromatic region. The asterisk indicates a truncated residual solvent
signal. (D) The fraction of aromatic protons and the ratio of mono- to polyaromatic protons.
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bonds are equally likely to be cleaved) (33). The
sole adjustable parameter, k/K, is the ratio of
the rate constant for hydrogenolysis (k) and
the equilibrium constant for competitive ad-
sorption of aromatics and aliphatic chains (K)
(eq. S14). Equation 3 predicts the evolution of
the average chain length as a function of the
reaction time, initial total carbon amount nC,
and total platinum mass mPt.

ln 1� 3

MnðtÞ þ
3

Mnð0Þ
� �

þ 3

MnðtÞ �
3

Mnð0Þ
� �

¼ � k

K

mPt

nC
t ð3Þ

The curve fit of Eq. 3 to an experimental data-
set is shown in Fig. 5B, starting with the data
point at t = 1 hour (i.e., after the induction
period caused by reactor heating). Assuming
a preferential binding for aromatics of K =
3.2 × 106 (32), the hydrogenolysis rate con-
stant k is estimated to be 6.4 × 102molC-C bonds
hour–1 gPt

–1 at 280°C.
The stability of the Pt/g-Al2O3 catalyst was

investigated by conducting three consecutive
6-hour reactions (to ensuremuch less than full
conversion), with regeneration of the recov-
ered catalyst between each experiment (see
supplementary materials). The liquid/wax
yield decreased by 15 wt % in the second
run but stabilized in the third run (table S6,
experiments S4 to S6, and fig. S13). The ac-
tivity decrease between the first and second
runs was comparable to the decrease in the
active Pt surface area measured by CO chem-
isorption, with no notable change between the
second and third runs (table S6, experiments
S4 to S6). Thus, the intrinsic activity of the
catalyst (turnover frequency) appears to be
unchanged. The average carbon number of
the liquid/wax product increased between
the first and second 6-hour runs (as expected
because of the lower extent of depolymeriza-
tion), then stabilized in the third run. Trans-
mission electron microscopy analysis of a
catalyst used for 24 hours and regenerated
by calcination showed that the Pt nano-
particles increased in size slightly, from 0.8 to
1.2 nm (fig. S1, C and D). In a preliminary
scale-up attempt, the amount of PE was in-
creased by nearly a factor of 10 (to 1.1 g) while
maintaining the same PE:Pt ratio and reaction
conditions. After 24 hours, 0.56 g of a liquid
product (Mw = 483 g mol–1, Ð = 1.29) with
27 mol % aromatic content was obtained
(table S6, experiment S7).
To investigate how a tandem catalytic pro-

cess could be deployed to convert waste poly-
ethylene without large energy input, we also
performed solvent-free depolymerization of
two different commercial grades of PE: an
LDPE plastic bag (Mw = 9.45 × 104 g mol–1,Ð =
7.37) and anHDPEwater-bottle cap (Mw= 5.35 ×

104 g mol–1, Ð = 3.61). These higher-molecular-
weight polymers behaved similarly to the low-
molecular-weight polyethylene, giving liquid/
wax products with an average carbon number
of ~C30. After 24 hours at 280°C, the overall
liquid yields were 69 and 55 wt % for LDPE
and HDPE, respectively (Fig. 2B, experiments
4 and 5), with alkylaromatic selectivities of
~44 and 50 mol % (table S3, experiments 4
and 5). Thus, the extent of depolymerization is
slightly lower in the same reaction time. For
these higher-molecular-weight polyethylenes,
the batch process generates its own highly vis-
cous solvent as depolymerization proceeds.
Recycling some of the alkylaromatic liquids to
serve as solvent for the next batch may accel-
erate the reaction by facilitatingmass and heat
transport. The similar results for three very
different plastics (including two commercial-
grade samples of LDPE and HDPE) suggest
that density, degree of branching, and common
processing impurities are not major issues.
Shorter residence times should also improve

the selectivity for monoaromatic hydrocar-
bons relative to naphthalenes, etc., and sup-
press the already low gas yields even further.
Alkylbenzene selectivity may be further im-
proved by active control of the partial pressure
of H2, which must be high enough to promote
PE hydrogenolysis but low enough to suppress
aromatic hydrogenation. Catalyst improvements
in these directions will be necessary tomake the
tandem reaction compatible with continuous
processing and, ultimately, economically viable.
The alkylbenzenes with their linear side chains
could be sulfonated to produce biodegradable
surfactants, which are interesting as higher-
value chemical products. This type of commo-
dity polymerupcycling canresult indisplacement
of fossil carbon–based feedstocks, while simul-
taneously incentivizing better management of
plastic waste and recovering considerable
material value that can be recirculated into
the global economy.
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NANOMATERIALS

Supertwisted spirals of layered materials enabled
by growth on non-Euclidean surfaces
Yuzhou Zhao1, Chenyu Zhang2, Daniel D. Kohler1, Jason M. Scheeler1, John C. Wright1,
Paul M. Voyles2, Song Jin1*

Euclidean geometry is the fundamental mathematical framework of classical crystallography.
Traditionally, layered materials are grown on flat substrates; growing Euclidean crystals on non-
Euclidean surfaces has rarely been studied. We present a general model describing the growth of
layered materials with screw-dislocation spirals on non-Euclidean surfaces and show that it leads
to continuously twisted multilayer superstructures. This model is experimentally demonstrated by growing
supertwisted spirals of tungsten disulfide (WS2) and tungsten diselenide (WSe2) draped over
nanoparticles near the centers of spirals. Microscopic structural analysis shows that the crystal
lattice twist is consistent with the geometric twist of the layers, leading to moiré superlattices
between the atomic layers.

T
wo-dimensional (2D) vanderWaals (vdW)
layered materials offer an ideal platform
for creating artificial structures with new
properties by vertically stacking different
layers (1–3). Tuning the twist angles be-

tween stacked bilayers results in the formation
of moiré patterns and the manipulation of
electronic states, leading to observations of
quantum phenomena, including unconven-
tional superconductivity (4), moiré excitons
(5–8), and tunable Mott insulators (9, 10).
Twisted structures have been fabricated by
elaborate mechanical stacking of different
layers in a one-off and low-throughput fashion
(3–10). Beyond twisted bilayers, recent theo-
retical studies also suggest interesting phe-
nomena in continuously twisted multilayer
structures that are termed “3D twistronics”
(11–13). Even though the Eshelby twist (14)
was recently demonstrated on screw-dislocated
nanowires of layered germanium(II) sulfide
(15, 16), the amount of twist per layer is quite
minute for large-area 2D structures because
the Eshelby twist angle is inversely propor-
tional to the lateral cross-sectional area. A
different approach is thus desired to directly
grow twisted 2D materials and control the
interlayer twisting.
Euclidean space provides the mathematical

framework for classical crystallography (17).
Basic concepts such as crystal lattice and sym-
metry operations are defined in Euclidean
space, which shape our understanding of the
physical world in which we live. Intuitively,
flat substrates with Euclidean surfaces are
used in the growth and mechanical stacking
of 2D materials. By contrast, non-Euclidean
spaces refer to curved geometrical spaces

where the parallel postulate is false (18) and
the geometric transformations originally de-
fined in Euclidean geometry, such as trans-
lation and rotation, havedifferent consequences.
Because translational symmetry is the central
symmetry of crystal lattice, those differences
could influence the crystal growth process in
non-Euclidean spaces, resulting in exotic new
structures. Here, we propose a growth model
of screw-dislocated spirals of 2D materials
on non-Euclidean surfaces that predicts con-
tinuously twisted superstructures in which
the large and variable twist angle is ex-
clusively determined by the shape of the
non-Euclidean surface and experimentally
demonstrate this model on metal dichal-
cogenides (MX2).
2Dmaterials typically grow through a layer-

by-layer growth mechanism to yield aligned
crystal layers. However, owing to the weak
vdW interaction between layers, layer-by-layer
growth can infrequently generate a small frac-
tion of randomly twisted layers as by-products
(19, 20), but the theoretical basis for control-
ling the twisting from one layer to the next
during direct growth is lacking. By contrast,
the screw dislocation–driven growth mecha-
nism creates “new layers” by propagating the
self-perpetuating growth steps generated by
screw dislocations (21–23). Screw dislocation
is a line defect that shears part of the crystal
lattice along a specific direction. In layered
materials, the shear typically happens along
the out-of-plane direction and connects layers
into one continuous layer, like in a parking
ramp (movie S1). When its stress effect [i.e.,
Eshelby twist (14)] is negligible, an ideal screw
dislocation preserves the orientation of each
layer owing to the global translational sym-
metry of the crystal. This generates an aligned
spiral shape of edges that are all parallel
(Fig. 1A). Such a shape has been observed in
many 2Dmaterials such as hexagonal spirals in
graphene and hexagonal boron nitride (24, 25)

as well as in triangular or hexagonal spirals in
metal chalcogenides, such as WSe2 (22), MoS2
(26), WS2 (27), and Bi2Se3 (28).
Geometry provides a fundamental reason

behind the aligned shapes of crystals even in
the presence of screw dislocations: The trans-
lational symmetry of crystal lattice follows
Euclidean geometry. This dictates two basic
geometric properties for the shape of a single
crystal: First, the angle between two adjacent
edges is fixed by their crystallographic indices
(17), and second, the sum of the measures of
the exterior angles is 360° for any convex
polygon formed by edges in Euclidean geom-
etry (18). These properties can explain the fact
that screw-dislocated MX2 often grow in tri-
angular spiral shapeswith aligned edges (Fig. 1A1
and fig. S1A) (22, 26, 27). The threefold crystal
structure of monolayer MX2 causes its equi-
lateral triangular shape (29) and the 120° ex-
terior angles. Evenwhen a screw dislocation is
introduced, the translational symmetry of the
crystal is still mostly conserved. In the normal
spiral shape, for each period of three consecu-
tive edges, the sum of the exterior angles is
120° + 120° + 120° = 360°, which means that
the new and old edges must be parallel. In a
typical crystal growth process, the Euclidean
geometry of flat substrates matches the Euclid-
ean nature of lattice; as a result, all layer edges
are aligned in these dislocated spirals.
By contrast, the sum of the measures of the

exterior angles of a polygon is not 360° in non-
Euclidean geometry (18). Because such a prop-
erty is not compatible with the Euclidean
nature of crystals, tiling Euclidean crystal
lattices in non-Euclidean spaces leads to new
consequences. We specifically consider grow-
ing 2D vdWcrystals on conical surfaces, because
conical surfaces are “developable surfaces”
that are locally isometric to plane, whichmeans
that they can be flattened onto a plane with-
out distortion (30). Conversely, one can bend
and fold a plane into a cone without distor-
tion: As illustrated in Fig. 1B, one must shear
half of the plane along the radius and overlap
a sector defined by an angle of a. Unfolding
the cone surface then results in a circular sec-
tor with the angle of 360° –a, whichmeans that
on the cone surface, the angle measure of any
“full circle” containing the apex is a constant
360° –a and thus the sumof themeasures of the
exterior angles of any polygon surrounding
the apex is also 360° – a. The geometry of the
conical surface is non-Euclidean in the sense
that it has a singularity at its apex (30), which
changes the rules of angles on the conical sur-
faces and influences the translational and rota-
tional operations. If one tries to draw a simple
triangular spiral on such a surface by drawing
edges by the angles, for every period, the new
edge will twist by an angle of a relative to the
edge in the last period (Fig. 1A2), owing to the
non-Euclidean geometry of the cone surface.
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When a vdW crystal grows on such cone sur-
faces, it needs to maintain the angles between
the edges as required by its Euclidean lattice.
Meanwhile, it will also be bent following the
curvature of the cone. Therefore, a 2D vdW
crystal with a screw dislocation will grow into
a supertwisted spiral shape, with a consistent
twist angle of a between each successive layer
(Fig. 1A2 and fig. S1B). Because the twist orig-
inates from the geometric mismatch between
the non-Euclidean surface and Euclidean lat-
tice, we name this phenomenon “non-Euclidean
twist” and refer to the resulting twisted multi-
layered structures as “twisted superstructures”
or “supertwisted spirals” (versusminute Eshelby
twists) in the following discussion.

We can further describe the shape of these
supertwisted spirals using a simple analytic
geometry method. We can define two polar
coordinates: (i) on the cone surface (rc.s., qc.s.),
and (ii) on the top-down projection of the
cone surface (rproj., qproj.). Therefore, the cone
surface can be mapped to the projection by

rproj: ¼ krc:s:

qproj: ¼ qc:s:
k

(

where k = 1 – a/2p is the ratio between the
angle of a “full circle” enclosing the cone center
to the angle of a full Euclidean circle (2p, 360°).
When k = 1, the surface is flat (Euclidean),
resulting in an aligned spiral (Fig. 1C1), as dis-
cussed above.When k< 1, the surface is a cone,
with its angular period (2p − a) less than the
lattice period (2p). Therefore, each full lattice
period carries an extra angle of a over into the
total twist angle (fig. S2B). Thus, a cone surface
transforms an aligned spiral into a “fastened”
spiral (Fig. 1C2; the perspective view is shown in
fig. S1B2), like a fastened spiral torsion spring
(movie S2). When k > 1, the surface is a de-
velopable “hyperbolic cone” surface (31) (Fig.
1C3). Because the lattice period (2p) is smaller
than the angular period of such surface (2p − a,
wherea is negative) and cannot fill up space, an
extra angle –a needs to be taken from the next
lattice period (fig. S2C). Thus, a developable
hyperbolic cone surface transforms an aligned
spiral into an “unfastened” spiral (Fig. 1C3), like
an unfastened spiral torsion spring (movie S3).
In all three cases, a (either zero, positive, or

negative) is the twist angle between successive
layers. (See fig. S2 and associated discussion for
our suggestion on naming different handed-
ness levels of supertwisted spirals.)
Therefore, screw dislocations and non-

Euclidean surfaces cooperate to create twisted
superstructures of vdW crystals: First, the weak
vdW interaction allows “movement” between
layers; second, screw dislocations continuously
generate “new layers” and maintain their rel-
ative orientations to the old ones (22); and
third, the mismatched angular periods be-
tween non-Euclidean surfaces and Euclidean
lattices provides an extra lattice twist (a) for
every successive period in a continuous and
consistent way. Using the equations derived
above, we simulate the shapes of a series of
twisted superstructures of right-handed screw-
dislocation spirals with increasing positive or
negative twist angles (Fig. 2A and fig. S3). We
constrain the boundaries of layers so that the
upper layers cannot go over the lower-layer
edges. The envelopes of the twisting edges can
be mathematically proven to be Archimedean
curves. Even though the supertwisted spiral
shapes with opposite twist angles appear very
similar, they are not mirror images of each
other, because they all have right-handed screw
dislocations (and different substrate geome-
tries). This non-Euclidean twist mechanism is
also completely different from the lattice
Eshelby twist mechanism for nanowires of
vdW materials (15, 16). In the Eshelby twist
mechanism, the direction of the lattice twist is
always the same as the screw dislocations, and

Zhao et al., Science 370, 442–445 (2020) 23 October 2020 2 of 4

1 µm 500 nm500 nm 1 µm

5 µm 10 µm 2 µm 5 µm10 µm 10 µm5 µm 20 µm

15°10°5°3°

-15°-10°-5°-3°

0°

BA 3B2B1

D1C1 E1 F1

D2C2 E2 F2D3C3 E3 F3

Fig. 2. Simulation and experimental demonstration of supertwisted spirals on non-Euclidean surfaces.
(A) Simulated superstructures of triangular dislocation spirals with increasing positive or negative twist angles.
(B1) A flat substrate surface yields aligned spirals. (B2) A protruded substrate where the center of the screw
dislocation sits on top of a protrusion results in a fastened supertwisted spiral. (B3) A protruded substrate where
the center of the screw dislocation sits on the edge of a protrusion leads to an unfastened supertwisted spiral.
(C) AFM (C1 and C2) and optical (C3) images of aligned WS2 spirals grown on flat SiO2/Si substrate. (D to F) AFM
(D1, D2, E1, E2, F1, and F2) and optical (D3, E3, and F3) images of representative WS2 supertwisted spirals with
various twist angles grown around WOx particles on SiO2/Si substrates.
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Fig. 1. Triangular dislocation spiral on Euclidean
and non-Euclidean surfaces illustrating the
twisting process. (A1) For a triangular spiral on a
Euclidean surface, at each vertex, the edge direction
changes 120°; thus, after three vertices, it turns
360°, which makes the edge parallel to its original
orientation. (A2) For a triangular spiral on an
unfolded non-Euclidean cone surface, after every
three vertices, the edge goes across the dashed
line once, so it needs to turn an extra angle of a to
keep itself straight. (B) A cone can be folded from
a circle by cutting along the radius and folding with
an angle. (C1) Euclidean surface (k = 1) and a
corresponding aligned spiral with no twist. (C2) Non-
Euclidean cone surface (k < 1) and a corresponding
fastened spiral with a positive twist, which forms
a right-handed twisting superstructure. (C3) Non-
Euclidean hyperbolic cone surface (k > 1) and
a corresponding unfastened spiral with a negative
twist, which forms a left-handed twisting super-
structure. In (C), all screw dislocations are right-
handed, and k is defined as the ratio between the
angular period of the specific surface to the period of
a Euclidean circle.
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the twist angle (a) is determined by a = b/pr2,
where b is the magnitude of screw dislocation
and r is the nanowire radius, so that the twist
angle is rather minimal at large radii (14).
The non-Euclidean twist, however, can have
either the same or opposite direction as that
of a screw dislocation, which is determined by
the type of non-Euclidean substrate surface
(Fig. 1, C2 and C3). Moreover, the twist angle
can be tunable over a wide range and is ex-
clusively determined by substrate geometry in
theory, regardless of the size of the 2D crystals,
which allows them to scale up to any lateral
dimension.
Although the non-Euclidean twist mecha-

nism is mathematically illustrated on an infi-
nitely large cone or developable hyperbolic cone
surfaces, practically we can realize it on a flat
substrate modified with suitable geometric
features, on which only the center of a layered
crystal spiral is affected by the non-Euclidean
twist to continuously generate supertwisted
layers. Once the initial orientation of a layer is
set by its nucleus, the layer continues to grow
along the same direction owing to the trans-
lational symmetry of the crystal lattice. Figure
2B shows three possible situations: (i) A flat
substrate surface yields an aligned spiral with-
out any twist (Fig. 2B1), (ii) a protruded sub-
strate where the center of a screw dislocation
sits on the center of a protrusion results in a
fastened supertwisted spiral (Fig. 2B2), and (iii)
a protruded substrate where the center of a
screw dislocation sits on the edge of a pro-
trusion leads to an unfastened supertwisted
spiral (Fig. 2B3).
We have experimentally demonstrated the

growth of such supertwisted spirals of WS2
andWSe2 on SiO2/Si substrates (Fig. 2, D to F,
and figs. S4 and S5) using a water vapor–
assisted chemical vapor transport growth,
with MX2 as precursors and water vapor as
the transport reagent (see methods for de-
tails) (32). As a comparison, Fig. 2C shows
“normal” aligned triangular spirals with pa-
rallel edges. Such parallel edges rule out the
Eshelby twist mechanism as the cause of
twisted superstructures in these large pyramid-
shaped spirals. The key to achieving non-
Euclidean twists is to introduce protrusions
onto substrates, as discussed above (Fig. 2, B2
and B3). Therefore, we drop-cast SiO2 (200-nm
diameter) or WO3 (<100-nm diameter) nano-
particles onto SiO2/Si substrates before the
growth reactions (figs. S6 to S8). Intentional
introduction of nanoparticles results in a pro-
liferation of supertwisted spirals on typical
growth substrates even though not every
object is twisted. We also found that the reac-
tion can spontaneously produce some WOx

particle side products (32, 33) that can occa-
sionally serve as the protrusions leading to the
spontaneous growth of supertwisted spirals
(figs. S9 and S10), but this process is much less

reproducible. Because the formation mecha-
nism is generally the same, we will ignore the
difference betweenSiO2,WO3, and spontaneous
formation in the subsequent discussion and
only focus on understanding the geometric fea-
tures of these supertwisted spirals.
Under an optical microscope, unlike the

simple triangular shapes of aligned spirals
(Fig. 2C3), the supertwisted spirals display
circular or spiral shapes (Fig. 2, D3, E3, and
F3) that help us to rapidly spot them when
the synthesis yield is low. The circular shape
consists of three Archimedean spiral curves
that result from the envelope curves of the
three sets of edges (Fig. 2, D2 and D3), which is
a good indication of the twisted superstruc-
tures. Detailed atomic forcemicroscopy (AFM)
imaging on the centers of these representative
objects (Fig. 2, D1, E1, and F1) reveals stacks of
layers continuously twisting with a consistent

twist angle from one layer to the next. Such a
twist angle increases from Fig. 2, C to F, re-
sembling the simulations shown in Fig. 2A. In
fig. S4, a collection of 30 examples of super-
twisted spirals of WS2 or WSe2 are character-
ized by optical microscopy and AFM, although
not every object can be easily resolved with a
simple structure model. Their specific mor-
phologies vary with the different twist angles,
the number of screw dislocations, and the
stacking orders of MX2 layers (figs. S3 and
S11). Notably, Fig. 2, D1, E1, and F1, as well as
all AFM images in fig. S4, invariably reveals
some particles, protrusions, or abnormality
near the centers of the superstructures.
We further verify the proposednon-Euclidean

twist mechanism by examining the protrusion
near the center and studying the relationship
between the angles of edges and the layer
numbers using a representative supertwisted
WS2 spiral grown on top of a SiO2 particle (Fig.
3). The overall superstructure displays three
sets of right-handed Archimedean spirals. The
protrusion caused by the SiO2 particle in
the center is about 120 nm in height and
500 nm in diameter (Fig. 3A), forming a cone
shape owing to the deformation of SiO2 nano-
particles at the growth temperature around
1000°C (fig. S6; see cross-sectional scanning
electron microscopy images in fig. S7). The
wrinkles around the center (Fig. 3B) are
formed as a result of the curvature difference
when the WS2 layers transit from the pro-
trusion to the flat substrate. Despite these
wrinkles, the orientations of all WS2 layers are
well preserved away from the center, likely
owing to the strain tolerance of 2D crystal
growth (34). The twisted layer edges can be
better visualized with AFM phase contrast
(Fig. 3B), which clearly reveals a right-handed
screw dislocation. In Fig. 3C, all edges revealed
by the AFM phase image are highlighted with
colored dashed lines, and their angles are plotted
as a function of layer number from the bottom
of the spiral to the top of the spiral in Fig. 3E.
We found an approximately linear relationship
between the angle and layer number for all
three “Archimedean arms,” and linear fittings
yielded an average twist of 14.9° per layer. The
simulated supertwisted spiral using a 15° twist
angle (Fig. 3D) matches the experimental mor-
phology (Fig. 3C) very well. A similar twist angle
analysis was carried out on a more complex
supertwisted spiral of bilayers (fig. S12).
Furthermore, we carried out scanning trans-

mission electron microscopy (STEM) analysis
on a relatively thin and simple twisted WS2
superstructure (Fig. 4) to characterize the moiré
patterns expected in these twisted superstruc-
tures. (An idealized schematic illustration is
shown in fig. S13.) Low-resolution high-angle
annular dark-field (HAADF) imaging of the
whole structure reveals the layer edges (Fig. 4A).
A 4D STEM dataset collected on each layer
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Fig. 3. Twist-angle evolution of a supertwisted
WS2 spiral. (A) Topography of a representative
supertwisted spiral. The height profile along the
horizontal dashed line reveals the height and width
of the protrusion feature at the center. (B) Phase
image collected from the red boxed area in (A)
reveals wrinkles and layer edges at the spiral
core. (C) Phase image corresponding to (A) with
all the edges highlighted by colored dashed lines.
(D) A supertwisted spiral simulated with a 15° twist
angle with its edges highlighted. (E) Scatter plot
of the evolving edge angles in (C) as a function of
layer number counted from the bottom of the spiral
to the top of the spiral. The least-squares linear fittings
of each edge set (dashed lines) yield an average slope
of 14.9° per layer. The colors of the data points
correspond to the colors in (C).
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(Fig. 4B) shows the position-averaged conver-
gent beam electron diffraction (PACBED) pat-
tern from the acquisition region, with lines
marking diffraction spots attributed to each
layer (fig. S14). Lattice twist angles are mea-
sured from the diffraction spots in Fig. 4B and
plotted in Fig. 4C together with the morpho-
logical twist angle measured from Fig. 4A,
showing that theymatchwell. The twist angles
increase linearly with the layer numbers at an
average of 6.6° per layer. Atomic resolution
HAADF images (Fig. 4, D1, E1, and F1) acquired
from the one-, two-, and three-layer regions
show clear moiré patterns. The corresponding
PACBED patterns from the same regions with
a different layer number (Fig. 4, D2, E2, and F2)
clearly show different sets of diffraction disks
from different layers. We also constructed the
expected moiré patterns by overlappingmulti-
ple WS2 models (Fig. 4, D3, E3, and F3) with
lattice rotations determined from diffractions,
which match the observation well. Character-
ization of a more complicated superstructure
(fig. S15) leads to similar findings. In addition,

we also performed preliminary reflection spec-
troscopy and second-harmonic generation im-
aging to examine the inversion symmetry in
supertwisted spirals (fig. S16).
We show how to generate continuously

twisted superstructures of layered vdW mate-
rials by combining screw-dislocation spirals
with non-Euclidean surfaces. By using nano-
particles as protrusions on flat substrates, we
can introduce non-Euclidean surfaces to the
growth process and experimentally demon-
strate the direct growth of supertwisted spirals
of WS2 and WSe2 materials with a wide range
of twist angles and observedmoiré patterns in
STEM. More precise control of twist angles
could be realized using nanofabricated sub-
strates in the future.
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ATMOSPHERIC OXYGEN

Triple iron isotope constraints on the role of ocean
iron sinks in early atmospheric oxygenation
Andy W. Heard1*, Nicolas Dauphas1, Romain Guilbaud2, Olivier J. Rouxel3, Ian B. Butler4,
Nicole X. Nie1,5, Andrey Bekker6,7

The role that iron played in the oxygenation of Earth’s surface is equivocal. Iron could have
consumed molecular oxygen when Fe3+-oxyhydroxides formed in the oceans, or it could have
promoted atmospheric oxidation by means of pyrite burial. Through high-precision iron isotopic
measurements of Archean-Paleoproterozoic sediments and laboratory grown pyrites, we show
that the triple iron isotopic composition of Neoarchean-Paleoproterozoic pyrites requires
both extensive marine iron oxidation and sulfide-limited pyritization. Using an isotopic fractionation
model informed by these data, we constrain the relative sizes of sedimentary Fe3+-oxyhydroxide
and pyrite sinks for Neoarchean marine iron. We show that pyrite burial could have resulted in
molecular oxygen export exceeding local Fe2+ oxidation sinks, thereby contributing to early episodes
of transient oxygenation of Archean surface environments.

I
rreversible changes to oxic and euxinic
sedimentary iron sinks during the Archean
and Paleoproterozoic eras were intimately
linked with the oxygenation of Earth’s at-
mosphere during the Great Oxygenation

Event (GOE) beginning around 2.43 billion
years ago (Ga) (1, 2). Early oxygenation co-
incided with enhanced sedimentary burial
of iron sulfide (pyrite), driven by a greater
availability of sulfate resulting from enhanced

volcanic outgassing and/or continental sul-
fide weathering (3–5). Through the pyrite
iron sink, enhanced volcanic SO2 fluxes in the
Neoarchean could have indirectly induced
the release of oxygen by means of microbial
reduction of volcanically derived sulfate and
the sequestration of sulfide in sedimentary
pyrite (6–8). Meanwhile, iron could have acted
as a net sink of oxygen produced during oxygenic
photosynthesis, provided that Fe2+ dissolved
in the oceans was not sequestered in sediments
as pyrite but rather as Fe3+-oxyhydroxides. It is
presently unknown whether the balance of iron
oxyhydroxide and pyrite sinks in certain marine
sediments resulted in the net production or re-
moval of oxygen in the period leading to the GOE.
Sedimentary Fe isotopic records show large

shifts across the GOE (9, 10) (Fig. 1A) that
reflect evolution of the Fe, S, and O cycles
through the Archean and Paleoproterozoic (11).
Pre-GOE pyrites can have 56Fe/54Fe ratios that

are shifted by up to −3.5 per mil (‰) relative to
most terrestrial rocks—a degree of fractionation
rarely seen in the post-GOE rock record (9).
The interpretation of these pyrite Fe isotopic
compositions is not straightforward because
they could be controlled by several things: (i)
the size of oxidizing iron sinks that removed
isotopically heavy Fe3+-oxyhydroxides, leaving
an isotopically light dissolved Fe2+ pool from
which pyrite formed (9, 10); (ii) microbial dis-
similatory Fe3+ reduction (DIR) that prefer-
entially releases an isotopically light Fe2+ pool
(12, 13); and/or (iii) a kinetic isotope effect
(KIE) accompanying partial pyrite precipi-
tation, which produces isotopically light pyrite
(14, 15). The relative importance of these pro-
cesses remains debated (9–18), and this uncer-
tainty has hindered quantitative interpretation
of the ancient iron cycle. Consequently, Fe
isotope records have not yet constrained the
degree to which Fe removal on highly produc-
tive continental margins was a net sink or
source for early O2 (8).
Here, we report triple Fe isotopic ratio mea-

surements that allow us to remove ambiguities
in interpretations of the pre-GOE iron cycle.
This approach relies on our discovery that the
main isotopic fractionation processes impli-
cated in the formation of pre-GOE pyrites
follow distinct isotopic mass fractionation
laws (MFLs), which describe how different
isotopic ratios of the same element covary
(19, 20). To resolve MFLs, measurement of
Fe isotopic ratios must be at higher precision
than is typically reported in analysis of an-
cient sediments. This approach has been used
in igneous geochemistry to show that Fe isotopic
variations in magmatic olivine followed a kinetic
MFL for diffusive transport (21) and in aqueous
ultraviolet (UV) photo-oxidation experiments
to investigate pathways to the deposition of
iron formations (IFs) (22). Measurements of
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Fig. 1. Iron isotope systematics
of pre-GOE sediments and
synthetic pyrites and FeS
produced in laboratory
experiments. (A) d′56Fe (rela-
tive to IRMM-014) values of IFs
and pyrites analyzed in this
study, plotted against their age
[published IF and pyrite data
compiled in (11) are also
plotted for reference].
(B) Triple Fe isotopic system-
atics for IFs, pyrites, and black
shales in D′56Fe versus Dd′57Fe space. Dd′57Fe values are reported as differences
from IRMM-014 and the starting material for the natural samples and the
synthetic pyrites, respectively. Error bars and shaded areas are 95% confidence
intervals. The slopes of endmember MFLs associated with iron-redox processes
(red line and red shaded area) and KIEs during pyritization (black line and
gray shaded area) are constrained through analysis of isotopically light, Mn-rich
IFs and laboratory pyrites precipitated through the H2S pathway (14, 27, 40),

respectively. The slope of the IF MFL agrees well with the theoretical high-
temperature equilibrium limit law [defined by the horizontal axis, (20)]
and an experimentally determined MFL for Fe2+ oxidation [determined by
means of UV photo-oxidation (22)], which implies control by Fe2+-Fe3+

equilibrium. Synthetic pyrite and FeS define a kinetic MFL for sulfide
precipitation. Pre-GOE pyrites fall in an intermediate space between iron
oxidation and pyritization endmembers.



this type, to a comparable or higher precision,
are used more frequently in cosmochemistry to
resolve nucleosynthetic anomalies in meteorite
samples (23–26). For a given MFL, the ratio of
56Fe/54Fe to that of 57Fe/54Fe defines the slope

q56/57 = Dd′56Fe/Dd′57Fe

where Dd′xFe is a change in d′xFe—where
d′xFe (‰) = 1000 ln[(xFe/54Fe)sample/(

xFe/
54Fe)IRMM-014]—imparted by physical, chemi-
cal, or biological processes. The Dd′xFe for
natural samples is taken as the difference
from the bulk silicate Earth, which is ap-
proximated by IRMM-014 (20, 22, 23, 26).
As discussed below, we also ran pyrite syn-
thesis experiments, and there the Dd′xFe value
is taken as the difference from the starting
material for each experiment. Isotopic trends
that follow a given MFL are, by definition, mass
dependent. Apparent departures (D′56Fe) from
an arbitrary reference MFL (20, 23, 27), which
we choose here to be the high-temperature
equilibrium limit law with q56/57 = (1/53.939 −
1/55.935)/(1/53.939 − 1/56.935) = 0.678, are
defined as

D′56Fe = (Dd′56Fe – 0.678 × Dd′57Fe) × 10

In D′56Fe versus Dd′57Fe space, MFLs form
straight lines, whose slopes can be related to
q56/57 through

D′56Fe = 10 × (q56/57 – 0.678) × Dd′57Fe

To establish the values of q56/57 correspond-
ing to two endmember hypotheses that have
been put forward to explain the d′56Fe pyrite
record (9, 10, 14), we measured two sets of
samples.
First, we measured a suite of IF samples

that show a large range in d′56Fe values, in-
cluding low d′56Fe values that most likely
reflect precipitation from an iron pool that
had experienced extensive iron oxidation (28)
(table S1). These samples are well suited to
characterize the MFL that is expected if sedi-
mentary pyrite formed from a distilled pool
of Fe2+ enriched in light Fe isotopes (low d′
56Fe) by precipitation of heavy (high d′56Fe)
Fe3+-oxyhydroxides.
Second, we measured experimental prod-

ucts of pyrite synthesis through the FeS-H2S

pathway (fig. S2 and table S2), which prod-
uced pyrite that is isotopically lighter by as
much as−2.4‰ in d′56Fe relative to the initial
FeS pool (fig. S2) (27). In these experiments,
we precipitated pyrite in anoxic conditions
from an FeS precursor (27), following previ-
ously established protocols (14, 27, 29). The
experiment yielded a pyrite precipitate and a
residual FeS phase that were separatedwith a
calibrated sequential extraction (14), which
enabled us to measure the isotopic fraction-
ation between the reactant and product
(fig. S2). This fractionation represents a uni-
directional KIE associated with pyrite precip-
itation because, once formed, pyrite is highly
insoluble and does not readily exchange with
iron in solution. These pyrite samples repre-
sent a cumulative product reservoir rather
than an instantaneous precipitate, but any
deviations from an intrinsic Fe isotope MFL
caused by cumulative effects are unresolvable
within analytical uncertainties (27). Therefore,
these experimental run products are well suited
to characterize the MFL that is expected if
sedimentary pyrite formation imparted a KIE
on Fe isotopes.
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Fig. 2. Interpretation of triple Fe isotope compositions of isotopically light
pyrites. (A) Schematic representation of the Fe sinks (Fox and Fpy), and their
inferred links to O2 cycling in the pre-GOE oceans. (B) Triple Fe isotopic
interpretation of the two-step process involved in pyrite formation. Iron with
starting composition resembling hydrothermal fluids (yellow circle; Dd′57Fe =
−0.3‰ relative to IRMM-014 with D′56Fe on the empirical MFL defined by IFs) is
oxidized, which drives residual Fe2+ to lighter d′57Fe compositions along the
Fe2+ oxidation MFL. Partial pyrite precipitation from this residual Fe2+

subsequently causes fractionation along the kinetic pyritization MFL. The
approach is detailed in fig. S5 with mathematical derivations provided in the
supplementary materials (27). (C) Pyrite data and contours for Fox and fpy in
triple Fe isotopic space. Both Fe2+ oxidation and pyritization are modeled with

Rayleigh distillations. Iron isotopic fractionation during iron oxidation is
assumed to reflect the composition of residual dissolved Fe2+ experiencing
fractional removal of Fe3+-oxyhydroxide upon upwelling into oxidizing
near surface waters. Iron isotopic fractionation during pyritization is
assumed to reflect the composition of the cumulative product, as we analyzed
relatively large pyrite nodules (27). The fraction of total upwelled Fe
deposited as pyrite is calculated as Fpy = fpy × (1 – Fox). (D) Pyrite data
and contours of Fox/Fpy (relative size of oxyhydroxide and pyrite sedimentary
Fe sinks). Bold contours at 4 and 10 indicate thresholds for net O2 source
versus sink behavior for volcanic H2S/SO2 inputs ratios of 1 (7) and 0 (8),
respectively. In (B) to (D), Dd′57Fe values are reported as differences from
IRMM-014.
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The IFs formed in the oceans after vary-
ing degrees of partial Fe2+ oxidation define a
slope of q56/57ox = 0.6779 ± 0.0006 (95% con-
fidence interval) for the oxidizing iron sink,
which agrees with iron photo-oxidation ex-
periments (22) and is consistent with the view
that equilibrium isotope exchange dominates
during Fe2+ oxidation (20, 22). The pyrite-
precipitation experiments involving a KIE
gave q56/57KIE = 0.6743 ± 0.0005 (95% con-
fidence interval). Triple Fe isotopic slopes for
the two endmember scenarios are measur-
ably distinct (Fig. 1B). Thus, we can use these
slopes to address what caused Fe isotopic
variations in pre-GOE sedimentary pyrites.
We analyzed a suite of pre-GOENeoarchean-

Paleoproterozoic (2.66 to 2.32 Ga) pyrites with
depleted d′56Fe values (as low as −3.1‰) and
four black shales from the same formations
(Fig. 1A and table S1). The pyrites and shales
fall in an intermediate space on the triple Fe
isotopic diagram between the endmember
MFLs for Fe oxidation and pyrite precipita-
tion (Fig. 1B). We do not interpret this data
array as following a single MFL because the
pyrite and shale samples come from several
distinct formations, and each sample requires
contributions from more than one fractiona-
tion process (with distinct MFLs). More likely,
pre-GOE pyrite and shale d′56Fe values record a
two-step process: partial marine Fe2+ oxidation
during upwelling of Fe2+-rich deep waters (9)
and subsequent kinetic fractionation during
partial, sulfide-limited pyrite formation from
the remaining Fe2+ reservoir (14, 15, 30). In
this model, Fe-oxyhydroxide and pyrite sinks
sequestered iron upwelling from deep oceans
lacking a discrete redoxcline that allowed pro-
gressive partial Fe2+ oxidation toward black
shale depositional settings (Fig. 2A and fig. S7)
(10, 27, 31). The loss of such depleted d′56Fepy
values after the GOE, which incidentally would
prevent us from resolving MFLs for younger
samples, indicates that prevailing conditions

of sulfide limitation and progressive partial
Fe oxidation were diminished after the bio-
geochemical overturn that took place during
the GOE (11).
The pyrite samples that we analyzed are

nodular—deforming sedimentary laminations
around them—and must have formed in the
sediment during early diagenesis. They most
likely inherited their Fe isotopic compositions
from pyrite precipitated in porewater near
the sediment-seawater interface, but in some
cases dissolution-reprecipitation has erad-
icated their primary textural features and
caused recrystallization into massive forms.
In situ work on Archean pyrites suggests
that these secondary texture-altering processes
do not eradicate primary sedimentary Fe iso-
topic signatures (18). A major source of iron to
porewaters would have been downward dif-
fusion of overlying Fe2+-rich seawater into
the sediments (9). The crux of the debate is
whether pyrite simply inherited the Fe iso-
topic composition of seawater, which was by
far the largest exchangeable Fe reservoir, or
whether some kinetic isotopic fractionation
was expressed if pyritization was incomplete
because of limited sulfide supply. The triple
Fe isotopic measurements reported here indi-
cate that the latter case was true for the low
d′56Fe pre-GOE pyrites that we studied.
For any isotopically light pyrite sample, we

can estimate contributions to the d′56Fe value
from prior oxidation of the Fe2+ pool and
the KIE during pyritization. To do so, we
first calculate contributions of Fe-oxidation
to d′56Fe values of the water mass (d′56Few)
from which pyrite formed, from intercepts of
the kinetic pyritization MFL passing through
individual data points with the oxidation
MFL (Fig. 2B). We then determine the Fe
isotopic fractionation imparted by pyritiza-
tion by taking the difference in d′56Fe values
between those of pyrite and d′56Few (Fig. 2B
and fig. S5) (27).

Our approach assumes that partial iron oxi-
dation and pyritization were the main drivers
of d′56Fe variations in sedimentary pyrite.
However, it is conceivable that some pore-
water or marine Fe2+ was sourced from DIR
(12, 13, 32), a microbial metabolism that
seems to have been active since at least 3.2 Ga
(18). This represents a source of uncertainty
in our model. Experiments to date suggest
that the isotopic fractionation during DIR
reflects equilibration of Fe2+ and Fe3+ after the
reduction step (33), and therefore we expect
that it would fall into the same class of redox
equilibrium processes that define the Fe2+ oxi-
dation MFL. Thus, the observed departure of
natural pyrite from this MFL implies that,
regardless of the potential role of DIR, a KIE
during pyritization is also required to explain
pre-GOE d′56Fepy values.
The fraction of Fe3+-oxyhydroxide removed

to give the d′56Few value on the intercept (Fox =
fraction of Fe in oxyhydroxide sink out of
total Fe upwelled) and the fraction of pyrite
removed from that remaining Fe2+ pool ( fpy =
fraction of Fe in pyrite out of Fe remaining
after Fe removal to the oxyhydroxide sink)were
calculated under Rayleigh fractionation con-
ditions (Fig. 2, fig. S5, and table S5). The
setting that we envision is progressive Fe2+

oxidation as Fe2+-rich deep waters are upwelled
toward more oxidizing photic zone condi-
tions (9, 10) (fig. S7). We also explored a one-
dimensional dispersion-reaction steady-state
model for water column Fe2+ oxidation, and
find that our conclusions using Rayleigh dis-
tillation are robust (27, 34). We treated pyrite
as a cumulative product of pyritization (27).
The fraction of upwelled Fe sequestered in the
sedimentary pyrite sink is Fpy = fpy × (1 – Fox).
In Fig. 2D, we plot contours of constant Fox/
Fpy, which show that D′56Fe measurements are
diagnostic of the relative size of the oxyhy-
droxide and pyrite iron sinks.
To fully propagate the effect of uncertainties

in sample measurements and q56/57 values for
the endmember processes on uncertainties in
Fox, fpy, and Fpy, we used a Monte Carlo sim-
ulation (Fig. 3). Estimates for Fpy span 10 to
80% of the upwelled iron pool (within a 95%
confidence interval) for the low d′56Fe pyrites
that we studied. With initial pre-GOE deep-
water [Fe2+] concentration of ~50 mM (1), the
pyrite sink could have removed 5 to 40 mM of
dissolved iron. This requires ~10 to 80 mM of
seawater-dissolved sulfate to be microbially
reduced to sulfide, which is ~0.04 to 0.3% of
the modern seawater sulfate concentration
of 28 mM but is within recent estimates for
Archean seawater sulfate based on S isotope
modeling (35, 36). For the ~2.65 Ga Jeerinah
and Lokammona formations, we infer that
as little as 10% of iron upwelled onto the
shelf was deposited as pyrite (Fig. 2C, Fig. 3,
and fig. S6) (27).
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Fig. 3. Fox and Fpy and molar O2

yield estimates from a Monte Carlo
error propagation. Violin plots for
probability densities of fractional size
of Fe sink (gray, Fox; black, Fpy)
determined from propagation of
errors on the D′56Fe and Dd′57Fe
values for each measured pyrite and
the errors on the slopes of the MFLs
(27). Blue filled and open squares
indicate estimated molar O2 yields per
mole of pyrite buried for individual
samples using H2S/SO2 input ratios
of 1 (7) and 0 (8), respectively. Blue
solid and dashed lines and shaded
areas indicate mean molar O2 yields for H2S/SO2 input ratios of 1 (7) and 0 (8), respectively, and 95%
confidence intervals for pyrites in two age bins.
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When volcanic SO2 is the primary sulfur
source, burial of reduced sulfur in pyrite rep-
resents a net oxidation of Earth’s surface (6–8)
(Fig. 2A). For example, the reaction 2SO2 +
H2O + Fe2+→ FeS2 + 2H+ + 2.5O2—describing
the net effect of SO2 photolysis and hydrolysis,
cyanobacterial photosynthesis, microbial sul-
fate reduction, and pyrite precipitation—
indicates that pyrite burial can indirectly drive
net O2 export to the atmosphere-ocean system
(8). The reaction provides amaximum estimate
for O2 export during pyrite burial for several
reasons: (i) A more reduced original sulfur
source, such as volcanic H2S or sulfate from
the oxidative weathering of sulfides, would
weaken the net oxidative effect of pyrite burial.
(ii) Other types of primary productivity—such
as anoxygenic photoferrotrophy, which oxidizes
Fe2+ directly—could have contributed organic
matter for sulfate reduction, but only cyano-
bacterial activity would have produced O2. A
more realistic estimate for the volcanic H2S/
SO2 emission ratio at ~1 (7) would result in a
net 1 mol O2 yield per mole of pyrite buried.
To oxygenate the atmosphere by means of

pyrite burial, the producedO2would also need
to overcome O2 buffers in the ocean, primarily
the upwelled Fe2+ flux (Fig. 2A). Oxygen-driven
Fe2+ oxidation consumes 0.25 mol of O2 per
mole of Fe3+ buried, so net O2 sources and
sinks will be balanced when Fox/Fpy is 4 and
10 for volcanic H2S/SO2 emission ratios of
1 (7) and 0 (8), respectively. Depending on
Fox/Fpy ratios, iron deposition on productive
continental margins could have been a net
source or sink for O2 in the atmosphere-ocean
system. Triple Fe isotopic systematics are di-
agnostic of Fox/Fpy ratios (Fig. 2D). Pre-GOE
pyrite data all fall above the Fox/Fpy = 4 con-
tour, and the Fox/Fpy = 10 contour is outside of
the error bar on pyrite D′56Fe values. We can
therefore rule out net O2 sink-like behavior
for the case where SO2 dominated Neoarchean
volcanic emissions. Even with a conservative
volcanicH2S/SO2 ratio of 1 (7), our data support
a net O2 source in Neoarchean pyrite-forming
environments, particularly after 2.52 Ga (Fig.
2D and Fig. 3). The inference that the oxic sink
did not overwhelm local oxygen sources asso-
ciated with pyrite deposition also holds if Fox is
calculated using a one-dimensional dispersion-
reaction model (27, 34). Average results from
Monte Carlo simulations imply that even in the
caseswherewe find the smallestFpy and largest
Fox, in ~2.65 Ga Jeerinah and Lokamonna
formation pyrites, some O2 could have been
exported to theatmosphere-ocean systemduring
pyriteburial after exhausting localFe2+oxidation
sinks. We focused on the lowest d′56Fe pyrites
because these give us the most leverage to
characterize MFLs. Pre-GOE pyrites, although
displaying much more negative d′56Fe values
(average of ~−2‰) than post-GOE pyrites
(Fig. 1A), span a range of values. The more-

typical pre-GOE pyrites could have formed
from a seawater reservoir that did not ex-
perience such protracted Fe2+ oxidation (9, 10)
or may reflect higher degrees of pyritiza-
tion. The amount of oxygen produced in such
settings (moles of O2 generated per mole of
pyrite buried) would have been higher than
the values calculated here for the isotopically
lightest pyrites. Therefore, the conclusion that
iron oxide burial did not locally buffer O2

generated by pyrite burial in the Neoarchean
is robust.
The triple Fe isotopic proxy provides insights

into the iron cycle in Earth’s early oceans.
Before the GOE, large and probably fluctuat-
ing hydrothermal iron fluxes to the oceans
(31) were removed to two sedimentary sinks
(Fig. 2A and fig. S7) (27). The major sink was
Fe3+-oxyhydroxides that were deposited from
upwelling water masses in the oceans that
lacked a discrete redoxcline and allowed pro-
tracted partial iron oxidation (9, 10). The second
iron sinkwas on highly productive continental
margins, where the deposition of pyrite-rich
sediments was generally sulfide limited be-
cause of a small marine sulfate pool. Small
relative changes in iron removal to these oxy-
hydroxide and sulfide sinks potentially led
to perturbations in the net O2 supply to the
atmosphere-ocean system that fueled shallow-
marine oxygen oases (37, 38) and helped prime
the Earth system for whiffs of atmospheric O2

in the runup to the GOE (39).
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STRUCTURAL BIOLOGY

Structural basis of nucleosome-dependent
cGAS inhibition
Joshua A. Boyer1*, Cathy J. Spangler1*, Joshua D. Strauss1*, Andrew P. Cesmat2, Pengda Liu1,3,
Robert K. McGinty1,2,3†, Qi Zhang1,3†

Cyclic guanosine monophosphate (GMP)–adenosine monophosphate (AMP) synthase (cGAS)
recognizes cytosolic foreign or damaged DNA to activate the innate immune response to infection,
inflammatory diseases, and cancer. By contrast, cGAS reactivity against self-DNA in the nucleus
is suppressed by chromatin tethering. We report a 3.3-angstrom-resolution cryo–electron microscopy
structure of cGAS in complex with the nucleosome core particle. The structure reveals that cGAS
uses two conserved arginines to anchor to the nucleosome acidic patch. The nucleosome-binding interface
exclusively occupies the strong double-stranded DNA (dsDNA)–binding surface on cGAS and sterically
prevents cGAS from oligomerizing into the functionally active 2:2 cGAS-dsDNA state. These findings provide
a structural basis for how cGAS maintains an inhibited state in the nucleus and further exemplify the role
of the nucleosome in regulating diverse nuclear protein functions.

A
fundamental host defensemechanism is
to detect and respond to nucleic acids
from bacterial and viral pathogens and
damaged cellularDNA (1, 2). In themam-
malian innate immune system, cyclic

guanosine monophosphate (GMP)–adenosine
monophosphate (AMP) synthase (cGAS) and
stimulator of interferon genes (STING)mediate
a major pathway in response to cytosolic DNA

fragments that derive from pathogens or from
cellular DNA damage caused by inflamma-
tory diseases and cancer (3). In the cytoplasm,
cGAS is activated by recognizing and binding
double-stranded DNA (dsDNA) in a sequence-
independent manner, resulting in the synthe-
sis of a secondmessenger, 2′–3′ cyclic GMP-AMP
(cGAMP), which features both noncanonical
(2′–5′) and canonical (3′–5′) phosphodiester

linkages (4, 5). STING, an endoplasmic retic-
ulum membrane protein, binds cGAMP and
triggers a signaling cascade to activate in-
flammatory responses, including the induc-
tion of type I interferons (6–8). Although it
was discovered as a cytosolic dsDNA sensor,
cGAS has since been shown to be enriched in
the nucleus (9–13). Despite being surrounded
with endogenous genomic DNA, nuclear cGAS
activity is suppressed through tethering to
chromatin (9), and the nucleosome, the fun-
damental unit of the genome, has been shown
to competitively suppress the enzymatic activ-
ity of cGAS (12). Such suppression is critical to
prevent unnecessary triggering of immune
responses.
To understand the molecular mechanism

through which nucleosome-bound cGASmain-
tains its resting, inhibited state, we used cryo–
electron microscopy (cryo-EM) to solve the
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Fig. 1. Overall structure of nucleosome-bound cGAS. (A) Schematic of the mouse
cGAS primary structure colored by domains. NTase, nucleotidyltransferase. (B) Side and
top views of the composite cryo-EM density map of the cGAS-NCP complex. cGAS,
H2A, H2B, H3, H4, and DNA are colored teal, yellow, red, blue, green, and gray, respectively.

(C) Transparent composite cryo-EM density map overlaid onto an atomic model of the
cGAS-NCP complex. (D) Overlay of 3D subclasses (left) and structural representations
that depict the hinge motion of cGAS relative to the nucleosome (right) created
by morphing between cGAS structures docked into class 4 and class 6 maps.



structure of the mouse cGAS catalytic domain
bound to the nucleosome core particle (NCP)
(Fig. 1 and movie S1). Mouse cGAS is com-
posed of an unstructured N terminus (amino
acid residues 1 to 147) and a highly structured,

bilobate C terminus (amino acid residues 148
to 507) (Fig. 1A) (4). The positively charged N
terminus plays a role in enhancing the cGAS-
DNA phase transition to promote cGAMP
production (14). The C terminus comprises

the nucleotidyltransferase catalytic domain and
the Mab21 dsDNA recognition domain, where
an a-helical spine (amino acid residues 148 to
183) bridges the two cGAS C-terminal lobes
(15–21). Because the disordered N-terminal
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Fig. 2. Interactions between cGAS and the nucleosome core particle.
(A) Close-up view of the binding interface of the cGAS-NCP complex. (B) Close-
up view of the hydrogen bond network between cGAS residues (teal) and
histone H2A residues (yellow). (C) Close-up view of the binding interface with
a composite map overlaid. (D) Identical view of cGAS interacting with the
nucleosome acidic patch as highlighted with the electrostatic potential surface,
where positive is shown in blue and negative is shown in red. (E) Conservation
of the arginine anchors R222 and R241 of cGAS across vertebrates. Numerical
and histogram representations of the conservation score are shown; asterisks

denote complete identity conservation (www.jalview.org/). (F) Quantification of
nucleosome-dependent inhibition of cGAS activity. WT, wild-type; AP, acidic
patch. (G) Quantification of the inhibitory effect of individual nucleosome acidic
patch residues on cGAS activity (0.5 mM cGAS: 5 mM dsDNA) in the presence
of 5 mM NCP mutants. ATP, pppGpA, and cGAMP are substrate, intermediate,
and product, respectively. Average relative cGAS activities from three replicates
are plotted with SDs represented as error bars (mean ± SD). ns, P > 0.05;
*P < 0.05; **P < 0.01; and ***P < 0.001 for statistical differences between
WT and mutant NCPs.
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region of cGAS is not required for nuclear
tethering (9), we expressed and purified the
catalytic domain of mouse cGAS, referred to
simply as “cGAS” hereafter, for structural and
enzymatic studies. We assembled the cGAS-
NCP complex by mixing cGAS with recombi-
nant human NCP in a 3:1 ratio and isolated
the resulting 2:1 cGAS-NCP complex by gel
filtration chromatography (fig. S1). The puri-
fied cGAS-NCP complex was used to prepare

specimens for cryo-EM single-particle analy-
sis. The complex was stable during grid prepa-
ration, allowing us to collect images in a native
state without cross-linking.
A total of 2100 movies were recorded on a

TalosArctica 200-kVmicroscope equippedwith a
Gatan K3 direct electron detector. After itera-
tive rounds of two-dimensional (2D) classification,
initial 3D classification of 433,445 particles re-
vealed a heterogeneous mixture of 2:1 (class 4;

27%) and 1:1 (class 1; 21%) cGAS-NCP com-
plexes (fig. S2). Independent 3D refinements
of the 2:1 and 1:1 classes gave initial EM
density maps at 4.35-Å resolution for both
stoichiometries. Through Bayesian particle
polishing, iterative contrast transfer function
refinement, and 3D reclassification, the reso-
lution of the 1:1 complex map was improved
to 3.41 Å with 70,790 particles, and the reso-
lution of the 2:1 complex map was improved
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Fig. 3. Mechanism of nucleosome-dependent inhibition of cGAS activity.
(A) Structure of the functionally active 2:2 cGAS-DNA complex (PDBID: 4LEZ).
DNA-binding sites A, B, and C are highlighted in red, pink, and gray, respectively.
Middle and right panels depict side and bottom views of cGAS-DNA interactions
for one cGAS monomer, respectively. (B) Structure of the cGAS-NCP complex
with cGAS DNA-binding sites A, B, and C highlighted in red, pink, and gray,
respectively. cGAS-interacting H2A and H2B chains are highlighted in yellow and

red, respectively. Middle and right panels show side and bottom views of cGAS-
NCP interactions, respectively. (C) Overlay of active cGAS-site A DNA structure
onto NCP-cGAS; dsDNA is shown in red. (D) Side and top views of overlay
between NCP-bound and active cGAS structures with the spine helix highlighted
in teal and blue, respectively. Right panels show overlays of spine helices onto
the 3.9-Å resolution 1:1 cGASmask-NCP map. Inactive, apo-cGAS was obtained
from PDBID 4K8V.
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to 3.30 Å with 45,587 particles. To maximize the
overall resolution at the cGAS-NCP–binding
interface, we combined all 116,377 particles
from the 1:1 and 2:1 cGAS-NCP reconstruc-
tions and refined the final map to an overall
resolution of 3.26 Å. In this reconstruction,
high-resolution structural features are visi-
ble throughout the nucleosome and into the
nucleosome-interacting face of cGAS (Fig. 1,
B and C, and figs. S2 to S4). By contrast, regions
of the reconstructed map corresponding to
parts of cGAS that are farther from the nucleo-
some interface are lesswell resolved, suggesting
conformational heterogeneity or structural dy-
namics. Multibody refinement using cGAS
and nucleosome masks revealed a rigid-body
rotation of cGAS hinging from the nucleosome
interface (fig. S2 and movie S2). To improve
cGAS visualization, we performed an addition-
al 3D classification restricted to local angular
searches. This 3D classification recapitulated
our earlier observations of a mixture of 1:1 and
2:1 complexes, and further revealed several
distinct cGAS conformations relative to the
nucleosome (e.g., classes 3, 4, and 6) (Fig. 1D
and fig. S2). Subsequent refinement of the
most populated class (class 6; 38%) with a
mask enveloping cGAS resulted in the 3.9-
Å-resolution 1:1 cGASmask-NCP reconstruc-
tion with clear density for all regions of cGAS
and noticeable blurring of nucleosome density
(figs. S2 and S3).
To generate an atomic model of the 1:1

cGAS-NCPcomplex,wedockedahigh-resolution
crystal structure of the apo mouse cGAS cat-
alytic domain (15) and a cryo-EM structure of
the NCP (22) into the 3.26-Å-resolution 1:1
cGAS-NCP map and performed iterative man-
ual model building and real space refinement.
Because of the low signal-to-noise ratio in
the map regions corresponding to cGAS
residues far away from the nucleosome in-
terface, reference model restraints were
applied during refinement to preserve mod-
el quality. Additionally, to minimize over-
refinement into the full map, the resultant
model was refined against one sharpened,
masked half-map, leading to a final model
that showed excellent correlation to both
the sharpened, masked full map and the other
sharpened, masked half-map (Fig. 1C, fig.
S3, table S1, and movie S1). The model also
correlated well with the 3.9-Å map recon-
structed using a cGAS mask. Therefore, we
prepared a composite map from the 3.26-Å
sharpened map and the 3.9-Å cGAS masked
map to best represent our 1:1 complex (Fig. 1C
and fig. S4). Through docking and real space
refinement, a structure was solved using the
3.30-Å-resolution 2:1 cGAS-NCP map that is
nearly identical to the 1:1 complex (figs. S3
and S5 and table S1).
The high-resolution complex structure clear-

ly reveals how cGAS binds the nucleosome. An

intricate set of interactions is formed between
two cGAS arginines (R222 and R241) and four
acidic patch residues (E61, E64, D90, and E92)
in histone H2A (Fig. 2, A to D). cGAS R222
and R241 reside in spatially adjacent loops
with conformations stabilized by an interloop
hydrogen-bonding network and direct side-
chain interactions with histones. R222 forms
three intermolecular hydrogen bondswithH2A
E61 and E64, as well as two intramolecular
hydrogen bonds with backbone atoms of cGAS
K240 and R241 in the adjacent loop. cGAS
K240 in turn also forms a hydrogen bondwith
E224. R241, in addition to interacting with
R222, inserts its side chain into the cavity
surrounded by H2A E61, D90, and E92, and
is completely encapsulated with four inter-
molecular hydrogen bonds. In addition to this
major contact site, the backbone of cGAS K315
is hydrogen bonded with the side chain of
H2A R71 (Fig. 2, A and B). Together, these
interactions create two pivot points that pro-
vide a structural basis for the observed hinge
motions of cGAS relative to the nucleosome
surface (Fig. 1D).
This structure provides molecular mecha-

nisms to explain biochemical and cellular data
that identified a role for nuclear tethering in
cGAS inactivation (9). For example, based on
the structure, all cGAS mutations that showed
no or mild effects in changing nuclear locali-
zation and tethering, includingK335E, K395M/
K399M, DH378–C393, K382A, E211A/D213A,
R244E, and loop242–247 (IPRGNP to SGSGSG)
(9), are not expected to perturb the cGAS-NCP
interactions (fig. S6). Although cGAS R244 is
positioned adjacent to H2A E91, neither side
chain is well resolved in our reconstructions,
thus providing no evidence of a stable inter-
action, which is consistent with the mild ef-
fects of R244Emutation in perturbing nuclear
tethering (fig. S4). By contrast, the R222E and
R241E mutants, which charge-reverse the two
arginines of cGAS that are key for anchoring to

the nucleosome, exhibit the most deleterious
effects in abolishing nuclear tethering. More-
over, the K240E mutation also abolishes nu-
clear tethering of cGAS, suggesting that the
observed intramolecular interactionswith R222
and E224 are important in stabilizing the local
conformation of the anchoring residues of
cGAS for NCP binding. The K240E mutation
could also have a repulsive effect by sand-
wiching an additional negatively charged side
chain between H2A E61 and E64 on the acidic
patch below and cGAS E224 above. Despite
cGAS being one of the most rapidly evolved
genes with substantial sequence variations
(23, 24), both R222 and R241 are completely
conserved in cGAS across all vertebrates (Fig.
2E) (9). Although R222 also participates in
dsDNA binding to activate cGAMP synthesis,
the R241E mutation does not impair DNA-
dependent cGAMP synthesis by cGAS (17, 18).
The lack of a functional role for R241 in cGAS
enzymatic activity suggests that the evolution-
ary conservation of R241 may largely be to
preserve interactions with the nucleosome
acidic patch. This interaction ensures that
cGAS is suppressed when encountering endo-
genous chromatinized DNA either in the nu-
cleus or in the cytosol during processes such as
mitosis and apoptosis. Sequence and struc-
tural alignments between cGAS and nuclear
Mab21L1/L2 proteins further suggest that the
arginine anchors may be evolutionarily con-
served in other nuclear Mab21 family proteins
that potentially interact with the nucleosome
for their functions (fig. S7) (25, 26).
Beyond these mutational analyses of cGAS

localization and function, it was reported that
the nucleosome can competitively suppress
DNA-dependent cGAS activity (12). Moreover,
mutating acidic patch residues within H2A-
H2B abolishes binding of histone dimers to
cGAS in pull-down assays (12). To verify that
cGAS binding to the acidic patch results in
the observed competitive suppression of DNA-
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Fig. 4. Arginine anchors bind the nucleosome acidic patch. Identical views of canonical (c) and variant (v)
arginine anchors used by cGAS (c: R241, v: R222) and the nucleosome-binding proteins RCC1 (PDBID: 3MVD),
Sir3 (PDBID: 3TU4), and Ring1B (PDBID: 4R8P). Parts of the Ring1B structure not shown to allow visualization of
the arginine anchor.

RESEARCH | REPORT



dependent activity, we performed cGAS enzy-
matic assays with titration of nucleosome as
a competitor (Fig. 2F and fig. S8). We clearly
observed that the nucleosome outcompeted
dsDNA and exhibited a dose-dependent in-
hibition of cGAMP synthesis; by contrast, com-
prehensive mutation of the acidic patch (H2A
E61A, E64S, N68A, D72S, N89A, D90A, and
E91S) completely abolished the ability of the
nucleosome to suppress cGAS activity. To fur-
ther dissect the role of individual acidic patch
residues in cGAS inactivation, we performed
thorough site-directed mutagenesis of H2A
paired with enzymatic and binding assays
(Fig. 2G and fig. S9). Single-point mutations
of H2A E61A and D90A, the two residues
located at the core of the interactions with
cGAS R222 and R241, completely abolished
the ability of the nucleosome to bind cGAS
and suppress its enzymatic activity. Mutant
nucleosomes containing H2A E92A and E64A
exhibited weaker binding affinities than the
wild-type, resulting in partial suppression of
cGAS activity. By contrast, nucleosomes as-
sembled with H2A R71A or E91A showed
cGAS inhibition comparable to both wild-type
and negative control H2A E56A-mutated nu-
cleosomes. Altogether, these results not only
strengthen the evidence for a critical role of
the nucleosome acidic patch in interacting
with cGAS R222 and R241, but also suggest
that the observed H2A R71-cGAS K315 inter-
action is dispensable for the nucleosome-
mediated cGAS inactivation. It is well known
that histone tails play an important role in
nucleosome dynamics and recruitment of pro-
teins to chromatin loci (27). Therefore, we
further investigated whether histone tails may
also contribute to the regulation of cGAS.
However, we observed no changes in the in-
hibitory function nor binding of the nucleo-
some upon deleting N-terminal tails from all
four histones, suggesting that in the absence
of any histone modifications, the nucleosome
acidic patch plays the dominant role in se-
questering cGAS in its resting, inhibited nu-
clear state.
How does the nucleosome inhibit cGAS ac-

tivity? To activate enzymatic synthesis of
cGAMP, cGAS needs to oligomerize into the
functionally active 2:2 cGAS-DNA state, where
each cGAS interacts with two dsDNA helices
through two distinct DNA-binding sites (site A
and site B) (Fig. 3A) (17, 18). Site A contains
10 residues (K151, R158, K160, R161, K162,
S165, K180, K184, K372, and K395), which not
only contribute to most of the buried surface
area between cGAS and dsDNA, but also form
the site that induces bending of the spine helix
to allosterically transform the catalytic pocket
to an active conformation. By contrast, site B,
which consists of only six residues (R222, K240,
K315, K323, K335, and R342), has a higher
binding affinity for dsDNA than does site A

(17). An additional dsDNA-binding site C that
is critical for DNA-induced activity and liquid-
phase condensation of human cGAS was iden-
tified, but is much less conserved in mouse
cGAS (residues 247 to 291 and 408 to 421) (21).
The nucleosome exclusively occupies site B on
the cGAS surface through binding to the H2A-
H2B dimer and proximity to nucleosomal DNA
while leaving sites A and C completely exposed
(Fig. 3B). Indeed, overlaying the DNA-bound
cGAS structure (17) onto the cGAS-NCP struc-
ture shows that dsDNA can still be recognized
by cGAS at site A without colliding with the
nucleosome, even accounting for the observed
cGAS conformational heterogeneity (Fig. 3C
and fig. S10). However, the nucleosome steri-
cally prevents cGAS from oligomerizing into
its functionally active 2:2 cGAS-DNA state.
Furthermore, the nucleosome-bound cGAS
adopts an overall conformation that is essen-
tially identical to the DNA-free inactive state,
with a root mean square deviation (RMSD) of
0.7 Å over all backbone atoms, but is distinct
from the active conformation (an RMSD of
2.3 Å over all backbone atoms), where DNA
binding alters the N-terminal spine helix, re-
positions the activation loop, and opens the
entrance to the catalytic pocket (Fig. 3D)
(15–20). Together, these findings show how
the nucleosome uses its histone surface, rather
than DNA, to recognize and maintain cGAS in
the resting, inhibited state.
It has become increasingly clear that the

nucleosome plays essential roles in regulating
nuclear protein functions, and the acidic patch
has emerged as a key hot spot for interactions
(28, 29). Arginine residues in nucleosome-
interacting proteins called arginine anchors
bind to the acidic patch in canonical and variant
locations. cGAS uses one canonical arginine
anchor (R241) that interacts withH2AE61, D90,
and E92 in a nearly identical conformation as
that observed for other nucleosome-binding
proteins, including RCC1, Sir3, and Ring1B
(30–32) (Fig. 4). An additional variant-type
arginine anchor in cGAS (R222) interacts with
similar H2A residues (E61 and E64) as other
nucleosome-binding proteins (33) but exhibits a
distinct conformation (Fig. 4). Overall, our struc-
ture establishes the molecular mechanism gov-
erning nucleosome-mediated inhibition of
nuclear cGAS and further expands the paradigm
of nucleosome acidic patch recognition by pro-
teins involved in diverse nuclear processes.
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STRUCTURAL BIOLOGY

Structural basis for the inhibition of cGAS
by nucleosomes
Tomoya Kujirai1*, Christian Zierhut2*†, Yoshimasa Takizawa1, Ryan Kim2, Lumi Negishi1,
Nobuki Uruma1,3, Seiya Hirai1,4, Hironori Funabiki2‡, Hitoshi Kurumizaka1,3,4‡

The cyclic guanosine monophosphate–adenosine monophosphate synthase (cGAS) senses invasion
of pathogenic DNA and stimulates inflammatory signaling, autophagy, and apoptosis. Organization
of host DNA into nucleosomes was proposed to limit cGAS autoinduction, but the underlying
mechanism was unknown. Here, we report the structural basis for this inhibition. In the cryo–
electron microscopy structure of the human cGAS–nucleosome core particle (NCP) complex, two
cGAS monomers bridge two NCPs by binding the acidic patch of the histone H2A-H2B dimer and
nucleosomal DNA. In this configuration, all three known cGAS DNA binding sites, required for
cGAS activation, are repurposed or become inaccessible, and cGAS dimerization, another
prerequisite for activation, is inhibited. Mutating key residues linking cGAS and the acidic patch
alleviates nucleosomal inhibition. This study establishes a structural framework for why cGAS is
silenced on chromatinized self-DNA.

T
he cyclic guanosine monophosphate–
adenosinemonophosphate (GMP-AMP)
synthase (cGAS)–stimulator of interferon
genes (STING) pathway senses pathogenic
DNA and activates the innate immune

system during infections, cancer, and auto-
immune diseases (1, 2). DNA sensing is achieved
by three distinct DNA binding surfaces on cGAS
(sites A, B, and C) (3). DNA allosterically ac-
tivates cGAS to synthesize cyclic GMP-AMP
(cGAMP) (3–6), which then associates with
STING (6–11), promoting autophagy, inflam-
mation, senescence, or apoptosis (8, 9, 12). A
central question is how cGAS avoids activation
by self-DNA. Although the nuclear envelope
may limit cGAS from accessing chromosomes
(1, 2), cGAS signaling is attenuated even when
cGAS is forced into the nucleus (13). After
mitotic nuclear envelope disassembly, cGAS
rapidly associates with chromosomes (14, 15),
but signaling is largely suppressed (15, 16).
Furthermore, although cGAS activation is not
observed under normal growth, some cGAS
may nonetheless be present within the nu-
cleus (17, 18). cGAS mutations that weaken
nuclear tethering of cGAS constitutively ac-
tivate it without the need for exogenous DNA
(18), but the structural basis of nuclear tether-
ing and cGAS inhibition remains unclear.

Isolated chromatin (19) or reconstituted nu-
cleosomes (15) can bind cGAS, but these stim-
ulate cGAMP synthesis less effectively than
naked DNA (15, 19, 20). Furthermore, cGAS
has higher affinity for reconstituted nucleo-
somes than for DNA, and nucleosomes com-
petitively inhibit DNA-dependent cGAS
activation (15), suggesting that nucleosome
binding underlies the inefficient cGAS acti-
vationby chromosomes. Tomonitornucleosome-
dependent suppression under physiological
conditions, we used interphase Xenopus egg
extracts, where exogenously added DNA effi-
ciently assembles into functional chromatin
(Fig. 1, A and B) (21). When chromatin for-
mation was prevented by depleting histones
H3 and H4 from the extract (21), exogenously
added DNA stimulated cGAMP production

after cGAS addition (Fig. 1, A and B). Inmock-
depleted control extracts, after nucleosome
assembly, cGAS activity was severely impaired
(Fig. 1, A and B, and fig. S1), indicating that
chromatin inhibits cGAS under physiological
conditions.
To reveal the mechanism underlying the

nucleosome-mediated suppression of cGAS
activation, we determined the cryo–electron
microscopy (cryo-EM) structure of the com-
plex formed between nucleosome core par-
ticles (NCPs) and human cGAS lacking the
unstructured N terminus. This construct was
chosen because the N terminus induces ag-
gregation and liquid-liquid phase separation,
which would interfere with structural analy-
sis (22). Native gel electrophoresis confirmed
that, similar to nucleosomes with linker DNA,
cGAS binds to NCPs with higher affinity than
to naked DNA (Fig. 1C). Cryo-EM visualization
of these cGAS-NCP complexes showed that
most of the NCP-like particles are bridged by
cGAS-like particles to form stacks (fig. S2).
To obtain higher-resolution EMmaps, we used
GraFix (23). Two major complexes (1 and 2)
were isolated and subjected to cryo-EM analy-
sis (fig. S3, A and B). Similar to unfixed sam-
ples, most NCP-like particles formedmultimers,
where cGAS-like particles were seen between
NCPs (fig. S3, C andD). Consistent with their gel
migration, complex 1 and complex 2 were pre-
dominantly composed of two and three NCPs,
respectively (fig. S3, C andD).We consider this
multimeric configuration to represent the
major organization of the cGAS-NCP complex,
and we subsequently focused on complex 1,
because of its simpler organization (figs. S4 to
S6 and table S1). The large majority (86%) of
particles in complex 1 that were processed
for three-dimensional classification contained
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Fig. 1. cGAS-mediated cGAMP synthesis is inhibited by nucleosomes under physiological conditions.
(A) cGAMP synthesis by cGAS in Xenopus egg extracts. Interphase extracts depleted for histones H3 and
H4 (DH3-H4) or mock-depleted with unspecific antibodies (Dmock) were incubated with exogenously added
plasmid DNA and cGAS. After incubation, samples were taken for Western blotting and cGAMP detection
by enzyme-linked immunosorbent assay. (B) Averages (bars) and SEM (error bars) for the indicated extract
types. P value derived with unpaired t test. (C) cGAS-nucleosome binding assay. Increasing amounts of
cGAS were mixed with either 145 base-pair (bp) DNA, the nucleosome core particle (NCP) containing
145 bp DNA (no linker DNA), 193 bp DNA, or the nucleosome (nuc.) containing 193 bp DNA (24 bp linker
DNA). The indicated species were separated by nondenaturing polyacrylamide gel electrophoresis and
visualized with ethidium bromide staining. The result was reproduced in another independent experiment.



two nucleosomes (fig. S4B). Although some of
these classes contained one cGAS protomer
between two NCPs, suggesting some variabil-
ity in the possible arrangements, the highest
resolution was obtained in the class that
contained two cGAS protomers between the
two NCPs (fig. S4B).
In the cGAS-NCP complex structure with

3.9-Å resolution (fig. S5), two cGASmonomers
bind twoNCPs, forming a sandwich-like struc-
ture in which the NCPs are intimately asso-
ciated (Fig. 2A). One cGAS molecule fits well
into the cryo-EM map, but the cryo-EM map
for the other cGAS molecule is more ambigu-
ous (fig. S6A). A 3.3-Å resolution structure of
the resolved cGAS-NCP was generated by a
focused refinement after subtraction of the
ambiguous cGAS-NCP (figs. S4 and S5). Al-
though resolution of the catalytic pocket is
not high enough to assess its local confor-
mation (fig. S5, D and E), it is clear that this
cGAS monomer binds to the proximal NCP
at the acidic patch on the H2A-H2B histone
dimer surface and DNA around superhelical

location (SHL) 5.5 (proximal NCP, Fig. 2B);
by bindingDNA around SHL3 and SHL4 in the
other NCP (distal NCP), this cGAS protomer
also bridges the two NCPs (Fig. 2, A and C).
The ambiguous cGAS monomer may bind to
similar NCP surfaces, because cryo-EM den-
sities were observed around nearly symmetric
NCP regions (fig. S6C). The ambiguity of this
cGAS monomer may reflect its flexibility. Be-
low, we focus our analysis on interactions be-
tween the resolved cGAS and the two NCPs.
In previous crystal structures of the cGAS

dimer–DNA complex, two cGAS protomers
sandwich two DNA fragments, with each
cGAS protomer binding one DNA fragment
with site A and the other with site B, both
of which are essential for cGAS activation
(3, 4, 6, 24–27) (fig. S7). Site C contributes to
cGAS activation by promoting DNA-mediated
oligomerization (3) (fig. S7). Within the cGAS-
DNA complex, cGAS dimerization is also im-
portant for catalytic activation (4). However,
direct interaction of the two cGAS protomers
in the cGAS-NCP complex is prevented by

steric hindrance (fig. S8). Furthermore, the
configuration of each cGAS DNA binding site
is reorganized in the context of NCP binding
in a manner that is incompatible with bind-
ing to exogenous DNA.
Although site A is solvent-exposed in the

cGAS-NCP complex and does not contact nu-
cleosomal DNA (Fig. 3A, left panel), it is in-
accessible to exogenous DNA owing to steric
clashes with the proximal NCP (Fig. 3A, right
panel). The lack of interactions at site A in the
NCP complex is consistent with our previous
findings that site A mutations do not affect
the affinity of cGAS for mononucleosomes
nor cGAS association with mitotic chromo-
somes (15).
Site B is repurposed, with a loop segment

binding histones rather than DNA (Fig. 2B).
Rather than binding DNA, R236, K254, and
R255 of the loop directly bind to the acidic
patch of the proximal NCP (Fig. 3B), a hotspot
for chromatin interactors (28). The side-chain
density of cGAS R255 is clearly visible, reveal-
ing that R255 interacts with residues E61, D90,
and E92 of histone H2A (Fig. 3B), forming a
classic arginine anchor such as that found in
Kaposi’s sarcoma LANA (latency-associated nu-
clear antigen) peptide (fig. S9). As previously
indicated (18), this loop is conserved among
vertebrate cGAS homologs (fig. S10) but not
in the RNA-activated cGAS paralog OAS1 (2′-5′-
oligoadenylate synthase 1) (figs. S10 and S11).
In addition, an a helix within site B (residues
346 to 355) is located near the DNA around
SHL5.5 of the proximal NCP. K347 and K350
within this a helix may interact with the ma-
jor groove and the backbone of the nucleoso-
malDNA, respectively (Fig. 3C). Themain-chain
moieties of several other site B residues, K327,
S328, S329, and L354, are located close to R71
of histoneH2A andmay stabilize the cGAS-NCP
interaction (Fig. 3D). Altogether, key residues
of site B that are essential for DNA-mediated
cGAS activation (3, 5, 25–27) are blocked by
the NCP in the cGAS-NCP complex.
cGASDNAbinding site C (fig. S7) binds DNA

of the distal NCP in the cGAS-NCP complex
(Fig. 2C). Residues 273 to 290 of an a helix
within site C are located near nucleosomal
DNA around SHL3 (Fig. 3E). In this a helix,
the basic residues R281, K282, and K285 may
interact with the DNA backbone (Fig. 3E).
The KRKR loop (K299, R300, K301, and R302)
(3) may also interact with nucleosomal DNA
around SHL3 (Fig. 3E). K427, K428, and H429,
which form the KKH loop (3), may interact
with nucleosomal DNA around SHL4 (Fig. 3F).
In this context, site C cannot access DNA in
trans outside of the complex. This potentially
suppresses liquid-liquid phase separation–
mediated enrichment of cGAS to nucleosome-
free DNA within chromatin (3, 22). Gel shift
analysis shows that although cGASmutated at
these site C basic residues can bind NCPs to
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Fig. 3. cGAS-nucleosome interactions. (A) Close-up
view of cGAS DNA binding site A in the complex
(left). The human cGAS-DNA structure [light gray;
Protein Data Bank (PDB) ID 6CT9] and the
cGAS-nucleosome structure were superimposed by
aligning cGAS (right). Binding of exogenous DNA to
site A would cause steric clash with nucleosomal
DNA. (B to D) Interactions between the nucleosome
and cGAS DNA binding site B. Close-up views of
the cGAS residues (B) R236, K254, and R255;
(C) K347 and K350; and (D) L354, K327, S328, and
S329 are shown. The focused refined EM-density
map after subtraction of the ambiguous cGAS-distal
nucleosome (see Materials and Methods section
of the supplementary materials) was used for
representations. Single-letter abbreviations for the
amino acid residues are as follows: A, Ala; D, Asp;
E, Glu; H, His; K, Lys; L, Leu; R, Arg; and S, Ser.
(E and F) Interactions between the nucleosome
and cGAS DNA binding site C. Close-up views of
(E) the cGAS a helix region containing R281, K282,
and K285 and the KRKR loop containing K299,
R300, K301, and R302; and (F) the KKH loop
containing K427, K428, and H429 are shown.
The EM-density map of the overall structure of
the cGAS-nucleosome complex was used for
representation. cGAS DNA binding sites are
colored as in Fig. 2.
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Fig. 4. The acidic patch on the nucleosome and
R255 of cGAS are required for high-affinity asso-
ciation between nucleosomes and cGAS and for
competitive inhibition of cGAS by nucleosomes.
(A and B) Quantitative gel shift analysis of the
binding affinity between cGAS and naked DNA or the
indicated nucleosomes (wt, wild type; ap**, acidic
patch mutated). See fig. S13A for example gels. Data
represent mean and SEM of four independent
experiments. 145 bp naked DNA or NCPs containing
145 bp of DNA were used. (C to E) Quantitative gel
shift analysis of the binding affinity between naked
DNA or wt nucleosomes and the indicated cGAS.
Note that (C) and (D) are different representations of
the same experiments. See fig. S13C for example
gels. Data represent mean and SEM of three
independent experiments. 145 bp naked DNA or
NCPs containing 145 bp of DNA were used.
(F) Analysis of the interaction between cGAS (wt or
R255E) and either wt hexahistidine (His6)–tagged
H2A-H2B dimers or acidic patch mutated (ap*)
His6–H2A-H2B dimers. cGAS, histones, and talon
beads were mixed, incubated, and collected
on a magnet. After washing, bound proteins were
separated by gel electrophoresis and visualized with
Coomassie brilliant blue (CBB). Equal fractions
of inputs and pull-downs were loaded. Results were
confirmed in two additional independent experi-
ments. (G) Quantifications of catalytic activity of the
indicated cGAS version with naked DNA, wt NCPs, or acidic patch mutated (ap**) NCPs in vitro. Averages (bars) and SEM (error bars) of three experiments (dots) are
shown. Naked DNA and NCPs were 145 bp and used at 230 nM each.
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form complexes with discrete sizes, it cannot
form large multimers (fig. S12), suggesting
that site C is required for cGAS to generate
NCP stacks.
To confirm our interpretations of NCP-

dependent suppression of cGAS activity, we
focused on site B interactions with the acidic
patch of the NCP (Fig. 3B), as site Cmutations
inactivate human cGAS (3). Mutating the
acidic patch [ap** H2A: Glu56→Thr (E56T),
E61T, E64T, D90S, E91T, and E92T; and ap**
H2B: E105T and E113T] abrogated the high-
affinity interaction between cGAS and the
NCP (Fig. 4, A and B, and fig. S13A). R255 of
cGAS site B, which binds the acidic patch
(Fig. 3B), is highly conserved in vertebrates
but is predicted not to be involved in DNA
binding (18) (fig. S10). In cells, mutating R255
and the equivalent R241 of mouse cGAS to
glutamic acid was reported to weaken the
tight nuclear tethering of cGAS (18). To test
whether R255 is critical for NCP binding,
we prepared mutant human cGAS, in which
R255was replaced by glutamic acid (cGASR255E,
fig. S13B). Consistent with our structure model,
NCP binding of cGASR255E was decreased,
whereas DNA binding was largely unaffected
(Fig. 4, B to E, and fig. S13C). Unlike wild-type
cGAS that binds NCPs with higher affinity
than naked DNA, cGASR255E did not show
such preference (Fig. 4, B to E). Furthermore,
although wild-type cGAS bound to H2A-H2B
dimers, this interaction was not observed for
cGASR255E (Fig. 4F). Similarly, as we showed
previously (15), acidic patch mutations in
H2A and H2B (ap* H2A: E56A, E61A, E64A,
D90A, E91A, and E92A; and ap* H2B: E113A)
also interfere with cGAS interaction (Fig. 4F).
These data indicate that the interaction be-
tween R255 of cGAS and the nucleosome
acidic patch is crucial for specific binding
of cGAS to nucleosomes.
To test whether this interaction is important

for inhibition of DNA-dependent cGAS activa-
tion, we monitored how naked DNA, wild-type
NCPs, or ap** NCPs stimulate cGAMP produc-
tion by wild-type cGAS or cGASR255E. In con-
trast to the almost complete inhibition of
cGAMP production by wild-type NCPs with
wild-type cGAS, using either cGASR255E or
ap** NCPs increased cGAMP production
(Fig. 4G and figs. S14 and S15), supporting the
importance of interactions between cGAS and
the acidic patch for cGAS inhibition. However,
this did not lead to full activation of cGAS (Fig.
4G and fig. S14), likely because of the con-
formation of nucleosomal DNA, which may
not be optimal for cGAS activation. On naked
DNA, cGAS makes many contacts with the
backbone of more than a full turn of DNA,
which is in a straight conformation (3, 4, 24–27)
(fig. S7). In contrast, the curvature of DNA
wrapped around the histone octamer may
interfere with the structural changes in cGAS

required for full catalytic activity (example
shown in fig. S16).
The significance of the cGAS–acidic patch

interactions for cGAS inhibition was better
illustrated when competitive inhibition of
naked DNA–stimulated cGAMP production
was assessed (Fig. 4G, combinations of DNA
and wild-type or ap** NCPs). Whereas wild-
type NCPs were able to competitively inhibit
wild-type cGAS activation by an equal amount
of naked DNA, ap** NCPs lost this inhibitory
activity (Fig. 4G, left). In contrast, cGASR255E
was refractory to inhibition by even wild-type
NCPs (Fig. 4G, right). Moreover, whereas wild-
type cGAS is suppressed by NCPs with or
without the linker DNA, cGASR255E is acti-
vated by NCPs with linker DNA but not by
NCPs without linker DNA (fig. S17). These
findings predict that cGASR255E, which can-
not be competitively inhibited by NCPs, is
activated by nucleosome-free segments of
genomic DNA in cells. Indeed, in HeLa cells
expressing cGASR255E, high basal levels of
cGAMP have been observed (18). Altogether,
these structural, biochemical, and cellular
analyses support the importance of the in-
teraction between cGAS site B and the nu-
cleosome acidic patch in competitive inhibition
of DNA-dependent cGAS activation.
The competitive inhibition by nucleosomes

can explain how stimulation of cGAS by chro-
mosomal self-DNA can be prevented, despite
the presence of nucleosome-free regions. Our
analysis indicates that NCPs can competi-
tively inhibit cGAS activation by at least four
mechanisms (fig. S18). First, DNA binding at
site A is prevented by steric clashes with the
proximal NCP. Second, site B is occupied by
the acidic patch of the proximal NCP and
therefore is inaccessible to exogenous DNA.
Third, cGAS dimerization is prevented by steric
clashes with the proximal NCP. Fourth, the
formation of tandem cGAS-NCP chains via
sites B and C prevents cGAS-DNA oligomer-
ization, which is required for full activation
(3, 4). However, the fourth mechanism may be
species specific, because several site C basic
residues that are predicted to contact nucleo-
somal DNA, such as those in the KRKR and
KKH loops, are not highly conserved (3) (fig.
S10). As human and mouse cGAS exhibit dif-
ferent enzymatic, DNA-length sensitivity, and
phase-separation characteristics (3, 22), chro-
matin inhibition of cGAS may also be modified
species-specifically. It is likely that diverse
mechanisms, such as the expression of H2A
variants that lack the acidic patch, regulate the
nucleosome-dependent suppression of cGAS.
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DISPLAY TECHNOLOGY

Metasurface-driven OLED displays beyond 10,000
pixels per inch
Won-Jae Joo1*, Jisoo Kyoung1†, Majid Esfandyarpour2, Sung-Hoon Lee1, Hyun Koo1, Sunjin Song1,
Young-Nam Kwon1, Seok Ho Song3, Jun Cheol Bae1, Ara Jo1, Myong-Jong Kwon1, Sung Hyun Han1,
Sung-Han Kim1, Sungwoo Hwang1, Mark L. Brongersma2*

Optical metasurfaces are starting to find their way into integrated devices, where they can enhance and
control the emission, modulation, dynamic shaping, and detection of light waves. In this study, we show
that the architecture of organic light-emitting diode (OLED) displays can be completely reenvisioned
through the introduction of nanopatterned metasurface mirrors. In the resulting meta-OLED displays,
different metasurface patterns define red, green, and blue pixels and ensure optimized extraction of
these colors from organic, white light emitters. This new architecture facilitates the creation of devices
at the ultrahigh pixel densities (>10,000 pixels per inch) required in emerging display applications
(for instance, augmented reality) that use scalable nanoimprint lithography. The fabricated pixels
also offer twice the luminescence efficiency and superior color purity relative to standard color-filtered
white OLEDs.

T
he Fabry-Pérot (FP) cavity is a very sim-
ple but versatile optical component that
consists of two opposing mirrors (1, 2).
This optical element has a distinctive
ability to transmit light or build up

optical energy at selected wavelengths that
meet a specific resonance condition. Their
behavior is often characterized by a quality
factor (Q factor) that quantifies the rate of
energy loss from the cavity (2). Higher Q
factors facilitate stronger light–matter inter-
action with materials placed in the cavity, at
the cost of a reduced spectral bandwidth of
operation. The reflectivity of the mirrors plays
a key role in determining the cavity Q factor,
and different choices can bemade on the basis
of the intended application (3, 4). For instance,
single-frequency laser resonators leverage highly-
reflective distributed Brag reflectors to benefit
from a highQ factor (>10,000) (4). On the other
hand, OLEDmicrocavities tend to feature lower
Q factors (<10) to achieve enhanced light ex-
traction across the broader emission bands of
organic molecules. Lower-quality Ag mirrors
suffice for this purpose (5). The cavity length,
typically taken as the distance between the
mirrors, plays an equally important role in the
cavity dynamics, as it determines the resonant
frequency. However, the effective cavity length
can be modified by controlling the reflection
phase of the mirrors. Recent work indicates
that the reflection phase of metallic mirrors
can be altered through nanostructuring (6–10),
which enables the tuning of cavity resonances

(11–13). We further show that a judicious de-
sign of meta-mirrors opens entirely new
possibilities, such as engineering the free
spectral range of the cavity. In this work, we
leverage these physics concepts to achieve a
breakthrough in OLED display technology.
Two different types of OLEDs have success-

fully been commercialized in mid-size mobile
devices and large-scale televisions. First, red,
green, and blue (RGB) OLEDs are mostly used
in mobile displays and boast a superior device
performance by taking full advantage of ben-
eficial cavity effects (14, 15). In such OLEDs, FP
cavities are used to minimize the undesired
coupling of emitted photons to waveguided
modes and to narrow the intrinsic emission
spectrum of the emitting organics by capital-
izing on the Purcell effect. The current fabri-
cation approach for creating separated RGB
subpixels relies onmaterial depositions through
a fine-metal mask (FMM), which presents
serious practical challenges to display scaling
(16). It does not allow downscaling of the
pixel size because of shadowing effects in the
deposition and also precludes upscaling of
the overall display size owing to sagging of
large-area FMMs. To circumvent these prob-
lems, large-display manufacturers have begun
to use white OLEDs with color filters, and this
technology is currently dominating the TV
markets (17). This is not an ideal solution,
however, as the large optical loss (>70%)
caused by the color filters renders displays
more power-hungry and accelerates device
degradation (e.g., burn-in phenomenon). These
factors greatly hamper the application of white
OLEDs in high-brightness augmented reality
displays (18, 19). To satisfy the ever-increasing
demand for ultrahigh pixel density in next-
generation displays, a fundamentally new de-
vice architecture and fabrication approach is
clearly needed.

Here we propose a novel OLED device de-
sign (Fig. 1A) with spatially varying metapho-
tonic FP cavities (i.e., a meta-OLED), which
can benefit from microcavity effects without
relying on FMM-based fabrication (16–19). We
show that the emission spectrum of meta-
OLED pixels is widely tunable and can cover
the entire visible spectrum through precise
design of nanopatterns on the Ag reflector to
form metamirrors. We also demonstrate im-
provements in the luminance efficiency and
color purity resulting from optimized micro-
cavity effects. Finally, we experimentally verify
the pixel scalability of meta-OLEDs for use in
ultrahigh-density display applications.
The resonance condition for anOLEDmicro-

cavity can be written as

ϕl; top þ 4p � nLcavity

l
þϕl;bottom ¼ 2ðmþ 1Þp

where ϕl;top and ϕl;bottom are the reflection
phases at the top and bottom metal mirrors,
respectively; l is the resonance wavelength;
n is an averaged refractive index; Lcavity is
the physical length of the cavity; andm is the
resonance order (20). The reflection phase of
a highly conductive metallic mirror is close to
p, and the length of a FP cavity with metallic
mirrors is simply proportional to the distance
between the reflective surfaces. As a conse-
quence, the side-by-side RGB pixels in con-
ventional OLED displays have different optimal
thicknesses, as depicted in fig. S1. By using
nanostructured mirrors in our meta-OLED
(Fig. 1A), we can decouple the physical cavity
length from the effective optical cavity length
by capitalizing on the broad tunability of the
reflection phase of thesemetasurfacemirrors.
The ability to tune this phase across a full 2p
distance enables us to achieve resonance for
the RGB pixels at a perfectly constant physical
mirror spacing (fig. S2). To fully prove the
meta-OLED concept, we show how to create
such pixels by spatially varying the nanopillar
arrangement. We start by making 300-mm–
by–300-mm pixels in which we arrange 80-nm-
high nanopillars on a square lattice with pitches
varying from 180 to 380 nm (Fig. 1B). To
investigate whether the color tuning is very
sensitive to the pillar diameter, we fabri-
cate such arrays with pillars of 80-, 100-,
and 120-nm diameter. We then build the
OLED structure with the RGB emitters and
charge-transport layers on top of the mirrors
(materials and methods). The development
of cost-effective fabrication routes for nano-
structured RGB pixels that offer scalability
from the wafer scale to the square-meter
scale is of critical importance for the success
of our meta-OLED technology. In this work,
we explored the possibility of using a nano-
imprint process to create metamirrors (figs.
S3 andS4). Scanning electronmicrocopy (SEM)
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images of fabricated metamirrors are shown in
Fig. 1C.
Figure 1D shows high–spatial resolution

electroluminescence (EL) images of three-pixel–
by–three-pixel arrays with different metamirror
designs. In the upper panels, the blue back-
ground is an area with a smooth metallic re-
flector (i.e., no pillars). The total thickness of
the broadband emissive OLED stack is 135 nm
physically and 240nmoptically, considering the
refractive indices of the stacked organic layers
and the indium tin oxide anode. This was inten-
tionally set to satisfy the resonant condition for
blue emission at l = 450 nm. All of the meta-
mirror pixels show a uniform color and inten-
sity, highlighting the quality and uniformity of
the nanopatterning. The nanopillars increase
the reflection phase, and increasingly dense
arrays are needed to achieve resonance at longer
wavelengths (fig. S5). Figure 1E shows how we
can continuously redshift the emission peaks by
increasing the pillar density. The pixels with
larger pillar diameters clearly offer stronger
color tuning with pitch. The larger-diameter
pillars produce smaller gap spacings (at the
same pitch), and the higher degree of tunability
can therefore be linked to the higher sensitivity
of the mode index of gap plasmons to the gap
size for the smaller gaps. In Fig. 1D, the lower
(green background) panels have identicalmeta-

mirrors as in the upper row, but the resonance
wavelength of the flat region is shifted into the
green region (520 nm) by increasing the thick-
ness of the hole-transport layer. Comparedwith
the emission wavelengths of the upper panels,
those of the lower panels exhibit an overall
redshift, and the red pixels “reset” to blue by
operating on thenext resonance orderm. These
studies clearly indicate that appropriate combi-
nations of the OLED device stack and meta-
mirror designs can be taken to create any
desired color across the visible spectrum.

We compare the device performance of our
meta-OLED to that of color-filteredwhite OLEDs
(Fig. 2). To ensure a fair comparison, all devices
have an identical white-OLED stack and are
driven at the same current density (3mA/cm2).
The emission spectra of the color-filtered
OLEDs were obtained by convolving the
measured white spectrum with the spectral
response of known color filters (fig. S6). The
solid curves show spectra taken from themeta-
OLED devices. The blue spectrum is taken
from a pixel with a flat mirror, whereas the
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Fig. 1. EL characteristics of meta-OLED pixels. (A) Schematic diagram of our
meta-OLED design with a metasurface mirror. ITO, indium tin oxide. (B) (Left)
Photo of a meta-OLED test cell that consists of four sections and is driven at 3 V.
The inset shows an optical microscopy (OM) image of three-by-three metamirrors
with different pitches (P1 to P9). (Right) Atomic force microscopy images of the
metamirrors show the nanopillar arrays with different pitches (P1 = 160 nm to P9 =
380 nm) and a constant diameter (80 nm) and height (80 nm). (C) SEM images of a
bird’s-eye view (top) and a cross-sectional view (bottom) of the Ag metamirror
fabricated by nanoimprint lithography. (D) OM images (three-by-three layout) of a

meta-OLED biased at 3 V. The emission color of the meta-OLED can be tuned widely
by controlling the reflection phase of each metamirror. In the three-by-three layout,
each metamirror has an area of 300 mm by 300 mm. Nanopillar diameters are
80, 100, and 120 nm. Total OLED thicknesses determining the background color at
the flat mirror area are 135 and 165 nm for blue and green, respectively. (E) EL
spectra showing continuous spectral tuning of the emission with pillar pitch. For these
measurements, larger (600 mm by 600 mm) pixels were created to achieve high
signal-to-noise spectra. The pillar height and diameter were kept constant at 80 and
100 nm, respectively, and the OLED thickness was 135 nm. a.u., arbitrary units.

Fig. 2. Comparison in EL performances
between meta-OLEDs (solid curves) and
color-filtered white OLEDs (dashed
curves). (A) EL spectra of OLEDs driven
at 3 mA/cm2. Hybrid-type RGB meta-OLED
pixels are applied with a flat Ag mirror for the
blue spectrum and with metamirrors for
the green and red spectra. White-OLED
parts are all identical. (B) Luminance as a
function of the current density. The slope
indicates the luminance efficiency.
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green and red spectra are obtained frompixels
with differently designed metamirrors (fig. S7).
This hybrid combination of FP cavities and
metacavities is favorable for RGB pixilation of
meta-OLED displays. The emission from the
meta-OLED pixels (solid curves) is about twice
as high as, and spectrally narrower than, the
emission from the color-filtered white OLED
pixels (dashed curves in Fig. 2A). These ben-
efits are derived from the Purcell effect, by
which the radiative decay rate and angular
radiation properties of emitters can be con-
trolled by tailoring their local environment
(21, 22). We can selectively activate one RGB
dopant at a time by having its emission satisfy
the resonance condition, and this results in
the observed enhancement of internal quantum
efficiency (fig. S8). Because the metamirrors
offer greater design freedom of the cavity and
the placement of emitter layers, the coupling
of emitters to the desired FP modes can be
optimized, and losses to undesiredwaveguide
modes reduced. Figure 2B shows that increases
of internal quantum efficiency and outcoupling
efficiency work in tandem to produce a higher
luminance efficiency, as measured with a stan-
dard spectroradiometer (SR-3AR, Topcon). This
low–numerical aperture measurement is fa-
vored in microdisplay applications, which
require smaller divergence emission for higher
coupling efficiency into headset combiners.

Further improvements in desirable Purcell en-
hancements and device performance can be
obtained by controlling the orientation of the
emitting molecules and by optimization of the
metamirror reflectivity (fig. S9). The full width
at half maximum (FWHM) for R, G, and B
pixels, which reflects the color purity of a dis-
play, is accordingly narrowed from 44, 49, and
28 nm in the color-filter method to 32, 28, and
19 nm in meta-OLEDs. The narrow optical
bandwidth of meta-OLEDs can reach ~90%
color agreement with the BT2020 recommen-
dation, which outlines the most rigorous color
gamut standard to date for ultrahigh-definition
television (23).
Next, we discuss our design considerations

for the metamirrors. To demonstrate the ben-
efits of the meta-OLED concept over the use
of white OLEDs with color filters, we need to
satisfy two key requirements: Themetamirrors
must afford broad tunability of the reflection
phase across the visible wavelength range and
must offer high reflectance (>90%) to ensure
high luminance efficiency and color purity
(14, 15). Previous studies in the radio fre-
quency and visible spectral ranges have shown
that high-impedance metasurface mirrors can
offer such desirable traits (9, 11, 24). These
devices have been created by patterning a
metal surface with grooves, dimples, or pillars.
To illustrate the optical properties of such

metamirrors, we first discuss finite-difference
time-domain (FDTD) simulations of the spec-
tral reflectance and reflection phase for a
rectangular array of nanopillars with a di-
ameter of 80 nm, a pitch of 180 nm, and a
height varying from 40 to 60 nm (Fig. 3A).
These simulations show a pronounced res-
onance dip in the reflectivity spectrum at
395 nm. Field plots show that at shorter wave-
lengths (370 nm), plasmons are excited just
on top of the pillar surface (Fig. 3B, panel I),
and the reflection phase only weakly depends
on pillar height (Fig. 3A, red curve). On reso-
nance, we can also see a clear excitation of gap
plasmons that live between the pillars (Fig. 3B,
panel II). The excitation of the gapmodes pro-
vides an effective route to tune the reflection
phase with pillar height. Whereas the reflec-
tivity is low exactly on resonance, it rapidly
increases to acceptable values as the illumi-
nation wavelength increases (Fig. 3A). An
effective tuning of the reflection phase with
pillar height is also observed on the long-
wavelength side of the resonance, making
this a desirable operating regime (Fig. 3B,
panels III and IV).
To verify the reflection behavior, we create

two sets of metamirrors with reflection proper-
ties modified by varying either the nanopillar
height or diameter. The preparedmetamirrors
have rectangular lattices with 100-nm gaps.
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Fig. 3. Reflectance behavior of metamirrors
comprised of a rectangular array of cylindri-
cal nanopillars. (A) FDTD simulations of the
spectral reflectance and reflection phase for
metamirrors with a nanopillar diameter (d) of
80 nm, a pitch (p) of 180 nm, and heights (h)
varying from 40 to 60 nm. The resonance
wavelength lr is 395 nm. Differential phase
ðdϕ=dhÞ indicates the phase change with a 1-nm
increase in pillar height. (B) Magnetic field
(Hy) distributions incident on the 50-nm-high
metamirror in (A). The incident wavelengths for
panels I to IV are 370, 395, 420, and 445 nm,
respectively. As the wavelength of the incident
light becomes longer than lr, the confined mode
gradually moves into the gap between the
nanopillars (III and IV). (C) Measured reflectance
spectra of the metamirrors with four different
nanopillar diameters (h = 50 nm, spacing =
100 nm). The inset shows the FDTD simulation
result. (D) Dependence of the phase delay on the
nanopillar height at RGB wavelengths for meta-
mirrors with 80-nm–diameter pillars. The open
circles (or solid curves) indicate the measured
(or FDTD-simulated) values.
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First, we measured the dependence of their
spectral reflectance on the diameter by using
50-nm-high nanopillars (Fig. 3C). As the diam-
eter increases from80 to 140 nm, the resonance
dip in the reflection spectrum shifts toward
longer wavelengths and the resonance absorp-
tion decreases, in agreement with FDTD sim-
ulations (Fig. 3C, inset). The redshift makes
intuitive sensewhenwe realize that the dense
forest of nanopillars serves as an anisotropic
effective medium with a high effective index
for light waves propagating along the pillar
direction. Physically, this high index is derived
from the highmode index of the gap plasmons
that can be excited in the gaps between the
pillars. Themetamaterial mirrors with 80-nm–
diameter pillars provide a very high reflectance
across the visible spectrum. Next, the height-
dependence of the reflection phase is determined
for metamirrors with 80-nm–diameter pillars
(Fig. 3D). The achievable reflection phases of
preparedmetamirrors were directly measured
by using aMichelson interferometer and lasers
with emission wavelengths close to the RGB
colors of the display (fig. S10). The measure-
ments are consistent with the FDTD simu-
lations (solid lines). We find that for all RGB
wavelengths, the reflection phase increases
quasi-linearly with the pillar height, as ex-
pected for a Gires-Tournois cavity structure
(i.e., an asymmetric FP cavity with one non-

transmissive mirror) (25). We observe the
largest phase changes in the blue region
(457 nm) near the resonant peak, and the
phase change is somewhat reduced for the
longer green (532 nm) and red (637 nm)
wavelengths. We find that a pillar height of
80 nm can provide sufficient tuning of the
reflection phase at all wavelengths to allow
device designs with a constant cavity thick-
ness. The effective cavity lengths can simply
be tuned by changing the local nanopillar
pitch and diameter at a constant pillar height.
Consistent with theory, our results show that
the effective index of the nanopillar medium
(including mode index of gap plasmons)
rapidly increases with decreasing nanopillar
pitch. A lower pillar density thus results in a
lower effective index and a reduced effective
cavity length.
Finally, the pixel scalability of meta-OLEDs

is experimentally evaluated with interlaced
RGB cavities. For ease of fabrication, green
and red metamirrors were designed with only
80-nm-high nanopillars. This design enables
us to engrave the green and redmetamirrors in
a nanoimprint lithography master mold in a
single photolithography step without having
to consider overlay errors.
The RGB subpixels were square in shape,

with alternating RGB patterns, and have been
reduced in size from mobile display levels

[400 pixels per inch (PPI)] to ultrahigh den-
sity m-displays (10,000 PPI). Figure 4A shows
EL images of the RGB pixilated meta-OLEDs
taken with a conventional optical microscope.
In large subpixels (e.g., 10 and 20 mm), the
clear RGB colors validate that the phase tuning
of metamirrors is appropriately achieved. Sur-
prisingly, even with downscaling of the sub-
pixel size to 2.0 and 1.2 mm, no appreciable
color distortion or luminance reduction was
observed in the metacavity pixels. They ap-
pear somewhat blurry, owing to the resolution
limit of opticalmicroscopy (OM) (Fig. 4C, right).
FDTD simulations also support the possibility
of realizing wavelength-scale, pixilated meta-
OLEDs (Fig. 4B and fig. S11). For the meta-
mirror of the red cavity, the strong gap
resonance appears in arrays with dimensions
of at least three nanopillars by three nano-
pillars and behaves similarly to those of in-
finite periodic arrays. Small differences in
reflection phase that result from critically
reducing the number of pillars in a pixel
can be accounted for with a subtle redesign
of the pillar geometry. According to FDTD
simulations, the two-by-two (or three-by-three)
nanopillar arrays for green (or red) pixels are at
the downscaling limit of meta-OLEDs and are
truly at the wavelength scale (~0.7 mm). Pre-
viously, a metasurface color printing was
demonstrated at the optical diffraction limit
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Fig. 4. Ultrahigh density, RGB-pixelated meta-OLEDs. (A) EL images of the
interlaced RGB meta-OLEDs designed to determine the pixel-scaling limit for
meta-OLEDs. The interlaced RGB pixels are seen in (C). The nanopillars in
the green and red metamirrors have identical diameters (100 nm) and heights
(80 nm) but different pitches of 340 and 200 nm, respectively. The insets
show the fivefold magnifications of 2.0- and 1.2-mm subpixels. Pixel density is

calculated under the consideration of a BGRB arrangement. VR, virtual
reality; AR, augmented reality. (B) FDTD-simulated Hy-field distribution (l =
620 nm) on the critically downscaled red metamirrors. (C) SEM image and
its corresponding EL image of 1.2-mm subpixel pattern. The yellow box
indicates a BGRB pixel. The green subpixel has dimensions of only three
nanopillars by three nanopillars.
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(250 nm by 250 nm); in agreement with our
simulation results, this work showed that a
two-by-two array of four nanodisks is the
minimum pixel unit (26). In this case, the
1.2-mm–subpixel displays correspond to a pixel
density of 10,000 PPI in an RGBG arrangement
and to 15,000 PPI in a pentile-type arrangement
(two subpixels in a pixel) (27).
To date, FMMs and color filters have played

an important role in the development of OLED
displays and have been key to the commercial
success of these applications. However, the next
generation of microdisplays for augmented
reality applications require substantially higher
luminance (>10,000 cd/m2) and pixel density
(>5000 PPI) than the displays in current
products, such as mobile phones or televisions
(18).To satisfy all of these requirements, OLEDs
must now overcome technical limits, the low
pixel density associated with FMMs, and the
low luminance efficiency resulting from the use
of absorptive color filters. We have demonstra-
ted that the presented metaphotonic technol-
ogy offers new possibilities for implementing
highly efficient RGB pixels in OLEDs without
relying on FMMs and color filters. Our ap-
proach can deliver a twofold increase in lu-
minescence efficiency and a higher color purity
than color-filtered white-light OLEDS and an
ultrahigh pixel density of 10,000 PPI. The role
of metamirrors can be expanded to solve other
intrinsic problems with conventional micro-
cavities. By engineering the wavelength-
dependent phase response of themetamirror,
we can artificially manipulate the free spec-
tral range of the cavity, which can then be

used to suppress the undesired blue sideband
(third-order blue) in the red pixel (second-
order red), enabling further improvements in
color purity (figs. S12 and S13). Typical angular
color shifts of conventional microcavity OLEDs
can also be markedly reduced by engineering
the angle dependence of themetamirror reflec-
tion phase (28) (figs. S13 and S14). Given the
myriad of advantages demonstrated in this
study, we expect metaphotonic OLEDs to
emerge as the leading technology for the next
generation of microdisplays and to become
one of the most practical applications of
metaphotonic technology (29).
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DEVELOPMENTAL BIOLOGY

Lineage analysis reveals an endodermal contribution
to the vertebrate pituitary
Peter Fabian1, Kuo-Chang Tseng1, Joanna Smeeton1,2, Joseph J. Lancman3, P. Duc Si Dong3,4,
Robert Cerny5, J. Gage Crump1*

Vertebrate sensory organs arise from epithelial thickenings called placodes. Along with neural crest cells,
cranial placodes are considered ectodermal novelties that drove evolution of the vertebrate head.
The anterior-most placode generates the endocrine lobe [adenohypophysis (ADH)] of the pituitary, a
master gland controlling growth, metabolism, and reproduction. In addition to known ectodermal
contributions, we use lineage tracing and time-lapse imaging in zebrafish to identify an endodermal
contribution to the ADH. Single-cell RNA sequencing of the adult pituitary reveals similar competency of
endodermal and ectodermal epithelia to generate all endocrine cell types. Further, endoderm can
generate a rudimentary ADH-like structure in the near absence of ectodermal contributions. The fish
condition supports the vertebrate pituitary arising through interactions of an ancestral endoderm-
derived proto-pituitary with newly evolved placodal ectoderm.

A
long with the olfactory, lens, and otic
placodes, the adenohypophysis (ADH)
is thought to derive exclusively from
head ectoderm (1, 2). Whereas the ADH
generates the endocrine portion of the

pituitary, the neural portion arises from the
ventral hypothalamus. During embryogene-
sis, an epithelial invagination of the ectoderm
called Rathke’s pouch (3) is induced by the
ventral brain and contributes to a single ADH
placode. Just posterior to Rathke’s pouch lies

Seessel’s pouch (4), an outpocketing of the
anterior-most endoderm whose function has
long remained a mystery (Fig. 1A). Older his-
tological studies had postulated contributions
of Seessel’s pouch to head structures, includ-
ing the ADH in birds and mammals (5–8), yet
definitive evidence had been lacking. Using
lineage tracing, time-lapse imaging, and
single-cell RNA sequencing (scRNAseq) in
zebrafish, we demonstrate substantial contri-
bution of endoderm-derived cells to the ADH

primordium and all the resultant endocrine
cell types of the adult pituitary.
To characterize ADH development, we per-

formed time-lapse imaging in conjunction
with three independent approaches to label
endoderm-derived cells. Starting at 24 hours
postfertilization (hpf), frontal-view time-lapse
recordings of a ubiquitous enhanced green
fluorescent protein (eGFP) line (ubi:loxP-
eGFP-STOP-loxP-mCherry) revealed invagina-
tion of the ADH placode at the front of the
head, consistent with formation of Rathke’s
pouch in other vertebrates (movie S1).We next
labeled early endoderm by treating sox17:
CreERT2; ubi:loxP-eGFP-STOP-loxP-mCherry
fish (9) with 4-OH-tamoxifen (4OHT) during
gastrulation (4 to 6 hpf). Confocal imaging
confirmed 4OHT-dependent Cre-mediated ex-
cision of the loxP-eGFP-loxP cassette to drive
mCherry expression only in endoderm (fig. S1,
A and B). Time-lapsemicroscopy from 36 to 49
hpf revealed a small group of mCherry+ cells
budding dorsally from the anterior-most pha-
ryngeal endoderm to join the ADH (fig. S2A
and movie S2). To image endodermal mor-
phogenesis in relation to earlier placode
development, we performed time-lapse mi-
croscopy from 26 to 46 hpf in 4OHT-treated
sox17:CreERT2; ubi:loxP-STOP-loxP-mCherry
fish carrying a cdh1:mlanYFP transgene to
label epithelial cell membranes (Fig. 1, B and
C, and movies S3 and S4). The ectodermal
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Fig. 1. Time-lapse analysis of endoder-
mal contributions to the ADH. (A) During
embryogenesis, the ectodermal Rathke’s
pouch is induced by the hypothalamus and
lies adjacent to the endodermal Seessel’s
pouch. (B) Schematic of endoderm-lineage
contribution to the ADH. (C) Representa-
tive images from time-lapse recording of
4OHT-treated sox17:CreERT2; ubi:loxP-
STOP-loxP-mCherry; cdh1:mlanYFP fish
show invagination and posterior transit of
ectodermal ADH and formation of an
endodermal pouch that detaches from the
pharynx and fuses to the ADH. Ventral
imaging after lower-jaw dissection reveals
the deep location of the pituitary, which is
imaged at high resolution at 5 dpf.
(D) Confocal section shows endodermal
contributions to pituitary. (E) Labeling
by an nkx2.3:Gal4VP16 transgene
shows similar endodermal pouching and
incorporation into the posterior portion
of the ADH. The hypothalamus is visualized by her5:mCherryCAAX (white). (F) At 5 dpf, co-localization of sox17:CreERT2- and nkx2.3:Gal4VP16-labeled cells is
observed in the pituitary. myl7 transgenes label the heart in (C) (red) and (E) (green). Scale bars, 50 mm.
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placode is initially separate from the more
posterior endoderm. As the placode moves in-
ward, an endodermal bud projects dorsally
from the anterior-most endoderm, fuses with
the posterior portion of the placode, and de-
taches from the pharynx. Compared with no
labeling in six of six dimethyl sulfoxide (DMSO)–
treated controls, 4OHT treatment labeled 11 ±
4% of pituitary cells by 5 days postfertilization
(dpf) (N = 5) versus 56 ± 19% of cells in
pouches (N = 5), a fully endoderm-derived
structure (fig. S1C and movie S5). Adjusting
for incomplete conversion efficiency, our re-
sults indicate ~20% endodermal contribution
to the zebrafish ADH.
We also used blastula-stage transplantation

of rhodamine-labeled endodermal precursors
into cdh1:mlanYFP hosts to confirm ADH con-
tributions. Consistent with labeling by genetic
recombination, time-lapse recordings from 29
to 40 hpf revealed budding, detachment, and
fusion of the anterior-most endodermwith the
ectodermal placode, with 8 ± 5% contribution
to the pituitary by 4 dpf (N= 5) (Fig. 1D; fig. S2,
B to D; and movies S6 and S7). In a third tech-
nique, we used an endoderm-specific nkx2.3:
Gal4VP16 transgene (10) to drive UAS:nlsGFP
expression and observed similar budding, de-
tachment, and fusion of endoderm to the pos-
terior portion of the ADH (Fig. 1E and movie
S8), with 14 ± 6% pituitary contribution in

nkx2.3:Gal4VP16; UAS:NfsB-mCherry; cdh1:
mlanYFP fish at 3 dpf (N = 5) (fig. S3 and
movie S9). In all approaches, time-lapse im-
aging revealed contribution of endodermal
cells to the same posterior region of the ADH,
and 25.0 ± 18% of nkx2.3:Gal4VP16; UAS:
nlsGFP+ cells were co-labeled by sox17:CreERT2;
ubi:loxP-STOP-loxP-mCherry (N = 5) (Fig. 1F
and movie S10).
We next investigated the fate of endoderm-

derived cells in the pituitary. Analysis of
4OHT-treated sox17:CreERT2; ubi:loxP-STOP-
loxP-mCherry or endoderm transplant fish
revealed extensive intermixing of endodermal
and ectodermal cells throughout the 6-month
adult pituitary, with no contribution in six of
six DMSO-treated controls (figs. S1B and S5).
RNA in situ hybridization in 4OHT-treated
sox17:CreERT2; ubi:loxP-STOP-loxP-mCherry
fish revealedmCherry+ endoderm-lineage cells
expressing markers of corticotropes and mel-
anotropes (pomca) and somatotropes (gh1) in
the embryonic (3 dpf) and adult (6-month)
pituitaries (Fig. 2, A to F). After near complete
ablation of Rathke’s pouch ectoderm, using a
previously validated pitx3morpholino (11), we
observed an ADH-like structure composed of,
in some cases, >95% sox17:CreERT2-labeled
endodermal cells. This ADH-like structure was
properly positioned between the trabeculae
and under the hypothalamus and expressed

the epithelial marker cdh1:mlanYFP and
hormone-encoding gene gh1 (N = 14) but not
pomca (N = 23) [potentially owing to direct
regulation of Pomc by Pitx proteins (12)] (Fig.
2, G to I). Whereas endodermal cell contribu-
tion increased from 10.3 ± 3.3 (N = 6) to 15.5 ±
5.1 (N = 11) (P = 0.01 two-tailed t test) upon
ectoderm ablation, indicating some compen-
satory growth, ADH-like structures were sig-
nificantly smaller (39 ± 5 cells in pitx3-MO
versus 113 ± 10 cells in control, P = 10−9 two-
tailed t test) (fig. S4), with corresponding de-
creases in gh1+ cells (1.9 ± 1.8 pitx3-MO, 17.5 ±
3.4 control, P = 10−5 two-tailed t test). Recip-
rocally, endoderm is dispensable for endocrine
differentiation, as we observed similar numbers
of pomca+ cells in the pituitaries of wild types
and sox32 mutants that completely lack endo-
derm (13) (22 ± 4,N= 6wild types versus 18 ± 2,
N = 3 mutants, P = 0.085 two-tailed t test) (Fig.
2I). Thus, endoderm has equal competence to
ectoderm in forming endocrine cell types and
generating a rudimentary ADH-like structure
but requires interactionswith placodal ectoderm
for proper size and maturation of the pituitary.
To determine the full potential of endoderm-

derived cells in the mature pituitary, we per-
formed scRNAseq of adult pituitaries from
4OHT-treated sox17:CreERT2; ubi:loxP-eGFP-
loxP-mCherry fish or those with transplanted
ubi:loxP-eGFP-STOP-loxP-mCherry+ (eGFP+)
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Fig. 2. Endodermal contributions to
hormone-producing cells of the
pituitary. (A) Schematic of endoderm-
lineage labeling followed by imaging of the
stained larval and adult pituitary gland.
(B) Schematic of the three anterior-
posterior domains of the pituitary.
(C to F) Confocal imaging of endoderm-
lineage cells (anti-mCherry antibody,
magenta) with RNA in situ hybridization
for pomca (C and D) or gh1 (E and F).
Arrows designate double-positive cells.
(G) After genetic ablation of ectodermal
precursors by pitx3-MO injection,
endodermal cells (red, sox17:CreERT2;ubi:
loxP-STOP-loxP-mCherry treated with 4OHT
at 4 hpf) generate a reduced ADH-like
structure that expresses cdh1:mlanYFP
(white, insert). (H) Ectoderm ablation by
pitx3-MO injection results in a reduced
ADH-like structure that expresses gh1
(green). (I) Expression of pomca is lost in
pitx3-MO embryos lacking ectodermal
contributions but not in sox32 mutants
lacking endoderm; hypothalamic neuron
expression of pomca is unaffected in
both cases. Arrows indicate ADH and
nuclei are visualized by DAPI (white). Scale
bars, 50 mm. DAPI, 4′,6-diamidino-2-
phenylindole; mip, maximum intensity
projection; wt, wild type.
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endoderm. Barcoded cDNA libraries were pre-
pared from fluorescence-activated cell–sorted
live cells by using the 10X Genomics Chro-
mium platform, followed by Illumina next-
generation sequencing. After filtering for
quality, we obtained data for 19,028 cells
(average 1139 genes per cell) from two sox17:
CreERT2 experiments (4634 and 6520 cells)
and one transplantation experiment (7874
cells). Using Louvain clustering, we identi-
fied 10 cell clusters: 6 classical pituitary endo-
crine cell populations [corticotropes (pomca+/

tbx19+), melanotropes (pomca+/pax7a+), gona-
dotropes (fshb+/lhb+), somatotropes (pou1f1+/
gh1+), lactotropes (pou1f1+/prl+), and thyro-
tropes (pou1f1+/tshb+)], 1 fish-specific endo-
crine population [somatolactotropes (pou1f1+/
smtla+/smtlb+)], 2 potential progenitor clus-
ters (isl1+/cga+ andprop1+/her6+), and a small
cluster with characteristics of endothelial cells
(fli1a+/kdrl+/plvapa+), pituicytes (cyp26b1+),
and immune cells (cd74a+/cd74b+/pfn1+/apoc1+/
ccr9a+, potentially macrophages) (Fig. 3 and
figs. S5 to S12). The presence of all tetrapod

hormone-releasing subtypes (14) in zebrafish
supports evolutionary conservation of the pi-
tuitary across vertebrates, and common ex-
pression of pou1f1 suggests that fish-specific
somatolactotropes share a lineage with soma-
totropes, lactotropes, and thyrotropes.
To identify endoderm-derived cells, we

queried the scRNAseq data for expression of
mCherry (sox17:CreERT2 tracing) or eGFP (endo-
derm transplantation) (Fig. 4 and figs. S7 to
S12). We observed endodermal contributions
to all major endocrine cell types and their
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Fig. 3. Single-cell analysis of
the zebrafish pituitary. (A) UMAP
visualization shows the unsupervised
clustering of the aggregate of
three scRNAseq experiments,
revealing 10 major clusters
of pituitary cells present in
zebrafish. (B) Dot-plot shows
the percentage (pct. exp.) and
average expression (avg. exp.) of
cluster marker genes. (C) UMAP
visualization of cluster marker genes.
max, maximum; min, minimum;
UMAP, Uniform Manifold
Approximation and Projection.
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Fig. 4. Single-cell analysis reveals endodermal contributions to all endocrine cell types of the adult pituitary. (A) Endoderm marker gene expression in each
of the three independent scRNAseq experiments. (B) Bar graphs show percentage contribution of endoderm-lineage cells to each cell cluster.
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progenitors in three independent experiments
(except for the isl1+ group in transplants). Endo-
dermal contributions to endocrine cells ranged
from 5 to 11% for the high conversion sox17:
CreERT2 pituitary, 1.3 to 4.5% for five pooled
moderate conversion sox17:CreERT2 pituita-
ries, and 0.3 to 1.9% for six pooled transplant
pituitaries. By contrast, we observed only a
singlemCherry+ cell contributing to the rare
endothelia–pituicyte–immune cluster for each
sox17:CreERT2 experiment and no contribu-
tion for the transplant experiment, with re-
clustering revealing these as immune cells
(fig. S12). Consistent with a lack of contribu-
tion to endothelial cells, sox17:CreERT2 labeling
did not overlap with an endothelial-specific
fli1a:eGFP transgene in five of five larval (6 dpf)
and two of two adult (5 months) pituitaries
(fig. S13 and movie S11). Endodermal contribu-
tions to endocrine cells areunderestimates given
incomplete sox17:CreERT2 conversion and trans-
plant efficiency, as well as substantial transcript
dropout for mCherry (predicted 51 to 55% of
cells) and eGFP (predicted 60% of cells) (fig. S7).
Despite their initial contribution to the posterior
portion of the embryonic ADH, these studies
reveal that endodermal cells substantially inter-
mix with ectodermal cells and can generate all
endocrine cell types of the adult pituitary. The
endoderm contributes to a number of other
endocrine glands (e.g., pancreas, thyroid, and
parathyroid), and hence, contributions to the
pituitarymay reflect a broader endocrine poten-
tial of the endoderm than previously appreciated.
Our findings of a dual epithelial origin of

the zebrafish pituitary help resolve a long-
standing controversy regarding the evolution-
ary and embryonic origins of the vertebrate
pituitary. In the nonvertebrate chordate, am-
phioxus, the endoderm-derived pre-oral pit
(Hatschek’s diverticulum) lies adjacent to the
central nervous system and expresses placodal
genes (Pitx1, Lhx3, Six1/2, and Eya1) (15, 16)
and the pituitary-specific transcription factor
Pou1f1 (17). Although nonvertebrate chordates

lack the defining hormone-encoding genes of
vertebrate pituitary cells, it has been suggested
that the vertebrate pituitary arose through
modifications of an endoderm-derived struc-
ture in ancestral chordates (2). Although the
pituitary has been considered a strictly ecto-
dermal structure, including in jawless verte-
brates such as hagfish (18), older histological
studies had suggested endodermal contribu-
tions to the hagfish ADH (19), and transient
contact of endoderm-derived Seessel’s pouch
and ectoderm-derived Rathke’s pouch has been
observed in embryos of chick (5, 8), rabbit (5),
rat (6), and dog (7). In zebrafish, our high-
resolution time-lapse imaging allowed us to
definitively determine that endoderm-derived
cells of Seessel’s pouch detach and fuse with
the ectodermal Rathke’s pouch, followed by
intermixing in the ADH primordium and
resultant pituitary. It will be interesting to
determine the extent to which the reported
associations of Seessel’s pouch endoderm and
Rathke’s pouch ectoderm in other vertebrates
result in dual epithelial contributions to the
pituitary.
We propose that endodermal contributions

to the zebrafish pituitary may represent the
vestiges of the embryonic structure giving rise
to the endoderm-derived pituitary-like organ
in ancestral chordates. As in nonvertebrate
chordates, endoderm can form a rudimentary
ADH-like structure in the near absence of
ectodermal contributions in zebrafish. In the
early vertebrate lineage, new interactions of
endodermwith placodal ectoderm and likely
also the ventral hypothalamus may have pro-
moted endocrine differentiation in an equally
competent endodermal and ectodermal epithe-
lial field. Analogous contributions of endodermal
cells to classically considered ectodermal struc-
tures has been shown for teeth in amphibians
(20) and external epithelial head structures in
basal fishes (21), revealingextensive interchange-
ability of ectodermal and endodermal epithe-
lia in generating diverse cranial organs.
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MICROBIOTA

Proximal colon–derived O-glycosylated mucus
encapsulates and modulates the microbiota
Kirk Bergstrom1,2*†, Xindi Shan1†, David Casero3, Albert Batushansky4, Venu Lagishetty5,
Jonathan P. Jacobs6, Christopher Hoover1, Yuji Kondo1, Bojing Shao1, Liang Gao1, Wesley Zandberg7,
Benjamin Noyovitz7, J. Michael McDaniel1, Deanna L. Gibson2, Sepideh Pakpour8, Negin Kazemian8,
Samuel McGee1, Courtney W. Houchen9, Chinthalapally V. Rao9, Timothy M. Griffin4,10,
Justin L. Sonnenburg11, Rodger P. McEver1,10, Jonathan Braun3, Lijun Xia1,10*

Colon mucus segregates the intestinal microbiota from host tissues, but how it organizes to function
throughout the colon is unclear. In mice, we found that colon mucus consists of two distinct
O-glycosylated entities of Muc2: a major form produced by the proximal colon, which encapsulates
the fecal material including the microbiota, and a minor form derived from the distal colon, which
adheres to the major form. The microbiota directs its own encapsulation by inducing Muc2 production
from proximal colon goblet cells. In turn, O-glycans on proximal colon–derived Muc2 modulate the
structure and function of the microbiota as well as transcription in the colon mucosa. Our work shows
how proximal colon control of mucin production is an important element in the regulation of
host-microbiota symbiosis.

I
n mammals, the colon houses a dense and
diverse commensal microbiota, which
has an impact on both health and disease
(1–4). The colon mucus system modulates
host-commensal symbiosis (5–10). Mucus

is primarily a large polymeric network of
Mucin-2 inmice and humans (Muc2 orMUC2,
respectively), which is heavily O-glycosylated
(11, 12). An established model is that colon
mucus is primarily produced by goblet cells
in the distal colon to initially form a single
nonmobile inner mucus layer, tightly attached
to the epithelium, which segregates micro-
biota from the colon mucosa (5, 13). The in-
ner mucus layer subsequently becomes a loose
mobile outer layer where microbiota reside
(13, 14). However, how themucus system forms
and functions along the whole colon is unclear.
To address this question, we developed a

whole-colon imaging method to analyze the
origin and composition of mouse colonic mu-
cus via sections of wild-type “colon coils” la-
beled with anti-Muc2 antibody, Maackia
amurensis lectin II (MALII, recognizing a2,3-
linked sialylated and sulfated glycans) (15),
and the general bacterial probe EUB338 (Fig.
1A and fig. S1, A to C) (16). We discovered that
MALII was negative in most proximal colon
goblet cells but was strongly positive in dis-
tal colon goblet cells (Fig. 1, A and B). In con-
trast, MALII was negative in the mucus layers
throughout the colon, except in a previously

undescribed minor portion of the inner layer
closest to the distal colon mucosal surface (fig.
S2A). This suggests that (i) luminal mucus is
mainly derived from the proximal colon, a
finding supported by increased size and num-
ber of goblet cells and higherMuc2 expression
in the proximal versus distal colon (Fig. 1C and
fig. S2B); and (ii) the inner layer consists of
two distinct entities of Muc2 from the prox-
imal or distal colon goblet cells. Notably, we
found that MALII primarily marked sulfated
O-glycans on Muc2 (fig. S3). Transcriptome
analysis of healthy proximal versus distal colon
revealed a significant difference in their gene
expression profiles (>1000 genes, includ-
ing Muc2) even among similar cell types
including goblet cells. Collectively, these data
underscore the functional uniqueness of these
two colon regions (fig. S1D).
Whole-colon imaging showed that the lu-

minal mucus layers were attached to bacteria-
dense fecal pellets to create “bacteria-sparse”
zones between pellets (Fig. 1, D to F, and fig.
S2C) (16). This was confirmed by colonizing
mice with a green fluorescent protein (GFP)–
tagged gut symbiont, Bacteroides thetaiota-
omicron (B. thetaGFP) (17), which was only found
inside mucus-coated fecal pellets (fig. S4). These
data indicate that proximal colon–derived
mucus encapsulates bacteria in fecal pellets,
which supports the idea that the mucus can
associate with fecal pellets (18, 19). We found

that the mucus structure and segregating func-
tions on freshly excreted fecal pellets and on
fecal pellets in situ within their correspond-
ing colon tissues were identical (Fig. 1, G and
H, and fig. S5D) (16). [A mucus barrier layer
was also detected on fecal surfaces of healthy
primates (baboons) and humans (fig. S6).]
These findings in mice were validated using
unfixed (fig. S5) or unprocessed (fig. S2D) pellet-
containing colon tissues and excreted pellets,
excluding fixation artifacts.
Further analysis of the formation of the mu-

cus coating revealed a stepwise establishment
of the fecal-associated mucus layers, with a
Muc2+MALII– layer associatingwith feces first
in the proximal colon, followed by addition
of a Muc2+MALII+ layer in the distal colon
coinciding with appearance of Muc2+MALII+

goblet cells (fig. S7). The Muc2+MALII+ layer
likely forms after compression as the fecal
mass pushes it against the mucosal wall (fig.
S8). Intact fecal mucus could be successfully
extracted, and glycomics analysis further con-
firmed its similarity to proximal colon– versus
distal colon–derived mucus (fig. S9 and table
S1) (16). The mucus phenotype was repro-
duced in different inbred and outbred strains
of mice of both sexes at different ages (fig. S10,
A to E), as well as in rats (fig. S10, F and G). On
the basis of these findings, we redefine the
mucus system to reflect its origin, biochemical
structures, and function (fig. S10H): The colon
mucus system consists of a proximal colon–
derived mucus “niche” and “barrier” layer, the
latter composed of a proximal colon–derived
“b1 layer” and a distal colon–derived “b2 layer”
(Fig. 1H and fig. S10H).
We then asked how the b1 and b2 mucus

barrier layers contribute to host-microbiota
interactions in the colon. More than 80% of
the mouse colon mucin mass is derived from
ubiquitously expressed core 1–derived and prox-
imal colon–expressed core 3–derived complex
mucin-type O-glycans (20, 21). To determine
the contribution of these O-glycans from dif-
ferent colon regions to overall mucus func-
tion, we generated mice lacking both types
of O-glycans preferentially in the proximal
colon (TM-DKOProx), in the distal colon (TM-
IEC C1galt1–/–) (20), and in both the prox-
imal and distal colon (TM-DKO) (Fig. 2A
and fig. S11) (16). Analysis of mucus barrier
status in tissues and fecal pellets showed
significantly reduced mucus thickness in
distal colons of TM-DKOProx versus wild-type
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mice (Fig. 2A), characterized by loss of the b1
layer, whereas the b2 layer remained rela-
tively intact (Fig. 2B). In contrast, wild-type
mice had both b1 and b2 layers, TM-IEC
C1galt1–/– mice had only a visible b1 layer,
and TM-DKO lacked both (Fig. 2B). Loss of
the b1 layer, but not the b2 layer, also signif-
icantly reduced the overall distance of the
microbes to the mucosal tissue (Fig. 2B, lower
panel). These results indicate that proximal
colon–derived O-glycans form the b1 layer
critical for segregating the microbiota from
the host tissue.
To confirm that fecal pellets were encap-

sulated by proximal O-glycosylated mucus, we
performed complementary analyses, which
demonstrated that (i) the mucus coating of ex-
creted pellets was diminished in TM-DKOProx

pellets relative towild-typeandTM-IECC1galt1–/–

mice (Fig. 2C) as a result of rapid degrada-
tion of proximally secreted mucus (Fig. 2D);
(ii) colonized B. thetaGFP was not encapsulated
in TM-DKOProx mice (fig. S12); (iii) the b1 and
b2 layers were rescued onmucus-deficient fecal
pellets transplanted into the proximal colon
of wild-type but not TM-DKOmice (fig. S13);
(iv) gavaged fluorescent beadswere sequestered
in the mucus-coated pellets within the colon
of wild-type but not mutant mice (fig. S14, A
to D); and (v) there was increased expression
of 16S rRNA within the inter-pellet tissues of
TM-DKOProx and TM-DKOmice relative to the
wild type (fig. S14, E to G). The defective mu-
cus coating was also observed in the native
state (fig. S14, H and I). Physiopathologically,
defective mucus encapsulation of fecal pellets
in TM-DKOProx mice was associated with in-
creased susceptibility to spontaneous colitis
(Fig. 2E) as well as acute intestinal injury (fig.
S15), although disease severity was worst in
TM-DKOmice, indicating that both b1 and b2
layers contribute to mucosal homeostasis. As
expected, TM-IEC C1galt1–/– mice developed
disease as a result of their impaired mucus
barrier function (Fig. 2, C and E, and fig. S16)
(21). Notably, Il10–/–mice, an alternativemodel
of microbiota-dependent colitis (22), had an
impaired b1 layer, associated with altered prox-
imal colon homeostasis and increased distal
mucosal microbial intrusion, despite an intact
b2 layer (fig. S17). Collectively, our data show
that the proximal colon is essential in produc-
ing the O-glycosylated mucus that encapsu-
lates themicrobiota, limiting it from interacting
with the mucosa and causing disease as it
migrates distally (fig. S16).
To determine whether the microbiota influ-

enced its own encapsulation by O-glycosylated
mucus, we compared the mucus system in
microbiota-replete or -deficient hosts. The fecal
mucus coating in germ-free (GF) fecal pellets
wasmarginal relative to specific pathogen-free
(SPF) fecal pellets (fig. S18), which suggests that
the microbiota promotes its encapsulation via
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Fig. 1. Proximal colon–derived mucus encapsulates microbiota-containing fecal pellets. (A) Tiled
immunofluorescent image of a longitudinal Carnoy’s fixed paraffin-embedded (CFPE) wild-type whole colon
coil section (left) with goblet cells highlighted (blue-boxed images, right). Prox, Mid, and Dis denote
proximal, middle, and distal colon, respectively. (B) Left: Enumeration of Muc2+MALII– goblet cell numbers
(GCs) in different colon regions. Right: Schematic GC Muc2 and MALII expression profile. (C) Left: Number
of GCs per crypt. Right: Muc2 expression in colon epithelium [quantitative polymerase chain reaction
(qPCR) normalized to Villin and Hprt]. (D) Magnified images of red boxed areas in (A). (E) Representative
droplet digital PCR (ddPCR) scatterplot of the bacterial 16S rRNA gene of samples from wild-type distal
colon with (P) or without pellets (inter-pellet, IP). H2O, negative control; +, positive control. (F) Mean
ddPCR 16S rRNA copy number among replicates. Each point represents one animal; each color denotes the
same animal. (G) Left: Alcian blue–stained sections of tissues and feces. Right: Violin plot of median
mucus thickness (median, red; quartiles, black). (H) Top left: Z-stacked confocal images of cross
sections of colon with pellet or an excreted pellet wrapped in peritoneum; the narrow image at right shows
the corresponding y/z plane. Bottom left: Single-colored images of white-boxed regions. Right: Thickness
of the mucus layers. Scale bars, 4 mm [(A), left]; 20 mm [(A), right, (D), (G), and (H)]. Results are
representative of two (C) or three [(A), (B), (G), and (H)] independent experiments each with n = 4 or
5 mice per experiment, or n = 4 mice pooled from two independent extractions [(E) and (F)]. Data
are means ± SD [(B), (C), (F), and (H)]. *P < 0.05, **P < 0.01 [two-tailed unpaired t test in (C), left, and (F);
Mann-Whitney test in (C), right, (F), and versus b2 layer in (H)]; ns, not significant.

RESEARCH | REPORT



mucus production. Comparison of mucus for-
mation in GF versus conventionalized litter-
mates (ExGF), and in SPF mice versus their
littermates treated with broad-spectrumanti-
biotics (SPFAbx) (Fig. 3A) indicated that ExGF
mice [day 21 after conventionalization (D21)]
had a robustmucus layer similar to that of SPF
mice (Fig. 3A). By contrast, SPFAbx mice, like
GF mice, had a poorly formed mucus layer,
which was restored when the microbiota was
reconstituted (SPFRecon) (Fig. 3A). Longitudinal
analysis of the fecal mucus coating in ExGF

mice before and after conventionalization
showed that the encapsulation was formed
by D7 (Fig. 3, B and C). This result was
reproduced in ExGF mice mono-associated
with B. thetaGFP (fig. S19), indicating that
a complex microbiota is not required for
microbiota-induced formation of fecal-associated
O-glycosylated mucus.
We further probed whether and howmicro-

biota regulate proximal colon goblet cell func-
tion. The microbiota induced formation of the
b1, but not the b2, mucus barrier layer in tis-

sues and on fecal pellets in ExGF (Fig. 3D) and
SPFRecon mice (fig. S20A). This correlated with
higherMuc2 expression and secretion in prox-
imal colons of colonized (ExGF, SPFRecon) ver-
sus microbiota-deficient littermates, as shown
by Western blot (Fig. 3E and fig. S20C), Muc2
staining (Fig. 3F and fig. S20, B, D, and E), and
glycanmetabolic labeling (fig. S21).We further
noted that the secretory response segregated
the microbiota away from the tissue (Fig. 3G
and fig. S20, D and E) and was independent of
inflammasome signaling (fig. S21B), a known
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Fig. 2. Proximal colon–derived mucin-type O-glycans govern the
composition and function of the mucus barrier. (A) Top left: Diagrams
depicting simplified forms of core 1– or core 3–derived O-glycans or Tn antigen
(GalNAc) in the different colon regions of mouse lines used for results below.
Bottom left: Representative images of colon sections stained with Alcian blue.
Arrows denote the mucus barrier layer. Top right: Proportion of Alcian blue+ goblet
cells in different colon regions. Bottom right: Violin plot of median mucus
thickness in distal colons. (B) Top: Z-stack confocal images of colon sections; b1,
b2, and niche identify the different sublayers of the mucus. Bottom left: Mean
mucus thickness in distal colons. Bottom right: Histogram showing frequency
distribution of individual bacterial distances to the top of the distal mucosa
surface shown at the top. (C) Left: Confocal tiling images of cross sections

of fecal pellets stained with the lectin UEA1. Arrows mark the mucus layer. Right:
Violin plot of mucus thickness of the entire mucus layer surrounding the fecal
pellet represented at left. (D) Blended Z-stack confocal images of proximal
colon cross sections. (E) Left: Representative images of hematoxylin and eosin–
stained colon cross sections. Right: Graph of histologic colitis scores. TM,
tamoxifen. Scale bars, 20 mm [(A), (B), and (D)], 500 mm (C), 50 mm (E). Results
are representative of three independent experiments, each with n = 3 to 5 mice
per group. Data are means ± SD [(B) and (E)] or median (red) and quartiles
(black) [(A) and (C)]. *P < 0.05 [two-tailed Mann-Whitney test in (A), top right;
Kruskal-Wallis test with Dunn’s multiple-comparisons posttest in (A), bottom
right, and (C); one-way analysis of variance (ANOVA) with Tukey’s or Dunnett’s
multiple-comparisons posttest in (B) and (E), respectively].
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modulator of goblet cell secretory responses
(23). Fecal mucus screening revealed that
the microbe-induced encapsulation was ob-
served only in mouse lines with complex
O-glycosylation pathways retained in the prox-

imal colon epithelium (i.e., ExGF, SPFRecon,
and TM-IEC C1galt1–/–;Recon) (Fig. 3H). These
studies indicate that the microbiota specifi-
cally induces the b1 mucus barrier layer by
inducing Muc2 expression and secretion in

proximal colon goblet cells, leading tomicro-
biota encapsulation.
To determine the impact of the microbe-

induced encapsulation of fecal pellets by
proximal colon–derived O-glycosylated mucus
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Fig. 3. The micro-
biota directs its
own encapsulation
by inducing Muc2
production in
the proximal colon.
(A) Gross picture
of colon (top left) and
Alcian blue–stained
mucus and goblet
cells in colon sections
(bottom left) of mice
with and without a
complex microbiota.
Arrows mark mucus
barrier layer. Right:
Violin plot of median
mucus barrier layer
thickness in distal
colon sections.
(B) Left: Formation of
the fecal mucus
barrier over time in
ExGF mice. Images
show Alcian blue–
stained excreted fecal
sections. Insets show
magnified images of
mucus layer (arrows).
Right: Violin plot of
mucus thickness over
time in the same
mice. (C) Violin plot
of median mucus
barrier layer thickness
of excreted feces
from multiple GF and
ExGF mice. (D) Con-
focal Z-stack images
of distal colon (left)
and excreted fecal
pellet sections (right).
Arrows denote the
b2 layer; white
line spans the thick-
ness of the b1
layer; yellow dashed
line denotes mucosal
surface. Graphs of
b1 and b2 layer thick-
ness are at the right
of each group of
images. (E) Left: Western blot of tissue Muc2. Right: Densitometry of Muc2 signal.
GAPDH, loading control. (F) Alcian blue–stained GF and ExGF colon sections.
Arrowheads mark mucus secretion. (G) Confocal Z-stack images of GF and ExGF
colon sections. Arrowheads, secreted mucus. (H) Tiled confocal images of
excreted fecal pellet sections from mice before or after inoculation with a com-
plex microbiota. Scale bars, 10 mm [insets in (B)], 20 mm [(A), (D), (F), and (G)],

500 mm (B), 1000 mm (H). Results are representative of three independent
experiments, each with n = 3 to 5 mice per group. Data are median (red) and
quartiles (black) [(A) to (C)] or means ± SD [(D) and (E)]. *P < 0.05 [Kruskal-
Wallis test with Dunn’s multiple-comparisons posttest in (A), versus D0 in (B),
and versus GF b1 layer in (D); two-tailed Mann-Whitney test in (C); one-way
ANOVA with Tukey’s multiple-comparisons posttest (E)].
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on the microbial ecosystem and host responses,
we performed system-level analyses of the mi-
crobiota composition, metabolic output, and
host transcriptome in TM-DKOProx mice and
their control littermates (three independent

groups) with a normalized community (fig. S22,
A and B) (16). Analysis of microbiota composi-
tion by taxonomic classification and quanti-
tation of shotgun metagenomics from proximal
and distal lumen contents (table S2) showed

that, beyond group-specific features (PC1/2;
Fig. 4A), there were differences between TM-
DKOProx communities versus littermate con-
trols common to all groups (PC3; Fig. 4A and
fig. S22D), independent of colon region and
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Fig. 4. Loss of O-glycans in the proximal colon alters microbiota community
structure and the host mucosal transcriptome throughout the colon.
(A) Principal components analysis (PCA) of species-level counts. The first three
principal components (PC1, PC2, PC3) and percent of variance explained are shown;
n = 5 mice per group. All mice received tamoxifen injections of the same dose,
lot, and time point (16). (B) Relative abundance for selected taxa showing the
highest PC3 loadings in (A); the y axis represents variance-stabilized data computed
from species-level counts (Bracken classifier). (C) Partial least-squares discriminant
analysis (PLS-DA) of microbial metabolites. (D) Metabolite correlation networks
between control (n = 5) and TM-DKOProx (n = 5). (E) Venn diagram of pairwise-

correlated metabolites. (F) Gene expression changes common to proximal and distal
samples [left to right (LTR)–adjusted P < 0.01; only group 1 is shown for clarity].
Bars show relative (fold) changes in TM-DKOProx versus Control. Boxes mark genes
expressed in colon epithelium; those specifically annotated in cell cycle and
proliferation pathways (hypergeometric enrichment P < 10–12) are highlighted in
green. The gray gradient highlights P values in decreasing significance. (G) TM-
DKOProx versus control gene expression changes specific to distal samples. Bar plots
show gene expression log2-transformed fold change (FC) in each group of mice
(black and gray bars) for both proximal and distal colon; shown at right are selected
top-ranked genes by global fold change, grouped by their molecular function.

RESEARCH | REPORT



a-diversity (fig. S22C). Among taxa reduced in
TM-DKOProx versus control were Akkermansia
muciniphila, a known mucin forager (24),
Turicibacter sp. H121, and Bifidobacterium
pseudolongum (Fig. 4B); among taxa increased
were Ruminococcus champanellensis and mem-
bers of genus Bacteroides (Fig. 4B and fig. S22D).
Peak-to-trough analysis (25) on metagenomes
of A. muciniphila and B. thetaiotaomicron in-
dicated a contribution of proximally derived
O-glycosylated mucins to microbial replication
rates (fig. S23A).
Metabolic profiling (table S3) (16) of proximal

fecal content from control and TM-DKOProx

groups revealed that these community shifts
were concomitant with an altered metabolic
landscape (fig. S23, B and C) independent of
cage effects (Fig. 4C). Correlation-based net-
work analysis of intermetabolite relationships
showed 3 times as many negative correlations
and only 27 correlated metabolic pairs found
in common between the pooled control and
TM-DKOProx groups (Fig. 4, D and E, and table
S4) (16). Among 50 unique primary metabo-
lites detected in both groups, three were con-
sistently observed only in TM-DKOProx mice:
3-hydroxybutyric acid, 2-oxoglutarate, and
glucose-6-phosphate (fig. S23C).
Finally, despite intergroup variability (Fig.

4A), host transcriptomics in all groups of mice
(table S5) revealed that proximal O-glycan loss
led to systemic changes (in both proximal and
distal regions) in a set of 53 genes, including
many related to cell cycle and epithelial ho-
meostasis (Fig. 4F and figs. S24 and S25) (16).
Additionally, a set of 147 genes involved in the
interaction between the microbiome and in-
flammation were up-regulated exclusively in
distal colon of TM-DKOProx mice, whereas the
same genes were only marginally or inconsist-
ently regulated in the proximal colon (Fig. 4G)

(16). Collectively, these results imply that the
proximal colon O-glycans are sufficient to af-
fect the mucosal ecosystem by altering (i)
community structure by forging a growth-
promoting or regulatory microenvironment
for commensals, (ii) community function by
altering metabolic output, and (iii) transcrip-
tional homeostasis locally and in distal sites.
Our data indicate that the proximal colon–

derived O-glycan–rich mucus forms both the
niche and a primary barrier that encapsulates
fecal materials and provides an enclosed eco-
system for microbiota (fig. S26). This model
represents a major revision of the current mu-
cus system model, which describes a mucus
layer locally produced and attached to the
distal colon tissue. The fecal-associated mucus
provides new insights into microbiota metab-
olism and composition, and it may lead to
noninvasive strategies such as fecal mucus
screening for disease diagnosis.
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SOCIALITY

Social selectivity in aging wild chimpanzees
Alexandra G. Rosati1*, Lindsey Hagberg2, Drew K. Enigk3, Emily Otali4, Melissa Emery Thompson3,
Martin N. Muller3, Richard W. Wrangham2, Zarin P. Machanda5*

Humans prioritize close, positive relationships during aging, and socioemotional selectivity theory
proposes that this shift causally depends on capacities for thinking about personal future time horizons.
To examine this theory, we tested for key elements of human social aging in longitudinal data on
wild chimpanzees. Aging male chimpanzees have more mutual friendships characterized by high,
equitable investment, whereas younger males have more one-sided relationships. Older males are more
likely to be alone, but they also socialize more with important social partners. Further, males show a
relative shift from more agonistic interactions to more positive, affiliative interactions over their life
span. Our findings indicate that social selectivity can emerge in the absence of complex future-oriented
cognition, and they provide an evolutionary context for patterns of social aging in humans.

S
ocial bonds have adaptive consequences
over the life span; strong social support
enhances health, longevity, and biological
fitness (1, 2). In humans, old age is char-
acterized by increasing selectivity for

positive, meaningful social interactions, man-
ifesting as a cluster of behavioral and cogni-
tive features we call the human social aging
phenotype. First, older adults across societies
have smaller yet more emotionally fulfilling
social networks than do younger adults, owing
to an increasing focus on existing close rela-
tionships rather than new relationships (3–6).
Second, older adults exhibit a positivity bias,
showing greater attention to and memory for
positive versus negative socioemotional infor-
mation and reduced engagement in tension
and conflicts (7–9). The origin of this social
aging pattern is therefore a central issue both
for evolutionary perspectives on the life course
and for promoting well-being in old age.
Socioemotional selectivity theory, which

argues that the central process generating
life-span shifts in sociality is an explicit sense
of future personal time and mortality (10, 11),
has emerged as the most influential explana-
tion for the human social aging phenotype.
The core idea is that when individuals per-
ceive the future as expansive (as in youth) they
prioritize building new relationships and in-
teracting with many partners, whereas when
time is perceived as short (as in old age) people
focus on existing, important social ties. In
support of this view, older adults perceive
a more limited future than younger adults;
people who anticipate curtailed time horizons,

because of an illness diagnosis, natural disas-
ter, or a geographic move, generally exhibit
preferences similar to those of older adults;
and experimental manipulation of future time
perspective shifts socioemotional biases (9, 11–13).
However, some evidence indicates that changes
in socioemotional goals can be independent
of future time perspective (14, 15). Thus, the
role of shortened time perspectives in social
selectivity during aging is currently unclear.
Here, we use a comparative approach to

provide a test of the origins of human social
agingpatterns. Socioemotional selectivity theory
proposes that changes in social goals and be-
havior during aging are causally dependent
on an awareness of shortened personal time
horizons. However, there is no evidence that
any other species are aware of their own fu-
ture mortality or can imagine far-off future
experiences in this richway. Some nonhumans
do engage in forms of future-oriented plan-
ning, but only in short-term food acquisition
contexts, such as saving a tool to access food
hours or days later, and some of these instances
may actually recruit lower-level cognitivemech-
anisms (16, 17). Even verbal young children
show limitations in future-oriented cognition
and can struggle to imagine their future selves
(18). Accordingly, if this kind of subjective fu-
ture time perspective is causally necessary to
generate the human social aging phenotype,
then other animals should not show these
characteristic shifts.
An alternative possibility is that the human

social aging phenotype is mediated by proxi-
mate mechanisms that are more widely shared
across species. Cost-benefit trade-offs about
whether to be social and with whom to so-
cialize are critical for many animals. As aging
imposes new constraints due to declines in
physical condition, immunological health, and
social status (19–22), older individuals might
need to adjust their social choices. Accordingly,
socioemotional selectivity in humans could
represent an adaptive response where older
adults focus on important social relationships

that provide benefits and avoid interactions
that may have negative consequences. If so,
other animalsmight also show social selectivity
without necessarily possessing sophisticated
future-oriented cognition like humans.
We test these alternatives by examining

whether the key characteristics of the human
social aging phenotype are shared with wild
chimpanzees (Pan troglodytes). Chimpanzees
are an ideal comparand because they are one
of humans’ two closest living relatives; have
long life spans of 50 to 60 years in the wild;
and form flexible, long-term social bonds. They
have a high degree of choice about who to
interact with owing to their large fission-fusion
societies, which comprise temporary and fluid
subgroups (“parties”) that can range from one
chimpanzee to almost an entire community.
Our data come from Kibale National Park,
Uganda, where we have documented social
interactions in a community of wild chimpan-
zees on a near-daily basis for more than 20 years,
providing longitudinal observations that are un-
paralleled in human research.
Using 78,000 hours of observations made

between 1995 and 2016, we analyzed the social
interactions of 21 male chimpanzees ranging
in age from 15 (when males are physically ma-
ture and enter the adult hierarchy) to 58 years,
with an average of 10.6 years of data per in-
dividual and 141.6 observation days per year.We
examined males because they exhibit stronger
bonds and more frequent social interactions
than females, who are relatively asocial (23, 24).
We used mixed models to test the importance
of age in the longitudinal data. We always con-
trolled for an individual’s dominance rank,
which has a pervasive effect on chimpanzee
social interactions and declines in old age
(19,25). Fewmales had adultmaternal brothers,
so we did not account for kinship, but we did
control for other predictors such as year or
female presence, when appropriate for the
social metric (see supplementary materials).
We first examined whether older chimpan-

zees focused their social interactions on im-
portant partners, a key signature of the human
social aging phenotype. To characterize rela-
tionships, we used a spatial proximity metric
indexing the time that pairs of individuals
spend near each other. Close proximity is an
important marker of affiliation in primates, as
it is a prerequisite for other cooperative inter-
actions, such as grooming, and signals social
comfort (1). We indexed social preferences by
examining how often two individuals were
within 5 m of each other when in the same
party. We then categorized male-male dyads
as “mutual friends” (both showed a preference
for sitting near the other, above their individ-
ual average rates of association), “one-sided
friends” (one individual showed this preference,
but their partner did not), or “nonfriends”
(neither individual preferred to associate with
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the other). Thus, mutual friendships are recip-
rocated, whereas one-sided friendships are not.
We found that the number of mutual friends
increased with age [c2 = 6.89, degrees of free-
dom (df) = 1, P < 0.01] (Fig. 1A), whereas one-
sided friendships declined (c2 = 9.76, df = 1,
P<0.005) (Fig. 1B). For example, 15-year-olds had
an average of 2.1 one-sided friends and 0.9 mu-
tual friends, whereas 40-year-olds had 0.6 one-
sided friends and 3.0 mutual friends. Age and
dominance had independent effects on rela-
tionships (see supplementary materials); higher
rank and older age both predicted more mutual
friendships but fewer one-sided friendships.
To test whether mutual friendships were

high-value bonds like those prioritized by older
humans, we then examined grooming, a prin-

cipal form of primate social investment (1). We
first assessed whether mutual friends were
more likely to groom each other and found
that chimpanzees of all ages engaged in more
total groomingwithmutual friends thanwith
one-sided or nonfriends (c2 = 94.38, df = 2,
P < 0.0001; P < 0.0001 for significant pairwise
comparisons) (Fig. 1C), with similar results for
grooming given and received (see supplemen-
tary materials). Second, mutual friends engaged
in longer grooming bouts (c2 = 25.03, df = 2, P <
0.0001; P < 0.05 for significant pairwise compar-
isons). Third, mutual friends had more equitable
patternsof grooming, bothwithinbouts of groom-
ing (c2 = 38.23, df = 2,P<0.0001) and across the
year (c2 = 58.13, df = 2, P < 0.0001) (Fig. 1D).
Using this dyadic data, we further found that

mutual friendships were more common among
dyads of older males than dyads of prime-aged
or younger males, but one-sided friendships
were driven by younger males seeking out
prime-aged and older partners (see Fig. 1, E
and F, and supplementary materials). Thus,
chimpanzees investedmore, and investedmore
equitably, in mutual relationships than one-
sided ones, and older adults hadmoremutual
friendships than younger adults did.
Older human adults have smaller and more

selective social networks, so we next exam-
ined how chimpanzee gregariousness changed
with age. We assessed the likelihood that an
individual was observed alone and found that
although males were rarely alone (<1% of ob-
servation time), solitariness did increase with
age (c2 = 4.51, df = 1, P < 0.05). Yet when chim-
panzees did socialize, age predicted an in-
creased likelihood that they were in a party
that included at least one other adult male,
as opposed to only females or juveniles (c2 =
15.73, df = 1, P < 0.0001) (Fig. 2A). Moreover,
older males were observed in larger male
parties (c2 = 19.50, df = 1, P < 0.0001) and
were more likely to be in close proximity of
another adult male (c2 = 18.02, df = 1, P <
0.0001) (Fig. 2B). For example, 15-year-olds
were found in parties averaging 5.8 other
males and were physically near another male
in 36.6% of observations. In contrast, 40-year-
olds were found in parties with 6.6 othermales
and in proximity to another male in 53.7% of
observations. Thus, older males showed some
declines in their overall tendency to be gre-
garious but were more likely to be in parties
with and sit near important social partners
when they did choose to socialize.
Our final set of analyses tested whether

chimpanzees exhibit an increasing positivity
bias, the other key component of the human
social aging phenotype. We examined the over-
all rate at which individual male chimpanzees
groomed all others in the community (as an
index of positive social interaction) versus the
rate at which they gave aggression to all others
(as an index of negative interactions; compris-
ing both directed aggression, where the indi-
vidual targets another individual by hitting,
biting, or chasing, and nondirected aggressive
displays without specific targets). We found
that whereas grooming remained fairly con-
stant across the life span, aggression decreased
withage (c2=69.09, df= 1,P<0.0001;P<0.0005
for comparisons of age slopes) (Fig. 2C). Groom-
ing and aggression received fromothers showed
similar patterns (see supplementary materials).
Chimpanzees therefore show a behavioral shift
from relatively more negative interactions to
morepositive ones during aging, analogous to
the human positivity bias.
Overall, our data provide the first evidence

for social selectivity during aging in non-
humans. We found that older chimpanzees, like

Rosati et al., Science 370, 473–476 (2020) 23 October 2020 2 of 4

Fig. 1. Friendships in aging chimpanzees. (A and B) Older males had more mutual friendships, whereas
younger males had more one-sided friendships. (C and D) Chimpanzees invested more and had more
equitable grooming patterns with mutual friends. (E and F) Older males (35+ years) were mutual friends
with peers and were attractive partners for younger males’ (15 to 20 years) and prime-aged males’ (20 to
35 years) one-sided friendships. Ribbons and error bars indicate 95% confidence interval (CI) estimates.
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humans, prioritized high-quality relationships;
whereas younger adults hadmore asymmetrical
friendships characterized by reduced invest-
ment, older adults exhibited more mutual
friendships characterized by high, equitable
investment. Second, older chimpanzees were
more likely to be observed alone but tended
to socialize more with important partners by
joining parties with othermales, joining larger
male parties, and sitting in close proximity to
other males. Finally, chimpanzees exhibited
an increasing positivity bias with age, showing
consistent grooming but reductions in aggres-
sion across the life span. These patterns were
notably independent of dominance rank; de-
spite their falling status, older males were more
likely to be mutual friends with each other and
were targets of the one-sided advances of
younger males. Together, our data indicate
that chimpanzees demonstrate key behav-
ioral signatures of the human social aging

phenotype, showing that increasing social
selectivity can occur in the absence of a rich
future time perspective.
These data support the view that senescence

drives fundamental shifts in the costs and
benefits of social interactions across species.
Yet althoughmany species face new constraints
during aging, chimpanzees and humans show
a response to these constraints that is not
universal. In particular, several other pri-
mate species exhibit social withdrawal during
aging—reducing social interactions overall
without focusing on important partners—as
well as a negativity bias characterized by de-
clines in affiliation but steady rates of aggres-
sion (26–32). Why do aging chimpanzees and
humans instead show social selectivity and a
positivity bias?We propose that optimal social
responses to aging depend on a species’ social
organization and life history. The relationships
ofmany species are primarily based on kinship,

and senescencemakes it difficult to form new
relationships as close relatives die. Conse-
quently, social withdrawal may be a common
pattern. Yet social relationships are flexible,
can occur outside of kinship, and last many
years in long-lived humans and chimpanzees
(23, 24). Thus, strongly established relation-
ships may be more reliable for older chim-
panzees than for other primates. This may be
especially important for species with relatively
low reproductive skew like chimpanzees,
as older individuals can still obtain fitness
benefits via cooperative alliances despite
changes in health and social status (19–22).
A second question concerns the specific

proximate mechanisms underpinning social
selectivity in chimpanzees. Socioemotional
selectivity theory proposes that the human
social aging phenotype causally depends on
an explicit sense of the self in time, but given
that other animals have constrained future-
oriented cognition (16, 17), other proximate
mechanisms must play a role in nonhumans.
In some primates, age-related shifts in social
behavior have been proposed to stem from
declining capacities to cope with stress (32),
yet older chimpanzees do not exhibit major
increases in sensitivity to either energetic or
social stressors despite higher overall gluco-
corticoids (22). An alternative possibility is
that chimpanzee social aging patterns are
driven by shifts in emotional reactivity, given
that an increasing capacity for emotional reg-
ulation is a feature of humanaging (8, 14). Thus,
a key question is whether older chimpanzees
also exhibit shifts in affective processes, such as
a less reactive temperament or lower rates of
reactive aggression.
Our findings demonstrate how data from

long-lived, socially flexible animals are crucial
for disentangling the proximate and ultimate
causes of human social aging patterns. In ad-
dition to testing how different species respond
to the constraints of aging, comparative data
can informour understanding of the evolution
of social roles. In other long-lived mammals
such as cetaceans and elephants, older indi-
viduals serve as stores of ecological knowledge
that benefit groupmates (33). This indicates
that a prolonged life course can shape adaptive
strategies for information processing and sug-
gests that the social aging phenotype charac-
teristic of chimpanzees and humans may be
due in part to the social knowledge that long-
lived, socially flexible species can acquire.
Indeed, older adult humans exhibit greater
crystallized intelligence and skillfulness at rea-
soning about social conflicts (34). Similarly,
older chimpanzees might acquire social knowl-
edge over their life span that makes them at-
tractive social partners despite falling dominance
status. In sum, although humans exhibit extra-
ordinary cognitive features that allow for com-
plex reasoning about the future, commonalities
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Fig. 2. Gregariousness and positivity bias in aging chimpanzees. Older males were more likely than
not to be observed (A) in parties with other males and (B) sitting in proximity to those males. (C) While both
directed aggression (with specific targets) and nondirected aggression (displays) declined with age,
grooming remained fairly constant. Ribbons indicate 95% CI estimates.
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in social aging between humans and other ani-
mals are key to understanding the evolution and
function of these mechanisms.
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ADAPTATION

Experimental evolution makes microbes more
cooperative with their local host genotype
Rebecca T. Batstone1,2*, Anna M. O’Brien1,3, Tia L. Harrison1, Megan E. Frederickson1,4,5

Advances in microbiome science require a better understanding of how beneficial microbes adapt to
hosts. We tested whether hosts select for more-cooperative microbial strains with a year-long evolution
experiment and a cross-inoculation experiment designed to explore how nitrogen-fixing bacteria (rhizobia)
adapt to legumes. We paired the bacterium Ensifer meliloti with one of five Medicago truncatula genotypes
that vary in how strongly they “choose” bacterial symbionts. Independent of host choice, E. meliloti rapidly
adapted to its local host genotype, and derived microbes were more beneficial when they shared evolutionary
history with their host. This local adaptation was mostly limited to the symbiosis plasmids, with mutations
in putative signaling genes. Thus, cooperation depends on thematch between partner genotypes and increases
as bacteria adapt to their local host.

H
ost-associatedmicrobiota are often bene-
ficial, but we have a limited understand-
ing of adaptation between partners in
these mutualisms, especially at the ge-
nomic level. Mutualisms are sometimes

viewed as reciprocal parasitism, potentially re-
sulting in antagonistic coevolution that main-
tains genetic variation within populations.
However, recent work has questioned the pre-
valence of fitness conflict in mutualisms (1),
and concordant fitness interests between part-

ners should lead to evolutionary stasis, reduc-
ing genetic variation in mutualistic traits like
partner quality (2, 3).
Poor-quality microbes could be “cheaters”

that increase their own fitness at their host’s
expense (4). However, hosts often “choose”
their microbiota (5) and preferentially associ-
ate with or reward more-cooperative microbes,
selecting against would-be cheaters (6, 7). Such
partner choice can be adaptive (8, 9) but is also
paradoxical: If choosy hosts select high-quality
symbionts, variation in symbiont quality should
decrease, reducing the selective advantage of
partner choice (10). Still, many hosts are choosy
and many symbionts are not very beneficial
(4, 11), making the persistence of ineffective
microbes perplexing.
Ineffective microbes might simply be mis-

matchedwith their host. A high-qualitymicrobe
on one host genotype may be a low-quality
microbe on another. Such genotype-by-genotype

(GxG) interactions for symbiont quality are
common, maintain variation in the benefits
symbionts provide to hosts (3, 12), and are a
prerequisite for coevolution (13, 14). Local
adaptation, whereby partners from the same
site outperform partners from different sites,
can generate GxG interactions and occurs in
mutualisms (12, 15), but it is not ubiquitous
(16). Furthermore, the genetic mechanisms
underlying local adaptation or GxG interac-
tions remain largely unknown.
Legume-rhizobium interactions are econo-

mically and ecologically important and amodel
for studying mutualisms. Legumes trade car-
bon for nitrogen fixed by rhizobia, which they
house in root nodules (17). Rhizobia have rapid
generation times, can be cultured, and can
acquire mutations through horizontal gene
transfer (18). Rhizobia are also amenable to
genome-wide association studies (GWASs)
that can identify genomic variants associated
withphenotypes (19). Adapting these approaches,
Burghardt et al. (20) found stronger selection
on rhizobia in hosts than on rhizobia free-
living in soil.
Here, we resequenced and cross-inoculated

rhizobia after they evolved on one of five host
genotypes that vary in choosiness to testwheth-
er choosier hosts select for more cooperative
symbionts or whether rhizobia adapt to their
local host genotype. We used two rhizobia
strains that differ in host benefits: ineffective
nitrogen fixer Ensifer meliloti strain Sm1021
(referred to here as Em1021) and effective
nitrogen fixer E. meliloti strain WSM1022
(Em1022) (9, 17). We paired both strains with
one of five inbred lines ofMedicago truncatula:
Line 270 is indiscriminate, whereas the others
all prefer Em1022 to Em1021, with line 267
almost exclusively partnering with Em1022 in
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Fig. 1. High-quality microbial partner spread
nearly to fixation in all treatment groups. The
percentage (mean ± 1 SE) of the effective N-fixing
strain (Em1022) across plant generations in the
evolution experiment was calculated from soil
samples for generations 2 to 4, and nodules were
dissected from plants in generation 5 (shaded in
light orange). Colors indicate M. truncatula genotypes.
All plants were initially inoculated with 33% Em1022.
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Fig. 2. Bacteria adapt to their local host genotype. (A and B) Mean ± 1 SE shoot biomass (A) and nodule
number (B) for all combinations of 40 derived bacterial isolates from the evolution experiment and five
plant genotypes (numbered across top). Bacteria share evolutionary history with the host genotype
they evolved on during the evolution experiment.



past experiments (9, 17). After a year-long evo-
lution experiment spanning five plant gen-
erations, we isolated “derived” rhizobia from
nodules and compared them to the original
“ancestral” strains.
Even though Em1021 started with a twofold

advantage (17), it became nearly extinct on all
host lines (Fig. 1). At the end of the experi-
ment, Em1021 associated with only 15% of
plants and occupied only 3% of 336 sampled
nodules. In a linear model combining strain
frequencies in soil and nodules (17), we found
a marginally significant effect of generation
(F3,96 = 2.40, P = 0.0730) but no effect of plant
line (F4,96 = 0.552, P = 0.698). The effective
symbiont, Em1022, outcompeted Em1021 on
all hosts regardless of choosiness, indicating
that partner choice was not an important se-
lective force.
We assayed Em1022 phenotypes by planting

new seeds of the same five plant lines and
singly inoculating each with either ancestral
Em1022 or 1 of the 40 derived isolates, testing
replicates of all possible combinations of host
genotypes and isolates (17). We quantified the
symbiotic quality of rhizobium isolates by mea-
suring aboveground plant biomass and rhizo-
bium fitness by measuring nodule number.
We also sequenced whole genomes of the 40
derived isolates and nine replicates each of the
ancestors and conducted GWASs for symbiont
quality and fitness both on specific host geno-
types and across all plant lines (17).

Variation in the benefits that experimen-
tally evolved bacteria conferred to hosts was
largely determined by the matches between
rhizobium and host genotypes. Derived and
ancestral Em1022 did not differ significantly in
symbiont quality or fitness (tables S1A and
S2A). However, derived bacteria provided
greater benefits to the host genotype they were
paired with during the evolution experiment
(Fig. 2A), although a few isolates were high- or
low-quality symbionts across plant lines (figs.
S1 and S2). Derived rhizobia also achieved
higher fitness when tested on their local host
genotype, with the exception of isolates that
evolved on the least choosy host genotype
(line 270) (Fig. 2B). Linear mixed models
found significantly positive effects of shared
evolutionary history on both rhizobium qual-
ity and fitness (tables S1B and S2B).
Averaged across all hosts, there was a po-

sitive relationship between rhizobia quality and
fitness (fig. S3), suggesting that none of the 40
derived strains evolved to cheat and that strong
fitness feedback makes cooperation adaptive
for rhizobia. Pairwise correlations between the
same trait on different hosts were weaker and
often not statistically significant (fig. S4), sug-
gesting thatmicrobial quality or fitness on one
host poorly predicts quality or fitness on another.
Genomic sequencing of E. meliloti isolates

uncovered 1330 genetic variants, including 547
de novo mutations (fig. S5A). Most de novo
variants (305) were specific to rhizobia derived

on the least choosy host line (line 270); fewer
variants (16 to 59) were specific to rhizobia
derived on other lines (fig. S5A). After filtering
out most singletons and variants in high link-
age disequilibrium, reducing our set to 363 var-
iants (fig. S5B), GWASs identified 145 variants
significantly associated with rhizobium quali-
ty or fitness (referred to as significant variants)
in one or more host environments (table S3).
These variants were mostly located on two
symbiosis plasmids, pSymA and pSymB, which
contain genes essential for the symbiotic and
free-living phases of the rhizobium life cycle,
respectively (21, 22); 62 variants were on pSymA,
68 on pSymB, and only 15 were on the bacterial
chromosome.
Beta scores, which represent the strength

of association between a genomic variant and
a phenotype, were strongly positively corre-
lated between symbiont quality and fitness
(Fig. 3A), meaning that genomic variants that
increased microbial fitness also increased mi-
crobial benefits to plants. Within each host en-
vironment, most of the significant variants
evolved in isolates paired with that host geno-
type in the evolution experiment (i.e., local
variants; red symbols in Fig. 3A and numbers
before commas in Fig. 3B). We categorized
variant effects as “cooperative” if beta scores
for symbiont quality and fitness were both
greater than zero, “defective” if beta scores
were both less than zero, “altruistic” if beta
scores were positive for symbiont quality but
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Fig. 3. Most of the significant genomic
variants were cooperative and local.
(A) GWAS beta scores for symbiont quality
(shoot biomass) and fitness (nodule number)
for the 363 variants (points) among the
40 derived isolates, averaged over all plant lines
or for each host genotype separately. Larger
symbols are variants with one or more sta-
tistically significant effects (squares indicate
segregating in the ancestor; circles indicate
de novo). For the panels showing each host
genotype, red symbol color indicates that
variants evolved in individual host environ-
ments and gray symbol color indicates that
they did not. The region shaded in gray defines
cheater variants. (B) Counts of significant
variants in each host environment. (Category
definitions are provided in the text.) Numbers
before commas indicate local variants, and
numbers after commas indicate variants that
evolved in a different host environment. Plus (+)
or minus (−) symbols indicate categories
with more or fewer variants, respectively, than
the null expectation. Orange shading indicates
a high number of total variants relative to
the other three quadrants; light red shading
indicates a moderate number of variants
relative to the other three quadrants.
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negative for symbiont fitness, or “cheater” if
beta scores were positive for symbiont fit-
ness but negative for symbiont quality. In all
five host environments, most of the signifi-
cant variant effects were cooperative and local
(Fig. 3B and table S3).
We used permutations to assess whether

this pattern could have occurred by chance by
randomly assigning genomes to phenotypes
1000 times and recalculating beta scores (17).
There were significantly more local-cooperative
associations in all five host environments (Fig.
3B, plus symbols) and significantly fewer local-
altruistic and local-cheater associations in some
host environments (Fig. 3B, minus symbols) at
a 5% false discovery rate. The numbers of as-
sociations in other categories (e.g., defective
variants) did not differ from null expectations.
Local, cooperative variants were located in

genes that putatively encode a calcium-binding
protein, a flavin adenine dinucleotide (FAD)–
binding oxidoreductase, and two Ti-type con-
jugative transfer relaxases, among others (table
S3). These functions may be related to nodule
initiation or rhizobium survival inside nodules
(23). Variant effects were often host-specific
and generally conditionally beneficial on their
local host or deleterious on a nonlocal host
(table S3), suggesting selection in local contexts
and drift in nonlocal contexts. When variants
exhibited significant effects on multiple hosts,
they tended to be consistently beneficial or
deleterious across hosts; only two variants had
significant, opposite-sign effects across hosts,
suggesting that trade-offs are rare (table S3).
In summary, cooperation evolved more often,
and cheating or altruism less often, than ex-
pected by chance as bacteria adapted to their
local host genotype.
In our evolution experiment, we expected

the choosiest host line to most strongly favor
the better symbiont, Em1022. However, the
ineffective strain, Em1021, went nearly extinct
across all plant lines, even on indiscriminate

hosts (Fig. 1), suggesting that this strain is a
universally poor competitor. By contrast,
Em1022 evolved previously uncharacterized
variants that differed in both symbiont quality
and fitness. Derived bacteria provided greater
host benefits and generally achieved higher fit-
ness on the host genotype with which they
shared evolutionary history (Fig. 2), and we
detected a significant excess of genomic var-
iants with cooperative effects on local hosts
(Fig. 3). These results suggest that local adap-
tation is a more important evolutionary force
shaping microbial cooperation than is partner
choice. Furthermore, when microbes are con-
sistently paired with the same host and dis-
persal is limited, the resulting local adaptation
likely leads to more, not less, cooperation.
What emerges is a model of adaptation in
host-microbe mutualisms: Microbes can rapid-
ly adapt to a particular host genotype through
standing or de novo variants that also benefit
local hosts but have varying effects on nonlocal
host genotypes, maintaining the variation in
mutualist quality that we observe in host-
associated microbiomes. Our results also imply
that transplanting microbiota is more likely to
be effective among closely related hosts or that
one needs to give sufficient time for microbes
to adapt to a new host environment.
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It is di/cult to believe howmuch our world has changed since our 2020AAASAnnual Meeting

in February. The theme of the 2021 Annual Meeting,Understanding Dynamic Ecosystems,

took on a new and unexpected meaning, especially in light of how vital advances in science

and technology come together to meet and to overcome the challenges of today’s rapidly

changing world.

What 2020 has demonstrated is that coming together virtually to highlight and discuss

advances and collaborations across the STEM ecosystem is needed nowmore than ever—

somuch so that we are radically reducing the registration fee for our scientiIc program, thanks

in part to the generous support of our sponsors. We continue to ofer workshops, e-posters,

and other complimentary programming.

Just as the rest of the world has adapted to a new normal, so too has your Annual Meeting

team.Our new virtual format has transformedmany aspects of themeeting, and we extend our

gratitude to our attendees, speakers, sponsors, and volunteers for their patience and fexibility.

This February, we hope you will consider sharing your voice with our diverse community of

scientists, educators, policymakers, journalists, and many others.

Sincerely,

Claire M. Fraser, Ph.D.

President, AAAS

Chair, 2021 Annual Meeting

Dean’s Endowed Professor and Director, Institute for Genome Sciences

University of Maryland School of Medicine

Dear Science
Enthusiast:
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Starting in late January,
Look out for the pre-release of meeting content:

• Hundreds of Scientifc Session videos, highlighting the

work of individual panelists will be available to stream.

• E-poster galleries will showcase research, including

highlights from early career researchers.

Thanks to the generous support of our sponsors,

access to the scientifc program for AAASmembers

is available at a deeply discounted rate of $50.

Not a AAAS Member?
Now’s the time to join. The 2021 Annual Meeting is open

exclusively to members, but we’ve made joining easier than

ever with new membership options ranging from $25 to $225.*

Simply choose the membership option for you and complete

your meeting registration.

Live February 8–11,

• Invited Topical Lecturers will be available for Q&A.

• Scientifc Sessionswill convene to discuss how each

presenter’s work interacts with others’ and for Q&A.

• Public Workshops will focus on:

• Advancing your career;

• Advocating and building alliances;

• Diversifying and enhancing equity in the

scientiIc enterprise.

• And, of course, leading scientists will address

attendees and the public during Plenary Lectures.

*Ofer valid fromNovember 6, 2020 to February 11, 2021, for new individual members only. There is a

limit of oneAAAS“Future of Science”T-shirt per membership order.Members with an international

shipping address and student members who select a digital subscription are not eligible to receive

the T-shirt. Please allow up to ten weeks for delivery of the T-shirt. The AAAS“Future of Science”

T-shirt is provided as is, without any guarantees or warranty, and cannot be exchanged or returned.

In association with the product,AAASmakes no warranties of any kind, either express or implied,

including but not limited to warranties of merchantability or Itness for a particular purpose.AAAS

members are entitled to receive issues published only during their 12-monthmembership term.

CONNECTWITH US!
#AAASmtg

aaas.org/meetings

@AAASmeetings

/AAAS.Science
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Plenary Lectures

Ruha Benjamin

Princeton University

Claire M. Fraser

President, AAAS

University of Maryland School of Medicine

Anthony S. Fauci

U.S. National Institute of Allergy

and Infectious Diseases

Mary L. Gray

Microsoft Research

Sethuraman Panchathan

National Science Foundation

Presented by:
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Anne H. Charity Hudley

University of California,

Santa Barbara

Ayanna Howard

Georgia Institute

of Technology

Joseph M. DeSimone

Carbon, Inc. and

Stanford University

Nalini M. Nadkarni

University of Utah

Yalidy Matos

Rutgers University

Topical Lectures

As of September 30, 2020
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2021: A CRITICALYEAR TO SUPPORT

CLIMATE AND BIODIVERSITY

OrganizedbyAndrewAllen, TheRoyal

Society, London,UnitedKingdom

21ST CENTURYALCHEMY: TURNING

WASTE INTO RESOURCES

OrganizedbyBoyoungChoe,National

ResearchCouncil of Science andTechnology,

Sejong, Korea, Republic of (South)

AEROSPACE INDUSTRY:

OPPORTUNITIES FOR PHYSICALAND

FUNCTIONAL EXPANSION

OrganizedbyLynnetteD.Madsen,National

Science Foundation, Alexandria, VA

AMAZON DEVELOPMENT PATHWAYS TO

FOSTER CONSERVATION AND SOCIO-

ECONOMIC PROSPERITY

OrganizedbyJessicaTomeGarcia and

LaurenBarredo, SustainableDevelopment

SolutionsNetwork,NewYork,NY

AN EPIDEMIOLOGICAL BLUEPRINT

TO UNDERSTAND THE COMPLEX

DYNAMICS OFA PANDEMIC

OrganizedbyMarianneLucien, ETHZurich,

Zurich, Switzerland

APPROPRIATE SCIENTIFIC RESPONSES

TO CRISES

Organized byAtsushi Arakawa, Japan

Science and Technology Agency,

Tokyo, Japan

ARTIFICIAL INTELLIGENCE FOR

PHYSICS: EXPERIMENTALAND

THEORETICAL PERSPECTIVES

OrganizedbySergeiGleyzer, University of

Alabama, Tuscaloosa, AL;MeenakshiNarain,

BrownUniversity, Providence, RI

ASTROBIOLOGYAND ORIGINS OF LIFE:

FROM CHEMICAL NETWORKS TO LIVING

ECOSYSTEMS

Organizedby DavidBaum,University of

Wisconsin-Madison,Madison,WI

BACTERIA, KEY PLAYERS IN MANY

DIVERSE ECOLOGICAL NETWORKS

Organized byJohn Beutler, National

Cancer Institute, Frederick, MD

BIOLOGICAL INVASIONS IN MOUNTAIN

ECOSYSTEMS: RESEARCH AND

EDUCATION

OrganizedbyRobert Pal andBeverlyKarplus

Hartline,MontanaTechnological University,

Butte,MT

BIOSPHERE RESPONSES TO

GEOENGINEERING

Organized byForrest Hoffman, Oak Ridge

National Laboratory, Oak Ridge, TN;

Cheng-En Yang, University of Tennessee,

Knoxville, TN

BRAIN-MACHINE INTERFACES:

SCIENCE, IMPACT, AND ETHICS

OrganizedbyJitMuthuswamy,ArizonaState

University, Tempe,AZ; EricMaass,Medtronic

RTG, Tempe,AZ

CANNABIDIOL 2021: SCIENCE, SAFETY,

AND SOCIETAL ISSUES

OrganizedbySol Bobst, ToxSci Advisors LLC,

Houston, TX

CLEARING THE AIR: THE CASE FOR

LOWERING US PM2.5 STANDARDS

OrganizedbyMarianthi-Anna

Kioumourtzoglou and JoanCasey, Columbia

UniversityMailmanSchool of PublicHealth,

NewYork,NY

COASTAL ECOSYSTEMS: THE

RELATIONSHIP BETWEEN COMMUNITY

AND ENVIRONMENT

Organized byDavid Souza, UK Research

and Innovation, Swindon, United Kingdom

COASTAL STORM EFFECTS IN THE

TIME OF CLIMATE CHANGE

Organized byRonadh Cox, Williams

College, Williamstown, MA

COLLABORATING ATA DISTANCE

TO FIGHT COVID-19

OrganizedbyHeather Evans,National

Institute of Standards andTechnology,

Gaithersburg,MD;MarlaDowell, National

Institute of Standards andTechnology,

Boulder, CO

COMPLEX GLYCANS IN CORONAVIRUS

BIOLOGY: THE SWEET SECRETS OF

A PANDEMIC

Organized byIain Wilson, Universität

für Bodenkultur Wien, Vienna, Austria;

Elisa Fadda, Maynooth University,

Maynooth, Ireland

COMPUTATIONALMODELING OF

THE OVARY: APPLICATIONS FOR

PREDICTIVE TOXICOLOGY

OrganizedbyKarenH.Watanabe, Arizona

StateUniversity, Phoenix, AZ;MaryB.

Zelinski, OregonNational PrimateResearch

Center, Beaverton,OR

COMPUTER SIMULATION

MODELING FOR COVID POLICY:

GLOBAL PERSPECTIVES

OrganizedbyAbrahamFlaxman, Institute for

HealthMetrics andEvaluation, Seattle,WA

COMPUTING, ARTIFICIAL

INTELLIGENCE, AND SOCIETAL

IMPACTS: AN INFLECTION POINT

OrganizedbyDaniel A. Reed,University of

Utah, Salt LakeCity, UT

CONSEQUENCES OF INCARCERATION

ON HEALTH INEQUITYAND RACIAL

INJUSTICE

OrganizedbyLindaTeplin, Northwestern

University, Chicago, IL

CONVERSATIONAL CHALLENGES OFAI

TEAMINGWITH HUMANS

OrganizedbyRandiMartin, RiceUniversity,

Houston, TX

COUPLING EXPERIMENTS AND MODELS

IN STUDIES OF THE MICROBIOME

OrganizedbyMarkAlber and Joel Sachs,

University ofCalifornia, Riverside, CA

COVID-19 ACADEMIC SYSTEM STRESS

TEST: WINNERS AND LOSERSWHEN

SCIENCE MOVES HOME

OrganizedbyStephaniePfirman, Arizona

StateUniversity, Tempe,AZ

CREATING AND IMPROVING PATHWAYS

FOR STEM PROFESSIONALS TO ADVISE

CONGRESS

OrganizedbyMikeMiesen andLauraManley,

HarvardUniversity, Cambridge,MA

DECONSTRUCTING CANCER CELLS

FOR MORE EFFECTIVE TREATMENT

Organized byMatthewMidgley and Emily

Mobley, Wellcome Sanger Institute,

Cambridge, United Kingdom

DESIGNER MOLECULES:

UNDERSTANDING AND UTILIZING

THEIR QUANTUM NATURES

OrganizedbyJensDilling, TRIUMF,

Vancouver, Canada; Ronald FernandoGarcia

Ruiz,Massachusetts Institute of Technology,

Cambridge,MA

DEVELOPING RESILIENT FOOD

SYSTEMS IN A DISASTER-PRONE

WORLD

OrganizedbyNicoleArbour, International

Institute forAppliedSystemsAnalysis,

Laxenburg, Austria

DIGITALAND GREEN: INSTRUMENTS

FOR DRIVING SOCIO-ECONOMIC

RECOVERY

OrganizedbyVinnyPillay, SouthAfrican

Department of Science andTechnology,

Pretoria, SouthAfrica

Scientifc Sessions
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DYNAMICS IN URBAN ECOSYSTEMS

AND ENVIRONMENTS: MULTI-

DISCIPLINARY PERSPECTIVES

OrganizedbyQihaoWeng, IndianaState

University, TerreHaute, IN; ElizabethA.

Wentz, ArizonaStateUniversity, Tempe,AZ

DYNAMICS OFTROPICAL FORESTS AND

THEIR IMPACT ON THE CLIMATE

Organized byFrédéric Achard, European

Commission Joint Research Centre,

Ispra, Italy

EFFECTS OF SPACE TRAVEL ON THE

HUMAN BODY

OrganizedbyDavidSouza,UKResearch and

Innovation, Swindon,UnitedKingdom

EVALUATING THE PROMOTION AND

PROTECTION OFTHE U.S. BIOECONOMY

OrganizedbyMaryMaxon, Lawrence

Berkeley National Laboratory, Emeryville,

CA; Jeff Furman, BostonUniversity, MA

EVOLVING POLICY PRIORITIES

IN INTERNATIONAL SCIENTIFIC

PARTNERSHIPS

Organized byAmanda Vernon, American

Academy of Arts and Sciences,

Cambridge, MA

EXPLORING MARS: PAST, PRESENT,

AND FUTURE

Organized byMatt Shindell, Smithsonian

National Air & Space Museum,

Washington, DC

EXPLORING TIPPING POINTS IN

NATURALAND SOCIAL SYSTEMS

OrganizedbyVeeraMitzner, Future Earth,

Boulder, CO

HOWTHINKING ABOUT RELIGION

CAN INCREASE RACIALAND GENDER

DIVERSITY IN SCIENCE

OrganizedbyBethanyBoucher, Rice

University, Houston, TX

HUMAN IMPACTS ON GLOBALWILDLIFE

AND THEIR HABITATS

OrganizedbyDavidSouza,UKResearch and

Innovation, Swindon,UnitedKingdom

HUMAN NICHE CONSTRUCTION

THEORY: A LENS TO ANALYZE ONGOING

CLIMATE CHANGE

OrganizedbyCaraOcobock,University of

NotreDame, IN

INDIGENOUS KNOWLEDGE, SCIENCE,

AND ETHICAL FRAMEWORKS FOR

COLLABORATION

OrganizedbyCurtis Baxter andRobert

O’Malley, AmericanAssociation for the

Advancement of Science,Washington,DC

INEQUITIES IN THE CRIMINAL JUSTICE

ECOSYSTEM: POLICING, MONETARY

SANCTIONS, JAIL

OrganizedbyWilliamAlexPridemore, State

University ofNewYork atAlbany,NY

INSTITUTION, JOURNAL, REPORTER:

STRATEGICALLYMITIGATING COVID-19

MISINFORMATION

Organized byValeria Sabate, American

Association for the Advancement of

Science, Washington, DC

INSTITUTIONAL RESPONSES TO COVID:

THE IMPACT ON UNDERGRADUATE

STEM INSTRUCTION

OrganizedbyCharlesHenderson,Western

Michigan University, Kalamazoo, MI;

Michael Feder, AmericanAssociation for the

Advancement of Science,Washington,DC

INTERPRETING PUBLIC OPINION OF

SCIENTISTS AND THEIRWORK

Organized byCary Funk, Pew Research

Center, Washington, DC

LANGUAGE DEVELOPMENTAND

HEALTH: DEAF CHILDREN DURING

QUARANTINE

OrganizedbyDonna JoNapoli, Swarthmore

College, PA

MAPPING AND MODELING

MICROBIOMES

OrganizedbyMatthewSullivan, TheOhio

StateUniversity, Columbus,OH;RuthVarner,

University ofNewHampshire, Durham,NH

MESSENGERS FROM THE COSMOS:

RECEIVING GRAVITATIONALWAVES,

PARTICLES, AND LIGHT

OrganizedbyNancyLevenson, Space

TelescopeScience Institute, Baltimore,MD;

GabrielaGonzalez, LouisianaStateUniversity,

BatonRouge, LA

MICROBIOME AND GUT1BRAIN

INTERACTIONS

OrganizedbyRosaKrajmalnik-Brown,

ArizonaStateUniversity, Tempe,AZ;

SarkisMazmanian, California Institute of

Technology, Pasadena,CA

MITIGATING THE IMPACT OF GLOBAL

TICK1BORNE DISEASES

OrganizedbyTimothySellati, Global Lyme

Alliance, Stamford, CT; SusannaVisser,

Centers forDiseaseControl, FortCollins, CO

MONARCHS: PUBLIC RESPONSE

SEEN THROUGH POLICY, MEDIA,

AND CITIZEN SCIENCE

OrganizedbyBruce Lewenstein andAnurag

Agrawal, Cornell University, Ithaca,NY

NEUROSCIENCE FOR ARCHITECTURE:

EVIDENCE FOR A NEWBRAIN1BASED

SCIENCE OF DESIGN

Organized byThomasD.Albright,Salk

Institute for Biological Studies, LaJolla,CA

OCEANIC RESPONSES TO THE CLIMATE:

RECOGNIZING CHANGES

AND EXTREMES

Organized byLijing Cheng, Chinese

Academy of Sciences, Beijing, China

OPEN SCIENCE: ISSUES AND

CHALLENGES ACCELERATED

BY COVID119

OrganizedbyJerrySheehan,National

Institutes ofHealth, Bethesda,MD;Kazuhiro

Hayashi, National Institute of Science and

TechnologyPolicy, Tokyo, Japan

OPPORTUNITYATTIMES OF CHANGE:

CATALYZING THE EVOLUTION OF

GRADUATE EDUCATION

OrganizedbyBarbaraNatalizio, National

Postdoctoral Association, Rockville,MD
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PHOSPHORUS AND CLIMATE CHANGE:
A VICIOUS CIRCLE
Organized byJames Elser, University of

Montana, Polson,MT;Matt Scholz, Arizona

State University, Tempe, AZ

POLYGENIC RISK SCORES: USES
AND MISUSES IN HEALTH, RESEARCH,
AND SOCIETY
Organized bySarah Tishkoff, University of

Pennsylvania, Philadelphia, PA; KyleBrothers,

University of Louisville, KY

PURSUING ENVIRONMENTAL JUSTICE
THROUGH SCIENCE AND RELIGION
OrganizedbyLilahSloane-Barrett andKaty

Hinman,AmericanAssociation for the

Advancement of Science,Washington,DC

REDUCINGWASTE IN THE U.S. SEAFOOD
SUPPLY CHAIN
Organized byLekelia Jenkins, Arizona

State University, Tempe, AZ; Dave Love,

Johns Hopkins University, Baltimore, MD

RESEARCH AND INNOVATION:
ENHANCING COLLABORATIONS
BETWEEN ACADEMIAAND INDUSTRY
OrganizedbyLorneWhiteheadandMichele

Mossman,University of BritishColumbia,

Vancouver, Canada

RESOLVING LGBTQ DISPARITIES IN
STEM REPRESENTATION THROUGH
DEMOGRAPHIC DATA
OrganizedbyRochelleDiamond,National

Organization ofGay&LesbianScientists&

Technical Professionals, Pasadena,CA

RESPONSE OF DIGITALTECHNOLOGY
TO COVID-19 AND CLIMATE CHANGE
OrganizedbyAndrewAllen, TheRoyal

Society, London,UnitedKingdom

SCALING LOCALIZED MANUFACTURING
FOR SUSTAINABILITYAND RESILIENCE
OrganizedbyK.C.Morris, National Institute

of Standards andTechnology,Gaithersburg,

MD;Björn Johansson,ChalmersUniversity of

Technology,Gothenburg, Sweden

SCIENCE AND ENGINEERING FOR
HUMANITARIAN GOALS
OrganizedbyLynnetteD.Madsen,National

Science Foundation, Alexandria, VA

STRENGTHENING COMMUNITIES AND
SCIENTIFIC RESEARCH IN ADAPTING
TO CLIMATE CHANGE
OrganizedbyPamelaDoughmanandBen

Wender, California EnergyCommission,

Sacramento, CA

STRENGTHENING SUSTAINABILITY
PROGRAMS AND CURRICULA IN
HIGHER EDUCATION
OrganizedbyLidaBeninsonandEmi

Kameyama,National Academies of Sciences,

Engineering, andMedicine,Washington,DC

THE COVID-19 INFODEMIC:
COMBATTING MISINFORMATION
DURING GLOBAL CRISES
OrganizedbyStefanStieglitz, University of

Duisburg-Essen,Duisburg,Germany

THE CRITICALAND EVOLVING ROLE
OFSCIENTIFICADVISORYCOMMITTEES
IN POLICYMAKING
OrganizedbyMichael Fernandez and

ErinHeath, AmericanAssociation for the

Advancement of Science,Washington,DC

THE DIGITALIZATION OF HEALTHCARE
AND ITS EFFECTS ON ENGAGEMENT
AND GOVERNANCE
OrganizedbyCalvinHo,University ofHong

Kong,HongKong;MadeleineMurtagh,

NewcastleUniversity, Newcastle uponTyne,

UnitedKingdom

THE DYNAMIC PAST: HOWSCIENCE
HELPS GIVE VOICE TO SILENCED
STORIES
OrganizedbyRobertO’Malley, American

Association for theAdvancement of Science,

Washington,DC

THE FUTURE OF CITIES: GREEN
BUILDINGS AND SUSTAINABLE
INFRASTRUCTURE
OrganizedbyDavidSouza,UKResearch and

Innovation, Swindon,UnitedKingdom

THE GUTMICROBIOME: IMPACT FROM
EARLY LIFE ON HEALTH AND DISEASE
OrganizedbySamanthaWynneand

EmilyMobley,WellcomeSanger Institute,

Cambridge,UnitedKingdom

THE IMPACTS OFMOBILE TECHNOLOGY
AND REGULATION IN A PANDEMIC
OrganizedbyKatinaMichael, Arizona

StateUniversity, Tempe,AZ; RobaAbbas,

University ofWollongong, Australia

THE IMPORTANCE OF BIOLOGICAL
COLLECTIONS IN THE FIGHTAGAINST
COVID-19
OrganizedbyKeeganSawyer andAudrey

Thevenon,National Academies of Sciences,

Engineering, andMedicine,Washington,DC

THE INTERDEPENDENCE OF HUMAN
HEALTH AND AQUATIC SOCIAL-
ECOLOGICAL SYSTEMS
OrganizedbyKathryn Fiorella, Cornell

University, Ithaca,NY

THE MATHEMATICS OF HOMEOSTASIS
AND HEALTH
OrganizedbyMichael Reed,DukeUniversity,

Durham,NC

THE PANDEMIC’S SOCIAL ECOSYSTEM:
LEARNING NEW PATHS TOWARD
KNOWLEDGE AND TRUST
OrganizedbyJonathanCoopersmith, Texas

A&MUniversity, CollegeStation, TX; Lisa

Onaga,MaxPlanck Institute for theHistory of

Science, Berlin, Germany

THE QUANTUM ECOSYSTEM:
INNOVATION
OrganizedbyCharlesClark, JointQuantum

Institute, Gaithersburg,MD;Araceli Venegas-

Gomez,QURECA,Glasgow,UnitedKingdom

THE ROLES OF STATISTICS AND DATA
SCIENCE IN FIGHTAGAINST COVID-19
Organized byLei Liu, Washington

University in St. Louis, MO

THEY (ANDWEB AREWHATWE EAT:
LINKING DIETAND GUTMICROBIOME
TO HUMAN HEALTH
OrganizedbyFaridaMohamedshah, Institute

of FoodTechnologists, Chicago, IL

TIME MATTERS: TRANSIENTS AND
DYNAMICS IN THE MANAGEMENT OF
ECOSYSTEMS
OrganizedbyAlanHastings, University

ofCalifornia, Davis, CA; KimCuddington,

University ofWaterloo, Canada

UNDERSTANDING AND ENABLING
HUMAN TRAVELTO THE MOON
AND MARS
OrganizedbyLeslieDeChurch,Northwestern

University,Winter Park, FL

USING GENOMICS TO TRACK
AND DEFEAT COVID-19, MALARIA,
AND CHOLERA
OrganizedbyAlisonCranage,Wellcome

Sanger Institute, Cambridge,United

Kingdom;EmilyMobley,WellcomeSanger

Institute, Cambridge,UnitedKingdom

USING TECHNOLOGYTO IMPROVE
UNDERSTANDING OF CHANGES
TO BIODIVERSITY
OrganizedbyJonasBrunschwig, swissnex

Boston,Cambridge,MA; TiffanyMerz-Cheok,

University of Zurich, Zurich, Switzerland
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WORKSHOPS

CareerWorkshops
Opportunities to gain advice and

strategies from experienced STEM

professionals

COMMUNICATING FOR IMPACT: HOW

TO SHARE RESEARCH THROUGH THE

NEWS MEDIA

Organized by Diana Brazzell, Footnote,

Washington, DC

ELEVATING SCIENCE IN AVIRTUAL,

WORK-FROM-HOME ENVIRONMENT

Organized byGregKunkle, Pacific Northwest

National Laboratory, Richland, WA

ENGAGINGWITH INSTITUTIONS

ABROAD THROUGH THE FULBRIGHT

SPECIALIST PROGRAM

Organized by Amirah Nelson, World

Learning, Washington, DC

FOSTERING CAREER DEVELOPMENT

THROUGH RESEARCH LEARNING

EXPERIENCES

Organized by Joan Ferrini-Mundy and Ali

Abedi, University of Maine, Orono, ME

HOWTO BUILD AND MANAGE

SCIENTIST NETWORKS

Organized by Robin TimWeis, Office

of Science and Technology Austria,

Washington, DC

HOWTO CREATE AND DELIVER AN

EFFECTIVEWEBINAR

Organized by Dennis Meredith,

Independent, Fallbrook, CA

HOWTO CREATE COMPELLING

RESEARCH TALKS USING ELEMENTS

OF STORY

Organized by Holly Walter Kerby, Wisconsin

Institute of Discovery, Madison, WI

INTERNATIONAL DOCTORAL

NETWORKS AND RESEARCHERS’

MOBILITY FOR EXCELLENT RESEARCH

Organized by Julie Lepretre, European

Commission, Brussels, Belgium

JOURNALS, JOURNALS EVERYWHERE,

BUTWE SHOULD STOP AND THINK

Organized by Roxanne Bogucka, University

of Texas at Austin, TX

MIND THE GAP: BRIDGING THE

EXPECTATION GAP BETWEEN

RESEARCHERS AND EMPLOYERS

Organized by Mostafa Moonir Shawrav,

Marie Curie Alumni Association, Vienna,

Austria

MIND THE GAP: ENGAGING SCIENTISTS

WITH K-12 EDUCATORS TO ADVANCE

STEM EDUCATION

Organized by Kitchka Petrova, National

Science Foundation, Alexandria, VA

PREPARING FOR SUSTAINABLE

RESEARCH CAREERS INSIDE OR

OUTSIDE OFACADEMIA

Organized by Mostafa Moonir Shawrav

and Gabor Kismihok, Marie Curie Alumni

Association, Vienna, Austria

REIMAGINING MENTORSHIP VIA

AN INTERDISCIPLINARY LEARNING

COMMUNITY

Organized by Amanda Diekman, Indiana

University, Bloomington, IN

SKILLS FOR RESILIENT RESEARCHERS

Organized by Julie Lepretre, European

Commission, Brussels, Belgium

UNIQUE STRATEGIES FOR TEACHING

AND LEARNING ABOUT SCIENCE AND

TECHNOLOGY POLICY

Organized by Deborah Stine, Science,

Technology, and Innovation Policy Analysis

& Education, LLC, Pittsburgh, PA

WHAT STORY? THE POWER OF

THE PODCAST FOR SCIENCE

COMMUNICATION AND YOUR CAREER

Organized by Elaine Devine, Taylor &

Francis, Abingdon, United Kingdom

WINNING UNDECIDED HEARTS &

MINDS: COMMUNICATINGWITH VALUES

OrganizedbyHeatherConklin, Science

Communication Journal Club,Oceanside, CA

YOU ARE A LEADER! NAVIGATE YOUR

STEM CAREER JOURNEYTHROUGH 360

DEGREE LEADERSHIP

Organized by Alaina Levine, Quantum

Success Solutions, Tucson, AZ

AdvocacyWorkshops
Explore ways of promoting science

in your community

BRINGING SCIENCE TO LOCAL POLICY

SOLUTIONS: THE LOCAL SCIENCE

ENGAGEMENT NETWORK

OrganizedbyDaniel Barry, American

Association for theAdvancement of Science,

Washington,DC

CLIMATE CHANGE CONVERSATIONS:

CREATING DIALOGUE ABOUT

SOLUTIONS

OrganizedbyElanaKimbrell, American

Association for theAdvancement of Science,

Washington,DC
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COMMUNITY ENGAGEMENTAND

OUTREACH FOR STEMM EDUCATORS

OrganizedbyTheresa L.Harris, American

Association for theAdvancement of Science,

Washington,DC

COMMUNITY ENGAGEMENT IN THE

TIME OF COVID: SOLUTIONS FOR

REMOTE STEM OUTREACH

Organized by Victoria Herrmann,

The Arctic Institute, Washington, DC

CONTINUING EFFECTIVE COMMUNITY

ENGAGEMENT IN TIMES OF COVID-19

Organized by Latasha Wright, BioBus,

Bronx, NY

CREATING SCIENCE-POLICY

CAPACITIES AND OPPORTUNITIES

THROUGH FELLOW-SHIP PROGRAMS

OrganizedbyMarcellaOhira, Inter-American

Institute forGlobal ChangeResearch,

Montevideo,Uruguay

LEGISLATORS IN LAB COATS: HOW

TO RUN FOR OFFICE AND CHANGE

THEWORLD

OrganizedbyShaughnessyNaughton, 314

Action, Philadelphia, PA

PATHWAYS FOR EARLY CAREER

SCIENTISTS CATALYZING POLICY

CHANGE

OrganizedbyHollyMayton,National Science

PolicyNetwork, VirginiaBeach, VA

PUTTHE BOTTOM LINE UP FRONT

TO IMPACT POLICY & IMPROVE YOUR

COMMUNICATION

Organizedby JessicaSoule, American

Association for theAdvancement of Science,

Washington,DC

SCIENCE COMMUNICATION AS ATOOL

FOR TRAINING THE NEXT GENERATION

OF INFLUENCERS

Organized by Adriana Bankston, Journal

of Science Policy and Governance,

Washington, DC

SCIENCE COMMUNICATION ON-LINE

PROGRAMME (SCOPE)

OrganizedbyMichelle Paulsen,Northwestern

University, Evanston, IL

SCIENTISTS AS CITIZENS: PATHWAYS

FOR LOCAL GOVERNMENT

ENGAGEMENT

OrganizedbyRebeccaMandt, Engineers and

ScientistsActing Locally, Cambridge,MA

SUCCEEDING AS A SCIENCE LEADER

WORKING OUTSIDE ACADEMIA

OrganizedbyAaronMertz, TheAspen

Institute,NewYork,NY

Culture, Equity,

& InclusionWorkshops
Discover strategies for creating

inclusive networks

BUILDING YOUR PROFESSIONAL

NETWORKS AS AWOC IN STEM

Organized by Ana Porras, Cornell

University, Ithaca, NY

CAREERS IN STEM POLICY:

OPPORTUNITIES FOR

UNDERREPRESENTED MINORITIES

Organized by Brandy Huderson, National

Science Foundation, Alexandria, VA

CONCEPTUALIZING STUDENT

DIVERSITY IN THE CLASSROOM

Organized by Stanley Lo, University of

California San Diego, La Jolla, CA

ETHICAL EVALUATION OFA/IS IMPACT

ON HUMANWELL-BEING USING IEEE

7010-2020

Organized by Alice Vo Edwards, The CEO

Within LLC, North Las Vegas, NV

INCLUSIVE ONLINE TEACHING:

TOWARD MORE IMPACTFULAND

ENGAGED LEARNING

Organized by Leyte Winfield, Spelman

College, Atlanta, GA

LEVERAGING OUR PRIVILEGE TO

ADDRESS SYSTEMIC BIASES

Organized by Maria-Denise Dearing,

University of Utah, Salt Lake City, UT

MOVEMENT-BUILDING IN STEM IN

THE MIDST OFTHE BLACK LIVES

MATTER MOVEMENT.

Organized by Jessica Esquivel,

Fermilab, Batavia, IL

NAVIGATING THE TRAINEE-MENTOR

RELATIONSHIP AS A STEM TRAINEE

WITH A DISABILITY

Organized by Mahadeo Sukhai, Canadian

National Institute for the Blind, Kingston,

Canada

SCIENCE COMMUNICATION

AND ENGAGEMENTWITH

RELIGIOUS PUBLICS

Organized by Robert O’ Malley, American

Association for the Advancement of Science

SCIENCE-DANCE FOR INCLUSIVE

COMMUNITY ENGAGEMENT,

EDUCATION & SOCIAL CHANGE

Organized by Lewis Hou, Science Ceilidh,

Edinburgh, United Kingdom

SOUNDING THE ALARM: ADDRESSING

RACISM, COVID-19, AND MENTAL

HEALTH IN SCIENCE

Organized by Kerrie Wilkins-Yel, University

of Massachusetts Boston, MA

CONNECTWITH US!

#AAASmtg

@AAASmeetings

/AAAS.Science

The 2021 AAAS Annual

Meeting will convene

entirely online, February

8-11, with related prereleased

materials available starting

in late January.

Please see our website

for the most up-to-date

program information:

aaas.org/meetings

Registration will be

available in November!
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Visit the website and start planning today!

myIDP.sciencecareers.org

Features in myIDP include:

 Exercises to help you examine your skills, interests, and values.

 A list of 20 scientifc career paths with a prediction of which ones best ft your

skills and interests.

 A tool for setting strategic goals for the coming year, with optional reminders to

keep you on track.

 Articles and resources to guide you through the process.

 Options to savematerials online and print them for further review and discussion.

 Ability to select which portion of your IDP you wish to share with advisors,

mentors, or others.

 A certifcate of completion for users that fnishmyIDP.

For your career in science, there’s only one

A career plan customized
for you, by you.

myIDP:

In partnership with:
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FACULTY POSITION IN CANCER EPIGENETICS at FOX

CHASE CANCER CENTER

The Fox Chase Cancer Center invites applicants for tenure-track faculty
positions at the level of assistant professor and associate professor in theCancer
Epigenetics Institute andCancerSignaling andEpigenetics Program.While
outstanding candidates working in all areas of epigenetics are invited to apply,
we are particularly soliciting applications from candidates that are interested
in the following areas: 1. the relationship between higher order genome orga-
nization and cancer development, progression and/or resistance; 2. the role
chromatin has in genome stability; 3. the relationship between cellular signal-
ing, chromatin modulation and cancer; 4. the relationship between metabolic
pathways and epigenetic control; 5. the role of modified nucleic acids (DNA,
RNA) and associated regulation in cancer; 6. the relationship between immune
oncology and epigenetics.

Successful applicants will join a highly interactive institution that is committed
to bridging basic discovery to clinical application through collaboration. Fox
Chasewas among the nation’s first institutions to receive ComprehensiveCancer
Center designation from the NCI in 1974. There are 119 research faculty that
generate $63.2 million in funding. The research faculty are surrounded by
clinical colleagues that provide care for over 105,000 individuals and support
>170 clinical trials, of which >60 are investigator-initiated. Two particular
highlights of the center are the superb clinical pipeline that facilitates rapid
translation of basic science discoveries into the clinic and the world-class core
facilities that are easily accessed.

Applicants interested in joining such an environment should have a Ph.D.
and/or M.D. degree with an outstanding record of research productivity. The
application should contain the following information - a curriculum vitae, a
brief (up to two pages) statement of research interests and future goals and a
list of three individuals providing letters of recommendation. Please send the
application via email to Johnathan Whetstine (Johnathan.Whetstine@fccc.
edu), Director, Cancer Epigenetics Institute, Co-Leader, Cancer Signaling and
Epigenetics Program, Fox Chase Cancer Center.

Equal Opportunity Employer.

Tenure-track Assistant or Associate Professor

of Genetics or Genomics

In anticipation of substantial growth over the next five years,
the Department of Human Genetics at the University of Utah
School of Medicine (www.genetics.utah.edu) seeks outstanding
applicants for one or more tenure-track positions at the level of
Assistant or Associate Professor. We seek highly creative sci-
entists who use genetics to investigate fundamental biological
problems. We encourage applicants whose research focuses on
evolutionary and functional genetics and genomics; human and
medical genetics; computational genomics; and research pro-
grams using established model or unconventional organisms.
As part of a vibrant community of faculty with a strong track
record of collaborative mentorship, research, and funding, the
Department of Human Genetics lies at the interface between
basic and clinical sciences. This creates ample opportunities
for interdisciplinary research (e.g., our Center for Genetic Dis-
covery, Transformative Excellence Program in Evolutionary
Genetics and Genomics, and Center for GenomicMedicine). As
a department, we value diversity and equity, and believe that the
best science is done when researchers of diverse backgrounds
are integrated and supported in an inclusive manner. We seek
faculty who share these values. Our institution is set in a unique
geographical landscape that attracts a heterogeneous and pro-
ductive scientific community. Successful candidates will receive
a generous startup package and enjoy a stimulating research
environment that places a strong emphasis on innovation and
interaction.

Link to apply: http://utah.peopleadmin.com/postings/108145

Applicants are asked to submit:
• CurriculumVitae - CVand 3most relevant reprints or preprints
• Research statement - Describe your most significant scientific
accomplishments, your goals for research as a facultymember,
and the qualifications and experience that have prepared you
to achieve these goals.

• Teaching statement - Describe your commitment to education,
your teaching philosophy, and the courses you might poten-
tially teach.

• Diversity, equity, and inclusion statement - Describe your past
and future contributions to diversity, equity, and inclusion
through research, teaching, and service.

The University of Utah is an Affirmative Action/Equal Oppor-
tunity employer and does not discriminate based upon race,
national origin, color, religion, sex, age, sexual orientation,
gender identity/expression, status as a person with a disability,
genetic information, or Protected Veteran status. Individuals
from historically underrepresented groups, such as minorities,
women, qualified persons with disabilities and protected veter-
ans are encouraged to apply. Veterans’ preference is extended
to qualified applicants, upon request and consistent with Uni-
versity policy and Utah state law. Upon request, reasonable
accommodations in the application process will be provided to
individuals with disabilities. To inquire about the University’s
nondiscrimination or affirmative action policies or to request
disability accommodation, please contact: Director, Office of
Equal Opportunity and Affirmative Action, 201 S. Presidents

Circle, Rm 135, (801) 581-8365.

The University of Utah values candidates who have experience
working in settings with students from diverse backgrounds,
and possess a strong commitment to improving access to
higher education for historically underrepresented students.

Confused about

your next career move?

Download Free Career

Advice Booklets!

ScienceCareers.org/booklets
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YOU’D
SMILE TOO
IF YOU JUST
ADVANCED
YOUR
CAREER.

Find your next job at ScienceCareers.org

There’s scientific proof that when you’re happy

withwhat youdo, you’rebetter atwhat youdo.Access

career opportunities, see who’s hiring and take

advantage of our proprietary career-search tools.

Get tailored job alerts, post your resume andmanage

yourapplicationsall inoneplace: sciencecareers.org



SCIENCECAREERS.ORG

Science Careers helps you advance
your career. Learn how !

 Register for a free online account on

ScienceCareers.org.

 Search hundreds of job postings and

fnd your perfect job.

 Sign up to receive e-mail alerts about job

postings that match your criteria.

 Upload your resume into our database and

connect with employers.

 Watch one of our many webinars on

diferent career topics such as job searching,

networking, andmore.

 Download our career booklets, including

Career Basics, Careers Beyond the Bench,

and DevelopingYour Skills.

 Complete an interactive, personalized career

plan at “my IDP.”

 Visit our Employer Profles to learnmore

about prospective employers.

 Read relevant career advice articles from our

library of thousands.

Visit ScienceCareers.org
today— all resources are free
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NAOMI: I remember that day in March 

2020 when everything seemed to un-

ravel. I was told to evacuate my cam-

pus and that classes would be virtual 

for the indefinite future. While many 

of my peers’ summer research oppor-

tunities were canceled, I was lucky 

that the Harvard summer internship 

was scheduled to continue virtually. 

But I wondered how I would learn a 

completely new topic and research 

style from 3000 kilometers and two 

time zones away. How would I form 

a relationship with my mentors? 

MATTHIAS: Both Maha and I had 

doubts about the virtual internship 

format. I had never mentored a 

student completely remotely, and I 

knew you had never done this type 

of research before. I counted on Maha’s experience men-

toring students and her optimism that we would make 

it work. 

NAOMI: The biggest challenge for me was not knowing 

whether I was on track. If we had been working together 

in person, it would have been easy to casually touch base 

and get gentle nudges in the right direction when I needed 

them. But I was too nervous to ask basic questions over 

video calls and chat, so I relied on trial and error and online 

tutorials. Then, when I presented my work to you, I was 

disappointed to learn that the model I had worked on for 

2 weeks was completely wrong. 

MAHA: I remember that moment well. It became clear then 

that we needed to reset our expectations and how we com-

municated. I urged you to use chat liberally and reach out 

for more frequent short check-ins. As the days rolled on, 

you seemed to become more at ease asking for help. 

NAOMI: It certainly helped that you were present and re-

sponsive via telephone calls and chat. I also learned the 

importance of making my concerns 

heard. And when we began to speak 

more often, I got to see another side 

of your lives. I never expected to have 

video calls with Matthias while he 

was at the playground with his kids! 

MATTHIAS: Me neither! Do you re-

member when my daughter poured 

water on my laptop? It delayed me 

terribly in sending over a key figure 

for your final presentation. I was bal-

ancing so much at the time and yet 

desperately wanted to be there when 

you needed me. 

NAOMI: Yes, that wasn’t the smooth-

est moment—but ultimately it only 

strengthened our relationship. See-

ing your struggles with working from 

home helped me realize that we are all human, navigating 

through a difficult time together.  

MATTHIAS: I enjoyed connecting with you informally; it felt 

very genuine. It also offered an opportunity to reflect on 

what kind of mentor I want to be in the “real” world. I hope 

to carry that forward with me. 

MAHA: Losing the connection with mentees was among 

the hardest aspects of the quarantine for me profession-

ally. Shifting to a more relaxed communication style really 

helped. It also reinforced my belief that science and scien-

tists should be less aloof and more welcoming, especially to 

aspiring scientists early in their careers. 

NAOMI: The virtual environment made it hard to connect at 

times—but with a little work, we formed a lasting bond. j

Naomi Rankin is an undergrad at Howard University. Matthias Gröschel 

is a postdoc and Maha Farhat an assistant professor at Harvard Medical 

School. Farhat is also an attending pulmonologist at Massachusetts 

General Hospital. Send your career story to SciCareerEditor@aaas.org.

“With a little work, 
we formed a lasting bond.”

Mentorship at a distance

T
he year is 2022. It is a warm summer day in Boston, and Naomi, an incoming graduate student, 

sits in a cafe waiting for two colleagues who have greatly influenced her career—although they’ve 

never met in person. It was back in 2020 when Naomi, then an undergraduate at Howard Uni-

versity, spent a summer working virtually with Matthias, a postdoc, and Maha, the lab principal 

investigator, through a Harvard University internship program. Now that the world has managed 

COVID-19, they are excited to finally meet face-to-face and reflect on that summer experience. 

By Naomi A. Rankin, Matthias I. Gröschel, and Maha R. Farhat
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