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Fish embryos, like these cod, are especially sensitive to warming.
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A
s a psychological scientist who investigates how 

individuals and communities respond to col-

lective traumas, I study human resilience in a 

range of situations—from earthquakes and hur-

ricanes to mass violence and war. Shortly after 

the 11 September 2001 terrorist attacks against 

the United States, I sat in the White House Of-

fice of Homeland Security discussing community resil-

ience. Although the threat to society seemed real and 

continuing, national leaders were anxious to get people 

back on airplanes and into high-rise office buildings. 

In retrospect, the nation proved to be quite resilient: 

The threat of terrorism was never eliminated, but in-

dustries and urban centers continued to thrive. De-

cades later, the United States and world face another 

threat, equally amorphous and extremely deadly. In 

months, severe acute respiratory syndrome coronavirus 

2 (SARS-CoV-2), the virus that causes 

coronavirus disease 2019 (COVID-19), 

has infected over 10 million people, 

killed over 125,000 Americans, and 

led to more than 500,000 deaths 

worldwide. A vaccine for COVID-19 is 

perhaps a year away. What does psy-

chological science tell us about how 

individuals are responding—and will 

respond—as the pandemic waxes and 

wanes? What will the postpandemic 

“normal” look like? Will our society 

prove to be resilient?

COVID-19 is a physical illness that scientists are try-

ing to understand from many angles. But the pandemic 

and its associated stressors also are likely to have serious 

mental health consequences. It is quite normal to expe-

rience distress as a result of chronic stress of this mag-

nitude. Losses that are real (of loved ones, without the 

opportunity for a ritual funeral) or symbolic (graduation 

celebrations) abound. There may be grief for many, and 

unresolved grief for some. Isolation may lead to depres-

sion for many and suicidal ideation for some. But there 

will be no “one size fits all” response to this crisis.

Decades of psychological science on collective trau-

mas indicate that individuals’ responses are likely to be 

based on several factors. These include their prepan-

demic circumstances and resources—prior exposures 

to adversity, physical and mental health vulnerabilities, 

and economic and social supports. One must also con-

sider exposures encountered during the pandemic: Did 

a family member get sick or worse? Did the person lose 

a job or health insurance? Was the individual an essen-

tial worker whose actions ensured others’ well-being? 

How much time was spent immersed in traditional 

or social media, repeatedly being exposed to hours of 

bad news? One must also consider community-level 

stressors. Did the individual live in a “hot spot”? Did 

shops and restaurants close, never to reopen? Was 

there unambiguous guidance from a governor that was 

backed by the best science? Emotional and behavioral 

responses to this ongoing crisis will be multidetermined 

but not random, and psychological science has isolated 

risk factors that can guide social service organizations 

and health care providers to identify the most psycho-

logically vulnerable among us.

As the death toll due to COVID-19 crossed 125,000 

in the United States, behavioral restrictions have been 

relaxed nationwide. Current public health guidance rec-

ommends self-protective behaviors, including frequent 

hand washing, social distancing, and wearing face 

coverings. Yet media reports show 

people congregating with no physi-

cal distancing at parties, beaches, and 

street protests. Research suggests that 

exposure to conflicting information 

from government authorities, media 

sources, and social networks plays a 

role in understanding whether or not 

individuals follow science-based rec-

ommendations to minimize risk and 

maximize public health. When Ebola 

virus cases appeared in the United 

States in 2014, the public proved to 

understand risk information that is clearly and directly 

communicated by trusted authorities. Moreover, this 

trust must be maintained by honesty and competence. 

And just as the public returned to airplanes and high 

rises after 9/11, and just as people now go through x-ray 

machines without protest before they board a plane, 

most people will follow the rules.

Successfully managing COVID-19 and its aftermath 

will require that behavioral scientists provide a roadmap 

for public officials to ensure the public’s cooperation, 

trust in, and implementation of what is learned from bio-

medical science. Responsible health-protective behaviors 

must be encouraged with messaging that conveys clearly 

and consistently the costs and benefits of actions that 

can ensure the physical and mental health of oneself and 

one’s community. Although the timing of containment 

of COVID-19 remains unknown, most people will get to 

the other side of the pandemic recognizing strengths and 

coping skills that they did not realize they had.

–Roxane Cohen Silver

Surviving the trauma of COVID-19
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Democrats probe grant’s halt
OVERSIGHT |  Two committees of the U.S. 

House of Representatives are investigating 

why the National Institutes of Health (NIH) 

in April took the unusual step of canceling a 

top-ranked research project on the emer-

gence of bat coronaviruses that can infect 

humans. The Democratic chairs of the full 

committees on science and on commerce, 

and their respective investigative subcom-

mittees, last week requested records and 

testimony from Health and Human Services 

Secretary Alex Azar. The grant holder was 

the nonprofit EcoHealth Alliance, whose 

collaboration with the Wuhan Institute of 

Virology drew fire from President Donald 

Trump after conservatives alleged with-

out evidence that the pandemic virus had 

escaped from that laboratory. On 23 June, 

Anthony Fauci, director of NIH’s National 

Institute of Allergy and Infectious Diseases, 

told House lawmakers that NIH canceled 

the grant because “we were told to.” He also 

told Politico that the order came from the 

White House. On 24 June, NIH’s Freedom 

A staff member at a luxury hotel in Surabaya, Indonesia, sprays a bed with disinfectant on 

29 June. Some tourism-dependent countries are hoping travelers will return despite the pandemic.

I N  B R I E F Edited by Jeffrey Brainard

DISPATCHES FROM THE PANDEMIC

NEWS
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Read additional Science coverage of the pandemic.

of Information Act office denied Science’s 

request for documents concerning the grant 

cancellation on the grounds that the records 

“involve pending investigations.”

CDC clarifies COVID-19 risk factors
EPIDEMIOLOGY |  Drawing on the latest 

evidence, the U.S. Centers for Disease 

Control and Prevention (CDC) on 25 June 

revised its guidance on how factors such 

as age and underlying medical conditions 

influence who is most at risk for getting 

severely ill with COVID-19. The agency 

now says the risk of being hospitalized, 

entering the intensive care unit, being put 

on a ventilator, or dying from COVID-19 

increases throughout life; its statement in 

March had listed people 65 and older as at 

greater risk. CDC also lowered the degree 

of obesity that puts people at risk of 

severe disease, from a body mass index of 

40 to 30 (equivalent to 87 kilograms in a 

person who is 1.7 meters tall). Obesity and 

type 2 diabetes are associated with “strong 

and consistent evidence of elevated risk” 

whereas evidence that hypertension and 

pregnancy (p. 15) worsen COVID-19 is 

mixed, the agency said.

Antiviral treatment fails test
CLINICAL RESEARCH |  U.K. research-

ers announced on 29 June that they had 

found no benefit in treating hospitalized 

COVID-19 patients with lopinavir/ritonavir 

(Kaletra), an antiviral drug combination 

used to treat HIV infections. Scientists had 

viewed the cheap, widely available drugs as 

a promising therapy for the novel corona-

virus after earlier, small trials had sug-

gested some benefit. But a comparison of 

1596 patients who received it in the United 

Kingdom’s large Recovery trial and 3376 

patients treated with usual care showed 

no significant difference in death rate after 

28 days, the research team said in a press 

release. The trial immediately dropped that 

arm of the study.
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T
he world’s second largest Ebola outbreak has 

ended. On 25 June, 42 days after the last infected 

patient finished treatment, health officials in the 

Democratic Republic of the Congo (DRC) said the 

eastern provinces of Ituri, North Kivu, and South 

Kivu were officially free of the disease. Since 2018, 

the outbreak has infected at least 3470 people and killed 

2287 in the unstable conflict zone near the border with 

Uganda. During the campaign to control the outbreak, 

health care workers identified more than 250,000 

contacts of infected people and vaccinated more than 

303,000 people. The DRC’s fight against Ebola contin-

ues elsewhere, in Equateur province in the country’s 

northwest, where at least 28 cases and 13 deaths have 

been reported as of 27 June. The largest Ebola outbreak 

occurred in West Africa from 2014 to 2016. 

PUBLIC HEALTH

Ebola outbreak in eastern Congo declared over

Bayer funds glyphosate review
HERBICIDES |  As part of a giant legal 

settlement, Bayer proposed last week to 

fund an independent scientific review of 

whether glyphosate, an herbicide ingredi-

ent it continues to make, causes cancer. 

In the deal, which a U.S. federal judge 

must still approve, Bayer could pay more 

than $9 billion to nearly 100,000 plaintiffs 

who alleged the compound caused them 

to develop non-Hodgkin lymphoma. Any 

future payments to people who develop the 

disease could depend on the outcome of 

the review, for which the manufacturer and 

plaintiffs’ attorneys would pick scientists. 

(In 2015, a World Health Organization 

research center flagged the chemical as a 

“probable carcinogen” but didn’t evaluate 

the risk. U.S. and EU regulators say the 

weedkiller is not carcinogenic when used 

properly.) Also last week, Bayer agreed to 

pay up to $400 million to settle claims that 

a different herbicide ingredient, dicamba, 

damaged nontarget crops by drifting from 

fields. Dicamba is being used more widely 

as weeds become resistant to Roundup, 

Bayer’s glyphosate-based herbicide.

Two boys die in gene therapy trial
CLINICAL RESEARCH |  Two boys have died 

since April after receiving high doses of 

experimental gene therapy for a rare muscle 

disease called X-linked myotubular myopa-

thy. The patients developed liver problems 

that led to sepsis—a life-threatening 

inflammation in response to an infection—

according to a 23 June letter to families 

of other patients from the trial’s sponsor, 

Audentes Therapeutics. The boys who died 

had existing liver disease and were older 

and heavier than other patients, which may 

have increased their risk; several younger 

boys tolerated lower doses. The company 

has stopped the 24-person clinical trial 

and postponed plans to seek regulatory 

approval. Since a 1999 death in a different 

25%
Share of subjects in clinical 

trials funded by the U.S. 

National Cancer Institute in 

2019 who are members of racial 

and ethnic minority groups, 

up from 14% in 1999. Black 

enrollment (11%) is now close 

to the percentage of the 

U.S. population (13%) that is 

Black. Hispanic people made

 up 10% of enrollment 

but 18% of the population.

ARRAY DELAYED  Construction in 

South Africa of the Square Kilometre 

Array, the world’s largest radio 

telescope, has been deferred to 2021 

after a 16% cut to the nation’s science 

budget. The COVID-19 pandemic 

has decreased South Africa’s revenues, 

and leaders are diverting spending 

to health and social programs.

STEM CELL VOTE  Supporters of a 

proposed California bond measure 

that would provide $5.5 billion more 

for stem cell research have submitted 

enough voter signatures to place it 

on the November ballot. It would fund 

the California Institute for Regenerative 

Medicine, which received $3 billion 

through a 2004 ballot initiative.

ENGINEER HONORED  NASA named its 

headquarters in Washington, D.C., 

after Mary Jackson, who became the 

agency’s first Black female engineer in 

1958. The 2016 fictionalized film Hidden 

Figures, based on a nonfiction book 

of the same name, recounted work by 

Jackson and colleagues to calculate 

trajectories for human space flights. 

IN OTHER NEWS
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clinical trial slowed gene therapy research, 

the field has rebounded, and the Food 

and Drug Administration has approved 

two gene therapies for rare diseases. But 

recently, animal studies have suggested 

high doses of gene therapy can cause dan-

gerous liver toxicity. 

Pig flu virus draws scrutiny
INFECTIOUS DISEASES |  As the world 

battles the COVID-19 pandemic, an 

influenza virus strain widely circulating 

among pigs in China has the potential to 

spark another, researchers say. A study 

published this week in the Proceedings of 

the National Academy of Sciences analyzed 

more than 30,000 nasal swabs taken from 

pigs in 10 Chinese provinces over 7 years; 

it found that a flu strain dubbed G4 has 

become predominant. It uniquely blends 

three influenza virus lineages, including 

an avianlike one to which humans have no 

immunity and a variant of the H1N1 strain 

that jumped to humans and caused a pan-

demic in 2009. Although two cases of G4 in 

humans have been documented, there is no 

evidence of transmission between people. 

But because influenza virus excels at 

mutating into new forms, researchers are 

calling for stepped up surveillance of pigs 

and the development of a vaccine against 

G4 for both humans and animals.

EPA gives up on adviser ban 
POLICY |  The U.S. Environmental 

Protection Agency (EPA) said last week it 

will not fight a judge’s decision prevent-

ing the agency from barring its grantees 

from serving on its advisory committees. 

Former EPA Administrator Scott Pruitt 

adopted the policy in 2017, saying grantees 

had a conflict of interest, although indus-

try-funded scientists were not excluded 

from the panels. Current EPA chief 

Andrew Wheeler retains broad discretion 

to name members.
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ithin days of the first confirmed 

novel coronavirus case in the 

United States on 20 January, 

antivaccine activists were already 

hinting on Twitter that the virus 

was a scam—part of a plot to 

profit from an eventual vaccine. 

Nearly half a year later, scientists 

around the world are rushing to create a 

COVID-19 vaccine. An approved product 

is still months, if not years, away and pub-

lic health agencies have not yet mounted 

campaigns to promote it. But health com-

munication experts say they need to start 

to lay the groundwork for acceptance now, 

because the flood of misinformation from 

antivaccine activists has surged. 

Such activists have “kicked into over-

drive,” says Neil Johnson, a physicist at 

George Washington University who studies 

the dynamics of antivaccine groups on so-

cial networks (Science, 15 May, p. 699). He 

estimates that in recent months, 10% of the 

Facebook pages run by people asking ques-

tions about vaccines have already switched 

to antivaccine views.

Recent polls have found as few as 50% of  

people in the United States are committed to 

receiving a vaccine, with another quarter wa-

vering. Some of the communities most at risk 

from the virus are also the most leery: Among 

Black people, who account for nearly one-

quarter of U.S. COVID-19 deaths, 40% said 

they wouldn’t get a vaccine in a mid-May poll 

by the Associated Press and the University of 

Chicago (see graphic, below). In France, 26%  

said they wouldn’t get a coronavirus vaccine. 

The Centers for Disease Control and Pre-

vention (CDC) is now working on a plan to 

boost “vaccine confidence” as part of the 

federal effort to develop a vaccine, Direc-

tor Robert Redfield told a Senate commit-

tee this week. Advocates urge campaigns 

that include personal messages and story-

telling. “We better use every minute we 

have between now and when that vaccine 

or vaccines are ready, because it’s real frag-

ile ground right now,” says Heidi Larson, 

an anthropologist and head of the Vaccine 

Confidence Project at the London School of 

Hygiene & Tropical Medicine (LSHTM).

Even before the pandemic, public health 

agencies around the world were struggling 

to counter increasingly sophisticated efforts 

to turn people against vaccines. With vac-

cination rates against measles and other in-

fectious diseases falling in some locations, 

the World Health Organization (WHO) in 

2019 listed “vaccine hesitancy” as one of 

10 major global health threats.

Any coronavirus vaccine will face ad-

ditional hurdles, especially the lack of a 

long-term safety record, Johnson says. The 

frenetic pace of vaccine development may 

play into that concern. Even advocates have 

worried that the rush for a vaccine raises 

the risk it could be ineffective or have harm-

ful side effects. Consider the very name for 

the U.S. vaccine initiative, Operation Warp 

Speed, says Bruce Gellin, president of the 

nonprofit Sabin Vaccine Institute. “What 

is a worse name for something that’s sup-

posed to give you trust in a product that you 

want everybody to take?”

Del Bigtree, a U.S.-based vaccine critic, 

claims scientists are pursuing one of “the 

most dangerous vaccines ever attempted,” 

for a virus that poses little risk to most peo-

By Warren Cornwall

COVID-19

Officials gird for a war on vaccine misinformation
Fears of a rushed COVID-19 vaccine and rise of social media demand new messaging strategy

I N  D E P T H

Even before a coronavirus vaccine becomes available, some activists are ready to attack it; this woman attended a “Reopen Virginia” protest in Richmond in April. 

Overall

Under 
age 60

Age 60 
and older

White

Black

Hispanic

49 31 20

40 35 23

67 21 12

56 27 16

25 32 40

37 37 23

Yes Not sure No Did not answer

Do you plan to get a coronavirus 
vaccine when one is available?
For some in the United States, the answer is no, 

according to a survey of 1056 people in mid-May.
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ple. He says he spreads his message through 

an online talk show, Twitter, and presenta-

tions, and that “we have seen incredible 

growth” since the pandemic started. 

In addition to safety concerns, activists 

have embraced a plethora of other anti-

vaccine messages. In May, a documentary-

style video, “Plandemic,” purporting that 

COVID-19 related deaths were exaggerated 

and a vaccine could kill millions, got more 

than 7 million views on YouTube before it 

was removed because of its unsubstantiated 

claims. U.S. activists in late April hosted an 

online “Freedom Health Summit” featur-

ing antivaccine leaders and railing against 

“medical tyranny” during shutdowns. Other 

outlandish claims include that vitamin C 

can cure COVID-19 and that the disease is 

a conspiracy involving philanthropist Bill 

Gates. Statements by French doctors that 

coronavirus vaccines might be 

tested in Africa led to fears of Afri-

cans being exploited in trials.

Social media posts that create 

the impression of a real debate over 

vaccine safety can tap into psycho-

logical habits that make people 

think doing nothing is safer than 

taking action, says Damon Centola, a socio-

logist at the University of Pennsylvania. 

He fears such concerns could spread more 

easily among people already suspicious of 

medical authority, including minority com-

munities. For example, many Black people 

are keenly aware of the history of medical 

experiments such as the infamous federal 

Tuskegee Study, which failed to treat Black 

men with syphilis. “That, to me, is the ma-

jor issue of the day that I’m very worried 

about,” Centola says.

Accuracy and authority are at a disad-

vantage in a media environment that favors 

speed, emotion, and memorable stories, 

says Peter Sheridan Dodds, a complex sys-

tems scientist at the University of Vermont 

who studies how ideas move through so-

cial media. Antivaccine activists have used 

those factors to attract followers, Dodds 

says. “In the end, it’s story wars.”

Vaccine promoters say they need to start 

now to counter all this, because epidemio-

logists estimate that to break the pandemic, 

70% of the population may need to develop 

immunity, either by getting a vaccine or 

becoming infected. Health communication 

experts suggest taking some pages from 

the antivaccine playbook. When more than 

40 experts from around the world gathered 

online for a strategy session organized by 

experts with the City University of New 

York and LSHTM, a top recommendation  

was to develop faster, more creative ways 

to communicate with the public that “speak 

more directly to the emotions.” 

Traditional messages promoting vacci-

nation—authoritative and fact-filled—just 

don’t cut it with people worried about vac-

cine safety, says Larson, who helped organize 

the 20 May meeting. “We don’t have enough 

flavors” of messages, adds Larson, whose 

book about vaccine rumors is about to be re-

leased. “I’ve had people say to me, ‘All these 

social media platforms can send us to WHO 

or CDC. … We’ve been there, but it doesn’t 

have the answers to the questions we have.’”

Some current initiatives have pioneered 

a more story-based approach. The Na-

tional HPV Vaccination Roundtable, which 

promotes vaccination against the human 

papillomavirus, a leading cause of cervical 

cancer, uses YouTube videos of women who 

survived cervical cancer. “We need to get bet-

ter at storytelling,” says Noel Brewer, a be-

havioral scientist at the University of North 

Carolina, Chapel Hill, and chair 

of the HPV roundtable. “We need 

to carry positive stories and also 

negative stories about the harms 

of not vaccinating.” The downsides 

of refusing a coronavirus vaccine 

might include not visiting grand-

parents and continuing to traverse 

the produce aisle as if it were a minefield. 

In West Africa, officials are deploying the 

same tools that spread rumors about vaccines 

to counter them, says Thabani Maphosa, who 

oversees operations in 73 countries for Gavi, 

the Vaccine Alliance, which supplies and pro-

motes vaccines around the world. In Liberia, 

for example, officials are using Facebook’s 

WhatsApp messaging app to survey people 

and to address the rumors behind a drop in 

routine vaccinations. “We need to use this as 

a teachable moment,” Maphosa says.

In the United States, the nonprofit Public 

Good Projects plans to recruit volunteers to 

swarm outbreaks of vaccine misinformation 

online and eventually develop memes and 

videos, says CEO Joe Smyser.

But the most effective tools may lie out-

side the digital realm. Real-world nudges 

and infrastructure, such as phone call re-

minders to come in for a shot, may be more 

powerful than any social media campaign, 

Brewer says. Social media doesn’t have “as 

much of an effect as you would imagine 

from the noise it’s generating,” he adds.

Public health agencies should consider 

taking vaccinations out of medical set-

tings and into places where people work or 

shop, adds Monica Schoch-Spana, a medical 

anthropologist at Johns Hopkins University. 

That also means talking to leaders in vari-

ous communities to understand their views. 

Such outreach could prove particularly im-

portant with minority communities. “You re-

ally do have to meet people where they are 

both figuratively and literally,” she says. j

NE WS

W
hen and if the world has a 

COVID-19 vaccine, who should get 

it first? That question came into 

sharp relief last week. A commit-

tee that makes vaccine use recom-

mendations to the U.S. Centers for 

Disease Control and Prevention (CDC) wres-

tled with the issue in a virtual meeting, and 

new data suggested how fraught any priori-

tization is likely to be: Pregnant women—

normally the last to receive a new vaccine, 

given the possibility of harm to a fetus—

may have an increased risk of severe illness 

from COVID-19, suggesting they should be 

high on the list. 

Bruce Gellin, former director of the U.S. 

government’s National Vaccine Program 

who now helps lead the nonprofit Sabin 

Vaccine Institute, says the prioritization is-

sue comes down to a tricky balancing act 

between what’s best for society and indi-

vidual interests. “These are tough decisions, 

because everybody can make a case for why 

somebody should be ahead of somebody 

else in line,” he says. “Nobody’s going to de-

bate health care workers and first respond-

ers—people who are putting themselves at 

risk for others and keeping things moving. 

After that is when it gets complicated.” 

The new coronavirus’ disproportionate 

toll on the elderly could put them at the 

front of the line—except they often have the 

weakest response to vaccines. Conversely, 

groups such as prisoners, meat packers, sol-

diers, and grocery store workers are often 

young and healthy—yet their profession or 

environment dramatically increases risks 

of getting infected. And then there is the 

thorny question of whether to favor specific 

ethnic groups hard-hit by the virus.

Even if the optimists are right and a 

COVID-19 vaccine is approved for wide-

spread use as early as this fall, it is likely 

The line starts 

to form for 

a coronavirus 

vaccine
U.S. and others debate 
who should get priority if 
vaccine doses are scarce

COVID-19

By Jon Cohen
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to be in short supply at first. CDC and the 

World Health Organization (WHO) are rac-

ing to plan for that possibility. Ahead of last 

week’s meeting, a subgroup of CDC’s Ad-

visory Committee on Immunization Prac-

tices (ACIP) borrowed from a plan made 

for scarce pandemic influenza vaccines and 

developed a rough, five-tier scheme for the 

United States. The top tier includes 12 mil-

lion people referred to as “critical health 

care and other workers,” with the first doses 

going to a subset of these people who are 

the “highest risk medical, national security, 

and other essential workers,” CDC’s Sarah 

Mbaeyi explained. 

Tiers two and three consist of 110 mil-

lion people who also work in health care 

and other essential jobs, or are in these 

groups: those who are 65 and older, live in 

long-term care facilities, or have medical 

conditions known to increase the risk of de-

veloping severe COVID-19. The remaining 

“general population” of 206 million people 

makes up the final two tiers. 

WHO on 18 June laid out its own rough 

“strategic allocation.” It would give prior-

ity to nearly 2 billion people, lumping to-

gether “healthcare system workers,” adults 

older than 65 or as young as 30 if they are 

at higher COVID-19 risk because they have 

comorbidities such as cardiovascular dis-

ease, cancer, diabetes, obesity, or chronic 

respiratory disease.

But those schemes have somewhat vague 

group descriptions that leave many ques-

tions unanswered, and in a 25 June meeting 

the ACIP subgroup turned to the full com-

mittee for guidance. COVID-19 has had a dis-

proportionate impact on Black, Latino, and 

Native American communities. “Should race 

or ethnicity be a criterion?” Mbaeyi asked. 

José Romero, a pediatric infectious disease 

specialist at Arkansas Children’s Hospital 

Research Institute who chairs ACIP, thought 

these populations should get priority. “If we 

fail to address this issue … whatever comes 

out of our group will be looked at very suspi-

ciously and with a lot of reservation.”

Members of the full ACIP added ques-

tions of their own. Who, exactly, is a “high-

risk” medical worker, given that nurses and 

physicians in COVID-19 units have the best 

protective gear, and others in the same hos-

pitals may have bureaucratic jobs and don’t 

interact with patients? Should the poor be 

given preference because they have less ac-

cess to health care, live in more crowded 

conditions, and suffer more if they become 

sick and must take time off work? What 

about people who live in homeless shelters? 

How about teachers who are indoors with 

large groups of students? 

Pregnant women present particularly 

vexing issues. The new data, reported in 

CDC’s Morbidity and Mortality Weekly Re-

port, compared more than 90,000 women 

with confirmed cases of COVID-19 who 

were between 15 and 44. The study has 

several important limitations, but in an 

age-adjusted analysis, the 8200 women 

who were pregnant were 1.5 times more 

likely  to be admitted to an intensive care 

unit and  1.7 times more likely to require 

mechanical ventilation. “That is fairly com-

pelling evidence” pregnant women should 

be prioritized for a vaccine, though there’s 

still greater risks among those who are 

older than 60, says Denise Jamieson, an 

obstetrician/gynecologist at Emory Univer-

sity who is not an ACIP member. 

Sonja Rasmussen, a pediatrician at the 

University of Florida who has collaborated 

with Jamieson on studies of different infec-

tions during pregnancy, says it may turn 

out that having COVID-19 harms not only 

mothers, but their fetuses. “We’re trying to 

make really tough life-and-death decisions, 

and I don’t think we can go too far making 

recommendations right now because we’re 

still collecting data,” Rasmussen says. 

Ezekiel Emanuel, a bioethicist at the Uni-

versity of Pennsylvania, says there’s even 

room for debate about the assumption 

that the elderly should receive the vaccine 

early. Emanuel, who stresses that he is not 

recommending “sacrificing” older people 

for the young, suggests it may nonetheless 

make more sense to prioritize vaccinating 

younger people because they typically de-

velop stronger immune responses than the 

elderly do. “You try to get to herd immunity 

with people who are going to react well,” he 

says. The less virus in circulation, the less 

risk to the elderly. 

Tom Frieden, who headed CDC in 2009 

during an influenza pandemic when a vac-

cine was in short supply, recalls the debates 

that erupted within the agency and the 

outside pressures it experienced. He fore-

sees intense lobbying as a COVID-19 vac-

cine nears reality. “There may be groups 

that from a societal or health standpoint 

may not appropriately be in tier one but are 

quite insistent on it,” says Frieden, who now 

heads the Resolve to Save Lives initiative, 

which combats epidemics. 

Frieden says he was impressed by 

the ACIP discussions but stresses that 

even when it comes time to make the 

recommendations—ACIP will meet again 

on this issue in August and WHO plans to 

finalize allocation plans by the end of that 

month—the data will remain imperfect. “If 

you waited until you had perfect data about 

this issue, you would never act,” he says. 

“It’s not premature to plan for this.” j

COVID-19 appears to present higher risks to pregnant women, which may make vaccinating them a priority.

1%

8% 15% 76%

Health care system workers Adults older than 65 Rest of the populationOther high-risk adults

First in line 
The three highest priority groups in the World Health Organization’s draft plan for allocating a COVID-19 

vaccine include only about one-quarter of the global population. But those 1.85 billion people could require 

about 4.2 billion vaccine doses (two per person plus 15% wastage).



3 JULY 2020 • VOL 369 ISSUE 6499    17SCIENCE   sciencemag.org

IM
A

G
E

: 
E

Q
U

IN
O

X
 G

R
A

P
H

IC
S

/
S

C
IE

N
C

E
 S

O
U

R
C

E

E
arlier this year, astronomers discov-

ered an oddball asteroid inside the 

orbit of Venus—the first member of 

a predicted flock near the Sun. No 

bigger than a small mountain, the 

asteroid has now gained another dis-

tinction: It appears to be rich in the mineral 

olivine, which makes up much of Earth’s 

deep rock. Some astronomers think that is a 

clue to a larger set of asteroids, never prop-

erly accounted for, that was forged early in 

the formation of the Solar System.

“It’s improbable that we look at this new 

population and an olivine-dominated ob-

ject is the first type we see,” says Francesca 

DeMeo, an asteroid hunter at the Massa-

chusetts Institute of Technology who was 

not part of the discovery team. “That’s what 

makes this a cool result.”

Most of the nearly 1 million known aster-

oids lie in a belt beyond Mars, shepherded 

by Jupiter’s gravity. Just 23,000 Atira 

asteroids—named after a Native American 

goddess—have been found within Earth’s 

orbit, because interactions with the inner 

planets upset their orbits and eventually 

send them crashing into a planet or the 

Sun. But astronomers have long suspected 

the existence of an even smaller population 

of short-lived objects within the orbit of Ve-

nus, informally called Vatiras.

They’re hard to spot. Like Venus, these 

objects would appear low on the horizon at 

dawn and dusk, barely visible against the 

glare of the Sun. Yet on 4 January, astrono-

mers using a small survey telescope at the 

Palomar Observatory in California found 

one: 2020 AV2, a 1.5-kilometer-wide aster-

oid in a 151-day orbit around the Sun.

To find out what 2020 AV2 is made of, Mar-

cel Popescu, a researcher at the Astronomical 

Institute of the Romanian Academy, and his 

colleagues used telescopes on the Canary Is-

lands to prise apart the asteroid’s reflected 

light, revealing absorption lines that are clues 

to chemical composition. They identified the 

fingerprint of olivine, a major mineral in the 

mantle of Earth and other planets, Popescu 

and his colleagues reported on 18 June in the 

Monthly Notices of the Royal Astronomical 

Society. “We’re not able to say definitely that 

it is an olivine-dominated asteroid, but oliv-

ine is abundant at its surface,” Popescu says.

Separate studies of the object’s trajectory 

by Carlos and Raul de la Fuente Marcos, 

brothers who are researchers at the City Uni-

versity of Madrid and were also co-authors on 

the discovery paper, revealed that 2020 AV2 

likely originated in the main asteroid belt. 

Gravitational interactions with Jupiter would 

have flung it, and potentially some neighbors, 

toward Earth. There, a gravitational dance 

with the terrestrial planets probably nudged 

its orbit inside Venus over millions of years. 

That path, along with its small size, sug-

gests to Popescu a way to solve a decades-old 

“missing mantle” puzzle for asteroids.

The same separation into core, mantle, 

and crust that took place in rocky planets 

soon after they formed is also thought to 

have occurred in small planetary embryos 

4.56 billion years ago. Heat from the decay of 

short-lived radioactive aluminum-26 caused 

iron and nickel-rich rocks in these embryos 

to sink into their cores while olivine-rich 

rocks rose into a mantle and the lightest min-

erals formed a thin crust. Subsequent colli-

sions shattered these embryos into asteroids.

Yet although plenty of metal-rich aster-

oids have been identified, the olivine-rich 

mantle asteroids are few and far between. 

“When you fragment differentiated bodies, 

you should get a lot of mantle out,” says 

Marco Delbo of the Côte d’Azur Observatory 

in Nice, France. “But we don’t see many of 

these asteroids in the main belt.” In 2019, 

DeMeo reported finding 21 new olivine-rich 

asteroids in the main belt, bringing the to-

tal to 36. But that’s still not enough to ac-

count for all the missing mantle material.

One idea is that astronomers just can’t 

see small enough. The olivine-rich asteroids 

are more easily pulverized than their harder 

iron cousins, suggesting most of the miss-

ing mantle sits in small pieces—a “battered-

to-bits” model first proposed in the 1990s. 

2020 AV2 could be a far-flung representa-

tive of a hidden population of even smaller, 

olivine-rich objects in the main belt that 

are hard to see because they’re farther from 

Earth, Popescu says. “As soon as we are able 

to observe smaller objects, it is expected 

that we will find these objects,” he says.

Other researchers are skeptical. In her 

2019 study, DeMeo searched for olivine-rich 

objects nearly as small as 2020 AV2 and 

found only a handful—not enough to hint 

at a hidden smaller population. Moreover, 

she says, the Vatiras are likely to hail from 

the inner part of the asteroid belt, where 

olivine-rich bodies are slightly more com-

mon. That makes 2020 AV2’s composition a 

little less surprising, she says. The discovery 

“definitely adds to our body of knowledge,” 

she says. “I just don’t think it clinches any 

final conclusions.”

Meanwhile, Popescu wants to observe the 

asteroid again and look for signs of another 

mineral, pyroxine, which would firm up 

its identity as a “mantle” asteroid. And he 

hopes ongoing surveys will spot more close-

in asteroids. “It’s a very interesting object, a 

peculiar one—the first of its kind,” Popescu 

says. “I want to see if there will be others.” j

Nola Redd is a journalist in Atlanta.

The first Vatira, 2020 

AV2, may point to 

asteroids resembling 

Earth’s mantle.

By Nola Redd

PLANETARY SCIENCE

Rock seen inside Venus’s orbit could solve puzzle
Mineral in first object so close to the Sun may be a clue to missing “mantle” asteroids
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an the red devil be defanged? Doxoru-

bicin, an old chemotherapy drug that 

carries this unusual moniker because 

of its distinctive hue and fearsome 

toxicity, remains a key treatment 

for many cancer patients. But a new 

study reports the drug can be tweaked to 

reduce its most punishing side effect, car-

diac damage, without blunting its ability to 

curb tumors. 

The work, from an academic team in the 

Netherlands, upends conventional thinking 

about doxorubicin and related drugs, sug-

gesting they do not need to directly dam-

age DNA to kill cancer cells. “This idea was 

floating around in the literature for many 

years, but [until now] it has not been proven 

experimentally,” says Sherif El-Khamisy, 

who studies DNA repair at the University of 

Sheffield. “It’s a great study.”

The team now plans to test two poten-

tially safer versions of doxorubicin’s drug 

class in people. But the scientists have found 

little corporate interest, and El-Khamisy is 

skeptical of their plan to develop the drugs 

on their own.

Doxorubucin belongs to a class of com-

pounds known as anthracyclines, which 

were originally extracted from Streptomy-

ces bacteria. They have antibiotic proper-

ties but also proved to be some of the most 

potent chemotherapies ever found; anthra-

cyclines are used to treat 1 million cancer 

patients each year, particularly those with 

leukemia and breast cancer. 

But because anthracyclines can cause 

heart damage, physicians often avoid giv-

ing them to elderly patients. Many child-

hood cancers are treated with high doses of 

the drugs, but cardiac problems sometimes 

haunt survivors later in life, along with 

a risk of new tumors, which doctors have 

attributed to DNA damage from the drugs 

(Science, 15 March 2019, p. 1166).

Researchers have tried to reduce the 

heart risks by, for example, packaging the 

drugs in fat so they will home in on tumors, 

with limited success. But chemist Jacques 

Neefjes and his team at Leiden University 

and collaborators tried a different approach 

based on a surprising finding about how 

the drugs fight cancer, which they and a 

separate U.S. group reported in 2013. The 

textbook explanation is that the drugs kill 

rapidly dividing cells, such as those in a tu-

mor, by blocking an enzyme they need to 

untangle and repair DNA as they replicate. 

But the researchers found doxorubicin also 

kills cancer cells by dislodging histones, the 

spherical proteins that DNA coils around 

like a spool to form a structure known as 

chromatin. This chromatin damage appar-

ently interferes with the transcription of 

genes into proteins and other cell processes, 

Neefjes says.

In the new work, the Leiden team tested 

two anthracycline variants that remove 

histones without breaking DNA: an ap-

proved cancer drug called aclarubicin, and 

a tweaked version of doxorubicin they call 

diMe-Doxo. The compounds worked as well 

as the original drug, if not better, at killing 

cultured cancer cells and were nearly as ef-

fective at slowing tumor growth in mice. Yet 

mice prone to developing tumors that were 

dosed with aclarubicin did not show signs 

of heart damage, suggesting people treated 

with the drugs might be spared these ef-

fects. These mice were also much less likely 

to develop tumors later, the Leiden team re-

ported online 17 June in the Proceedings of 

the National Academy of Sciences.

“I’m very excited about their findings,” 

says Katerina Gurova of the Roswell Park 

Comprehensive Cancer Center in Buffalo, 

New York, who is developing a cancer drug 

that also works by damaging chromatin. 

“We’re learning more about how to make 

these widely used drugs less toxic.”

Aclarubicin was once used in Europe for 

leukemia but was removed from the mar-

ket in the 1990s because of manufactur-

ing issues. Scientists at the U.S. National 

Cancer Institute came up with diMe-Doxo 

in the 1980s, but didn’t develop it further. 

Neither drug now has patent protection, 

which means companies aren’t interested, 

Neefjes says. So his team has raised money 

from public and private sources to produce 

diMe-Doxo and aclarubicin at the quality 

standards required for patients so they can 

run clinical trials as an academic effort. 

Both drugs deserve study, he says—

aclarubicin seems to work best on blood 

cancers whereas diMe-Doxo appears more 

effective for solid tumors. The group has a 

large grant from the Dutch Cancer Society 

to start a clinical trial next year of aclaru-

bicin in relapsed leukemia patients. “We 

are doing what usually pharma is doing,” 

Neefjes says.

That will be “challenging,” El-Khamisy 

says. Drug companies are the experts at the 

steps, like studying how a compound is me-

tabolized and demonstrating safety, that are 

needed to win approval for a medicine, he 

notes. Without a corporate partner, he fears, 

the study “may be yet another paper that is a 

good idea, but not really translatable.” j

Doxorubicin, known as the red devil for its color and 

toxicity, is widely used for adult and childhood cancers.

A colorful chemotherapy agent 
could be made less toxic
Safer forms of doxorubicin, which kill tumor cells without 
damaging DNA, could spare hearts of cancer patients

BIOMEDICINE

By Jocelyn Kaiser
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lobal warming is accelerating the 

melting of Greenland’s ice sheet, 

which locks up enough water to 

raise sea levels by 7 meters. In 2021, 

U.S. researchers will go to the fro-

zen expanse to pinpoint the last 

time it disappeared. The 5-year, $7 mil-

lion campaign, awarded last month by the 

National Science Foundation, will mark 

the first large U.S. ice drilling program in 

Greenland in more than 25 years. Unlike 

past projects, the target is not the climate 

records held in the ice, but the rocks below, 

which contain radioactive clocks that show 

when they were last exposed to air. “The 

whole bedrock is an archive,” says Joerg 

Schaefer, a geochemist at Columbia Uni-

versity and co-leader of the project, called 

GreenDrill. “It’s just a question of getting 

these freaking samples under the ice.”

Greenland already accounts for 25% of 

global sea level rise, and that share is grow-

ing. Scientists have recently identified the is-

land’s north as a hot spot for melting during 

the next century. The drilling project could 

not only validate those near-term fears, but 

also inform climate models that struggle to 

predict the long-term fate of the ice.

As a bonus, the effort could shed light 

on the timing of the asteroid or comet 

impact that gouged the Hiawatha crater, 

a 31-kilometer scar hidden under the ice, 

sometime within the past 3 million years. 

Some scientists think the event was recent 

and the trigger for a bout of global cooling 

13,000 years ago known as the “Younger 

Dryas.” But so far, no firm dates have been 

recovered from crater material to support 

that controversial claim (Science, 16 No-

vember 2018, p. 738). Although GreenDrill 

researchers will not drill into the crater 

itself, one of its four sites is just 20 kilo-

meters to the west. Rocks there could show 

when the ice last melted away—perhaps in 

the sudden heat of the impact. And any 

impact ejecta recovered in the rock could 

be sifted for minerals, such as zircons, that 

offer precise dates.

The larger goal of the project, however, is 

mapping the ebb and flow of the ice sheet 

over the past million years. The last major 

U.S. effort, the Greenland Ice Sheet Project 

2 (GISP2), cored 2 kilometers of ice on its 

way to hitting bedrock in 1993. GreenDrill 

will not go nearly as deep, but will make 

up for it in volume. Each of the four sites 

will have three holes in a transect running 

toward the shore: one through 300 meters 

of ice, one through 100 meters, and one on 

exposed rock near the ice’s edge. It will be 

a major operation, says Henriette Linge, a 

geologist at the University of Bergen. “It’s 

very promising that they’ll get information 

otherwise beyond our reach.”

The history of the ice is written in the 

rocks it covers. Cosmic rays create trace 

amounts of radioactive isotopes when they 

strike exposed rock and soil; ice blocks 

these rays, and so the resulting radio-

active decay provides a clock for when the 

ground last saw light. In 2016, Schaefer 

used rocks from GISP2 to show that the 

ice covering the site melted sometime in 

the past million years, counter to prevail-

ing beliefs that the sheet had been stable 

for several million years. Last year, pre-

liminary work on dirt from another core 

in northwest Greenland, Camp Century, 

seemed to support that finding (Science, 

1 November 2019, p. 556).

There are two prime suspects for 

when the ice sheet could have last col-

lapsed: warm periods some 420,000 and 

140,000 years ago. Both saw temperatures 

like today’s, due to natural wobbles in 

the planet’s tilt and orbit, but it’s unclear 

whether the warmth lasted long enough to 

melt the entire ice sheet. Knowing whether 

the past warmings were enough to erase 

the ice is crucial to gauging the sea-level 

threat from Greenland today, says Paul 

Bierman, a geochemist at the University of 

Vermont who is not involved in the drilling 

campaign. “This project is one of the most 

important pieces of science we can do 

on Greenland.”

GreenDrill will target rock rich in min-

erals that contain five isotopic tracers, 

including chlorine-36, which has a brisk, 

300,000-year half-life. The clock’s sharp 

time resolution should help researchers 

discern whether the ice disappeared dur-

ing either of the warm periods, and how 

long it took to melt. Although the four 

sites cannot say for certain what happened 

elsewhere on the ice sheet, patterns of ex-

posure between the 12 cores, integrated in 

a next-generation ice sheet model, will be 

able to constrain the ice loss.

The fate of Greenland’s ice sheet amid 

modern warming is a drama that will play 

out over many centuries. But GreenDrill 

could also help in understanding shorter 

term ice loss in northern Greenland, which 

scientists now fear is more sensitive to 

melt than its south. The amplification of 

climate change in the Arctic means the 

high-latitude region is warming faster and 

shedding more ice than anywhere else in 

Greenland. Another reason for its vulner-

ability: As sea ice disappears, the north’s 

low-lying inland glaciers could lose a pro-

tective buttress. 

Using a fast clock based on carbon-14 iso-

topes found in the rocks, researchers could 

discover whether some of the northern 

GreenDrill sites were briefly exposed 8000 

years ago, when regional temperatures 

were 3°C warmer than now, says Jason 

Briner, a geologist at the University at Buf-

falo and project co-leader. Evidence sug-

gests the southern ice sheet was stable 

during the warm episode; finding that 

the ice in the north retreated, Briner says, 

would cement its place as a worrisome new 

climate hot spot. j

By Paul Voosen

CLIMATE CHANGE

Greenland rock cores to trace ice’s past melting
U.S. drilling campaign could also date controversial Hiawatha impact crater
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V
aleria Souza Saldívar never 

planned to devote her life to a re-

mote and ancient oasis more than 

1000 kilometers north of her labo-

ratory in Mexico City. But a call in 

early 1999 changed that. 

“It’s one of the best cold calls 

I’ve ever made,” says James Elser, 

a limnologist at the University 

of Montana. He had picked up the phone 

to invite Souza Saldívar to join a NASA-

funded astrobiology project in Cuatro 

Ciénegas—a butterfly-shaped basin with 

colorful pools, or pozas, in the middle of 

Mexico’s Chihuahuan Desert.

Neither Souza Saldívar, a microbial 

ecologist at the National Autonomous 

University of Mexico, University City, 

nor her ecologist husband and research 

partner Luis Eguiarte Fruns, also at 

UNAM, had ever visited Cuatro Ciénegas. 

That first trip convinced them to com-

pletely change their research plans. “Look-

ing at those mountains and the water, I fell 

in love,” Souza Saldívar says.

The landscape—more than 300 turquoise-

blue pozas scattered across 800 square kilo-

meters, among marshes and majestic 

mountains—wasn’t the only draw. The wa-

ters, whose chemistry resembled that of 

Earth’s ancient seas, teemed with microbes; 

unusual bacterial mats and formations 

called stromatolites carpeted the shallows. 

When Souza Saldívar first cultured the or-

ganisms from the pozas, “The amount of 

microbes was enormous, as was the diver-

sity of colors and colony sizes,” she recalls. 

For her, this remote microbial hot spot 

was an irresistible mystery.

Since then, work by Souza Saldívar, 

Eguiarte Fruns, and a widening circle of 

collaborators in Mexico and the United 

States has shown that Cuatro Ciénegas—

which means “four marshes” in Span-

ish—is one of the most biodiverse places 

on the planet. “There’s nowhere that 

has so much ancient diversity of micro-

organisms,” says Michael Travisano, an 

evolutionary ecologist at the University 

of Minnesota, Twin Cities, who has col-

FEATURES

Pools in the Mexican desert are a hot spot 
of microbial diversity—and a window into early life  

IMPROBABLE OASIS

By Rodrigo Pérez Ortega; Photography by David Jaramillo
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laborated with the Mexican researchers 

since 2001. Among the most recent addi-

tions to that menagerie are hundreds of 

species of archaea, the ancient microbes 

that may have given rise to eukaryotes—

organisms with complex, nucleated cells.

The diversity includes strains with un-

usual adaptations, such as the ability to build 

their lipid membranes with sulfur instead 

of the usual phosphorus, which is scarce in 

the waters of the pozas. It includes potential 

sources of new compounds for medicine and 

agriculture. And it poses a question that has 

occupied Souza Saldívar and Eguiarte Fruns 

for the past 20 years: How did this Noah’s 

Ark of ancient microbes arise? “It’s a dream 

for every biologist to know the origin of di-

versification,” Souza Saldívar says. 

But her dream might be short-lived. Since 

the 1970s, farmers have intensively drained 

water from the pozas and rivers to irrigate 

nearby fields of alfalfa, grown for cattle fod-

der, gradually drying the improbable oasis. 

Souza Saldívar has galvanized a conserva-

tion effort that has slowed the drainage; 

in the coming weeks, a canal that removes 

100 million cubic meters of Cuatro Ciéne-

gas’s water annually is scheduled to close. 

In the meantime, the researchers have been 

trying to describe as much as they can, as 

fast as they can, before their beloved pozas 

dry up and the precious microscopic life 

that has survived undisturbed for millions 

of years dies off.

CUATRO CIÉNEGAS SERVED as a stopping 

point for hunter-gatherers for thousands 

of years. To date, 50 archaeological sites 

with cave paintings—some dating to 2275 

B.C.E.—have been found in mountain caves 

around the basin. Much later, the region 

made a mark on history when Venustiano 

Carranza, born in a village at the basin’s 

margin, became a leader of the Mexican 

Revolution and president of Mexico from 

1917 to 1920. Nowadays, the village is called 

Cuatro Ciénegas de Carranza after him.

But in the 1960s, Cuatro Ciénegas started 

to become famous for its biodiversity, as 

biologists began to describe new species of 

snails, fish, turtles, and plants found in the 

pools and marshes—and often nowhere else.

Wendell “Minck” Minckley, a renowned 

ichthyologist at Arizona State University 

(ASU), Tempe, was first lured to Cuatro Cié-

negas after learning that the world’s only 

aquatic box turtle (Terrapene coahuila) 

lived there. Over the years, Minckley made 

frequent trips to the pozas, describing their 

snails and fish (Herichthys minckleyi, a 

cichlid, bears his name) while making con-

nections with the local people.

Minckley also noticed peculiar, rocky 

structures in the pools. They were stromato-

lites, biological structures normally found 

as fossils dating back as much as 3.5 billion 

years. Colonies of photosynthesizing bacteria, 

which boosted early Earth’s oxygen, created 

the layered formations by depositing carbon-

ates and trapping sediment in ancient, shal-

low seas. But these stromatolites were alive. 

Also found in other extreme environments 

such as Australia’s warm, salty Shark Bay, liv-

ing stromatolites “are sort of a window into 

early Earth,” Elser says. The pozas also nur-

ture bacterial mats, a soft form of stromato-

lites normally found deep in the ocean. 

As early as the 1970s, Minckley real-

ized the pools and their diversity were 

under threat: Local farmers were carving 

canals to tap their water. Thanks in part 

to his lobbying, the Mexican government 

in 1994 designated an 85,000-hectare pro-

tected area. But the drainage continued. 

“Minckley knew that Cuatro Ciénegas 

was going to die,” Souza Saldívar says. He 

thought NASA might be its salvation.

In 1998, NASA established its Astrobio-

logy Institute, a network of researchers 

studying life in extreme environments that 

might resemble conditions on other planets. 

Minckley saw an ideal astrobiology study 

site in the waters of the pozas, with their 

seemingly inhospitable chemistry and liv-

ing stromatolites. But he was no expert on 

extreme environments, so he enlisted Elser, 

who specializes in how water chemistry af-

fects ecosystems and also works at ASU. Af-

ter they submitted a 1998 proposal to fund 

Hundreds of spring-fed pools dapple Mexico’s 

Chihuahuan Desert at Cuatro Ciénegas, seen 

from the air (opposite, bottom). Their azure 

water, rich in minerals but low in the nutrients 

and phosphorus most life requires, is a haven 

for ancient microbes. 

jixiansheng
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the project, however, NASA said they should 

add experts on microbiology and evolution—

and those experts had to be Mexican to help 

secure permits to obtain samples. Based on 

colleagues’ suggestions, Elser called Souza 

Saldívar and Eguiarte Fruns, newly minted 

professors at UNAM. They joined, and NASA 

approved the 3-year project.

With two children in tow, the couple met 

Minckley and Elser at Cuatro Ciénegas. Next 

to the turquoise-blue waters of La Becerra 

poza, Minckley told them he believed the 

ecosystem was a glimpse of deep time. “Do 

you see these miniature snails in my hand?” 

Souza Saldívar recalls him saying. “I just 

scooped them from the springhead, but their 

direct ancestors were eating sulfur bacteria 

in hydrothermal vents 220 million years ago 

in the bottom of the ancient Pacific.”

Based on the water chemistry—low in 

phosphorus, iron, and nitrogen—and the 

presence of living stromatolites, Minckley 

believed Cuatro Ciénegas re-created the ma-

rine conditions found worldwide millions of 

years ago. He challenged the two researchers 

to explore its mysteries—and to protect its 

pozas. “Only you, as Mexicans, can save them 

from the extinction caused by humans,” 

Souza Saldívar recalls him saying. 

Minckley died 2 years later, in 2001.

TO INVENTORY THE FULL DIVERSITY of mi-

crobes at Cuatro Ciénegas and trace their 

relationships, Souza Saldívar needed to 

study their DNA. To do so, scientists nor-

mally take microbial samples from a site 

and grow them in a lab. But many bacteria 

and archaea are difficult to culture, and 

only a few groups at the time had success-

fully analyzed DNA isolated directly from 

the environment. High magnesium levels 

in the water and “slime” from the microbes 

made isolating DNA from the pozas espe-

cially difficult. 

But Souza Saldívar and her students 

Ana Escalante and Laura Espinosa Asuar 

made a start. In 2006, they reported in 

the Proceedings of the National Academy 

of Sciences that they had found 38 distinct 

groups of microbes—four times as many as 

in a typical salt marsh—corresponding to 

10 major lineages of bacteria and one of ar-

chaea. Half the bacterial groups were most 

closely related to marine microbes. Almost 

10% of the groups resembled ones that live 

on hydrothermal vents—fissures deep in 

the ocean where microbes thrive despite 

extreme heat and mineral concentrations.

As Minckley had suspected, Cuatro Cié-

negas had somehow preserved ancient ma-

rine life forms deep in the desert, more than 

500 kilometers from the Gulf of Mexico, at 

a site where the last seas retreated some 

20 million years ago. P
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Valeria Souza Saldívar and Luis Eguiarte Fruns (top) have spent 20 years studying biodiversity at Cuatro 

Ciénegas, where they have found thousands of new species in living structures like a bacterial mat (bottom).
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“The deep time aspect [of Cuatro Ciéne-

gas] is very surprising,” Travisano says. It is 

a true “lost world,” preserved by the hostile 

water chemistry, he and the Mexican team 

argued in a 2018 paper in eLife. Millions of 

years ago, they proposed, ancient marine an-

cestors found their way to the place, adapted 

to the extreme environment, and didn’t 

change much.

The pozas themselves are not 

particularly ancient. The springs 

that nurture them are fed by 

deep aquifers in Sierra San Mar-

cos y Pinos, filled with water 

accumulated during the last ice 

ages, Eguiarte Fruns says. Now, 

the water seeps to the surface be-

cause of an active fault beneath 

the basin. It rises through an-

cient marine sediments, picking 

up its unusual chemistry along 

the way. Somehow, the ancient 

microbes persisted and diversi-

fied in a succession of springs 

that must have appeared and 

vanished throughout geologic 

time. As in an ancient clock, 

Souza Saldívar says, all the origi-

nal mechanisms are still working 

together to sustain unusual life. 

To Frederick Cohan, a micro-

bial ecologist at Wesleyan Uni-

versity who is not part of the 

Cuatro Ciénegas project, the fact 

that many of the microbes are 

related to marine species and not 

species found inland is compel-

ling. “I think it’s saying those organisms are 

anciently there.” 

WHEN THE RESEARCHERS looked at the stro-

matolites, they found even more diversity. 

Samples from one site, Pozas Azules II, 

yielded more than 58,000 distinct microbial 

sequences, predominantly from bacteria—

not a direct count of species, but an indica-

tor of biodiversity. In the Río Mezquites, a 

stream that flows through the northern part 

of the basin and recharges several pools, 

they identified 30,000 sequences, mostly 

from cyanobacteria. More than 1000 se-

quences from Pozas Azules II appeared to 

be from archaea, the researchers reported 

in Environmental Microbiology

in 2009. The stromatolites also 

teemed with bacteria-infecting 

viruses—strains that were unique 

to each pool and resembled ma-

rine viruses. 

 Studying the microbes hasn’t 

been easy. “There are thousands 

and thousands of new bacteria 

that we can’t grow in culture,” 

Souza Saldívar says. They could, 

however, identify some startling 

adaptations to the extreme con-

ditions. In one bacterium found 

only in El Churince, a system 

of lagoons and pozas on the 

western part of the basin, re-

searchers sequenced the small-

est genome ever found in its 

genus, Bacillus. The work, led by 

Gabriela Olmedo Álvarez, a ge-

netic engineer at Center for Re-

search and Advanced Studies of 

the National Polytechnic Insti-

tute, Irapuato, also showed that 

the microbe—B. coahuilensis—

could synthesize membrane sulfo-

lipids. This meant that, like some 

plants and cyanobacteria, it could C
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Stromatolites, reeflike colonies of carbonate-secreting cyanobacteria, abounded in Precambrian seas—and thrive at Cuatro Ciénegas.
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use sulfur from the environment—instead of 

phosphorus—to form its cell membranes. 

“It likely ‘stole’ these genes from a cyano-

bacterium,” Olmedo Álvarez says, enabling 

it to cope with scarce phosphorus, a condi-

tion thought to have prevailed in Earth’s 

earliest oceans. The microbe’s small genome 

may also have helped it thrive, as it required 

less phosphorus to build its DNA. Olmedo 

Álvarez thinks the organism may offer a 

glimpse of the stratagems used by early mi-

crobes to adapt to their new environment. 

“We’re just starting to understand the depth 

of diversity,” says Olmedo Álvarez, 

who found that B. coahuilensis is itself 

starting to split into strains with varia-

tions in phosphorus metabolism.

The low phosphorus conditions 

found in Cuatro Ciénegas not only 

promoted local adaptations, but also 

accelerated microbial diversification, 

Souza Saldívar and Elser argued in a 

perspective published in 2008 in Na-

ture Reviews Microbiology. Bacteria 

normally share bits of DNA with their 

neighbors in a process called horizon-

tal gene transfer, which blurs the divi-

sions between strains. But in Cuatro 

Ciénegas, the microbes—hungry for 

phosphorus—essentially consume free 

DNA rather than incorporating it into 

their genomes. “They will eat the DNA 

to get the phosphorus,” Elser says.

Besides offering insights into evo-

lution, Cuatro Ciénegas’s microbial 

diversity may hold practical payoffs. 

“Cuatro Ciénegas is one of the richest 

places on the planet for genetic resources,” 

Souza Saldívar says. For example, most 

modern antibiotics are derived from actino-

bacteria, which are abundant in the pozas. 

Susana De la Torre Zavala, a biotechnolo-

gist at the Autonomous University of Nuevo 

León (UANL), Mederos, is searching for 

potential antibiotics in a library of 350 ac-

tinobacteria from the basin. Her team has 

also found that an extract from a microalga 

living in the pools shows anticancer activity.

Agriculture, too, could benefit, Olmedo 

Álvarez says. By 2050, the reservoirs of 

phosphorus that help sustain global har-

vests could become scarce, and the mi-

crobes’ ability to concentrate the element 

from different sources could hold solu-

tions. “We’re understanding Cuatro Cié-

negas, but we’re also understanding basic 

principles of ecological interactions that 

have an application in medicine and agri-

culture,” she says.

AS THE SCIENTIFIC STORY of Cuatro Ciénegas 

unfolded, its fate has hung in the balance, 

with Souza Saldívar fighting a long series of 

battles over its water with local farm-

ers and landowners, dairy companies, 

and politicians. Her weapons have 

been her rising scientific profile and 

a tireless outreach to the public, espe-

cially young people. 

Souza Saldívar has drawn fire—

during a 2013 microbiology con-

gress, police had to protect her from 

protesting locals—but she has won a 

series of victories. In 2007, the daugh-

ter of the CEO of LALA, a giant dairy 

consortium with roots in the state of 

Coahuila, told her father she wouldn’t 

speak to him because “he was killing 

Cuatro Ciénegas,” Souza Saldívar says. 

The executive promptly scheduled a 

meeting with the scientist. “You need 

to change your cows’ diet,” Souza 

Saldívar says she told him, refusing 

to accept a courtesy yogurt he offered. 

“I’ll accept your yogurt when you do 

so.” He promised not only to stop buy-

ing the region’s alfalfa, but also to 

Endemic fishes and turtles first drew scientists to Cuatro Ciénegas, where they stumbled on its less visible microbial riches.
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invest in environmental education projects 

for local children.

Two years later, she won an unusual ally, 

the powerful Mexican billionaire Carlos

Slim. His foundation collaborated with the 

World Wildlife Fund (WWF) to buy the land 

surrounding El Churince in the western ba-

sin, and to provide researchers with a 5-year, 

18 million Mexican peso ($1.4 million) grant 

to study Souza Saldívar’s favorite poza. This 

allowed them to set up the infrastructure to 

perform long-term experiments. But it did 

not save the water.

In 2010, Mexico’s National Water Commis-

sion (CONAGUA) set out to replace the open, 

leaky canals, which lose 75% of the drained 

water, with less wasteful enclosed conduits. 

But the project was abandoned midway—

most likely because of corruption—and the 

old canals were never closed. As Cuatro 

Ciénegas continued to dry up, the research-

ers raced to study El Churince, finding 5167 

distinct species of bacteria and archaea in 

the last remaining pool. A close inspec-

tion of the genomes of Bacillus bacteria 

from one single square kilometer increased 

the known diversity of the group by more 

than 20%. By comparing DNA sequences, 

the team traced the Bacillus diversity to 

two ancient ancestors, one dating back 

680 million years, the other 160 mil-

lion years. Those dates coincide with the 

breakup of the supercontinents Rodinia 

and Pangaea, respectively, and the team 

thinks the oceans that formed during those 

convulsions carried the ancestral microbes 

to what is now the Cuatro Ciénegas Basin, 

where they have persisted ever since.

Cohan says that’s plausible. Bacillus from 

elsewhere fail to thrive in Cuatro Ciénegas, 

most likely because they are outcompeted 

by the local microbes and can’t adapt to the 

extreme conditions. And the Bacillus species 

from Cuatro Ciénegas are not found any-

where else in the world. “It’s just bizarre,” 

Cohan says, but it makes the pozas so much 

more valuable and worth saving. “It’s kind of 

a paleontological microbial park.”

In 2016, El Churince dried up just after 

the funding from the WWF–Carlos Slim 

Foundation ended. The researchers felt dev-

astated. Souza Saldívar says it was painful 

to see turtle shells lying on the now-barren 

soil. “It’s really sad,” Olmedo Álvarez says. 

“It’s gone.”

ON THE EASTERN SIDE of the basin, things 

are looking brighter. In 2000, the con-

servation nongovernmental organization 

Pronatura Noreste acquired the Pozas 

Azules ranch: 2721 hectares hosting about 

100 pozas. Pronatura eventually gained 

rights to the water as well, enabling it 

to close canals draining the pozas in the 

ranch. Farmers are now encouraged to 

adopt water-sparing drip irrigation, and 

some are growing nopal—an edible cactus 

popular in Mexican cuisine—which requires 

much less water than alfalfa.

The researchers have focused their re-

cent studies on Pozas Azules. In 2019, 

after an unusual spring rain, the team no-

ticed alien-looking structures in the shal-

low waters of a site near Pozas Azules II: 

white microbial mats buoyed by gas. The 

gas appeared to be largely methane, and 

a genetic analysis showed the mats were 

teeming with archaea—230 distinct spe-

cies, they report in a preprint. That makes 

the spot “the most diverse place of archaea 

that we know of,” De la Torre Zavala says.

Now, the team hopes to analyze samples 

from the structures, which it calls “archaean 

domes,” in search of the elusive Asgard ar-

chaea, organisms previously found only in 

the deep ocean and thought to hold clues to 

the evolution of simple microbes into com-

plex eukaryotes. Although some in her team 

are skeptical, Souza Saldívar is convinced 

they will find them. “Valeria’s usually right,” 

De la Torre Zavala says.

Such prospects have added to Souza 

Saldívar’s determination to preserve Cuatro 

Ciénegas, and she is enlisting young people 

for support. In every field trip since 2004, 

her team has spent time with students 

from the local high school, showing them 

how to use a microscope and take simple 

environmental measurements, and teach-

ing them about sustainable agriculture. In 

2011, with funding from the LALA Founda-

tion and the WWF–Carlos Slim Foundation, 

the scientists set up a college-level molecu-

lar biology lab at the school, which is now 

ranked among the best rural high schools 

in Mexico.

Héctor Arocha Garza is one of its gradu-

ates. Inspired by the secrets of Cuatro Cié-

negas, he pursued a Ph.D. in biotechnology 

at UANL with De la Torre Zavala, then re-

turned to his hometown. “My heart was in 

Cuatro Ciénegas,” he says. Now, he’s leading 

the scientific branch of a privately funded 

megaproject called Cuatro Ciénegas 2040 

that aims to build a science museum and 

make Cuatro Ciénegas a scientific tourism 

destination, while supporting education and 

medical care for the village’s young people.

The effort comes at a critical moment. 

More than 90% of the marshes are gone, and 

some pozas and lagoons are dry. But this 

year, CONAGUA committed to regulating 

water usage and closing illegal wells, and 

Pronatura Noreste will close the Saca Sal-

ada Canal, which drains the Río Mezquites, 

as soon as the COVID-19 pandemic permits. 

Those developments, and stories like 

Arocha Garza’s, give Souza Saldívar hope 

for the future of Cuatro Ciénegas. “It has 

been a very complicated, long, and difficult 

process,” she says. But now, she wrote in a 

recent book, “There is a revolution occur-

ring in this oasis: Science is the tool and 

kids are the drivers.” j
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Shaped and seeded with life by ancient seas, the Cuatro Ciénegas Basin lies at the foot of the distant 

Sierra San Marcos. The white dunes bordering the basin are made of gypsum, a legacy of a Jurassic ocean.
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was restricted worldwide when it became 

clear that land-use modifications and 

climate change were important drivers 

of vector-borne diseases. COVID-19 

claimed many lives, but the political and 

environmental changes the pandemic 

inspired have likely saved many more by 

protecting the world’s biodiversity.

Joel Henrique Ellwanger
Department of Genetics, Universidade Federal do 
Rio Grande do Sul, Porto Alegre, Rio Grande do 
Sul, 91501-970, Brazil. 
Email: joel.ellwanger@gmail.com

Nation
Science and technology research budgets, 

now classified as an arm of the national 

defense force, could rival traditional 

military spending in a few years’ time. This 

newfound prioritization of science was 

shaped by the COVID-19 pandemic, which 

made clear that the previous conception 

of military force is impractical when the 

enemy is invisible and formidable. The 

unprecedented redirection of financial 

resources to scientific communities to help 

find a cure and vaccines, along with the 

increased demand for scientific experts, 

expanded technological frontiers and gave 

science a well-deserved space in governance.

Mpho Diphago Stanley Lekgoathi
The South African Nuclear Energy Corporation, 
Pretoria, Gauteng, South Africa. 
Email: mpho.lekgoathi@necsa.co.za

In response to the 50th wave of COVID-19, 

which hit New York City last month, the U.S. 

government has announced that the first 

spaceship designated for in-orbit medical 

treatment of COVID-19 patients will soon 

transport 10,000 residents from high-risk 

zones to Space. Scientists say that prolonged 

News from a postpandemic world

World
Today, scientists confirm that 1000 

previously endangered species have 

been removed from the Vulnerable list. 

Biodiversity renewal has been under way 

since the COVID-19 pandemic 20 years ago 

led many governments to reevaluate their 

priorities. Hunting practices and bushmeat 

consumption were constrained to limit the 

transmission of new pathogens through 

human contact with the meat and 

biofluids of wild animals. Deforestation 

We asked young scientists to imagine this scenario: You are a science writer 

in the year 2040 working on a news story that answers this question: 

What do you hope or fear will be the long-term ef ects of the coronavirus 

disease 2019 (COVID-19) pandemic? A selection of their responses, 

arranged as a newpaper, is below. Follow NextGen Voices on Twitter with 

hashtag #NextGenSci. Read previous NextGen Voices survey results at 

https://science.sciencemag.org/collection/nextgen-voices.  —Jennifer Sills 
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stay in Space colonies with exposure to 

controlled gamma radiation from cosmic 

dust may help weaken the virus’s strong 

affinity to lung tissue. “We will do all we can 

to protect our residents on Earth. Unlike 

2019, we are prepared for this challenge,” 

said the President in a Capitol Hill address. 

The Senate has voted to fund the treatment 

expenses for everyone on the flight.

Kartik Nemani
Layered Materials and Structures Lab, 
Department of Mechanical and Energy 
Engineering, Purdue School of Engineering and 
Technology, Indiana University–Purdue University 
Indianapolis, Indianapolis, IN 46202, USA. 
Email: snemani@purdue.edu 

Business
Workers at major corporations staged a 

walk-out today, the 20th anniversary of the 

COVID-19 pandemic, to protest what some 

have deemed invasive monitoring. Many 

fears subsided when the first SARS-CoV-2 

vaccine was broadly distributed in 2023, but 

subsequent zoonotic viruses emerged faster 

than society could prepare for them. With 

the world economy precariously weak, a 

cautious arrangement was reached: Workers 

could return to their jobs if they submitted 

to routine infection checks. At first, these 

were relatively innocuous temperature 

probes and cough tracking. However, with 

the 2029 advent of low-cost RNA wastewater 

screening by smart toilets and ubiquitous 

wall-mounted infrared heat sensors, 

infected employees could be pinpointed 

before displaying acute symptoms. Later, 

an eCommerce/fitness-tracking consortium 

released artificial intelligence algorithms 

that combined smartwatch health metrics 

and recent online search history. Corporate 

Wellness Boards used the results to justify 

mandatory quarantines. Employees cried 

foul. The debate rages on in our courts and 

on the Giganet about whether the public 

good is served by exposing the “viral status” 

of the few.

Michael A. Tarselli
Society for Laboratory Automation and Screening, 
Oak Brook, IL 60523, USA. Email: mtarselli@slas.org

Science and Health
Earlier this month, 21 individuals were 

quarantined in Kampala, Uganda, after 

a man was diagnosed with Marburg 

hemorrhagic fever by the local laboratory 

of the International Center for Disease 

Prevention (ICDP). The patient, who has 

now fully recovered, may have been infected 

at the veterinary clinic where he worked 

in close contact with possible animal 

carriers. “This is a virus that spreads easily 

through bodily fluids and historically has 

been transmitted to caregivers,” said Dr. 

Icuaf, director of the ICDP. Once again, 

the localized presence of centers with 

efficient testing capabilities made it possible 

to identify patient zero and contain the 

outbreak at its inception. As a result, “no 

deaths occurred, and everyone who might 

have been exposed has been quarantined 

while we monitor their health,” added Dr. 

Icuaf. The ICDP was instituted in 2021 as a 

global response to the COVID-19 pandemic, 

which marked a revolution in public 

awareness of science-based policy. The 

cost of crisis prevention is now routinely 

compared with the predicted price of 

managing such a crisis after it has occurred. 

Ahmed Al Harraq
Cain Department of Chemical Engineering, 
Louisiana State University, Baton Rouge, LA 
70803, USA. Email: aahme22@lsu.edu
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One of the world’s leading universities is 

launching a large-scale screen of potential 

antiviral and antibacterial drugs on 

human volunteers. The substances show 

promising results in vitro but have not 

been tested on animals. To compensate 

for the risk of side effects, all volunteers 

will receive generous payment. “Drugs 

showing promising effects on mice 

could be ineffective on humans, making 

drug development expensive and slow,” 

explained the leading scientist of the drug 

screen. Human rights experts warned 

against granting permission to conduct 

the study. “Offering payment for causing 

physical harm targets the economically 

vulnerable and violates basic human 

rights,” they argued. However, doctors 

and politicians praise the idea, referring 

to the COVID-19 epidemic. “Developing a 

new drug through the traditional process 

can take years. Testing multiple potential 

candidates on coronavirus-infected people 

saved thousands of lives before basic 

research had a chance to catch up. Next 

time, we want to be prepared,” explained 

the health minister.

Anna Uzonyi
Department of Molecular Genetics, Weizmann 
Institute of Science, Rehovot, 7610001, Israel. 
Email: anna.uzonyi@weizmann.ac.il

Results published today from a 20-year 

experiment show that a “lottery” grant 

funding scheme is superior to traditional 

peer-review assessment panels. For 

decades, researchers have debated the 

effectiveness and cost-efficiency of selecting 

grant recipients through a peer-review 

process, given the documented biases that 

hinder diversity and equitable decision-

making. “It was a controversial move at the 

time, but the results are clear,” said the lead 

author of the study. The funding experi-

ment, which began in 2020 in response to 

the COVID-19 pandemic, was introduced 

to preserve the workforce employed on 

short-term contracts. During that year, 

pandemic-related budget cuts and social 

restrictions impeded the traditional 

peer-review process. “The lottery not only 

reduced peer-review bias but also added 

millions of dollars per year to the sector 

in hours saved by academics no longer 

devoting time to peer review,” said the lead 

author. “That time was spent on doing 

more experiments, mentoring colleagues, 

or achieving a healthier work-life balance.”

Ken Dutton-Regester
Department of Genetics and Computational 
Biology, QIMR Berghofer Medical Research 
Institute, Brisbane, QLD 4006, Australia. 
Twitter: @stemventurist

Education
As the debate continues on the efficacy of 

educational methods, most universities now 

use a combination of in-person, remote, 

and technology-enhanced classrooms. 

The rapid expansion of evidence-based 

strategies such as machine learning and 

artificial intelligence, audio and video 

tools, three-dimensional environments, and 

simulations across disciplines began during 

the COVID-19 pandemic. The decision 

to move education to a computer-based 

environment to protect the health and 

safety of students and staff transformed the 

educational conversation. In the increasingly 

technology-enhanced world, discussions 

about how to teach a science class online, 

how to facilitate lab experiences, and how to 

conduct experiments with new constraints 

swept the research community. A nuanced 

understanding emerged about true online 

pedagogy versus synchronous, remote 

meetings. Two decades later, we see the 

results of this transformation.

Rachel Yoho
Department of Environmental and Global Health, 
University of Florida, Gainesville, FL 32603, USA. 
Twitter: @rachel_yoho

Sports
A stunning 200,000 people attended 

the grand opening ceremony of the 

2040 Olympics yesterday in New Delhi, 

India. It has been 20 years since such a 

public event could take place safely. Only 

with the recent release of clothing and 

shoes made of technologically advanced 

materials  that instantly kill viruses could 

the social distancing that began with 

the COVID-19 pandemic be relaxed. 

For added peace of mind, all attendees 

at the ceremony consented to the skin 

implantation of Viroclean, a new chip-

based device that sounds an alarm when 

it detects viruses in the air.

Sudhakar Srivastava
Institute of Environment and Sustainable 
Development, Banaras Hindu University, Varanasi, 
Uttar Pradesh, 221005, India. 
Email: sudhakar.srivastava@gmail.com

Arts and Leisure
This weekend, at the Coachella 2040 music 

festival, three aerosol biosurveillance 

sensors detected a SARS-like virus in the air. 

Smartphone tracing, using the opt-in U.S. 

Centers for Disease Control and Prevention 

(CDC) geospatial health app developed 

in the wake of the COVID-19 pandemic, 

identified two potential index cases. The 

CDC outbreak prevention team mobilized 

regional contact tracers to intercept and 

test both individuals within an hour of first 

detection. One individual tested positive 

for a variant of the 2019 SARS-CoV-2 strain, 

previously thought to be eradicated, and is 

undergoing treatment in quarantine.

Michael Strong
Center for Genes, Environment, and Health, 
National Jewish Health and University of Colorado, 
Anschutz Medical Campus, Denver, CO 80206, 
USA. Email: strongm@njhealth.org

Lifestyle
Last week’s 15th annual Pan-global Remote 

Integrated Sciences Meeting (PRISM) 

attracted more than 100,000 attendees 

from more than 160 countries. Scientists, 

educators, students, entrepreneurs, policy-

makers, and industry experts from fields 

spanning the physical, biological, and 

social sciences logged on to the online 

venue, enabled by virtual reality. Advanced 

machine learning algorithms provided 

recommendations for presentations relevant 

to each participant based on both their 

expertise and potential for interdisciplinary 

collaboration. As usual, the highlight of the 

meeting was the virtual poster sessions, 

driven by interactivity and streamlined to 

optimize small-group scientific conversation 

across fields. Many junior scientist attendees 

were surprised to learn that such events 

were nearly unheard of before PRISM 

grew from the increasing move toward 

virtual conferences during the coronavirus 

pandemic over 20 years ago. “My adviser told 

me that when she was a grad student, big 

conferences were all held in person,” writes 

one anonymous Ph.D. student. “Can you 

imagine having a giant conference like this 

in some random convention center, with tens 

of thousands of scientists spending hundreds 

of dollars on fuel-inefficient flights and hotel 

booking, lugging around printed posters and 

just milling around for a week trying to find 

the optimal talks to attend? Insane.”

Yifan Li
Department of Chemistry, University of California, 
Berkeley, Berkeley, CA 94720, USA. 
Twitter: @iWonderWhyly

Food
Today, cell-based meat consumption has 

surpassed farm-produced meat for the first 

time. The transition began with the meat 

shortages and near collapse of the meat 

supply chain during the COVID-19 outbreak. 

With thousands of workers packed into 

poorly ventilated and unhygienic facilities, 

meat processing plants were hotspots for the 

SARS-CoV-2 virus. A global meat shortage 

emerged as production rates were slashed. 

Most people turned to the plant-based 

meat alternatives available at the time. The 
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Paris Climate Agreement in 2016, scientists 

were hopeful. National governments were 

implementing increasingly ambitious 

measures to meet their commitments. But 

the economic fallout of the pandemic led 

growing economies such as India to relax 

environmental clearance guidelines for 

industries and infrastructure projects and 

cut funding allocated to environmental 

reforms. First-world countries such as 

the United States and China, instead of 

shifting toward renewable energy, boosted 

investment in fossil fuels, which in turn 

increased greenhouse gas emissions. 

Even after multiple warnings from the 

Intergovernmental Panel on Climate 

Change, G20 nations neglected to follow 

the advice of scientists.

Akash Mukherjee
Department of Physics, Indian Institute of 
Science Education and Research, Pune, Pune, 
Maharashtra, 411008, India. Twitter: @aghori_AM

 Travel
A government report released yesterday 

warns of a potential spike in counterfeit 

immunity passports entering the market 

this coronavirus season. According to Jane 

London, the U.K. health minister, “There 

is a substantial increase in the number of 

illegal immunigrants crossing provincial 

and municipal borders. The public should 

be aware that just scanning someone’s 

immunity passport is not enough 

anymore.” This report comes just 6 months 

after the U.S. Centers for Disease Control 

and Prevention first released notice that 

the “NextGen Immunity Passport” brand 

had been hacked, allowing scammers and 

tech-savvy citizens to falsify the immunity 

data they carry with them by law. Asked 

how businesses and town-guards were 

detecting falsified immunity passports 

at checkpoints, minister of national 

movement John Petersfield told journalists, 

“This is a police matter. Any further 

information about detection at this time 

will only help counterfeiters.” Widespread 

counterfeiting, as well as last year’s false-

negative scandal, has generated substantial 

public distrust in the use of the immunity 

passport system in movement legislation, 

now 19 years old. “We learned our lesson 

about free movement back in 2020,” said 

one government official who wished to 

remain anonymous, “but the immunity 

passport system is cracking, and we don’t 

see a fix yet.”

Tyler D. P. Brunet
Department of History and Philosophy of 
Science, University of Cambridge, Cambridge, 
Cambridgeshire, CB2 3RH, UK. 
Email: tdpb2@cam.ac.uk

10.1126/science.abd1320
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meat industry’s demise was sealed when 

cell-based meat entered the mainstream 

market the following year. Clean meat 

eliminated the negative effects of the meat 

industry, from pollution caused by runoff 

and antibiotics, to worker and animal 

cruelty, to the carbon footprint of livestock, 

which contributed 18% of greenhouse gas 

emissions at the time. Cell-based meat 

has been growing in popularity ever since, 

as traditional meat became ethically and 

environmentally unpalatable.

JiaJia Fu
Whittle School and Studios, Washington, DC 
20008, USA. Email: jjnaturalist@gmail.com

Global seafood supply now relies entirely 

on aquaculture. The turning point 

came when researchers optimized the 

breeding techniques for edible crabs, 

enabling high-valued crab species such as 

mud crabs and blue crabs to be mass-

produced in full aquaculture settings. The 

prioritization of aquaculture was made 

possible by the COVID-19 pandemic in 

2020. A 12-month closure of fisheries 

during the wave of global stay-at-

home orders led to the rejuvenation of 

overexploited species such as sardines 

and mackerels, which had been on the 

verge of extinction, and made people 

recognize the fragility of the supply chain. 

Full investment in aquaculture research 

began the following year.

Khor Waiho
Institute of Tropical Aquaculture and Fisheries, 
Universiti Malaysia Terengganu, Kuala Nerus, 
Terengganu, 21030, Malaysia. 
Email: waiho@umt.edu.my

Environment
Next week, the United Nations will meet 

to assess whether the goals of the 2040 

Agenda for Sustainable Development have 

been achieved. Unfortunately, reasons for 

optimism are scarce. Overexploitation 

of natural resources, CO2 emissions, 

and plastic waste continue to soar. The 

wealthiest sector of the population 

consumes 80% of the resources, and the 

poorest people increasingly suffer from 

extreme weather events, famines, and 

freshwater scarcity. We were already 

heading in this direction early in the 

century, when the short-term vision of 

corporations and policy-makers prioritized 

economic benefits over human and 

environmental health. The COVID-19 

pandemic exacerbated the negative trends. 

Since 2020, an array of wasteful practices 

increased, including the proliferation of 

single-use products and travel in private 

vehicles to avoid physical contact. After 

reviewing the past decade, the UN countries 

will discuss commitments to decrease 

inequality and pollution by 2050.

Isabel Marín Beltrán 
Laboratory of Environmental Technologies, Centro 
de Ciências do Mar do Algarve, Universidade do 
Algarve, Campus de Gambelas, Faro, 8005-139, 
Portugal. Email: imbeltran@ualg.pt

For the first time, global average air 

temperature is more than 2°C higher than 

the 20th-century global average. Scientists 

suggest that decisions made in response 

to the COVID-19 pandemic led to today’s 

disastrous climate consequences. After the 
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By Alma Dal Co and Michael P.  Brenner 

B
orn in 1881 on a farm in Pennsylvania, 

Alice C. Evans dedicated her life to 

studying bacteria in dairy products. 

Early in her career, Alice became 

convinced that most bacteria display 

multicellular behavior as part of their 

life cycles. At the time, the morphological 

changes observed in bacterial life cycles cre-

ated confusion among scientists. In 1928, as 

the first female president of the American 

Society for Microbiology, Alice wrote to the 

scientific community: “When one-celled or-

ganisms grow in masses, … individual cells 

influence and protect one another.” She con-

tinued, “Bacteriologists need not feel cha-

grinned … to admit that … forms they have 

considered as different genera are but stages 

in the life cycle of one species” (1). Nearly 100 

years later, on page 71 of this issue, Qin et al.

(2) make a substantial leap forward in deci-

phering cell dynamics in biofilms—groups of 

microorganisms that adhere to a surface, and 

each other, by excreting matrix components.

In the interim period, microbiologists 

have learned that many bacteria organize 

in groups. This allows bacterial cells to 

achieve collectively what individuals in iso-

lation cannot, thus conferring a selective 

advantage on the individuals. Multicellular 

behaviors help cells to migrate (3), resist 

antibiotic treatments (4), and protect them-

selves from predators (5). In recent years, 

microbiologists have begun to unravel the 

mechanisms behind these multicellular be-

haviors, by studying single-cell gene expres-

sion, growth rate regulation, and cell-to-cell 

interactions (6–9), as well as by developing 

tools to investigate the morphology and 

growth of entire bacterial biofilms (10, 11).

A multicellular aggregate starts with a 

single founder cell that grows into a mature 

biofilm. Despite substantial progress, scien-

tists still lack a detailed understanding of 

how bacterial cells are programmed to build 

multicellular structures. Each cell makes in-

dividual decisions—whether to divide, move, 

excrete chemicals, exert forces, or express ex-

tracellular matrix components—in response 

to its local environment. In turn, the local 

environment is determined by the collective 

decisions of all of its cells, played out as a 

mosaic over time in a three-dimensional (3D) 

space. A primary challenge to unraveling the 

mystery of how cells are programmed to pro-

duce a mature functional biofilm is that re-

searchers lack the experimental tools needed 

to study how the dynamics of individual cells 

drive biofilm formation and structure.

In their elegant study,  Qin et al. devel-

oped dual-view light-sheet microscopy to 

reconstruct single-cell trajectories in 3D 

Vibrio  cholerae biofilms initiated by a single 

founder cell. This method fluorescently la-

beled cellular  puncta, giving  isotropic single-

cell resolution in the biofilm with much less 
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School of Engineering and Applied Sciences, Harvard 
University, Cambridge, MA 02139, USA. Email: adalco@
g.harvard.edu; brenner@seas.harvard.edu
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photobleaching than that seen with previ-

ous methods. This advance allowed the au-

thors to carry out simultaneous imaging of 

10,000 V. cholerae cells for the 16 hours it 

takes for the biofilm to develop, with 3-min 

intervals between subsequent images. This 

frequent imaging made it possible to track 

the trajectories of micrometer-sized cells, 

giving an unprecedented view into the be-

haviors of individual cells as the biofilm de-

veloped (see the figure).

The measurements revealed a qualitative 

transition in an individual cell’s behavior, in 

which Brownian motion changes to ballistic 

motion as the biofilm develops. This transi-

tion corresponds to a new phase of collec-

tive growth,  when the biofilm as a whole 

begins its vertical expansion away from 

the substrate. In this phase, cells displayed 

two types of trajectories. Some of the cells 

expanded ballistically outward, whereas 

others became trapped at the substrate. 

Overall, these trajectories gave rise to a 

collective fountain-like flow, which trans-

ported some cells to the biofilm front, while 

bypassing the cells trapped at the substrate. 

This fountain-like flow allowed for fast lat-

eral expansion of the biofilm.

Cell tracking allowed Qin et al. to pre-

cisely quantify the dynamics of various cells, 

while also assessing how these dynamics dif-

fer for mutant cells that overproduce matrix 

components . To interpret the results, the 

authors built  a mathematical model for the 

mechanics of biofilm expansion, balancing 

growth with substrate friction. By modeling 

different surface frictions and comparing the 

predicted cell motion with the observed cell 

motion,  Qin et al. were able to explain the ob-

served behavior as long as friction between 

the cells and surface was a dominant effect. 

This study of V. cholerae offers an excit-

ing insight into how collective behavior 

can arise from processes operating at the 

single-cell level. The mechanisms uncov-

ered with a gram-negative bacterial spe-

cies likely will be generalizable across other 

bacterial types. For example, the qualitative 

transitions in biofilm expansion observed 

in this study have analogs in other bacterial 

biofilms. With the gram-positive bacterium 

Bacillus subtilis,  a qualitative change in 

colony expansion is triggered by a cellular 

bistable switch in which cells expressing 

flagella produce extracellular matrices (12, 

13). Osmolarity associated with matrix pro-

duction drives colony expansion (14). 

More broadly, this study demonstrates the 

great potential for advances in imaging tech-

nology and computer vision to help unravel 

how collective behavior arises from the activ-

ity of individual cells and their interactions. 

However, there is much more going on inside 

a biofilm that cannot yet be seen. More com-

plete information would allow researchers to 

not only reconstruct the motion of cells but 

also uncover their phenotypic states. Previous 

work on B. subtilis with fluorescent labeling 

of genetic components shows detailed spatial 

arrangement of various cell types, with cells 

carrying out different biological functions in 

distinct parts of the biofilm (3, 15). 

One can only hypothesize about the di-

versity of cellular types and functions inside 

the beautiful fountain revealed in the pres-

ent study. A deeper understanding of bacte-

rial multicellular behavior will increase our 

ability to treat bacterial infections, control 

natural bacterial communities, and engineer 

synthetic ones for specific purposes. j

 REFERENCES AND NOTES

   1.  A. C. Evans, J. Bacteriol. 17, 63 (1929).  
 2.  B. Qin et al., Science 369, 71 (2020).
 3. J. van Gestel et al., PLOS Biol. 13, e1002141 (2015).  
 4.  C. W. Hall, T.-F. Mah, FEMS Microbiol. Rev. 41, 276 (2017).  
 5.  P. K. Raghupathi et al., Front. Microbiol. 8, 2649 (2018).  
 6.  A. Dal Co, S. van Vliet, M. Ackermann,  Philos. Trans. R. Soc. 

London Ser. B 374, 20190080  (2019).
 7.  A. Dal Co et al., Nat. Ecol. Evol. 4, 366 (2020). 
 8.  S. van Vliet et al., Cell Syst. 6, 496 (2018).   
 9. A. Dragoš et al., Curr. Biol. 28, 1903 (2018).  
 10.  K. Drescher et al., Proc. Natl. Acad. Sci. U.S.A. 113, E2066 

(2016).  
 11. R. Hartmann et al., Nat. Phys. 15, 251 (2019).  
 12.  H. Vlamakis et al., Chemtracts 20, 427 (2007).
 13.  D. B. Kearns et al., Mol. Microbiol. 55, 739 (2005).  
 14.  A. Seminara et al., Proc. Natl. Acad. Sci. U.S.A. 109, 1116 

(2012).   
 15.  H. Vlamakis et al., Nat. Rev. Microbiol. 11, 157 (2013).  

ACKNOWLEDGMENTS 

A.D.C. and M.P.B. are supported by the National Science 
Foundation (DMS-1715477),  Materials Research Science 
and Engineering Center (DMR-1420570),  the  Office of Naval 
Research (N00014-17-1-3029), and the Simons Foundation.

10.1126/science.abd1225

MOLECULAR BIOLOGY

Shutting down 
RNA-targeting 
CRISPR
The discovery of an 
anti-CRISPR reveals 
viral escape from 
CRISPR immunity

By Rodolphe Barrangou1 and 

Erik J. Sontheimer2 

E
xplorations of the evolutionary arms 

race between bacteria and bacterio-

phages (viruses that infect bacteria) 

have unearthed a variety of defense 

mechanisms that include CRISPR-Cas 

(CRISPR-associated nuclease) adap-

tive immune systems (1). Understanding 

the mechanisms of CRISPR-mediated im-

munity, involving DNA-encoded, RNA-

guided, sequence-specific targeting of 

invasive nucleic acids (2, 3), has spawned 

powerful genome engineering platforms 

based on diverse Cas effectors. Subsequent 

studies have also revealed anti-CRISPR 

proteins (4) that have proven valuable as 

control switches for Cas molecular ma-

chines. CRISPR-Cas immune systems en-

compass diverse families including DNA-

targeting effectors such as Cascade-Cas3, 

Cas9, and Cas12 as well as the recently 

characterized RNA-targeting Cas13 ribonu-

clease (RNase) (5). The evolving immune 

arsenal in bacteria has been matched by 

diverse anti-CRISPRs that enable viruses 

to escape Cas nuclease targeting. On page 

54 of this issue, Meeske et al. (6) report 

an anti-CRISPR mechanism that inhibits 

Cas13a RNase activity, with potential util-

ity as a CRISPR effector control switch.

The Cas13 RNase is the signature protein 

for type VI CRISPR-Cas systems (5), which 

use their CRISPR RNA (crRNA) guides to 

target viral RNA sequences and trigger 

both the specific degradation of target 

phage RNA and the nonspecific destruc-

tion of host transcripts (7), leading to host 

dormancy and prevention of virus prolif-

eration (8). Meeske et al. identified and 

1Department of Food, Bioprocessing and Nutrition Sciences, 
North Carolina State University, Raleigh, NC, USA. 2RNA 
Therapeutics Institute, University of Massachusetts Medical 
School, Worcester, MA, USA. Email: rbarran@ncsu.edu; 
erik.sontheimer@umassmed.edu

A scanning electron micrograph reveals a 

multiorganism biofilm formed on an implantable 

medical device. Life-threatening  biofilm-

associated infections resist antibiotic treatment 

and interfere with medical device function.
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characterized a type VI anti-

CRISPR protein, AcrVIA1Lse, 

encoded by the genome of 

the fLS46 listeriophage (see 

the figure). This anti-CRISPR 

binds to Listeria seeligeri 

Cas13a (LsCas13a) and pre-

vents target RNA access and 

conformational activation of 

the RNase. AcrVIA1Lse com-

prises 232 amino acids, which 

is notably larger than the 

typically hypervariable, <150–

amino acid anti-CRISPRs pre-

viously characterized. The ad-

ditional residues augment the 

RNase domain with a DNA-

binding motif that contributes 

to anti-CRISPR transcriptional 

regulation. This AcrVIA1Lse

protein was able to completely 

thwart CRISPR-Cas13 immu-

nity against otherwise suscep-

tible listeriophage. 

Meeske et al. investigated the 

interplay between AcrVIA1Lse

and the Cas13a:crRNA com-

plex and showed dose-de-

pendent inhibition of RNase 

activity through formation of 

an AcrVIA1Lse:Cas13a:crRNA complex that 

prevents target RNA binding. Critically, 

both cis phage-targeting and trans host 

dormancy–inducing activities are abol-

ished by AcrVIA1Lse, enhancing not only 

the capacity of the listeriophage to repli-

cate but also the ability of the host L. seeli-

geri to continue metabolically. This inter-

action was dissected structurally, and the 

authors used cryo–electron microscopy to 

establish that LsCas13a adopts a bilobed 

architecture encompassing a recognition 

domain and an RNase domain, directed 

by a 51-nucleotide crRNA with the target-

complementary portion configured to pair 

with viral RNA. AcrVIA1Lse interacts with 

both LsCas13a and the crRNA to prevent 

target RNA binding and RNase activation. 

Future studies will undoubtedly define 

AcrVIA1Lse inhibitory specificity across 

Cas13 homologs, as well as the impact of 

type VI anti-CRISPR viral resistance on 

bacterial biology and host-virus dynamics. 

Several studies have deciphered how 

anti-CRISPRs can inhibit Cas effectors 

by blocking target nucleic acid loading 

and preventing Cas nuclease activity (4), 

but the primary focus had been on DNA-

targeting Cascade-Cas3, Cas9, and Cas12. 

These studies revealed that physiological 

anti-CRISPR activity often only partially 

inhibits CRISPR-Cas, providing limited im-

mune escape (9, 10). This appears to reflect 

a race between anti-CRISPR expression in 

phages and host immune defense by the 

CRISPR effector complexes. Viral infec-

tions can fail because anti-CRISPR expres-

sion does not reach inhibitory thresholds 

in time to overcome CRISPR immunity, but 

repeated failed infections can yield gradu-

ally increasing anti-CRISPR amounts that 

immunosuppress the host and allow later 

infections to succeed. In the case of type VI 

CRISPR immunity, however, the DNA ge-

nome of the invasive phage is not specifi-

cally cleaved; instead, viral and host tran-

scripts are the targets for Cas13-mediated 

degradation, and virus propagation is 

suppressed primarily by the induction 

of bacterial host cell dormancy (8). This 

fundamental distinction reduces the time 

pressure on anti-CRISPR–mediated inhibi-

tion of Cas13 because the phage genome is 

not specifically cleared and dormancy can 

often be reversed. 

A single dose of AcrVIA1Lse could com-

pletely abrogate LsCas13 activity, even in 

unfavorable conditions such as very low 

viral multiplicity of infection, targeting 

by multiple crRNAs, or immu-

nity activation by early phage 

transcripts. Thus, mechanisti-

cally establishing how these 

different types of CRISPR sys-

tems function is a critical step 

toward understanding and 

repurposing these molecular 

machines and ultimately ma-

nipulating, engineering, and 

controlling Cas13-based tools. 

Besides the continued rise 

of DNA-targeting CRISPR ef-

fectors such as Cas9 and Cas12 

for genome editing, several 

recent studies have illustrated 

how valuable RNA-targeting 

Cas13 effectors can be, in-

cluding for detection of RNA 

viruses such as severe acute 

respiratory syndrome corona-

virus 2 (SARS-CoV-2), which 

causes coronavirus disease 

2019 (COVID-19) (11). There is 

also much potential for Cas13 

as an RNA-targeting and RNA-

editing platform (for example, 

to correct disease-causing 

mutations in cellular RNAs) 

(12, 13), but this depends on 

whether its activity can be controlled. The 

study of Meeske et al. provides a means to 

reduce or eliminate Cas13 activity, open-

ing new avenues for the use of CRISPR 

to control and shape the transcriptomes 

of organisms and viruses. Indeed, type VI 

anti-CRISPRs can readily control Cas13a 

RNA targeting and dCas13a RNA editing 

in human cells (14). However, more studies 

are needed to harness this tool and estab-

lish how broadly exploitable such Cas13-

based technologies (and their off switches) 

could be. j
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of host mRNA
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“...opening new avenues for the 
use of CRISPR to control 

and shape the transcriptomes 
of organisms and viruses.”

Inhibiting CRISPR-associated ribonuclease activity
Listeriophage LS46 encodes the anti-CRISPR protein AcrVIA1Lse. The host, 

Listeria seeligeri, encodes a type VI CRISPR-Cas13a (CRISPR-associated 13a) 

immune system. Cas13a is a ribonuclease that, through complementarity  between 

CRISPR RNA (crRNA) and target sequences in listeriophage messenger  RNA 

(mRNA), cleaves and thus inactivates phage mRNA in cis and host mRNA  in trans. 

AcrVIA1Lse can bind and inhibit the Cas13a:crRNA complex.
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By Johannes Rudolph and Karolin Luger

H
istone proteins are the ubiquitous 

organizers of all eukaryotic genomes 

(1). Two each of the histones H2A, 

H2B, H3, and H4 form a disk-shaped 

assembly around which 147 base 

pairs (bp) of DNA are tightly coiled. 

Hundreds of thousands of these connected 

nucleosomes wrap up further to form chro-

mosomes. The substantial sequence conser-

vation between eukaryotic histones and the 

presence of simple histones in archaea (the 

presumed ancestors of all eukaryotes) sug-

gest an ancient evolutionary origin of this 

type of genome organization (2). Certainly, 

there was no reason to believe that histones 

had any other function, let alone enzymatic 

activity. On page 59 of this issue, Attar et al. 

(3) describe the unexpected discovery that 

histone H3 has copper reductase activity in 

yeast (and likely in all) cells, suggesting that 

histones may have evolved to adapt to oxy-

genated life rather than for DNA compaction.

Copper is an essential element for all living 

organisms because it is a cofactor for many 

enzymatic reactions. Copper is a required 

component of the energy-generating enzyme 

cytochrome c oxidase and the detoxifying en-

zyme superoxide dismutase (which renders 

superoxide radicals that causes many types of 

cell damage harmless), thus allowing for safe 

respiration in oxygen-utilizing organisms. As 

an enzymatic cofactor, copper cycles through 

its two readily accessible oxidation states, Cu+ 

(cuprous) and Cu2+ (cupric). However, copper 

mostly occurs in nature as Cu2+, which is toxic 

because it can readily oxidize essential thiols 

or ascorbic acid (vitamin C) and thus obliter-

ate their functions. Thus, the adaptation of 

life from an anaerobic to an oxygenated envi-

ronment (which happened in the same time 

frame as eukaryogenesis) required a mecha-

nism for maintaining Cu+ inside cells.

Typical Cu binding sites in proteins bind 

one to four ions in oxidation states ranging 

from Cu+ to Cu3+, coordinated most often 

by histidine and cysteine residues as well as 

water (4). Thus, the conserved occurrence of 

two Cys-His pairs in the histone H3-H3 four-

helix bundle structure that occurs in all eu-

karyotic organisms except for baker’s yeast, 

Saccharomyces cerevisiae, piqued the inter-

est of Attar et al., especially given the previ-

ous proposal that these Cys-His pairs could 

bind metal ions (5). The Cys-His pairs are 

part of the dimerization interface that holds 

together the H3-H4 tetramer (comprising 

two H3 and H4 dimers), which organizes the 

central ~80 bp of nucleosomal DNA.

Attar et al. demonstrate in vitro that pu-

rified frog (Xenopus laevis) histone H3-H4 

tetramer presents a likely Cu2+ binding site 

using the specific configuration of Cys110 and 

His113 at the H3-H3 interface (see the figure). 

These results are consistent with previous 

observations that histones can bind divalent 

metal ions, proposed to store Zn2+ (zinc), 

detoxify Hg2+ (mercury), or regulate nucleo-

some architecture (6, 7). Additionally, this 

site binds heavy atoms that were used for the 

original phasing of the crystal structure (8). 

Multiple reductant molecules can be used by 

purified H3-H4 tetramers to convert Cu2+ to 

Cu+, including obligate two-electron donors. 

This observation raises interesting mecha-

nistic questions worthy of further investiga-

tion, because one-electron reductions of Cu2+ 

to Cu+ are typically mediated by cofactors 

that can perform both one- and two-electron 

chemistry, such as flavins or quinones. 

To test the relevance of this activity in 

cells, Attar et al. turned to the yeast S. cere-

visiae. Although only His113 (and not Cys110) 

is conserved in S. cerevisiae (this seems to be 

a peculiarity of yeast), the H3-H4 tetramer 

also bound copper, albeit more weakly than 

in the purified tetramer from X. laevis. This 

offered the possibility not only to destroy the 

presumed activity by mutating His113 but also 

to “improve” it by reintroducing the missing 

Cys110, and to monitor the effects. Mutation 

of His113 of histone H3 in S. cerevisiae leads 

to slower growth and lower concentrations 

of intracellular Cu+, without affecting overall 

copper concentrations. Mutation of His113 af-

fected the two most prominent roles for cop-

per: Usage of oxygen for energy metabolism 

(respiration) and protection from oxygen-

mediated damage by superoxide dismutase. 

Introduction of the missing Cys110 in the 

S. cerevisiae histone H3 increased intracellu-

lar amounts of Cu+ and resilience to limiting 

copper concentrations.

Histones are rarely found in free form in 

the cell and, when not bound to DNA, are 

chaperoned by “storage proteins” (9). It is 

unknown if the copper reductase activity 

can be replicated in these contexts. The re-

sults obtained with live yeast cells suggest 

that this is the case, but technical limitations 

prevented the detection of copper reductase 

activity in the presence of DNA. Because cop-

per reductase activity can only occur in the 

active site formed by the H3-H3 four helix 

bundle, a histone “chaperone” protein would 

have to bind an H3-H4 tetramer while still 

allowing enzymatic activity. Nevertheless, 

the findings of Attar et al. are potentially 

paradigm-shifting. Their discovery is of par-

ticular interest with respect to the evolution 

of histones and their adoption as packaging 

material for DNA. Histone-like proteins, of-

ten without the regulatory tails of eukaryotic 

histones, are found in many archaeal pro-

karyotes that typically have small genomes 

that do not require DNA compaction (10, 

11). Perhaps the original role of histone pro-

teins was to protect against oxygen toxicity, 

in response to the increase in oxygen con-

centrations that allowed for the evolution 

of eukaryotes and multicellular organisms. 

Further in vitro and in vivo characterization 

of the role of histones as copper reductases 

from archaeal organisms may provide valu-

able insight on this proposed role. j
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Copper reductase
Two histone H3 and two histone H4 molecules 

form a tetramer before being assembled into 

a nucelosome. Cys110  and His113  at the histone H3-H3 

interface bind Cu2+ , which is reduced to Cu+ , involving 

the reductant cofactor nicotinamide adenine 

dinucleotide (NAD).
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By Gabriela Oksdath-Mansilla 

F
or organic chemists, synthesizing com-

plex molecules in a few steps without 

waste and with minimal energy has 

been a long-standing challenge. In 

many cases, synthetic methodology 

now enables the design of straightfor-

ward syntheses of molecules with different 

degrees of structural complexity and even 

their large-scale production. The starting 

materials are often derived ultimately from 

hydrocarbons in petroleum after extensive 

processing. Is it possible to start with hy-

drocarbons directly? On page 92 of this 

issue, Laudadio et al. (1) use gas-phase hy-

drocarbons to form more complex chemi-

cal entities by irradiating them with light. 

This approach was efficiently achieved not 

in static batch chemistry but under flow 

conditions through capillary tubing. This 

challenge was met by their design of a con-

tinuous-flow platform for the regioselective 

activation of gaseous hydrocarbons under 

mild conditions applied to carbon-carbon 

bond formation.

Although methane is readily available 

as the principal component of natural gas, 

its application in organic synthesis is lim-

ited by its chemical inertness. Numerous 

efforts have been made to activate meth-

ane and other light alkanes, for conversion 

into value-added products and to facilitate 

their storage and transportation (2). In this 

sense, and considering that the carbon-

hydrogen (C–H) bond reactivity in alkanes 

is similar, the challenge is to perform such 

transformation under milder conditions 

and with high regioselective control. 

Catalysis plays a key role in alkane func-

tionalization, and reported methodologies 

include the use of radical intermediates, 

carbene or nitrene insertion, or metal-me-

diated C–H activation (3). The appropriate 

tuning of the structure and reactivity with 

a sterically bulky transition-metal–based 

homogeneous catalyst (4), or the presence 

of directing groups (5), has allowed access 

to C–H functionalization in a regio- and 

stereoselective way (6). Photocatalysis is an 

especially useful approach for C–H activa-

tion, as it can generate highly reactive spe-

cies under controlled conditions to obtain 

products with excellent selectivity, as well 

as use light as a clean source of energy (7). 

One of the main advances in this field 

is the photoinduced generation of radicals 

through a hydrogen-atom transfer (HAT) 

process (8). Recently, Hu et al. reported 

progress toward C–H activation of light 

alkanes. By photoexciting a coordination 

complex of cerium (IV) salts and alcohol, 

they performed an indirect HAT by gener-

ating an electrophilic alkoxy radical inter-

mediate. With this synthetic strategy, they 

successfully performed amination, alkyla-

tion, and arylation of methane, along with 

other light hydrocarbons (9). 

To avoid the addition of a co-catalyst, 

Laudadio et al. performed a direct HAT us-

ing suitable photocatalyst to improve C–H 

functionalization from methane, ethane, 

propane, and isobutene. Synthetic design 

was critical, as different pieces of the reac-

tion pathway were put in the correct order 

with the aim of forming radical intermedi-

ates that further add to a variety of elec-

tron-deficient alkene acceptors (see the fig-

ure for the case of propane). The success of 

their approach depended to a large extent 

on the use of the excited-state decatung-

state anionic (*[W
10

O
32

]4−) catalyst that 

directly activated the C–H bonds through 

single-step HAT. This polyoxometalate has 

highly electrophilic oxygen centers with a 

radical character that makes the homolytic 

cleavage of the C–H bond very efficient. 

In addition, this photocatalyst is a bulky 

molecule, exhibiting steric effects that en-

able exceptional site selectivity to the HAT 

process (10). Laudadio et al. observed high 

selectivity in the C–H cleavage between 

secondary versus primary hydrogen (~6:1) 

of propane and between tertiary versus 

secondary hydrogen (~11.5:1) of isobutane. 

ORGANIC CHEMISTRY

Stronger bonds bring bigger challenges
A polyoxometalate photocatalyst enables selective bond activation of light alkanes
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Reactor
Mixing of gas-phase alkanes into the liquid-reagent feedstream is 
controlled with a back-pressure regulator (BPR). Propane can react 
at primary (1°) or secondary (2°) carbon-hydrogen bonds. 
Ultraviolet emission (365-nm wavelength) from light-emitting 
diodes (LEDs) is used in a continuous-fow reactor. 

Photocatalysis
The excited polyoxometalate abstracts a hydrogen atom to create a 
radical that couples to the alkene. For propane, the secondary and 
primary products form in a 6:1 ratio. 
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Directing direct alkane activation
Laudadio et al. show that normally unreactive light alkanes can be selectively activated for 

coupling reactions in a photocatalyzed direct hydrogen-atom transfer (HAT) process.



Thus, this method shows a substantial im-

provement in site selectivity over other 

state-of-the-art photocatalytic processes. 

The nucleophilic character of the formed 

alkyl radical also enabled its efficient ad-

dition to electron-deficient alkenes in good 

to excellent isolated yields.

Continuous-flow technology has been 

shown to provide better control over batch 

photochemical synthesis (11). In Laudadio 

et al.’s work, C–H functionalization of light 

alkanes has been particularly improved 

under continuous-flow conditions for 

many reasons. One is that it enables the 

handling of the gas-phase alkane reagents. 

Avoiding the excess of gas, it limits un-

wanted secondary reactions that lead to 

hydrogen abstraction and byproduct for-

mation. In addition, high pressure can be 

used to achieve liquefaction of the gases 

under working conditions, which increases 

the efficiency of C-H activation. In this 

case, a back-pressure regulator was needed 

to perform the photochemical reaction. 

Further, light alkanes are combustible 

gases, and the use of flow technology al-

lows work in operationally safe conditions 

and opens up the possibility of scaling up 

the process (12).

The direct C–H photoactivation achieved 

by Laudadio et al. provides a simple meth-

odology for selective functionalization of 

hydrocarbons and suggests new opportu-

nities, such as developing a suitable photo-

catalyst to carry out enantioselective C–H 

activation. In many cases, synthetic chem-

ists have much of the reaction chemistry 

in hand, and will mainly have to fit the 

puzzle pieces together in way that enables 

efficient synthesis. j
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By Jennifer Sunday 

P
hysiological responses to temperature 

can provide a window into climate 

change vulnerability of species. How 

warm will it get relative to a species’ 

ability to tolerate heat? One compli-

cation in answering this question is 

that an organism’s temperature tolerance 

can change throughout its life span, and 

organisms in early life stages may be more 

sensitive to cold and heat extremes than 

adults (the stage commonly measured) (1, 

2). On page 65 of this issue, Dahlke et al. (3) 

report comparisons of the thermal tolerance 

limits of almost 700 freshwater and marine 

fish species at four life stages. Their findings 

confirm that embryos, and the reproductive 

adults who produce them, tolerate narrower 

temperature extremes than larvae and non-

spawning adults, with thermal breadths (the 

difference between upper 

and lower thermal toler-

ance) that are narrower 

by an average of 20°C. As 

a result of this difference, 

projected climate vulnera-

bilities of fishes are greater 

than previously thought. 

Dahlke et al. constrained 

each fish species’ geo-

graphic range to the loca-

tions in which spawners 

and embryos could survive, and then asked 

how much hotter it can get before that life 

stage is squeezed out. They did this by cal-

culating the difference between the upper 

thermal limit of the most sensitive life stage 

and the mean maximum environmental 

temperature in that part of its range. The 

authors found that by the year 2100, in an 

emissions scenario consistent with current 

political commitments, 40% of the fish spe-

cies examined could not exist in the current 

geographic range of their most sensitive life 

stage. This projection can be reduced to ~10% 

if ambitious action is taken to reduce emis-

sions. Still, these values are notably greater 

than the number of species projected to be 

out of range when the authors used only 

adult thermal tolerance (fewer than 5% of 

species). Indeed, most previous studies have 

analyzed thermal limits of only larvae and 

adults (4–6). Hence, sensitivities may have 

been underestimated.

Why are embryos and reproductive adults 

less tolerant to extreme temperatures? These 

findings align with predictions under the 

oxygen-limited thermal tolerance hypothesis, 

which postulates that the tolerance of aquatic 

ectotherms to temperature extremes is driven 

by an outpacing of oxygen demand relative to 

supply at extreme cold and hot temperatures 

(1, 2). It simply gets too cold or hot to breathe. 

During development from egg to adult, fish 

increase their aerobic capacity through the 

development of a cardiorespiratory system 

that improves the supply of oxygen to tis-

sues, and adult thermal tolerance increases. 

During reproduction, adult fish increase 

their biomass and oxygen demand, without 

a simultaneous increase in oxygen supply. As 

a result, say Dahlke et al., the adult’s thermal 

tolerance decreases. Their 

finding that embryos and 

spawning adults have both 

reduced heat and cold toler-

ance lends strong support 

to the oxygen-limited ther-

mal tolerance hypothesis.

What does this mean for 

fish? The greater sensitiv-

ity of eggs and reproductive 

adults means that marine 

and freshwater fish are liv-

ing much closer to their thermal limits than 

previously thought. Climate change is ex-

pected to provide strong selective pressure 

for spawning ranges of fish to move if they 

can, and if not, declines will be greater than 

predicted. However, it must be pointed out 

that fish populations are dynamic and have 

compensatory mechanisms that may disguise 

the survival response of any one life stage. 

For example, the predominance of negative 

density-dependent processes that regulate 

larval and adult survival (e.g., competition) 

means that populations of adults may not be 

altered even if many embryos fail, as long as 

some survive (7). In other words, per capita 

survival of larvae and adults can increase 

when there are fewer of them, compensating 

the adult population. Such compensatory dy-

namics mean that signs of dangerous spawn-

ing habitat loss in adult fish populations 

may not be detected until there are severe 

declines. The fish species assessed by Dahlke 
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et al. cover a broad range of fish life histo-

ries, across which the immediate impacts of 

declining spawning habitats can be expected 

to vary. Stage-structured life history models 

will be a key asset to contextualize these im-

portant new findings.

Dahlke et al. also tested the hypothesis 

that metabolic responsiveness to tempera-

ture is greater in fish species and life stages 

that have narrower thermal tolerance ranges. 

Ectotherms have a characteristic exponen-

tial increase in their metabolic rate with 

temperature (8). The parameter that defines 

the shape of this relationship—the activa-

tion energy—is thought to reflect universal 

kinetic barriers that limit the rate of reac-

tions, which in turn constrain higher-level 

rates such as oxygen consumption, growth 

rate, and development rate (8). By estimat-

ing this parameter, Dahlke et al. found that 

organisms with narrower thermal tolerance 

breadth (stenotherms) have higher activation 

energies than those with broad thermal toler-

ance (eurytherms). These results suggest that 

activation energies do not strictly conform to 

statistical thermodynamics [with a central 

tendency of ~0.60 to 0.70 eV (9)] but can be 

modified through selection and trade-offs.

Understanding variation in activation en-

ergy as a function of thermal breadth may 

provide opportunities to predict higher-level 

ecological responses to climate warming. 

For example, relative activation energies of 

individual species can be used to predict 

temperature-related changes in trophic 

interactions and ecosystem stability (10). 

Predictions of relative biomass changes with 

temperature may now plausibly be applied 

to systems where, for example, eurytherms 

interact with stenotherms, or where the 

adults of one species feed on the eggs of an-

other. Variation in activation energies can 

also be directly entered into dynamic size-

based food web models that predict temper-

ature effects on fish productivity (11).

One key opportunity for future work is 

to improve coverage of comparable ther-

mal tolerance data across life stages. Dahlke 

et al. built their dataset by compiling all of 

the thermal tolerance data that are publicly 

available, and then used phylogenetic impu-

tation to fill in the unknown values accord-

ing to a phylogeny and best-fitting model 

of evolution. Although this has a precedent 

in the analyses of fish thermal limits (5), it 

is important to realize that when interpret-

ing the results, many of the values shown 

by Dahlke et al. were not observed in their 

study. Similarly, some metrics of thermal 

tolerance differed systematically among life 

stages, because the more comparable ther-

mal limit metrics were not available. Given 

the ramifications of these results, it will be 

critical to build a dataset in which thermal 

tolerance limits of embryos and spawning 

adults are estimated using the same meth-

ods as for larvae and nonspawning adults. 

Fish are an increasingly important source 

of protein for human consumption as the 

global population grows (12), and the find-

ing of greater sensitivity in eggs and re-

productive adults on the order of 20°C is 

major cause for concern. The minute ther-

mal safety margins of spawning fish and 

embryos in the tropics suggest that there 

are limited fish species on Earth that can 

tolerate warmer or less oxygenated habitats. 

Intensified efforts to stabilize global warm-

ing are warranted more than ever. j
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Fish embryos, such as these coho salmon eggs, and reproductive adults tolerate narrower temperature extremes compared to other life stages by an average of 20°C.
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By Andrew S. Flies1 and Wild Comparative 

Immunology Consortium2

 T
he common origin of all species pro-

vides a wealth of history recorded in 

DNA and a lens for understanding 

human biology. Immunology research 

has traditionally used rodents as the 

model of choice. However, transla-

tional success has not met its full potential. 

Broadening immunology research to inte-

grate comparative approaches across species 

and environments can amplify the potential 

of immunology to improve the lives of hu-

mans and other animals. Additionally, it can 

lead to discoveries that are not possible in a 

restricted set of model organisms and envi-

ronments. For example, the contemporary 

vaccine era arose from observing human-ani-

mal interactions in a real-world environment 

(cowpox infection protected milkmaids from 

smallpox). Most emerging infectious dis-

eases (EIDs) originate in domestic and wild 

animals (1), and the coronavirus disease 2019 

(COVID-19) pandemic is a stark reminder of 

the need to think more holistically about the 

health of humans and animals. 

The architecture of the immune system is 

an intricate network that has evolved over 

millions of years. Although no model organ-

ism can replicate all aspects of health and dis-

ease in another species, comparison of DNA 

and protein sequences across the tree of life 

is a straightforward and cost-effective means 

to select the most appropriate animal mod-

els for the question at hand (see the figure). 

For example, the current era of cancer immu-

notherapy was ushered in by the success of 

therapies that targeted the immune check-

point protein cytotoxic T lymphocyte–associ-

ated protein 4 (CTLA4). Of the 134 mammals 

and 76 birds with CTLA4 orthologs listed 

in the National Center for Biotechnology 

Information Gene database, the key ligand 

binding motif (Met-Tyr-Pro-Pro-Pro-Tyr) in 

CTLA4 is identical in all 76 bird species and 

131 of 134 mammals. Pigs (Sus scrofa) are 

common large-animal models for human pa-

thologies and xenografts (implantation of tis-

sue from another species), but they are one of 

the three species that have a divergent ligand-

binding motif in CTLA4 (2). Accounting for 

differences in key immunoregulatory genes 

among experimental species can be easily in-

tegrated into the experimental design stage 

of the research process.

 The lack of reagents, such as monoclonal 

antibodies, for most species has historically 

been a barrier to integrating new species 

into the biomedical research cycle. However, 

the increasing number of fully sequenced 

genomes allows rapid comparison of gene 

networks across more than 200 species. De 

novo transcriptome assemblies can provide 

transcript sequences and expression patterns 

of species for which full genome sequence da-

tabases are unavailable, so that recombinant 

proteins can be quickly produced for protein-

based immunology in species of interest (3). 

Funding constraints that limit develop-

ment of specific reagents for every species 

can be overcome through a systematic effort 

to develop and characterize antibodies, nano-

bodies, or aptamers that bind to conserved 

protein motifs across taxonomic orders. This 

can reduce the number of reagents that need 

to be developed and enhance research ef-

ficiency by reducing the need for individual 

laboratories to sift out cross-reactive reagents 

for their species of interest. For example, 

antibodies that bind the conserved regions 

of proteins (such as CTLA4 ligand-binding 

motif) could potentially be used for immu-

nophenotyping and functional assays in most 

vertebrate species. Standardized reagent pan-

els that can be used for serological assays of 

immunoglobulins [such as immunoglobulin 

A (IgA), IgE, IgG, and IgM] and can iden-

tify key cell types (such as resident memory 

T cells) will allow meaningful comparison 

across species and larger taxonomic groups.

The reagent development process itself has 

been simplified by the astute but serendipi-

tous discovery of heavy chain–only antibodies 

in camels (Camelus dromedarius) (4). This 
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new class of single-domain antibodies, also 

called nanobodies, streamlined the antibody-

engineering process by allowing the produc-

tion of high-affinity single-domain proteins. 

This allowed the creation of easy-to-use nano-

body libraries that can be probed for binding 

to target proteins. For example, a nanobody 

library derived from a llama (Lama glama) 

that was immunized with the severe acute 

respiratory syndrome coronavirus (SARS-

CoV, which causes SARS) spike protein that 

mediates target-cell entry has yielded a nano-

body that binds to a conserved receptor-bind-

ing domain of the spike protein of SARS-CoV 

and SARS-CoV-2 (which causes COVID-19) 

(5). Furthermore, this nanobody has shown 

promising therapeutic potential after simple 

engineering to convert it to a bivalent human 

IgG Fc-fusion protein that has two linked 

nanobodies that bind the spike protein.

In addition to integrating new species, 

integrating natural environments into ani-

mal studies can enhance 

understanding of the com-

plex interplay between the 

host immune system, micro-

biota, and environment. For 

example, cohousing inbred 

laboratory mice with “dirty” 

mice from a pet shop re-

sulted in mice with immuno-

phenotypes that more closely 

resemble adult humans (6). 

Moving laboratory mice into 

outdoor enclosures revealed that immuno-

logical differences among laboratory mouse 

(Mus musculus) genotypes and phenotypes 

quickly disappeared in this more natural 

setting (7). Like the “dirty” mouse models, 

wild animals ranging from mice to spotted 

hyenas (Crocuta crocuta) generally exhibit 

a more mature, antigen-experienced immu-

nophenotype than that of captive animals 

(8, 9), providing a more realistic view of the 

development and regulation of the vertebrate 

immune system. Although environmental 

variation increases experimental noise, ad-

vances in analytical techniques, statistics, 

and computational power are capable of sift-

ing through this variation (10). Treatment 

outcomes that can be replicated in natural 

or wild settings have a higher probability of 

translating into real-world medical break-

throughs. Using this environmental filter in 

the early stages of biomedical research could 

increase efficiency by eliminating ineffective 

treatments before they progress to large-ani-

mal models and clinical trials. 

The concept that humans, nonhuman 

animals, and environments are linked bio-

logically, culturally, and economically has 

recently become more formally recognized 

as “One Health.” For example, dogs and cats 

share homes, infections, and aspects of their 

microbiotas with their owners and thus can 

provide a “common garden” to tease apart ge-

netic and environmental factors that regulate 

immune function. This can be accomplished 

without the need for expensive laboratory 

studies by integrating local veterinary clinics 

into research studies and asking pet owners 

for consent to collect minimally invasive tis-

sue samples from their pets. Documenting 

the progression and resolution of immune 

responses to pathogens such as Salmonella, 

noroviruses, and SARS-CoV-2 in pet owners 

and their pets in parallel could reveal evolu-

tionary patterns and insight into cross-spe-

cies pathogen transmission (11). 

Proactive investment in comparative im-

munology can provide the historical base-

lines, tissue archives, and tools for more ef-

ficient responses to disease outbreaks. For 

example, an equine influenza outbreak in 

August 2007 in Australia incurred nearly 

$800 million in direct and indirect costs be-

fore eradication by June 2008 

(12). Comparative immunol-

ogy studies in horses and vac-

cine testing against influenza 

years before the outbreak fa-

cilitated a swift and effective 

emergency response. 

 The variety of distinct 

mechanisms that wildlife 

species have evolved to deal 

with infectious diseases are a 

virtually untapped resource. 

For example, bats (Chiroptera) are a taxo-

nomic order of interest because of their reser-

voir capacity for viral zoonotic diseases, such 

as SARS, Ebola, Hendra, Nipah, and rabies. 

Bats have distinct genomic features and ex-

pression patterns of genes associated with 

antiviral immune responses, including inter-

feron cytokines and natural killer cell recep-

tors. Despite the potential for comparative 

immunology studies to provide mechanistic 

insight into how some bats control or toler-

ate viruses, bat immunology studies remain 

limited. New pathways and compounds can 

be discovered in species even more distantly 

related to humans. For example, a ribonu-

clease discovered in northern leopard frogs 

(Rana pipiens) (13) has demonstrated in vivo 

therapeutic effects against mesothelioma in 

humans and in vitro antiviral activity against 

SARS-CoV and is currently in human trials 

for treating adenoviral conjunctivitis. 

Integrating new species and real-world en-

vironments into the broader immunology re-

search paradigm will benefit not only human 

health but will also provide much needed 

resources for veterinary medicine and con-

servation efforts. The unprecedented loss of 

biodiversity in the past century was due to 

many factors but has been amplified by wild-

life diseases.  For example, chytridiomycosis, 

a fungal pathogen that has spread across the 

globe (14), is responsible for the decline of 

more than 500 amphibian species and the 

extinction of more than 90. Understanding 

amphibian immunology can contribute to 

conservation efforts to halt the spread of the 

pathogen and develop prophylactic and ther-

apeutic disease management options (15). 

Evolution has been solving life-and-death 

problems for billions of years, and discovery 

of these creative solutions is only possible if 

research focus is expanded.  A logical starting 

point for the expansion is to rigorously assess 

how current model species and environments 

reflect the true biology of human and animal 

diseases; when existing models are not ade-

quate, new species and environments should 

be used. The future direction of this field 

should focus on real-world immunology sce-

narios that can maintain or accelerate the cur-

rent progress of biomedical research without 

negatively affecting conservation efforts and 

generating new ethical concerns. The time 

is right for veterinarians, wildlife biologists, 

and disease ecologists to identify the key im-

munological questions and barriers in their 

research and then seek out people from other 

disciplines with the expertise and technical 

skills to overcome those barriers. However, 

the full potential of this emerging field cannot 

be achieved without support from the wider 

research community and funding agencies. 

Critical to this effort will be the willingness of 

immunologists to apply their scientific curi-

osity to the tree of life to help stimulate a dy-

namic interdisciplinary feedback cycle with 

impact for human health, EIDs, conservation, 

and translational research. j
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 H
istorically, scientific and engineering 

expertise has been key in shaping re-

search and innovation (R&I) policies, 

with benefits presumed to accrue to 

society more broadly over time (1). 

But there is persistent and growing 

concern about whether and how ethical and 

societal values are integrated into R&I poli-

cies and governance, as we confront public 

disbelief in science and political suspicion 

toward evidence-based policy-making (2). 

Erosion of such a social contract with sci-

ence limits the ability of democratic so-

cieties to deal with challenges presented 

by new, disruptive technologies, such as 

synthetic biology, nanotechnology, genetic 

engineering, automation and robotics, and 

artificial intelligence. Many policy efforts 

have emerged in response to such concerns, 

one prominent example being Europe’s 

Eighth Framework Programme, Horizon 

2020 (H2020), whose focus on “Responsible 

Research and Innovation” (RRI) provides a 

case study for the translation of such nor-

mative perspectives into concrete policy 

action and implementation. Our analysis of 

this H2020 RRI approach suggests a lack of 

consistent integration of elements such as 

ethics, open access, open innovation, and 

public engagement. On the basis of our 

evaluation, we suggest possible pathways 

for strengthening efforts to deliver R&I 

policies that deepen mutually beneficial sci-

ence and society relationships.

Alignment of R&I objectives with societal 

benefits, which transcend exclusive economic 

value, is a globally relevant concern (3). Aspi-

ration of stronger science and society interre-

lationships have been visible in U.S. research 

management efforts, as well as in Canada 

and Europe. In H2020, to which the Euro-

pean Commission (EC) allocated nearly €80 

billion for the 2014–2020 funding period, the 

EC enumerated RRI as a priority across all 

of H2020 activities (a “cross-cutting issue”) to 

deepen science and society relationships and 

be responsive to societal challenges. To date, 

€1.88 billion have been invested across 200 

different R&I areas (e.g., quantum comput-

ing, graphene nanotechnology, human brain 

research, artificial intelligence) in more than 

1100 projects related to various dimensions 

of RRI (see the figure). Inclusion of RRI in 

H2020 reflected the commitment of the 

European Union (EU) to the precautionary 

principle with regard to R&I policy, and the 

deepening commitment of the EC to main-

stream concerns related to science and soci-

ety integration (4, 5). 

RRI principles and practices have been 

designed to enhance inclusive and demo-

cratic modes of conducting R&I to reflect 

current forms and aspirations of society 

(4). Formal adoption and exploitation of 

RRI in H2020 coalesced around six the-

matic domains of responsibility (“keys”): 

public engagement, gender equality, sci-

ence education and science literacy, open 

access, ethics, and governance (6). As a 

relatively young concept, these six keys 

cover only a part of RRI as it is discussed 

in the academic literature. Their integra-

tion in the European R&I ecosystem was 

advanced by various political- and policy-

level ambitions (3–5). The forthcoming 

Ninth Framework Programme, Horizon 

Europe (2021–2027), includes further men-

tion of RRI, as well as additional efforts 

to increase responsiveness of science to 

society through elements of the so-called 

“three O’s agenda” (i.e., open innovation, 

open science, openness to the world) (7).
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Horizon 2020 aims to integrate research policy and 

societal concerns, including about gender in science, 

and about disruptive technologies such as robotics.
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Despite this fairly extensive history of EC 

investment in mainstreaming activities, a 

recent survey of more than 3100 European 

researcher recipients of H2020 funding 

showed that a vast majority of respondents 

were not familiar with the concept of RRI 

(8). Although these findings by no means 

suggest that researchers are irresponsible, 

they raise questions about the success of 

the EC approach to embedding normative 

targets for responsibility into R&I. The need 

for systematic evaluation is clear (9). Our 

study contributes to a legacy of research on 

the efficacy of framework programmes in 

light of various EC ambitions (10). 

METHODS AND FINDINGS

To answer our question about policy in-

tegration and implementation of RRI in 

H2020, we conducted a mixed method 

investigation in three stages: (i) desktop 

research, (ii) interviews, and (iii) case re-

search [see supplementary materials (SM) 

S10 for details]. First, we collected and 

reviewed relevant documentation of the 

four H2020 Programme Sections (Excel-

lent Science, Industrial Leadership, Soci-

etal Challenges, Diversity of Approaches) 

and 19 respective subthemes available on 

the websites of the EC. This included re-

views of documents at the following levels: 

policy, scoping, work package, calls, proj-

ects, proposal templates, and evaluations. 

Review of documents extended to all three 

periods of H2020 (2014–2015, 2016–2017, 

and 2018–2020) and employed the six EC 

RRI keys as indicators.

Second, we conducted interviews with rep-

resentatives (n = 257) of seven stakeholder 

groups within the 19 subthemes of H2020. 

Third, using natural language processing 

algorithms, we obtained and analyzed texts 

describing project objectives of all the H2020 

projects (ongoing and finished, n = 13,644) 

available on the CORDIS Portal, which pro-

vides information on EU-funded R&I activi-

ties. We examined how proposal language 

and RRI policies translate into project ac-

tivities across H2020 using text-mining ap-

proaches. We carried out keyword frequency 

analysis by applying a selection of 10 to 12 

keywords (SM S8) associated with each of the 

six RRI keys. This resulted in an “RRI score” 

for each of six keys for each H2020 project 

(SM S13). This subsequent case research cov-

ered all three H2020 periods (i.e., 2014–2015, 

2016–2017, and 2018–2020).

At each of these stages we produced re-

ports for each corresponding subtheme (SM 

S11). The resulting body of 19 reports was 

then systematically reviewed for levels of 

policy integration. The policy-integration 

levels were qualitatively assessed with the 

EC’s own indicator assessment (6).

Internal H2020 documents
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Quality of representation

High Some SuperfcialLimited

How well is Responsible Research and Innovation 
represented in Horizon 2020?
Limited high-quality reference to Responsible Research and Innovation (RRI) suggests that it has largely 

been referred to without proper understanding, or as an empty signifier. Data combine all four Horizon 2020 

(H2020) program sections and reflect the amount and quality of representation of six RRI keys and three “O’s,” 

across three levels: samples of internal H2020 program documents, H2020 stakeholder interviews, and 

H2020 project objectives. Comparison across keys within a given level is straightforward; all values are drawn 

from the same underlying materials. Comparison across levels within a given key should focus on relative 

proportions of the four colors within a given level, not on absolute values; analyses drew upon different types 

and amounts of underlying materials in each level. See supplementary materials for details.
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 This assessment demonstrates which el-

ements of the RRI framework were initially 

defined by the policy-makers (desktop level), 

which RRI attributes the stakeholders were 

most aware of (interview level), and which 

RRI elements were manifested in project 

proposals (case level) (SM S12; see the fig-

ure). RRI as a concept has been present in 

most of the four Programme Sections of 

H2020, and particular RRI policy elements 

emerge as prominent in certain subthemes, 

especially those addressing societal chal-

lenges or explicitly promoting the uptake 

of RRI. But RRI overall has largely been re-

ferred to either without proper understand-

ing of its definition, or as empty signifier, 

suggesting lack of compliance with the EC’s 

interpretation of the RRI concept (see the 

figure; SM S9). Integration of the three O’s 

agenda, contemplated as a successor to the 

RRI framework, lagged behind that of the 

six RRI keys; a finding consistent with in-

troduction of the agenda in the later stages 

of H2020. 

DISCUSSION

Our results suggest that the integration of 

the RRI framework into H2020 has fallen 

short of stated EC ambitions. Our data 

show substantial discrepancies between the 

inclusion of RRI concepts within official 

subtheme documents (e.g., on policy and 

work programme levels), and awareness of 

RRI by interviewees working on projects 

funded by such subthemes (see the figure). 

Absence of RRI keys across the majority of 

programme subtheme evaluation criteria is 

a telling example. 

Such evidence suggests that (i) the RRI 

framework is still an evolving concept, the 

development of which hinders its proper 

understanding by those who are supposed 

to use it; (ii) such individuals have only su-

perficial understanding of the notion for 

its effective exploitation; and (iii) although 

the RRI framework is present on the de-

clarative, strategic policy level (scoping and 

subtheme general description), it wanes in 

funding calls (policy operationalization) 

and is largely absent in evaluation criteria 

used in proposal assessment. Collectively, 

these points further suggest that applicants 

have little in the way of consistently aligned 

incentives to regard RRI as relevant in pro-

posal design and submission.

Although (i) and (ii) are primarily a matter 

of a lack of adequate information, awareness 

and training, (iii) points to limitations of 

European science policy efforts related to the 

pursuit of RRI. Such translation failures are 

typically caused by interplay of different log-

ics of negotiation at the different levels (11), 

a linear model of innovation appealing to 

scientific excellence in R&I (12), actors’ resis-

tance to change, path dependencies, cogni-

tive boundaries, and competing policy agen-

das (13). As the issues covered by RRI are 

normatively claimed to be of high relevance 

by political decision-makers, as evidenced in 

several EC documents, we conclude that the 

problem is one of policy integration strategy 

and implementation (14). The lack of clarity 

in conceptualizing RRI for research policy 

and governance, the limited understanding 

among key stakeholders, and the concept’s 

conflation with other—often conflicting—

policy goals (e.g., scientific excellence, eco-

nomic value, technological readiness) hinder 

the emergence of a specific RRI-oriented 

policy frame (15). Such conflicting policy 

goals are palpable at the core of European 

research funding (e.g., supporting either 

mission-oriented innovation or curiosity-

driven basic research in key funding instru-

ments) and highlight the structural tensions 

between the normative ideals and potential 

instrumentalization (3).

There are some limitations of this study that 

must be taken into account when interpreting 

results. First, the measurements were cross-

sectional and though representative, are not 

exhaustive. Generalizability of findings could 

be increased if the study were to extend in a 

longitudinal fashion and possibly to better 

elaborate causal relationships among factors. 

Second, although we employed mixed methods 

in our investigation, the number of interviews 

and case studies could be further increased 

to provide additional qualitative information 

about the dynamics of RRI at the project level. 

Third, as the framework programme remains 

ongoing, our analysis was not able to evaluate 

the entire H2020 corpus. Although the results 

indicate evidence of patchy RRI implementa-

tion, highlighting the need for more consistent 

support to help align EC science policy and so-

cietal values, the progress made is nontrivial, 

given the history of science (1).

A clear discrepancy exists between the 

expressed strong normative position on 

RRI and its integration in concrete poli-

cies and practices. Fully integrating RRI as 

a strong normative position into research 

funding and governance is a necessary but 

not sufficient first step to creating a work-

ing policy system that drives RRI integra-

tion. Longer-lived investments are needed 

for building a shared understanding and 

awareness of the relevance of responsibility 

in R&I among key stakeholders. Integrating 

responsibility into research funding further 

requires RRI to shift from a “cross-cutting 

issue” to a “strategic concern” that receives 

consistent and sustained embedding in call 

texts and project selection criteria. This 

will require “policy entrepreneurs” who can 

stimulate interactions across subthemes 

to foster alignment of RRI integration and 

translation. In addition, a range of integra-

tion policies are required at the system level 

and within subthemes, in which the issue of 

RRI is adopted as a goal. This is pertinent 

as, in case of such integration failures, it is 

often the normative position that is called 

into question instead of the implementa-

tion strategy, or actual integration pathway. 

The EC would benefit from enhancing pre-

vious efforts to integrate RRI and so affirm 

its role as a leader of ethically acceptable 

and societally responsible R&I on the world 

stage. Otherwise Europe needlessly under-

cuts its ability to direct research toward 

tackling societal challenges in ways compat-

ible with its values. j
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he coronavirus disease 2019 (COVID-

19) pandemic has transformed our 

homes into schools, workplaces, rec-

reational centers, and experimental 

kitchens, rendering us increasingly 

aware of the opportunities and con-

straints built into their design. In her new 

book, The Great Indoors, science journalist 

Emily Anthes helps us channel this aware-

ness into an appreciation of how design al-

ters our feelings and behaviors within built 

environments.

Although research on the benefits of na-

ture is booming, the reality is that North 

Americans and Europeans spend about 

90% of their time indoors. Worldwide, the 

indoor environment is expected to double 

in square footage by 2060. 

Anthes takes readers on a tour of the 

behavioral implications of indoor de-

sign, highlighting apartments created for 

neuro diverse individuals, dome homes, 

and electronically monitored housing. She 

also explores hospitals, prisons, and pub-

lic spaces designed to encourage physical 

activity. Along the way, she interviews en-

vironmental psychologists, design profes-

sionals, and advocates of the thoughtful 

deployment of evidence-based design. 

Google Trends has documented a recent 

spike in searches related to antibacterial 

cleansers, suggesting that many of us have 

come to think of the microbial world as our 

enemy. Yet Anthes argues that “a healthy 

home is one that’s full of uninvited guests.” 

In her “absolutely spotless” showerhead, 

for example, she discovers myco-

bacteria, which resist destruc-

tion by hot water and chlorine. 

Some strains of mycobacteria, 

she learns, can bolster human 

immune systems, while others 

cause tuberculosis. 

Science has yet to disentangle 

the benefits and dangers posed 

by the microbes in our homes, 

but indoor ecologists are regularly 

discovering new strains and have 

even determined that different mi-

crobial signatures are left by men’s 

and women’s bodies. Anthes invites readers 

to consider the potential benefits of foster-

ing a greater understanding of these indoor 

ecosystems and points to a future wherein we 

consciously cultivate healthy ones. 

Many advances in health, such as reduc-

ing New York City’s levels of cholera, typhoid, 

and tuberculosis in the 1800s, were the result 

of better physical design and infrastructure 

maintenance, not pharmaceutical break-

throughs. Anthes’s prescient reminder of this 

fact allows readers to think about how design 

can enhance environmental health. One can 

imagine, for example, a future in which con-

tact-free buildings and services are the norm. 

Because we adapt to indoor environ-

ments, we tend to overlook the possibilities 

that better design could provide. Private 

hospital rooms, for example, harbor 50% 

fewer pathogens than shared rooms. Mean-

while, we know that the heart rates of young 

people on the autism spectrum become ele-

vated when these individuals are exposed to 

typical restaurant noise. Prioritizing ambi-

ent sound mitigation in such settings could 

help support more humane design. 

Research findings often run counter to 

traditional design strategies and can reveal 

unexpected connections between design 

and behavior. One study Anthes cites, for 

example, found that face-to-face interac-

tions declined by 72% when companies 

switched from cubicles to open floor plans. 

Another study found that by placing the 

operating room bed on a diagonal instead 

of in the traditional centered position, the 

anesthesiologist gains important protected 

workspace that minimizes disruptions and 

enhances patient safety. 

The Great Indoors contains no slogs 

about how inclusionary zoning codes sup-

port affordable housing design. Instead, 

readers learn, for example, how dirt, water, 

and barbed wire are ingredients for easily 

constructed dome homes that have pro-

vided emergency housing for refugees and 

could better serve people in poverty. 

But not all design changes 

bring about their desired effects. 

Anthes recounts how a school 

in rural Buckingham County, 

Virginia, redesigned in 2012 to 

encourage healthy eating and 

physical activity had mixed suc-

cess. Hiding the calorie-laden 

chocolate milk behind the coun-

ter increased the consumption of 

white milk, and placing activity-

friendly equipment in the halls 

reduced students’ sedentary 

time. Bu t situating the outdoor 

playground a long walk away from the 

school building lessened the time available 

for engagement in vigorous outdoor activ-

ity, a failure that inspired more research. 

A self-described fan of the indoors, An-

thes encourages readers to reconsider the 

places where they spend most of their time 

and to ask themselves whether those places 

serve their needs. At a point when we are 

spending even more time than usual in-

doors, all of humanity could likely benefit 

from confronting such questions. j

10.1126/science.abc6862

Data-driven design of school lunch lines can help 

students make healthier choices.

The Great Indoors

Emily Anthes
Scientif c American/

Farrar, Straus and Giroux, 
2020. 304 pp.

The reviewer is at the Department of Family and Consumer 
Studies , University of Utah, Salt Lake City, UT 84112, USA. 
Email: barbara.brown@fcs.utah.edu

PSYCHOLOGY

By Barbara Brown

Better homes and safer spaces
Evidence-based indoor design is more important than ever 

B O O K S  e t  a l .
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W
hile historically naïve, Thomas 

Kuhn’s 1962 treatise The Struc-

ture of Scientific Revolutions suc-

ceeded in revealing that science 

is not as rational and objective as 

many imagined it to be, opening 

the doors to a new kind of history of sci-

ence, one that pays attention to the complex 

interactions between science’s conceptual 

frameworks and its social contexts. Yet, to 

this day, most history books written for the 

wider public favor a narrower understand-

ing of science. David Kaiser’s work is a wel-

comed exception.

In Quantum Legacies: Dispatches from an 

Uncertain World, Kaiser, who teaches both 

particle cosmology and history of science at 

the Massachusetts Institute of Technology, 

gives a witty and insightful overview of the 

development of modern physics. Through a 

series of previously published but carefully 

reedited essays, he explores how America’s 

defense agenda has shaped physics research 

and education, from the ever-increasing 

size of research teams to the way we talk 

about quantum phenomena. 

Initially, only taciturn physicists such as 

Paul Dirac preferred to focus on the math-

ematical formalism of quantum physics 

rather than engaging in public debates on 

its philosophical implications as Albert Ein-

stein and Erwin Schrödinger often did. Why 

then are so many physicists now favoring 

Dirac’s “shut up and calculate” approach? 

Kaiser seems unconvinced by the oft-

repeated claim that most physicists were 

satisfied by Niels Bohr’s answers to Ein-

stein’s and Schrödinger’s worries 

and simply turned their atten-

tion to more practical problems. 

The change of focus, he argues, 

was brought about by the com-

plex ways in which war trans-

formed physics. 

Historians usually under-

line the role that new military 

technology, from computers to 

atomic bombs, played in the 

Allies’ victory in World War II. 

But according to Kaiser, the most 

important contribution that 

physics departments made to the 

war effort was the training of soldiers. As 

he reminds us, this was a “physicists’ war” 

first and foremost, because soldiers needed 

a basic grasp of physics to operate everyday 

military technology. 

Across the country, classroom discussions 

of the interpretation of quantum mechanics 

were replaced by lectures on the fundamen-

tals of radio transmission and artillery. Far 

from being temporary, these drastic changes 

became entrenched during the Cold War as 

Americans feared—albeit incorrectly—that 

the USSR would match and perhaps sur-

pass their scientific and military outputs. 

Fear of a nuclear conflict, Kaiser explains, 

made nuclear physicists key to national 

security during this period. Generous gov-

ernmental funding in research and educa-

tion led to soaring enrollments 

in physics departments. 

As Kaiser demonstrates 

through an examination of mid-

20th-century textbooks, increas-

ingly large classes encouraged 

professors to continue their move 

away from philosophical musings 

in favor of more practical (and 

undoubtedly easier-to-grade) cal-

culations. Gone were the days 

when textbooks discussed the 

reality of the energy levels of hy-

drogen atoms; now the aim was 

to calculate them. 

The Cold War led to a golden age dur-

ing which physics saw the development of 

the standard model and the discovery of 

new particles, from neutrinos to the Higgs 

boson. To his credit, Kaiser never suggests 

that military funding is key to rapid scien-

tific development. Not only does he remind 

us that the reactionary counterculture of 

the 1960s and 1970s played a crucial role 

in fundamental research [as he also does in 

(1)], he convincingly argues that the waning 

of nuclear research funding caused by the 

détente unwittingly led to the creation of 

particle cosmology. 

Peppered with interesting anecdotes from 

Kaiser’s own career, Quantum Legacies of-

fers a series of perceptive essays on why and 

how America has trained physicists in the 

past century. The one “legacy”   the book fails 

to address is the flagrant absence of female 

and minority researchers in particle cosmol-

ogy. Despite this want, Quantum Legacies 

remains an engrossing read that will give 

specialists and nonspecialists alike a deeper 

understanding of how phenom  ena as diverse 

as geopolitics and eastern mysticism have 

shaped physics in the past century. j
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Physics meets America’s defense agenda
War transformed 20th-century physics in sometimes subtle ways

Doubts about quantum mechanics plagued Paul Ehrenfest (left) and Albert Einstein (right, with Ehrenfest’s son). 
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CLIMATE RESPONSES

Some cope better 
than others
Increasingly, research is reveal-

ing how organisms may, or 

may not, adapt to a changing 

climate. Understanding the 

limitations placed by a spe-

cies’s physiology can help to 

determine whether it has an 

immediate potential to deal 

with rapid change. Many studies 

have looked at physiological 

tolerance to climate change in 

fishes, with results indicating a 

range of responses. Dahlke et 

al. conducted a meta-analysis 

to explore how life stage may 

influence a species’s abil-

ity to tolerate temperature 

change (see the Perspective 

by Sunday). They found 

that embryos and breeding 

adult fishes are much more 

susceptible to temperature 

change than those in other 

life stages and that this factor 

must therefore be considered 

in evaluations of susceptibil-

ity. —SNV

Science, this issue p. 65;

see also p. 35

CORONAVIRUS

Vaccine candidate 
tested in monkeys
Global spread of severe 

acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) 

protected and did not have 

detectable viral loads in the 

pharynx or lungs at 7 days after 

infection. The next steps will be 

testing for safety and efficacy in 

humans. —PNK

Science, this issue p. 77

DIELECTRICS

Defect-enhanced 
energy storage
Dielectric capacitors are vital 

components of electronics and 

power systems. The thin-film 

materials of which capacitors 

are composed are usually opti-

mized by changing the material 

composition. However, Kim et 

al. found that postprocessing 

has led to an urgent race to 

develop a vaccine. Gao et al. 

report preclinical results of an 

early vaccine candidate called 

PiCoVacc, which protected rhe-

sus macaque monkeys against 

SARS-CoV-2 infection when 

analyzed in short-term studies. 

The researchers obtained mul-

tiple SARS-CoV-2 strains from 

11 hospitalized patients across 

the world and then chemically 

inactivated the harmful proper-

ties of the virus. Animals were 

immunized with one of two 

vaccine doses and then inocu-

lated with SARS-CoV-2. Those 

that received the lowest dose 

showed signs of controlling the 

infection, and those receiving 

the highest dose appeared more IM
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RESEARCH
Fountain-like flow disperses 
bacteria in biofilms   
Qin et al., p. 71

MALARIA

Defending the liver

T
he liver is an important site of replication for Plasmodium 

parasites, and therefore a key goal in vaccination against malaria 

is to induce robust antiparasitic immunity in the liver. Using 

Plasmodium berghei as a model to study malaria in mice, Holz 

et al. developed a glycolipid-peptide conjugate vaccine that 

induced robust T cell responses in the liver and was able to protect 

mice challenged with P. berghei. Inclusion of the glycolipid adjuvant 

a-galactosylceramide, which activates natural killer T cells, was vital to 

promoting antiparasitic immunity in the liver. The authors propose 

that agonists that activate natural killer T cells could be useful in prim-

ing immune responses in the liver in the context of malaria and other 

hepatotropic diseases. —AB   Sci. Immunol. 5, eaaz8035 (2020).

A colored scanning 

microscope image of 

Plasmodium berghei, 

which is a useful model 

for malaria vaccine 

studies, infecting a 

mouse red blood cell
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an already effective thin-film 

dielectric by high-energy 

ion bombardment further 

improved the material because 

of the introduction of specific 

types of defects that ultimately 

improved the energy storage 

performance. The results sug-

gest that postprocessing may 

be important for developing 

the next generation of capaci-

tors. —BG

Science, this issue p. 81

SOLAR CELLS

Stable perovskites 
with ionic salts
Ionic liquids have been shown 

to stabilize organic-inorganic 

perovskite solar cells with 

metal oxide carrier-transport 

layers, but they are incom-

patible with more readily 

processible organic analogs. 

Lin et al. found that an ionic 

solid, a piperidinium salt, 

enhanced the efficiency of 

positive-intrinsic-negative 

layered perovskite solar cells 

with organic electron and hole 

extraction layers. Aggressive 

aging testing showed that 

this additive retarded segre-

gation into impurity phases 

and pinhole formation in the 

perovskite layer. —PDS

Science, this issue p. 96

HIV

Sourcing HIV-1 infection
HIV-1 has a multitude of strain 

variants, but sexual transmis-

sion of HIV-1 is assumed to 

result from productive infec-

tion by only one virus particle. 

Knowing the genetics of the 

virus strains that are trans-

mitted could be crucial for 

developing successful vaccine 

strategies. Using epidemio-

logical and genetic data from 

112 pairs of sexual partners, 

Villabona-Arenas et al. found 

that individuals with acute 

infections are more likely to 

transmit multiple founder virus 

strains. In a phylodynamic 

approach that integrated phy-

logenetic analysis of sequence 

data with simulation of a trans-

mission chain, the authors 

CELL BIOLOGY 

Oscillator for centriole 
formation
Cells are not just bags of 

enzymes –their functions are 

orchestrated by organelles. 

Centrioles, for example, function 

in cell division and organization of 

the mitotic spindle and duplicate 

in coordination with the cell cycle. 

Centriole formation seems to be 

governed by an oscillator that 

controls the localization and 

activity of Polo-like kinase 4, the 

master regulator of centriole 

biogenesis. Working with the 

results of experiments in fruit fly 

embryos, Aydogan et al. used a 

mathematical model to show that 

this oscillator controls centriole 

biogenesis independently of the 

cell cycle oscillator. This model 

also explains homeostasis of 

showed that multiple variant 

transmission is doubled during 

the first 3 months of infec-

tion irrespective of whether 

transmission was heterosexual 

or by men who have sex with 

men. —CA

Science, this issue p. 103

ORGANIC CHEMISTRY

Using hydrocarbons 
as reagents
Adding small alkyl groups to 

complex molecules usually 

relies on alkyl halide reagents. 

Laudadio et al. now report a 

convenient method to add 

ethane and propane directly 

across conjugated olefins with 

no prefunctionalization or by-

products (see the Perspective 

by Oksdath-Mansilla). The C–H 

bond scission in this hydroal-

kylation is accomplished by a 

decatungstate photocatalyst 

that also acts as a hydro-

gen atom transfer agent to 

complete the process. The 

reaction, optimized under flow 

conditions, works with meth-

ane as well, albeit with lower 

efficiency. —JSY

Science, this issue p. 92;

see also p. 34

PAIN

Inflammatory pain 
revisits development
An increase in N-methyl-D-

aspartate (NMDA) glutamate 

receptors (NMDARs) contain-

ing the GluN2B subunit in 

sensory neuronal synapses 

is associated with enhanced 

nociception and pain. In 

rodents, Zhang et al. found that 

GluN2B content in sensory 

neurons was progressively 

restricted during early devel-

opment and maintained at low 

abundance by the E3 ubiquitin 

ligase Cbl-b during adult-

hood. Peripheral inflammation 

impaired the interaction of 

Cbl-b with GluN2B, and the 

increase in GluN2B abundance 

enhanced NMDAR activity and 

neuronal sensitivity to touch. 

—LKF

Sci. Signal. 13, eaaw1519 (2020). 

IN OTHER JOURNALS Edited by Caroline Ash 

and Jesse Smith

NEURODEVELOPMENT  

Bloodborne privilege for stem cells  

E
ven in adults, neurons in the brain can regenerate. 

Progenitor neural stem cells (NSCs) in adult rodents are 

found in the subventricular zone of the lateral ventricles 

and the hippocampus. Radial-glia–like NSCs in the hippo-

campus, as their name suggests, have a tree-like structure. 

They send thin terminal processes from the subgranular zone 

into an area called the inner molecular layer. When activated by 

exercise, for example,  NSCs transform into new neurons, but 

this requires bloodborne components. Licht et al. show that 

NSC processes form direct membrane-to-membrane contact 

with endothelial cells in specialized areas where the basement 

membrane is interrupted by zones of vesicular activity. In this 

way, NSCs circumvent the blood-brain barrier to access mol-

ecules that normally cannot penetrate the brain. —PJH

eLife 9, e52134 (2020).

Section through the mouse hippocampus showing cellular processes of neural 

stem cells (red) associating with endothelial cells of blood vessels (blue)
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centriole size. Other organelles 

may also use such oscillators to 

time the initiation and duration 

of growth, and it is possible that 

circadian and cell cycle oscillators 

entrain the local organelle-con-

trolling oscillators. —LBR 

Cell 181, 1566(2020).

HUMAN GENETICS

Populations of ancient 
France
Ancient DNA has identified 

changes in human population 

genetic structure across Europe 

for the past 10,000 years or so. 

However, the area that consti-

tutes modern-day France is a bit 

of a blank. Brunel et al. examined 

mitochondria, Y chromosomes, 

and nuclear loci from 243 

individuals and low-coverage 

genomes from 58 people span-

ning ~7000 years from sites 

within modern-day France. 

From this survey, they identified 

Mesolithic similarities to Iberian 

hunter-gatherer populations that 

retained genes from two Late 

Pleistocene lineages. During 

the Neolithic, and then again in 

the Bronze age, transitions in 

genetic ancestry were observed 

during cultural and technological 

transitions. Fewer changes were 

observed during the transition 

from the Bronze Age into the 

Iron Age; these individuals had 

a genetic composition similar to 

that of the modern-day French. 

This study reveals succes-

sive migrations, major cultural 

changes, and admixture events, 

the traces of which are still found 

in current European populations, 

as well as evidence of an Upper 

Paleolithic admixture from the 

Iberian Peninsula. —LMZ

Proc. Natl. Acad. Sci. U.S.A. 117, 12791 

(2020).

ANTIBIOTIC RESISTANCE

Gut busters in a slurry
Antibiotic-resistant pathogens 

exist within species-rich commu-

nities of other microorganisms. 

Interactions between pathogens 

and commensal organisms 

are anticipated to influence 

resistance. The microbiota 

could act competitively to sup-

press pathogens but also allow 

nutrient sharing or horizontal 

transfer of resistance genes. To 

work out what might happen 

in a near-natural community, 

Baumgartner et al. developed 

a gut microcosm setup using 

donated anaerobic human 

microbiota, an introduced 

tagged Escherichia coli, and the 

b-lactam antibiotic ampicillin. In 

this system, antibiotic resistance 

only evolved in the E. coli strain 

when the resident commensals 

were knocked back, even when 

resistance genes and plasmids 

were present among the com-

mensals. —CA

PLOS Biol. 18, e3000465 (2020).

ORGANIC CHEMISTRY

Ironing out crowded 
dihydroxylations
It is essential in drug synthesis 

to select between mirror image 

products, and asymmetric 

dihydroxylation of carbon-car-

bon double bonds is a means 

of doing so. The chief draw-

back of this reaction is that it 

requires the use of rare and toxic 

osmium. The alternative use of 

safer, more abundant metals 

has tended to limit the substrate 

scope to simple olefins. Wei et 

al. now report through ligand 

optimization a highly selective 

and efficient iron catalyst for the 

dihydroxylation of trisubstituted 

olefins. The reaction operates at 

room temperature with hydro-

gen peroxide as oxidant. —JSY

Angew. Chem. Int. Ed. 10.1002/

anie.202002866 (2020).

NANOMATERIALS

Graphene templating of 
hexagonal BeO
Liquid droplets encapsulated by 

two graphene sheets can experi-

ence high pressure (up to 1 GPa) 

and can act as vessels for crys-

tallization of two-dimensional 

materials. Wang et al. studied the 

crystallization of beryllium oxide 

(BeO) in such a cell with high-

resolution transmission electron 

microscopy and electron energy 

loss spectroscopy. Instead 

of forming the bulk wurtzite 

structure, it crystallized into 

an sp2-coordinated hexagonal 

structure that was typically 20 

to 30 layers thick. This thickness 

makes the material metastable 

relative to wurtzite, and the 

authors argue that the non-

interacting graphene surface 

kinetically templates the hexago-

nal phase. —PDS

Angew. Chem. Int. Ed. 10.1002/

anie.202007244 (2020).

ICY MOONS

Does Dione have a liquid water ocean?

S
everal icy moons orbiting the giant planets have oceans 

of liquid water beneath their solid ice surfaces. It has 

been suggested that Dione, the fourth largest moon of 

Saturn, could have a similar subsurface ocean. Zannoni 

et al. analyzed radio-tracking data taken when the 

Cassini spacecraft (named after the astronomer who discov-

ered Dione in 1684) flew past the moon on three occasions 

between 2011 and 2015. They reconstructed Dione’s gravity 

field, combined it with measurements of topography, and then 

matched the geophysical properties with models of the inte-

rior structure. Their analysis supports the interpretation that 

Dione has a small, deep, subsurface liquid ocean, but they 

caution that the models are not fully constrained. —KTS   

Icarus 345, 113713 (2020).

Saturn’s icy moon Dione 

may have a subsurface 

liquid water ocean.
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MICROBIOLOGY

Sharing vitamins: Cobamides unveil
microbial interactions
Olga M. Sokolovskaya*, Amanda N. Shelton*, Michiko E. Taga†

BACKGROUND:Nearly every plant, animal, and

environment on earth is host to a diverse com-

munity of microorganisms that influence each

other and their environment. Microorganisms

within communities interact on a molecular

level by competing for resources or sharing

valuable nutrients (such as cobamides, which

we highlight in this Review). Such molecular

interactions influence the physiology of indi-

vidual microorganisms as well as the overall

function of communities. Therefore, studying

how microbes interact with each other is es-

sential for understanding, andpotentially inter-

fering with, microbial processes that influence

human and environmental health.

Cobamides are structurally diverse, cobalt-

containing cofactors, the most familiar of which

is vitamin B12 (also known as cobalamin). Since

the initial discovery of vitamin B12 as the

treatment for the disease pernicious anemia

in 1948, microbiologists have identified more

than a dozen cobamides—B12 and analogs—

that are produced exclusively by bacteria and

archaea. Although vitamin B12 is most widely

appreciated for its role in human health, B12

and other cobamides also play important roles

in thecontextofmicrobial communities.Microbes

use cobamides as catalysts for chemical re-

actions involved in amino acid synthesis, carbon

metabolism, and many other functions. Im-

portantly, microorganisms in all domains of

life need cobamides, but most depend on

surrounding species to produce this nutri-

ent, which results in a network of cobamide-

dependent interactions. A nuance of these in-

teractions, derived from the structural diversity

of cobamides, is that organisms are selective

toward particular cobamides, and different

species have distinct cobamide preferences. As

a result, cobamides me-

diate specific associations

among microorganisms

and can have substanti-

ally different effects on

the growth and metabo-

lism of different species.

Therefore, cobamide sharing can serve as a

model for the complexity of microbial inter-

actions and provide a useful system to study

the mechanisms that influence community

composition and function.

ADVANCES: Our current understanding of the

roles of cobamides in microbial communities

is the result of multilayered approaches to

studying cobamide biology. Historically, the

differential effects of cobamides have been

investigated using laboratory cultures of single

species and the biochemical characterization

of cobamide-dependent enzymes. However, it

is only with comparative genomic analyses of

thousands of microbial species that researchers

have begun to fully recognize the prevalence of

cobamide sharing among microorganisms. Sev-

eral newly described cocultures of two to three

microbial species bridge molecular analysis

and community-wide studies, and these cocul-

tures provide experimental systems for prob-

ing the mechanisms and dynamics of cobamide

sharing. Integrating discoveries across these

different scales of analysis is a valuable strat-

egy for understanding the functions of impor-

tant molecules in microbial communities.

OUTLOOK: The structural diversity, functional

specificity, and widespread use of cobamides

by microorganisms have led researchers

to speculate that cobamides could be used

as tools to manipulate microbial commu-

nity composition and function to improve

environmental or human health. Performing

cobamide-based manipulations in a controlled

manner requires a greater understanding of

how specific cobamides affect particular mem-

bers of a community or might disrupt existing

microbial interactions. Further integrating

molecular approaches with community-wide

studies will pave the way for understanding

complex microbial communities in increas-

ing mechanistic detail and may enable poten-

tial applications of cobamides in human health,

agriculture, and industrial production.▪
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Cobamides as models for studying microbial interactions. Cobamides are a class of enzyme cofactors

that are used for a wide variety of metabolic functions. They contain a catalytic upper ligand (R) and a

structurally variable region (shown in blue, red, or green) that influences organisms’ metabolism and growth.

Studies of cobamide biology on multiple scales—from enzymes to microbial communities—have revealed that

cobamides constitute an effective model system for studying the complexity of microbial interactions.
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Feasibility of blood testing combined with PET-CT
to screen for cancer and guide intervention
Anne Marie Lennon*, Adam H. Buchanan*, Isaac Kinde*, Andrew Warren*, Ashley Honushefsky*,

Ariella T. Cohain, David H. Ledbetter, Fred Sanfilippo, Kathleen Sheridan, Dillenia Rosica,

Christian S. Adonizio, Hee Jung Hwang, Kamel Lahouel, Joshua D. Cohen, Christopher Douville,

Aalpen A. Patel, Leonardo N. Hagmann, David D. Rolston, Nirav Malani, Shibin Zhou,

Chetan Bettegowda, David L. Diehl, Bobbi Urban, Christopher D. Still, Lisa Kann, Julie I. Woods,

Zachary M. Salvati, Joseph Vadakara, Rosemary Leeming, Prianka Bhattacharya, Carroll Walter,

Alex Parker, Christoph Lengauer, Alison Klein, Cristian Tomasetti, Elliot K. Fishman, Ralph H. Hruban,

Kenneth W. Kinzler†, Bert Vogelstein†, Nickolas Papadopoulos†

INTRODUCTION: The goal of earlier cancer de-

tection is to identify the disease at a stage

when it can be effectively treated, thereby

offering the patient a better chance of long-

term survival. Adherence to screen-

ingmodalities known to decrease can-

cer mortality such as colonoscopy,

mammography, low-dose computed

tomography, and Pap smears varies

widely. Moreover, the majority of can-

cer types are diagnosed only when

symptoms occur. Multicancer blood

tests offer the exciting possibility of

detecting many cancer types at a rel-

atively early stage and in a minimally

invasive manner.

RATIONALE: Evaluation of the feasibil-

ity and safety of multicancer blood

testing requires prospective inter-

ventional studies. We designed such

a study to answer four critical ques-

tions: (i) Can a multicancer blood test

detect cancers not previously detected

by othermeans? (ii) Can a positive test

result lead to surgical intervention

with curative intent? (iii) Can testing

be incorporated into routine clinical

care and not discourage patients from

undergoing recommended screening

tests such as mammography? (iv) Can

testing be performed safely, without

incurring a largenumber of unnecessary,

invasive follow-up tests?

RESULTS:We evaluated a blood test

that detects DNAmutations and pro-

tein biomarkers of cancer in a pro-

spective, interventional study of 10,006

women who were 65 to 75 years old

and who had no prior history of can-

cer. Positive blood tests were fol-

lowed by diagnostic positron emission

tomography–computed tomography

(PET-CT), which served to indepen-

dently confirm and precisely localize the site

and extent of disease if present. The study

design incorporated several features to max-

imize the safety of testing to the participants.

Of the 10,006 enrollees, 9911 (99.1%) could

be assessed with respect to the four questions

posed above. (i) Detection: Of 96 cancers in-

cident during the study period, 26 were first

detected by blood testing and 24 additional

cancers by conventional screening. Fifteen

of the 26 patients in whom cancer was first

detected by blood testing underwent PET-CT

imaging, and 11 patients developed signs or

symptoms of cancer after the blood test that

led to imaging procedures other than PET-

CT. The specificity and positive predictive

value (PPV) of blood test-

ing alone were 98.9% and

19.4%, respectively, and

combined with PET-CT,

the specificity and PPV

increased to 99.6% and

28.3%. The blood test first

detected 14 of 45 cancers (31%) in seven organs

for which no standard-of-care screening test

is available. (ii) Intervention: Of the 26 can-

cers first detected by blood testing, 17 (65%)

had localized or regional disease. Of

the 15 participants with positive blood

tests as well as positive PET-CT scans,

9 (60%) underwent surgery with cura-

tive intent. (iii) Incorporation into

clinical care: Blood testing could be

combined with conventional screen-

ing, leading to detection of more than

half of the total incident cancers ob-

served during the study period. Blood

testing did not deter participants from

undergoing mammography, and surveys

revealed that 99% of participants would

join a similar, subsequent study if of-

fered. (iv) Safety: 99% of participants did

not require any follow-up of blood test-

ing results, and only 0.22% underwent

an unnecessary invasive diagnostic

procedure as a result of a false-positive

blood test.

CONCLUSION: A minimally invasive

blood test in combination with PET-CT

can safely detect and precisely localize

several types of cancers in individuals

not previously known to have cancer, in

some cases enabling treatment with in-

tent to cure. Further studies will be

required to assess the clinical utility,

risk-benefit ratio, and cost-effectiveness

of such testing.▪
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LungLung

ColorectalColorectal

KidneyKidneyKidneyKidneyKidney

ThyroidThyroid

OvaryOvary

UterineUterine

Lymphoma

Overview of cancers detected by blood testing. Twenty-six cancers

(blue dots) in 10 organs were first detected by blood testing. The

blue dots with the red halo represent 12 of the 26 cancers that were

surgically treated with intent to cure. Nine of these 12 were detected by

the combination of the blood test and PET-CT, with the remaining three

identified by the blood test combined with another imaging modality.
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SARS-CoV-2 productively infects human
gut enterocytes
Mart M. Lamers1*, Joep Beumer2*, Jelte van der Vaart2*, Kèvin Knoops3, Jens Puschhof2,

Tim I. Breugem1, Raimond B. G. Ravelli3, J. Paul van Schayck3, Anna Z. Mykytyn1, Hans Q. Duimel3,

Elly van Donselaar3, Samra Riesebosch1, Helma J. H. Kuijpers3, Debby Schipper1,

Willine J. van de Wetering3, Miranda de Graaf1, Marion Koopmans1, Edwin Cuppen4,5,

Peter J. Peters3, Bart L. Haagmans1†, Hans Clevers2†‡

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) can cause coronavirus disease 2019

(COVID-19), an influenza-like disease that is primarily thought to infect the lungs with transmission

through the respiratory route. However, clinical evidence suggests that the intestine may present

another viral target organ. Indeed, the SARS-CoV-2 receptor angiotensin-converting enzyme 2 (ACE2) is

highly expressed on differentiated enterocytes. In human small intestinal organoids (hSIOs), enterocytes

were readily infected by SARS-CoV and SARS-CoV-2, as demonstrated by confocal and electron

microscopy. Enterocytes produced infectious viral particles, whereas messenger RNA expression

analysis of hSIOs revealed induction of a generic viral response program. Therefore, the intestinal

epithelium supports SARS-CoV-2 replication, and hSIOs serve as an experimental model for coronavirus

infection and biology.

S
evere acute respiratory syndrome (SARS),

caused by the coronavirus SARS-CoV,

emerged in 2003 (1). In late 2019, a

novel transmissible coronavirus, SARS-

coronavirus 2 (SARS-CoV-2), was noted

to cause an influenza-like disease ranging from

mild respiratory symptoms to severe lung in-

jury,multiorgan failure, and death (2–4). SARS-

CoVandSARS-CoV-2belong to theSarbecovirus

subgenus of the genus Betacoronavirus in the

family Coronaviridae (5–7). The SARS-CoV

receptor is angiotensin-converting enzyme 2

(ACE2) (8, 9). The spike proteins of both viruses

bind to ACE2, whereas soluble ACE2 blocks in-

fection by SARS-CoV and SARS-CoV-2 (10–13).

Transmission of SARS-CoV-2 is thought to oc-

cur through respiratory droplets and fomites.

The virus can be detected in upper respiratory

tract samples, implicating the nasopharynx as

a site of replication. In human lung, ACE2 is

expressed mainly in alveolar epithelial type II

cells and ciliated cells (14–16). However, the

highest expression of ACE2 in the human body

occurs in the brush border of intestinal entero-

cytes (14, 17). Even though respiratory symp-

toms dominate the clinical presentation of

COVID-19, gastrointestinal symptoms are ob-

served in a subset of patients (18, 19). More-

over, viral RNA can be found in rectal swabs

even after nasopharyngeal testing has turned

negative, implying gastrointestinal infection

and a fecal–oral transmission route (20–22).

SARS-CoV-2 infects airway and gut organoids

Organoids are three-dimensional (3D) struc-

tures that can be grown from adult stem cells

and recapitulate key aspects of the organ from

which those cells derive. Because SARS-CoV

and SARS-CoV-2 target the lung, we added

virus to organoid-derived human airway epi-

theliumcultured in 2Dandobserved that SARS-

CoV and SARS-CoV-2 readily infected differen-

tiated airway cultures. (Fig. 1A). Immunostain-

ing reveal that the viruses targeted ciliated cells

but not goblet cells (Fig. 1, B and C).

Human small intestinal organoids (hSIOs)

are established from primary gut epithelial

stem cells, can be expanded indefinitely in 3D

culture, and contain all proliferative and dif-

ferentiated cell types of the in vivo epithelium

(23). hSIOs have also allowed the first in vitro

culturing of norovirus (24). We exposed ileal

hSIOs grown under four different culture con-

ditions (EXP, DIF, DIF-BMP, and EEC) to

SARS-CoV and SARS-CoV-2 at a multiplicity

of infection of 1. hSIOs grown in Wnt high-

expansion (EXP) medium overwhelmingly

consisted of stem cells and enterocyte progen-

itors. Organoids grown in differentiation (DIF)

medium contained enterocytes, goblet cells,

and low numbers of enteroendocrine cells

(EECs). The addition of BMP2/4 to DIF me-

dium (DIF-BMPmedium) led to further mat-

uration (25). In the final condition (EEC), we

induced the expression of NeuroG3 from a

stably transfected vector with doxycycline to

raise EEC numbers (fig. S3D). Samples were

harvested at multiple time points after in-

fection and processed for the analyses shown

in Figs. 2 to 5. Both SARS-CoV and SARS-CoV-2

productively infected hSIOs, as assessed by

quantitative reverse transcription polymerase

chain reaction (qRT-PCR) for viral sequences

and by live virus titrations on VeroE6 cells (see

Fig. 2 for lysed organoids and fig. S1 for or-

ganoid supernatant). Infectious virus particles

and viral RNA increased for both viruses in all

conditions. Because EXP medium supported

virus replication (Fig. 2, A and E), enterocyte

progenitors appeared to be a primary viral

target. Differentiated organoids (grown in

DIF and DIF-BMPmedium) produced slightly

(nonstatistically significant) lower levels of
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Fig. 1. SARS-CoV and SARS-CoV-2 infect 2D human airway cultures. (A) Live virus titers can be

observed by virus titrations on VeroE6 cells of apical washes at 2, 24, 48, 72, and 96 h after infection with

SARS-CoV (blue) and SARS-CoV-2 (red). The dotted line indicates the lower limit of detection. Error bars

indicate SEM. N = 4. *P < 0.05, **P < 0.01, ***P < 0.001. (B and C) Immunofluorescent staining of SARS-

CoV-2–infected (B) and SARS-CoV–infected (C) differentiated airway cultures. Nucleoprotein (NP) stains

viral nucleocapsid (red), which colocalized with the ciliated cell marker AcTUB (green). Goblet cells are

identified by MUC5AC (blue). Nuclei are stained with TO-PRO3 (white). Scale bars, 20 mM. Top panels are

side views and bottom panels are top views.



infectious virus (Fig. 2 and fig. S1). In organ-

oids induced to generate EECs, virus yields

were similar to those in EXP medium (Fig. 2,

D and H). In differentiated hSIOs, SARS-CoV-2

titers remained stable at 60 hours after infec-

tion, whereas SARS-CoV titers dropped by

1 to 2 log (Fig. 2, B, C, F, and G). The latter

decline was not observed in infected hSIOs

grown in EXP medium. Culture supernatants

across culture conditions contained lower levels

of infectious virus compared with lysed hSIOs,

implying that virus was primarily secreted api-

cally (fig. S1, A toD). Despite this, viral RNAwas

detected readily in culture supernatants, cor-

relating with the infectious virus levels within

hSIOs (Fig. 2, E to H, and fig. S1, E to H).

ACE2 mRNA expression differed greatly be-

tween the four conditions. EXP-hSIOs expressed

300-fold less ACE2mRNA compared with DIF-

hSIOs when analyzed in bulk (fig. S2). BMP

treatment induced 6.5-fold up-regulation of

ACE2 mRNA compared with DIF treatment

alone. Because this did not yield infection rate

differences, the DIF-BMP condition was not

analyzed further.

SARS-CoV-2 infects enterocyte lineage cells

To determine the target cell type, we then per-

formed confocal analysis on hSIOs cultured

in EXP, DIF, or EEC conditions. We stained

for viral double-stranded RNA (dsRNA), viral

nucleocapsid protein, KI67 to visualize prolif-

erative cells, actin (using phalloidin) to visual-

ize enterocyte brush borders, and DNA (DAPI)

and cleaved caspase 3 to visualize apoptotic

cells. Generally, comparable rates of viral in-

fections were observed in the organoids grow-

ing in all three conditions. We typically noted

staining for viral components (white) in rare,

single cells at 24 hours. At 60 hours, the num-

ber of infected cells had substantially increased

(Fig. 3A). Infected cells invariably displayed

proliferative enterocyte progenitor phenotypes

(EXP; Fig. 3B, top) orApoA1
+
enterocyte pheno-

types (DIF; Fig. 3B, bottom). SARS-CoV also

readily infected enterocyte lineage cells (fig.

S3, A and B), as was shown previously (26, 27).

Some infected enterocyte progenitors were

in mitosis (fig. S3C). Whereas EEC organoids

produced appreciable titers, we never observed

infection of chromogranin-A
+
EECs (fig. S3,

D and E). We also did not observe infection

of goblet cells across culture conditions. At

60 hours, apoptosis became prominent in both
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Fig. 2. SARS-CoV and SARS-CoV-2 replicate

in hSIOs. (A to D) Live virus titers can be

observed by virus titrations on VeroE6 cells of

lysed organoids at 2, 24, 48, and 60 h after

infection with SARS-CoV (blue) and SARS-CoV-2

(red). Different medium compositions show

similar results. (E to H) qRT-PCR analysis

targeting the E gene of similar time points

and medium compositions as (A) to (D).

The dotted line indicates the lower limit of

detection. Error bars indicate SEM. N = 3.

*P < 0.05, **P < 0.01, ***P < 0.001.
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Fig. 3. SARS-CoV-2 infects proliferating cells and

enterocytes. (A) Immunofluorescent staining of SARS-

CoV-2–infected hSIOs. NP stains viral capsid. After

24 hours, single virus-infected cells are generally

observed in organoids. These small infection clusters

spread through the whole organoid after 60 hours.

(B) SARS-CoV-2 infects both postmitotic enterocytes

identified by Apolipoprotein A1 (APOA1) and dividing cells

that are KI67-positive. Infected cells are visualized by

dsRNA staining. Enterocytes are shown in differentiated

organoids and proliferating cells in expanding organoids.

Arrows point to APOA1-positive cells. (C) Immunofluorescent

staining of ACE2 in hSIOs in expansion and differentiation

condition. Scale bars, 50 mm.
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SARS-CoV– and SARS-CoV-2–infected entero-

cytes (fig. S5). ACE2 protein was readily re-

vealed as a bright and ubiquitous brush border

marker in hSIOs in DIF medium (Fig. 3C). In

hSIOs in EXP medium, ACE2 staining was

much lower, yet still apical, in occasional cells

in a subset of organoids that displayed amore

mature morphology (Fig. 3C). In immature

(cystic) organoids within the same cultures, the

ACE2 signal was below the detection threshold.

The percentages of infected organoids under

EXP and DIF conditions are given in fig. S4.

Figure S5 shows images and quantification of

apoptotic cells upon infection.

Ultrastructural analysis of the viral life cycle

in enterocytes

Unsupervised transmission electron micros-

copy (28) was performed on selected highly

infected samples. Figure 4 shows two hSIOs

selected from 42 hSIOs imaged at 60 hours

after SARS-CoV-2 infection. These differ in the

state of infection: Whereas the cellular orga-

nization within organoid 1 was still intact

(Fig. 4A, entire organoid; B to D, intermediate

magnification; E to K, high magnification),

many disintegrated cells can be seen in or-

ganoid 2 (Fig. 4, bottom; L, entire organoid; M

to O, intermediate magnification; P to R, high

magnification). Viral particles of 80 to 20 nm

occurred in the lumen of the organoid (Fig. 4I)

at the basolateral (Fig. 4J) and apical side (Fig.

4K) of enterocytes. Double-membrane vesicles,

which are the subcellular site of viral replica-

tion (29), are visualized in Fig. 4, E and P. The

nuclei in both organoids differed fromnuclei in

mock-infected organoids by having a slightly

rounder shape. Other differences were that the

nuclear contour index (30) was 4.0 ± 0.5 versus

4.3 ± 0.5 for the control set, and therewasmore

heterochromatin (Fig. 4N) and one or two dense

nucleoli in the center (Fig. 4O).

RNA expression changes in

infected enterocytes

We then performedmRNA-sequencing analysis

to determine gene expression changes induced

by SARS-CoV and SARS-CoV-2-infection of

hSIOs cultured continuously in EXP medium

and hSIOs cultured inDIFmedium. Infection

with SARS-CoV-2 elicited a broad signature

of cytokines and interferon (IFN)–stimulated

genes (ISGs) attributed to type I and III IFN

responses (Fig. 5A and tables S1 and S2), as

confirmed by gene ontology analysis (Fig. 5B).

An overlapping list of genes appeared in SARS-

CoV-2–infectedDIF organoids (fig. S6 and table

S3).mRNA-sequencing analysis confirmed dif-

ferentiation of DIF organoids into multiple in-

testinal lineages, including ACE2 up-regulation

(fig. S7). SARS-CoV also induced ISGs but to a

much lower level (table S4). Figure 5C shows

the regulation of SARS-CoV-2–induced genes

in SARS-CoV–infected organoids. This induc-

tion was similar to infections with other vi-

ruses such as norovirus (31), rotavirus (32), and

enteroviruses (33, 34). A recent study (35)

described an antiviral signature induced in

human cell lines after SARS-CoV-2 infection.

Whereas the ISG response was broader in

hSIOs, the induced gene sets were in close

agreement between the two datasets (fig. S8).
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Fig. 4. Transmission electron

microscopy analysis of SARS-

CoV-2–infected intestinal

organoids. (A to H) Overview

of an intact organoid (A) showing

the onset of virus infection

[(B) to (D)] at different stages

of the viral lifecycle, i.e., early

double membrane vesicles

(DMVs) [(E), asterisk], initial viral

production in the Golgi apparatus

[(F) and (G)], and complete

occupation of virus particles inside

the endomembrane system (H).

(I to K) Extracellular viruses are

observed in the lumen of the

organoid (I) and are found at the

basal side (J) and the apical

side (K) alongside the microvilli

(arrows). Scale bars, 10 mm (A),

2.5 mm [(B) to (D)], 250 nm

[(E), (F), and (H) to (K)] and

100 nm (G). (L to Q) Overview of

an organoid (L) showing severely

infected cells [(M) and (O)],

disintegrated cells (O), and

stressed cells as evident from

the atypical nucleoli (P). Intact

cells reveal DMV areas of

viral replication [(P), asterisks]

and infected Golgi apparatus (Q).

(R) Extracellular clusters of

viruses. Scale bars, 10 mm (L),

2.5 mm [(M) to (P)], and 250 nm

[(P) to (R)].
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One obvious similarity was the low expres-

sion of type I and III IFNs: We only noticed a

small induction of the type III IFN IFNL1 in

SARS-CoV-2–infected organoids. In SARS-CoV–

infected organoids, we did not observe any type

I or type III IFN induction. We confirmed

these findings by enzyme-linked immuno-

sorbent assay (ELISA) on the culture super-

natant and qRT-PCR on extracted RNA of the

hSIOs, which in addition to IFNL1, picked up

low levels of type I IFN IFNB1 in SARS-CoV-

2– but not in SARS-CoV–infected organoids

(fig. S9). The specific induction of IP-10/CXCL10

and ISG15 by SARS-CoV-2 was also confirmed

by ELISA and qRT-PCR, respectively (fig. S10).

As in a previous study (35), a few cytokine genes

were induced by both viruses, albeit to modest

levels. For a comparison with (35), see fig. S11.

Altogether, these data indicate that SARS-

CoV-2 induces a stronger IFN response than

SARS-CoV in hSIOs.

Finally, the infection was repeated in a sec-

ond experiment in the same ileal hSIO line

and analyzed after 72 hours. Analysis involved

viral titration (fig. S12), confocal imaging (fig.

S13), and mRNA sequencing (fig. S14). This ex-

periment essentially confirmed the observa-

tions presented above. A limited, qualitative

experiment applying confocal analysis dem-

onstrated the infectability of two other lines

available in the laboratory (one ileal and one

duodenal) from independent donors (fig. S13).

This study shows that SARS-CoV and SARS-

CoV-2 infect enterocyte lineage cells in an

hSIO model. We observed similar infection

rates of enterocyte precursors and enterocytes,

whereas ACE2 expression increased ~1000-fold

upon differentiation at the mRNA level (fig.

S2). This suggests that low levels of ACE2may

be sufficient for viral entry.

SARS-CoV-2 is the third highly pathogenic

coronavirus (after SARS-CoV and MERS-CoV)

to jump to humans within <20 years, suggest-

ing that new zoonotic coronavirus spillovers

are likely to occur in the future. Despite this,

limited information is available on corona-

virus pathogenesis and transmission, in part

because of the lack of in vitro cell models that

accurately model host tissues. Very recently, it

was shown that human induced pluripotent

stem cells differentiated toward a kidney fate

supported replication of SARS-CoV-2 (13). Our

data suggest that human organoids represent

faithful experimental models with which to

study the biology of coronaviruses.
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Fig. 5. Transcriptomic analy-

sis of SARS-CoV-2–infected

intestinal organoids.

(A) Heatmaps depicting the

25 most significantly enriched

genes upon SARS-CoV-2

infection in expanding intesti-

nal organoids. (B) Colored

bar represents the Z-score of

log2-transformed values.

Shown is the gene ontology

term enrichment analysis

for biological processes of

the 50 most significantly

up-regulated genes upon

SARS-CoV-2 infection in intes-

tinal organoids. (C) Heatmaps

depicting the genes from

(A) in SARS-CoV–infected

expanding organoids. Colored

bar represents the Z-score

of log2-transformed values.
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CRISPR BIOLOGY

A phage-encoded anti-CRISPR enables complete
evasion of type VI-A CRISPR-Cas immunity
Alexander J. Meeske1*, Ning Jia2*, Alice K. Cassel1, Albina Kozlova1, Jingqiu Liao3,4,

Martin Wiedmann3,4, Dinshaw J. Patel2†, Luciano A. Marraffini1,5†

The CRISPR RNA (crRNA)–guided nuclease Cas13 recognizes complementary viral transcripts to trigger

the degradation of both host and viral RNA during the type VI CRISPR-Cas antiviral response. However,

how viruses can counteract this immunity is not known. We describe a listeriaphage (fLS46) encoding

an anti-CRISPR protein (AcrVIA1) that inactivates the type VI-A CRISPR system of Listeria seeligeri.

Using genetics, biochemistry, and structural biology, we found that AcrVIA1 interacts with the

guide-exposed face of Cas13a, preventing access to the target RNA and the conformational changes

required for nuclease activation. Unlike inhibitors of DNA-cleaving Cas nucleases, which cause limited

immunosuppression and require multiple infections to bypass CRISPR defenses, a single dose of AcrVIA1

delivered by an individual virion completely dismantles type VI-A CRISPR-mediated immunity.

C
RISPR-Cas systems are prokaryotic adap-

tive immune systems that protect their

hosts from invasion by viruses (1) and plas-

mids (2). CRISPR loci contain short DNA

repeats separated by spacer sequences

of foreign origin (3–5). To achieve immunity,

the locus is transcribed and processed into

small CRISPR RNAs (crRNAs), which asso-

ciate with RNA-guided Cas nucleases (6) to

locate and cleave complementary nucleic acid

sequences (protospacers) (7). CRISPR systems

are categorized into six types (I to VI) that dif-

fer in their cas gene content andmechanism of

immunity (8). Although most types neutralize

invaders through destruction of their DNA,

Cas13, the RNA-guided nuclease of type VI sys-

tems, unleashes nonspecific RNA degrada-

tion (trans-RNase activity) upon recognition of

a phage target transcript (9–11). The cleavage of

host transcripts leads to a growth arrest that

prevents further propagation of the phage, al-

lowing the uninfected cells in the population to

survive and proliferate (11). Because the phage

genome is not directly affected by Cas13, it

continues to produce target transcripts, leading

to a persistent activation of the nuclease and to

growth arrest (11).

Identification of the Cas13a inhibitor AcrVIA1

Presumably in response to the pressure im-

posed by CRISPR-Cas immunity, phages evolved

anti-CRISPR (Acr) proteins, small proteins

(usually <150 amino acids) that are produced

during infection and inactivate Cas nucleases

(12). Acrs also exhibit exceptional diversity of

sequences and mechanisms and, with few

exceptions, specifically inhibit one CRISPR

subtype (12–17). Recently, inhibitors of Cas13a

were independently reported (18); however,

how they allow phages to overcome the type

VI-A CRISPR-Cas response is not known. To

investigate themolecularmechanisms used by

Acr-carrying phages to inhibit Cas13 during

infection of a natural host, we first obtained

temperate phages from a collection of 62 envi-

ronmental isolates ofListeria spp., an organism

that commonly harbors type VI-A CRISPR-Cas

systems. We induced prophages with mitomy-

cin C and isolated phages that infected a

mutant of Listeria seeligeri SLCC3954 (19)

lacking its two restriction-modification (RM)

systems and the type VI-A CRISPR array

(L. seeligeri DRM Dspc; fig. S1A). We isolated

15 phages (fig. S1B), which we used to infect

wild-type (WT) L. seeligeri, and obtained

10 lysogens carryingdifferent prophages in their

genomes (fig. S1C).We then tested each lysogen

for its ability to disable Cas13a-mediated im-

munity against plasmid conjugation (fig. S1D).

Only the fLS46 lysogen exhibited a high effi-

ciency of plasmid transfer (Fig. 1A and fig. S1D),

suggesting the possibility that this prophage

harbors a Cas13a inhibitor.

Sequencing of the fLS46 genome revealed

an organization similar to a previously charac-

terized temperate phage ofL. seeligeri, fRR4 (11),

which harbors an anti-CRISPR region contain-

ing six genes, two of themwith homology to the

Cas9 inhibitors AcrIIA1 andAcrIIA2 (fig. S1E). In

fLS46, however, this region contains four genes,

none of which displayed strong homology to

known inhibitors (Fig. 1B and fig. S1E). To

investigatewhether this region contains a type

VI Acr, we cloned the operon with its native

promoter into a plasmid (pgp1-4), introduced

it into WT L. seeligeri, and tested for Cas13a-

mediated immunity against plasmid conju-

gation. Indeed, the presence of pgp1-4 allowed

plasmid conjugation even in the presence of

Cas13a targeting, and cloning each individual

gene allowed us to identify gp2 as the gene

responsible for this anti-CRISPR phenotype

(Fig. 1C). Accordingly, we renamed gp2 “type

VI-A anti-CRISPR 1,” or AcrVIA1 (AcrVIA1
Lse

to distinguish from other genes). AcrVIA1 is a

protein of 232 amino acids, considerably larger

than most previously discovered Acrs. Gp1,

AcrVIA1, andGp4 exhibit no detectable homol-

ogy to proteins of known function, but we

noted that Gp3 contains a helix-turn-helix

(HTH)domainwith limited similarity toAcrIIA6

from Streptococcus phage DT1, suggesting that

it may be an inhibitor of type II-A CRISPR-Cas

systems.Many listeriaphages harbor theHTH-

containing AcrIIA1, which serves dual roles as

an Acr and as a transcription autorepressor of

the acr cassette during late lytic infection (20).

To test whether Gp3 plays a similar role in
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fLS46, we fused the acrVIA1 promoter to a

lacZ reporter and measured b-galactosidase

activity in the presence and absence of pgp3

(fig. S2). We observed an ~10-fold reduction

in transcription from the acr promoter in the

presence of Gp3, a result that confirmed its

role as a regulator of AcrVIA1 expression.

Next, we investigated whether AcrVIA1 was

necessary for inhibition of Cas13a during fLS46

infection. We created a derivative of the DRM

Dspc strain in which we ectopically integrated

different spacer sequences, with their tran-

scription controlled by the native CRISPR pro-

moter (strain DRM WspcX; fig. S1A). First, we

inserted spacers targeting transcripts of either

a conjugative plasmid or phage fLS59, the ge-

nome of which lacks acr genes, and confirmed

that they could provide efficient immunity in

this experimental system (fig. S3, A and B).

We then cloned 10 spacers targeting different

transcript regions of fLS46 (fig. S3C), none of

which conferred immunity (fig. S3D). Finally,

we isolated phagemutants in the Acr region of

fLS46 and tested the same spacers for im-

munity against them. Although none of the

spacers protected against WT fLS46, both the

Dgp1-4 and DacrVIA1 mutants exhibited one

to six orders of magnitude higher sensitivity

to Cas13a interference compared with a non-

targeting control (Fig. 1D and fig. S3D). We

expressed AcrVIA1 using the pgp2 plasmid

and found that it inhibited targeting of the

Cas13a-susceptible phage fLS59 (Fig. 1E). Finally,

the inhibition of antiplasmid immunity ob-

served in theWT(fLS46) lysogenwas abolished

when we performed the conjugation assay

using the WT(fLS46 DacrVIA1) lysogen (Fig.

1A). To explore the effect of AcrVIA1 on the

Cas13a-induced host cell dormancy that is

fundamental for type VI-A immunity, we in-

duced the expression of spc4 target RNA,which

was previously shown to cause a severe growth

defect as a result of nonspecific host transcript

degradation (11). Expression of the inhibitor

using the pgp2 plasmid, however, reverted this

growth defect (Fig. 1F). Thus, acrVIA1 is neces-

sary and sufficient to inhibit Cas13a-induced

growth arrest and thereby thwart type VI

CRISPR immunity against plasmids andphages.

AcrVIA1 binds Cas13a and inhibits cis- and

trans-RNase activities

The inhibition of Cas13a-induced growth arrest

suggested that AcrVIA1 could inhibit the trans-

RNase activity of Cas13a. To investigate this,

we purified both proteins (fig. S4, A and B)

and tested their activities using in vitro RNA

protospacer cleavage assays. A radiolabeled

target RNA was used to investigate inhibi-

tion of Cas13a’s cis-RNase activity. Purified

L. seeligeri Cas13a
crRNA

catalyzed rapid RNA

cleavage of protospacer RNA, and this activity

was gradually decreased in the presence of in-

creasing concentrations of AcrVIA1 (Fig. 2, A

and B). Similarly, AcrVIA1 inhibited Cas13a-

mediated trans-cleavage of a labeled nontarget

RNA upon addition of unlabeled protospacer

RNA (Fig. 2C). To look for an interaction be-

tween the nuclease and its inhibitor, we added

C-terminal hexahistidine and 3xFLAG tags to

Cas13a andAcrVIA1, respectively, and confirmed

that bothwere functional inL. seeligeri (fig. S4C)

and in vitro (Fig. 2, A and C). We expressed

Cas13a-His6 either alone or in the presence of

AcrVIA1-3xFLAG and then performed im-

munoprecipitation with anti-Flag antibody

resin. Analysis of the input, unbound, and im-

munoprecipitated fractions by immunoblot

using antibodies against His6, FLAG, and the

L. seeligeri housekeeping sigma factor s
A
as a

control showed a specific coimmunoprecipi-

tation of Cas13a-His6 with AcrVIA1-3xFLAG

(Fig. 2D). Finally, we investigated whether

the interaction of AcrVIA1 with Cas13a pre-

vents binding of the Cas13a
crRNA

complex to its

complementary target RNA. To test this, we

performed an electrophoretic mobility shift

assay (EMSA) to measure the association of

labeled protospacer RNAwith a nuclease-dead

dCas13a
crRNA

complex (Fig. 2E). In the pres-

ence of this complex,most of the targetRNAwas

shifted to multiple higher-molecular-weight spe-

cies: one corresponding to a crRNA-protospacer

RNA duplex and higher species representing

the dCas13a
crRNA

-protospacer ternary complex.

By contrast, in the presence of equimolar

AcrVIA1, the target RNA remained mostly

unbound and unassociatedwith dCas13a
crRNA

.

Collectively, these results indicate that AcrVIA1
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Fig. 1. AcrVIA1 inhibits type VI-A CRISPR-Cas immunity against plasmids

and phages. (A) Transfer of a conjugative plasmid with or without the spc4

target of the L. seeligeri type VI-A CRISPR-Cas system into different strains: WT,

Dspc Dcas13a, or WT harboring the fLS46 or fLS46 DacrVIA1 prophages.

(B) Schematic of the fLS46 genome showing the four main transcription units

(acr, lysogeny, and early- and late-lytic genes). gp2 was renamed acrVIA1. The

locations of the targets of spacers used in this study are shown in gray. (C) Same

as (A) but using strains carrying plasmids to express different acr genes from

fLS46. (D) Detection of phage propagation after spotting 10-fold dilutions of WT,

Dgp1-4, or DacrVIA1 phage fLS46 on lawns of L. seeligeri DRM Dspc or DRM

WspcE2. (E) Same as (D) but spotting fLS59 into lawns of L. seeligeri DRM Dspc,

DRM Wspc59, or DRM Wspc59/pgp2. (F) Growth of WT, Dspc, and WT/pgp2

L. seeligeri strains expressing an spc4 target RNA under the control of an

anhydrotetracycline-inducible promoter after the addition of the inducer.
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forms a complexwithCas13a
crRNA

that prevents

binding of the complementary target RNA and

therefore inhibits both its cis- and trans-RNase

activities.

Structure of the AcrVIA1-Cas13acrRNA complex

To further investigate how AcrVIA1 suppresses

Cas13a
crRNA

activity, we isolated a stable homo-

geneous AcrVIA1-Cas13a
crRNA

complex (fig.

S5) and determined its cryo–electron micros-

copy (cryo-EM) structure, along with that of

Cas13a
crRNA

alone, at 3.0- and 3.2-Å resolution,

respectively (fig. S6 and table S1). Cas13a
crRNA

adopts a bilobed architecture, consisting of

recognition [REC; N-terminal domain (NTD)

and Helical-1 domain] and nuclease (NUC;

Helical-2 and two HEPN domains connected

by a Linker element) lobes (Fig. 3, A and C),

similar to previously reported structures of

Cas13a from other species (21, 22). The com-

plex contained a natural 51-nucleotide mature

crRNA, which was processed and loaded in

the native host (Fig. 3B and fig. S7A). Nucleo-

tides 8 to 12 and 13 to 19 in the crRNA spacer

region adopted an approximately A-form heli-

cal conformation, with their outward direction

positioned to pair with the target RNA (fig. S7B),

a feature different from the crRNA alignment

in Leptotrichia buccalis Cas13a (22). The 5′ end

of the repeat is located in the cleft between

the Helical-1 and HEPN-2 domains (fig. S7A).

Mutations in residueswithin this region ofCas13a

(R1048A, K1049A) abrogate type VI interference

against plasmid conjugation (fig. S7C), reveal-

ing their importance for crRNA maturation.

In the AcrVIA1-Cas13a
crRNA

complex, the

inhibitor is positioned on the crRNA-exposed

face of Cas13a and directly interacts with the

crRNA and residues in the Helical-1, NTD,

HEPN-1, and Linker domains of Cas13a (Fig. 3,

D toH, and fig. S8,A toD),with aburied interface

area of ~1800 Å
2
. There is no structural sim-

ilarity betweenAcrVIA1 andother reported struc-

tures according to aDALI search (23), indicating

anew fold for this inhibitor. Residues inAcrVIA1

form extensive hydrophobic and hydrophilic

interactions with the crRNA, which has been

shown previously to undergo large confor-

mational changes, especially at its 3′ end, upon

target RNA binding to activate Cas13a RNase

activity (22). Notably, the 3′ end of the crRNA

in the AcrVIA1-Cas13a
crRNA

complex is stabi-

lized by hydrogen bonds formed by N43, S40,

and S93 and stacking interactions between

U21 in crRNA and Y39 and V94 in AcrVIA1

(Fig. 3F), F69 stacks onA17 in themiddle spacer

region of crRNA (Fig. 3G), and F103 stacks on

U27 in the 5′ repeat region of crRNA (Fig. 3E).

In addition, the acidic loop E131 to E134 in

the inhibitor points toward and blocks access

to the central C13 to A17 region of the crRNA

(Fig. 3G). This region has been shown previ-

ously to be critical for target RNA binding and

to turn on Cas13a RNase activity (9, 22).

AcrVIA1 also interacts directly with Cas13a,

making several intermolecular contacts in the

complex. Residues S93, Q96, and I97 in the

inhibitor formhydrogen bondswithN259 and

K261 in the Helical-1 domain of the nuclease

(Fig. 3F), and residue F69 in AcrVIA1 stacks

on R310 of the same domain (Fig. 3G). S68 in

AcrVIA1 forms hydrogen bonds with R90 in

the NTD domain (Fig. 3G), whereas residues I2

and Y4 in the inhibitor stack on K1097 in the

HEPN-1 domain (Fig. 3H). The two C-terminal

helices of AcrVIA1 form extensive interactions

with the Linker domain of Cas13a, locking it

in place (Fig. 3H) and thereby preventing the

conformational changes reported to occur upon

target RNA binding (22). Finally, we detected

onlyminimal structural changes of Cas13a upon

AcrVIA1 binding (fig. S9A). By contrast, the 3′

end of crRNA underwent a large conforma-

tional rearrangement (fig. S9, B and C). Thus,

AcrVIA1 prevents conformational changes

in the crRNA that occur upon target RNA

binding, which are required for activation of

Cas13a. To investigate the importance of the

observed contacts between the nuclease and

its inhibitor, we mutated the relevant residues

in AcrVIA1-3xFLAG and tested their impor-

tance in inhibiting Cas13a immunity against

plasmid conjugation (Fig. 3I), as well as their

impact on protein stability by immunoblot (Fig.

3J). Mutations in I2A or Y4A or deletion of the

E131 toE134 loop affected both the stability and

the function of the inhibitor. By contrast, the

quintuple mutant Y39A, S40A, N43A, S93A,

Q96A and the truncation mutant lacking the

two AcrVIA1 C-terminal helices (DN173-N232)

caused nearly complete loss of function with

little or no effect on protein expression, cor-

roborating their importance for Cas13a inhi-

bition. When tested individually, none of the

five substitutions affected inhibition (fig. S7D),

a result that suggests a very strong association

between AcrVIA1 and Cas13a that does not rely

on a single interaction. The S68A, F69A double
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Fig. 2. AcrVIA1 interacts with Cas13acrRNA to prevent binding of the target RNA and RNase

activation. (A) cis-RNA cleavage time course with purified L. seeligeri Cas13a-His6, AcrVIA1, and/or

AcrVIA1-3xFLAG using radiolabeled nontarget or spc2-target RNA substrates. Reactions were

analyzed after 5, 10, or 20 min of incubation. (B) Dose response of Cas13a cis-RNase inhibition by

AcrVIA1-3xFLAG. (C) trans-RNA cleavage time course as in (A) but using a radiolabeled nontarget

RNA substrate in the presence of unlabeled nontarget or spc2-target RNA. (D) Anti-FLAG

immunoprecipitation using protein extracts from L. seeligeri cells expressing either Cas13a-His6 alone

or coexpressing AcrVIA1-3xFLAG. The His6 and FLAG epitopes and the s
A protein were detected

by immunoblot. (E) EMSA of radiolabeled nontarget or spc2-target RNAs in the presence of

dCas13a-His6, with 2:1, 1:1, or 1:2 equivalents of AcrVIA1-3xFLAG.
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mutant retained full function, suggesting that

the interaction with Cas13a is unperturbed in

thismutant. However, themutation also led to

an increase in expression levels, which could

compensate for a partial loss of function.

AcrVIA1 had no effect on protospacer RNA

cleavage by purified L. buccalis Cas13a
crRNA

(fig. S10A). We performed a structural com-

parison of L. seeligeri Cas13a with L. buccalis

Cas13a (PDB5XWY). Superposition ofL. seeligeri

Cas13a
crRNA

and L. buccalis Cas13a
crRNA

revealed

differences in the NTD domain (fig. S10B) and

the 3′ end of crRNA (fig. S10C) that generated

obvious clashes between L. buccalis Cas13a
crRNA

andAcrVIA1 (fig. S10,D andE). In addition, there

wereno identifiable overall structural similarities

with the other subtype family members Cas13b

(24, 25) or Cas13d (26). Thus, our structural

analysis and biochemical tests suggest that

AcrVIA1 is limited to neutralizing only the L.

seeligeri typeVI-ACRISPR-Cas immune response.

AcrVIA1 enables complete evasion of type VI-A

CRISPR-Cas immunity

Previously described anti-CRISPRs that inhibit

type I and II CRISPR systems require multi-

ple rounds of infection to completely inhibit

SCIENCE sciencemag.org 3 JULY 2020 • VOL 369 ISSUE 6499 57

Fig. 3. Cryo-EM structures of Cas13acrRNA and AcrVIA1-Cas13acrRNA

complexes. (A) Domain organization of L. seeligeri Cas13a. (B) Schematic

representation of the crRNA sequence. The repeat and spacer regions within

crRNA are shown in black and red, respectively. The disordered region is

shown in gray. The black arrow shows the cleavage site of the pre-crRNA.

Inset: crRNA maturation pathway; repeats are represented as “R” and spacers

as numbers. (C) Ribbon representation of the structure of Cas13acrRNA.

(D) Ribbon and surface (AcrVIA1) representations of AcrVIA1-Cas13acrRNA

complex. (E to H) Detailed interactions between AcrVIA1 and Cas13acrRNA

in the complex. (I) Transfer of conjugative plasmid with or without the spc4

target of the L. seeligeri type VI CRISPR-Cas system into WT L. seeligeri

harboring plasmid-borne WT or mutant alleles of acrVIA1-3xflag. (J) Anti-Flag

immunoblot of AcrVIA1 mutants tested in (I) and an anti-sA loading control.

*Cross-reacting protein.
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antiphage immunity and fail in conditions of

strong CRISPR defense or low viral load (27, 28).

To investigate whether AcrVIA1 also displayed

limited inhibition capabilities, we first tested

its efficacy in conditions of weak or strong type

VI-A CRISPR-Cas immunity by infecting cells

harboring either one or three targeting spacers,

respectively (Fig. 1B). As a control, we per-

formed infections with the fLS46 DacrVIA1

mutant phage and measured the efficiency

of plaquing (EOP) in the different host back-

grounds.When comparedwith infection of hosts

without targeting spacers, all three individual

spacers as well as the triple combination pro-

vided efficient immunity against this mutant,

reducing the EOP by at least eight orders of

magnitude, below our limit of detection. By

contrast, immunity was completely abrogated

(~100% EOP) during infections with WT fLS46

when plating on either the single-spacer or

triple-spacer strains (Fig. 4A). The 100% EOP

value obtained indicated that each viral par-

ticle was able to inhibit Cas13a and form a

visible plaque. To test this further, we per-

formed infection of liquid cultures ofL. seeligeri

DRMat an extremely lowmultiplicity of infection

(MOI), 0.000001, and followed their growth

over time. In the absence of a targeting spacer,

both WT and DacrVIA1 mutant phage led to

the lysis of the bacteria in the culture (Fig. 4B).

Although L. seeligeri strains harboring a single

fLS46-targeting spacer were immune to the

DacrVIA1 mutant phage, WT fLS46 was able

to lyse the cultures (Fig. 4, C to E; figs. S3, C and

D, and S11), showing that AcrVIA1 efficiently

inhibits type VI-A CRISPR immunity even in

conditions of low MOI. Infection of the strain

containing three targeting spacers resulted in

a delay in lysis (Fig. 4F), consistent with the

stronger immunity provided by the presence

of multiple spacers, yet still led to inhibition

of the type VI-A CRISPR immune response.

To explore themechanismof inhibition further,

we performed RNA sequencing over the course

of fLS46 infection to determine the timing

and expression of each protospacer. We found

that many of the spacers used in this study

targeted phage transcripts that were abun-

dantly produced within 10 min of infection

(e.g., those targeted by spcA1, spcE1, and spcE2;

fig. S12) yet were unable to provide Cas13a-

mediated immunity in the presence of AcrVIA1.

Thus,AcrVIA1overcame immunity againstproto-

spacers transcribed very early (even earlier

than the inhibitor itself, as in the case of target

A1) during the phage lytic cycle. Altogether,

these results demonstrate that AcrVIA1 can

enable viral propagation in conditions that

are extremely unfavorable for the success of

Cas13a inhibition (rapid targeting, low MOI,

and multiple Cas13a targeting spacers) that

normally would lead to the failure of type I

and II Acrs (27, 28).

Discussion

AcrVIA1 inhibits Cas13a by interacting with

the crRNA-exposed face of nuclease andmaking

specific contacts with both protein and guide

RNA residues that prevent the binding of a

complementary target RNA and activation of

Cas13a RNase function. In heterologous hosts,

AcrVIA1 could be a useful component of the

Cas13 toolbox, allowing control of this nuclease

during editing, knockdown, and/or visualiza-

tion of RNAmolecules (29, 30), as is the case for

other recently found type VI-A anti-CRISPRs

(18). More importantly, in its natural host,

AcrVIA1 can completely neutralize type VI-A

CRISPR-Cas immunity against fLS46 even in

unfavorable conditions for inhibition, such as

multiple protospacer targeting and low viral

load. We believe this to be a consequence of

the lack of phage DNA clearance during the

type VI response (11). This would lead to a

continuous transcription and translation of

AcrVIA1 and progressive neutralization of

Cas13a. Assuming that the collateral RNA deg-

radation generated by activation of Cas13a

in Listeria hosts allows a low level of AcrVIA1

transcription and translation, enough inhibi-

tor will accumulate to inactivate all the Cas13a

molecules inside the bacterial cell. This is in

contrast to type I and II Acrs, the initial pro-

duction of which inhibits only a fraction of

Cascade-Cas3 and Cas9 molecules, respectively,

and the Acr-harboring phage is destroyed by

the nucleases that remain active (27, 28). Grad-

ual inhibition of Cas13a after phage infection

would require AcrVIA1 to constantly capture

the Cas13a
crRNA

molecules that disengage from

the target RNA and prevent them from finding

their targets again. Alternatively, the inhibitor

could displace the target RNA molecules from

activated Cas13a
crRNA

nucleases. Such a mech-

anism would be especially effective when the

target RNA is a transcript that is produced, and

therefore activates Cas13a, before AcrVIA1 is

generated. Finally, the genetic, biochemical,

and structural findings of this work highlight

the astounding diversity ofmolecular strategies

at play during the host-virus evolutionary

arms race.
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HISTONE FUNCTION

The histone H3-H4 tetramer is a copper
reductase enzyme
Narsis Attar1,2*, Oscar A. Campos1,2*, Maria Vogelauer1*, Chen Cheng1, Yong Xue1,

Stefan Schmollinger3†, Lukasz Salwinski1,4, Nathan V. Mallipeddi1, Brandon A. Boone1, Linda Yen5,

Sichen Yang1, Shannon Zikovich1, Jade Dardine1, Michael F. Carey1,2,

Sabeeha S. Merchant3†, Siavash K. Kurdistani1,2,6‡

Eukaryotic histone H3-H4 tetramers contain a putative copper (Cu2+) binding site at the H3-H3′

dimerization interface with unknown function. The coincident emergence of eukaryotes with global

oxygenation, which challenged cellular copper utilization, raised the possibility that histones may

function in cellular copper homeostasis. We report that the recombinant Xenopus laevis H3-H4 tetramer

is an oxidoreductase enzyme that binds Cu2+ and catalyzes its reduction to Cu1+ in vitro. Loss- and

gain-of-function mutations of the putative active site residues correspondingly altered copper

binding and the enzymatic activity, as well as intracellular Cu1+ abundance and copper-dependent

mitochondrial respiration and Sod1 function in the yeast Saccharomyces cerevisiae. The histone

H3-H4 tetramer, therefore, has a role other than chromatin compaction or epigenetic regulation and

generates biousable Cu1+ ions in eukaryotes.

E
ukaryotic histones evolved from histone-

like proteins of Archaea, single-celled

organisms that lack nuclei and display

genomes that are smaller than those

of eukaryotes. Archaeal histones form

a structure similar to the eukaryotic H3-H4

tetramer (1) but, unlike eukaryotic histones,

typically lack extended N-terminal tails and

posttranslational modifications. Because Archaea

have no apparent capability for histone-based

epigenetic regulation or requirement for ge-

nome compaction to fit within a nucleus, this

prompted us to consider whether the conserved

histone H3-H4 tetramer may have an addi-

tional function.

The dimerization interface of the two his-

tone H3 proteins contains cysteine and histi-

dine residues (Fig. 1A) in an arrangement

typical of Cu
2+

binding sites in other proteins

(2). The evolutionary conservation of residues

in this region is greater than expected from

their contributions to nucleosome stability

(3), consistent with a potential metal binding

capability (4–6).

Eukaryotes emerged about the same time

as the initial accumulation of oxygen (7). This

oxygenation event decreased the biological

usability and increased the toxicity of transi-

tionmetals such as copper (8). We hypothesize

that histonesmay have facilitated metal utili-

zation in oxidizing conditions.

Copper often serves as a redox cofactor for

enzymes such as cytochrome c oxidase in the

mitochondrial electron transport chain (ETC)

and Cu, Zn-superoxide dismutases (e.g., Sod1)

(9). As a redox cofactor, copper cycles between

the cupric (Cu
2+
) and cuprous (Cu

1+
) states.How-

ever, it is the cuprous form that is trafficked

and sensed intracellularly, suggesting a need

to maintain cellular copper in the Cu
1+

oxida-

tion state for proper distribution andutilization

(10). Whether protein-based mechanisms have

evolved to regulate intracellular Cu
2+
reduction

is unknown.Here, we present evidence that the

eukaryotic H3-H4 tetramer binds Cu
2+
, cata-

lyzes Cu
2+

reduction, and improves the utili-

zation of copper by nuclear, cytoplasmic, and

mitochondrial proteins.

Recombinant histone H3-H4 tetramer binds

cupric ions

To determine whether copper ions interact

with the residues at the H3-H3′ interface (4)

(Fig. 1, A and B), we assembled and purified

recombinant Xenopus laevis wild-type (Xl WT)

histone H3-H4 tetramers (11) (fig. S1, A to C).

Incubation of the Xl WT tetramer with in-

creasing amounts of Cu
2+

in a Tricine buffer

resulted in anultraviolet (UV) absorbance band

that is characteristic of copper-cysteine inter-

actions (12) (Fig. 1C and fig. S1D). UV absorb-

ance plateaued at amolar ratio of ~1, suggesting

a stoichiometry of one copper ion per tetramer

(Fig. 1C and fig. S1D). Mutation of Cys
110

(C110)

to alanine (H3C110A) (fig. S1, B andC) abolished
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this copper-dependent absorbance change (Fig.

1C). Isothermal titration calorimetry (ITC) anal-

ysis further demonstrated high affinity of the

tetramer for Cu
2+

and an approximately equi-

molar stoichiometry (Fig. 1D). The WT H3-H4

complex also exhibited greater retention on a

Cu
2+

affinity column than the H3
C110A

counter-

part (fig. S1E).

The histone H3-H4 tetramer catalyzes cupric

ion reduction

We next hypothesized that a mechanism to

maintain the Cu
1+
state intracellularlymay be

beneficial in oxidizing conditions. Thus, we

asked whether the H3-H4 tetramer catalyzes

the reduction of Cu
2+

to Cu
1+
in the presence

of a source of electrons. We developed an as-

say using the chelators neocuproine (NC) or

bicinchoninic acid (BCA) to detect Cu
1+

pro-

duction spectrophotometrically (Fig. 2A and

fig. S2A). Assays contained reduced forms of

either tris(2-carboxyethyl)phosphine (TCEP),

nicotinamide adenine dinucleotide (NADH),

or its phosphate form (NADPH) as electron

donors. Reactions were initiated by addition

of Cu
2+

in the form of either CuCl2-Tricine,

CuCl2-N-(2-acetamido)iminodiacetic acid (ADA),

or CuCl2-nitrilotriacetic acid (NTA) solutions

(fig. S2B). SpontaneousCu
1+
productionoccurred

at a slow rate, but the rate of Cu
1+
production

substantially increased in the presence of the

Xl WT tetramer (Fig. 2B and fig. S2, C to E).

Production of Cu
1+
eventually plateaued owing

to near full consumption of the electron source

(Fig. 2B). No appreciable production of Cu
1+

occurred in the absence of TCEP, indicating

that it, and not the tetramer, was the source

of electrons. The tetramer enhanced Cu
2+

re-

duction in anaerobic conditions as well, ruling

out any role for oxygen (fig. S2F). The Xl WT

tetramer assembled into a complex with the

C terminus of the human histone chaperone

Spt2 (13) also enhanced Cu
2+

reduction (fig. S2,

G to I). Additionally, the tetramer could use

natural reductants such as NADPH to increase

Cu
2+
reduction (fig. S3A). Directmeasurement

of NADPH confirmed its oxidation during Cu
2+

reduction (fig. S3B). The effect of the tetramer

was specific to cupric ions because therewas no

enhancement of ferric ion reduction.

Heating (Fig. 2B) or proteinase K digestion

(fig. S3C) of the XlWT tetramer abolished Cu
2+

reduction activity. The unassembled Xl histone

H3 or the yeast H2A also did not enhance Cu
2+

reduction (fig. S3, C and D). Increasing rates

of Cu
1+

production occurred with increasing

amounts of either TCEP (Fig. 2C) or Cu
2+

(Fig.

2D), eventually approaching a maximum rate,

consistent with protein-based catalysis (fig. S3,

E and F).

The H3C110A mutation substantially re-

duced the rate of Cu
2+

reduction (Fig. 2E), as

did treatment with N-ethylmaleimide (NEM)

(fig. S3G). Ribonuclease A (RNase A), which
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Fig. 1. Recombinant X. laevis histone H3-H4 tetramer interacts with cupric ions. (A) Left: X. laevis (Xl)

nucleosome core particle structure [Protein Data Bank (PDB) 1KX5] (38). The box delineates the H3-H3′ interface.

Right: Interface residues H3H113 and H3C110 are shown. (B) Alignment of the C-terminal region of S. cerevisiae

(S. c.) and Homo sapiens (H. s.) histone H3 and archaeal [Methanothermus fervidus (M. f.)] histones. (C) Left:

UV-visible absorbance spectrum of the Xl H3-H4 tetramer incubated with or without Cu2+. Inset: Differential

absorbance compared to tetramer without Cu2+. Right: Buffer-corrected differential absorbance of the indicated Xl

tetramers. AU, absorbance units; eq., equivalents. (D) Representative ITC titration profile of the Xl H3-H4 tetramer.

Circles are experimental data, and the line is the fitted curve. Average dissociation constant (KD), enthalpy change

(DH), and stoichiometry (N) ± SD of the H3-H4 tetramer-Cu2+ complex calculated from three experiments are shown.

Single-letter abbreviations for the amino acid residues are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly;

H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.

Fig. 2. The X. laevis H3-H4 tetramer catalyzes reduction of cupric ions. (A) Photographic representation

of in vitro Cu2+ reduction assay. The yellow color is due to NC2-Cu
1+ complex formation. (B) Progress curves

of Cu2+ reduction with 1 mM of tetramer, heated tetramer, or buffer in presence of 30 mM TCEP and 1 mM

CuCl2-10 mM Tricine. Lines and shading represent the mean ± SD of three to five assays. (C to F) Same as (B)

but with the indicated amount of (C) TCEP or (D) CuCl2; or with (E) 1 mM of the indicated tetramers or (F) 5 mM

of the indicated tetramers in the presence of 100 mM TCEP and 0.5 mM CuCl2-ADA pH 8.
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contains redox-reactive cysteines (14), did not

enhance Cu
2+

reduction (fig. S3H). Similarly,

dithiothreitol (DTT) directly reduced an equi-

molar amount of Cu
2+

but did not substantially

enhance the rate of Cu
2+
reduction by TCEP (fig.

S3H). These data underscore the importance of

H3C110 to the tetramer enzyme activity.

Mutation of H3 His
113

(H3H113) (4, 5) to

alanine (H3H113A), or to asparagine or tyro-

sine (H3H113N orH3H113Y), which have been

found in certain cancers (15), had little effect

on the rate of reduction with Cu
2+
-Tricine as

the substrate but diminished Cu
2+

reduction

with Cu
2+
-ADA (Fig. 2F and fig. S2B) or Cu

2+
-

NTA as substrates (figs. S2B and S3I), likely be-

cause of the differing Cu
2+

coordination ability

of different buffers. Altogether, our data reveal

that the H3-H4 tetramer catalyzes Cu
2+

reduc-

tion by various electron donors and is thus a

cupric reductase.

The yeast histone H3 (yH3) contains H113

but lacks the C110 residue found inmost other

eukaryotic H3s (Fig. 1B). Consistently, recom-

binant yH3-H4 tetramer did not absorb UV

light in the 245-nm range when incubated

with Cu
2+
. However, a broad peak centered

at 680 nm was observed at high concentra-

tions of yeast tetramer and high ionic strength

(2 M NaCl), consistent with weakly absorbing

d-d transitions typical of coordinated Cu
2+

ions

(16) (Fig. 3A and fig. S4A). The H3H113Amuta-

tion (fig. S4, B and C) decreased the copper-

dependent absorbance change at 680 nm (Fig.

3A). Furthermore, retention of the yH3-H4

complex on a Cu
2+
affinity columnwas reduced

by theH3H113A,N, or Ymutations (fig. S4, B to

F), consistent with a role of H3H113 in Cu
2+

interaction.

Mutation of H3A110 to cysteine (yH3
A110C

tetramer) (fig. S4, G and H) elicited a copper-

dependent UV absorbance band nearly iden-

tical to that observed with the XlWT tetramer

(Fig. 3B). Furthermore, theH3H113Amutation

of the yH3
A110C

tetramer (i.e., yH3
A110CH113A

tetramer) (fig. S4, G to I) diminished copper-

dependent absorbance at 245 nm (Fig. 3B),

indicating that H3H113 affects the cysteine-

Cu
2+

interaction. The yH3
A110C

tetramer also

displayed cupric reductase activity, which was

diminished by theH3H113Amutation (Fig. 3C).

In the absence of H3C110, the yeast tetramer

did not display cupric reductase activity in

standard salinity, likely because of deficient

Cu
2+

binding, which required 2 M NaCl (Fig.

3A). High salinity interfered with other assay

components, precluding further investigation.

Nonetheless, our findings suggest that the yH3-

H4 tetramer can display cupric reductase activ-

ity and thatH3H113 participates in this function.

Mutation of histone H3H113 results in loss of

function in yeast

We next investigated whether mutation of

the H3H113 residue in vivo would diminish

the Cu
1+
pool. Mutation of H3H113 to alanine

is lethal in Saccharomyces cerevisiae (17) (fig.

S5A). However, introduction of eitherH3H113N

or H3H113Y mutations in the two chromo-

somal copies of the histone H3 gene gen-

erated viable and somewhat slow-growing

yeast strains H3
H113N

and H3
H113Y

(fig. S5B).

Yeast strains in which the H3H113N and

H3H113Y mutant histones were expressed

fromone locus, with the other locus deleted,

were severely sick compared with strains

expressing both histone loci (fig. S5C). This

finding identifies H3H113N and H3H113Y

as loss-of-function alleles, coincident with
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Fig. 3. The yeast H3-H4 tetramer potentially is a copper reductase. (A and B) Buffer-corrected

differential absorbance of the indicated yeast tetramers. (C) Progress curves of Cu2+ reduction with 5 mM of

tetramers in the presence of 100 mM TCEP and 0.5 mM CuCl2-ADA pH 8.

Fig. 4. H3H113 regulates Cu1+-dependent transcriptional activities of Mac1 and Cup2. (A and

B) Reverse transcription quantitative polymerase chain reaction (RT-qPCR) analyses of Mac1 target gene

(39) expression relative to WT and normalized to ACT1 expression. The (A) boxes and (B) bars show

means from four independent experiments (dots) in YPD with or without CuSO4. Baseline copper

concentration in YPD is ~1 mM. (C) Intracellular copper content of exponentially growing strains. Bars

are means ± SD from three to six experiments. (D) Schematic representation of the p(CUP1)-GFP reporter

system. (E and F) Average flow cytometry distributions of cells containing the p(CUP1)-GFP plasmid grown in

SC lacking uracil (SC-ura) with or without BCS or CuSO4 from five or six experiments. Baseline copper

concentration in SC is ~0.25 mM. *P ≤ 0.05; ***P ≤ 0.001; ns, not significant.
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the loss of Cu
2+
binding in vitro.Wemostly used

theH3H113Nmutation in genetic experiments

because H3H113Y results in a more severe

growth defect, potentially confounding the

interpretation of phenotypes.

H3H113 mutations alter cuprous

ion availability

We next assayed the activity of the transcrip-

tion factor Mac1 as a readout of nuclear Cu
1+

abundance because it is directly inhibited by

Cu
1+
and does not bind Cu

2+
(18). Gene expres-

sion analysis revealed largely similar profiles

inWT andH3
H113N

strains in rich fermentative

media [synthetic complete (SC) and yeast ex-

tract peptone dextrose (YPD)] (fig. S6A). How-

ever, Mac1 target genes were up-regulated in

both theH3
H113N

(fig. S6B) andH3
H113Y

strains

(Fig. 4A). Deletion of CTR1 (ctr1D), the main

copper importer in yeast (19), increased Mac1

target expression (Fig. 4B and fig. S6, B and C).

However, Mac1 targets displayed even greater

up-regulation and incomplete repression in

response to exogenous copper inH3
H113N

ctr1D

(Fig. 4B and fig. S6C). ctr1D substantially re-

duced total copper concentrations, whereas the

H3H113N mutation did not (Fig. 4C), suggest-

ing that the H3H113 mutations decrease Cu
1+

abundance without affecting total copper

concentration.

We developed a reporter plasmid to assess

Cu
1+

abundance by employing the Cup2 tran-

scription factor, which is directly activated

by Cu
1+

but not Cu
2+

(20). The plasmid har-

bors the green fluorescent protein (GFP) gene

downstream of the CUP1 promoter, which

is the main target of Cup2 (21) (Fig. 4D and

fig. S6D). GFP expression was proportional

to the expected Cu
1+
abundance in both phys-

iological and genetic assays (Fig. 4E and fig.

S6, E and F) and was reduced in H3
H113N

(Fig. 4F and fig. S6G), further indicating that

H3H113 is required to maintain cellular Cu
1+

availability.

The H3H113 residue supports copper

utilization for mitochondrial respiration

Wenext askedwhether theH3H113mutations

impair copper utilization outside the nucleus.

We first tested mitochondrial respiration by as-

sessing copper-dependent cytochrome c oxidase

function. Although H3
H113N

did not display a

defect inmitochondrial respiration, theH3
H113Y

strain displayed a significant loss of O2 con-

sumption (Fig. 5A and fig. S7A). This defect was

exacerbated in the presence of the copper

chelator bathocuproinedisulfonic acid (BCS)

andwas recovered by excess exogenous copper

(fig. S7, B and C).

To relate the defects in mitochondrial res-

piration to disruption of copper utilization, we

assessed the ability of cells to increase respi-

ratory function as they were shifted from a

copper-depleted state to a copper-replete state.

Copper depletion by means of CTR1 deletion

resulted in a low rate of antimycin-sensitive O2

consumption (Fig. 5B and fig. S7D) and cyto-

chrome c oxidase activity (Fig. 5C), whichwere

gradually increased by addition of exogenous

copper. However, substantially more copper

was required to rescue ctr1D in the context of

H3H113N (Fig. 5, B and C). More copper was

also required to rescue respiratory growth of

ctr1D in the context of H3H113N or H3H113Y

(Fig. 5D and fig. S7E).H3H113N also diminished

the copper-dependent rescue of cells lacking

MAC1, which activates CTR1 expression (18)

(fig. S7F). Addition of iron, zinc, or manganese

did not rescue the respiratory growth defects of

ctr1D strains (fig. S7G).

Consistent with the hypomorphic nature of

H3H113N, a strain with one WT H3 and one

H3H113N gene displayed an intermediate defect

comparedwith strains containing twoH3H113N
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Fig. 5. H3H113 is required for utilization of

copper for mitochondrial respiration and

Sod1 function. (A and B) Oxygen consumption

assays of cells incubated for (A) 18 or (B)

4 hours in liquid YPEG (yeast extract peptone

ethanol glycerol) with or without CuSO4. Baseline

copper concentration in YPEG is ~1 mM. Bars

show means in (A) linear and (B) log2 scale ± SD

from three experiments. Bars in (A) are scaled

to mitochondrial DNA contents. (C) Cytochrome

c oxidase assays of cells incubated for 4 hours in

liquid YPEG with or without CuSO4. Bars show

means in log2 scale ± SD from three experi-

ments. N.D., not detectable. (D) Spot test assays

in media with or without CuSO4. (E) Intracellular

copper content of cells grown in YPEG with

or without CuSO4. Bars show means ± SD from

three to six experiments. #The ctr1D strains,

which do not grow in nonfermentable media,

were incubated in YPEG for 12 hours and assessed

for metal content for reference. (F) Represent-

ative Sod1 activity (top) and Sod1 disulfide-

bond assays (bottom) from three experiments

for cells grown in SC with or without CuSO4.

Relative signal intensities are indicated (bottom

numbers are the ratio of oxidized to total Sod1).

(G) Same as (F) but for cells grown in minimal

medium with or without CuSO4. Baseline copper

concentration in minimal medium is ~0.25 mM.

*P ≤ 0.05; **P ≤ 0.01; ns, not significant.
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or two WT H3 genes (fig. S8A). Similarly, de-

leting one of the two copies of the H3 andH4

genes (hht1-hhf1D) (fig. S8, B to D) increased the

copper requirement in ctr1D for respiratory

growth (fig. S8E).

Total copper and iron concentrations were

similar betweenH3
H113N

andWT in respiratory

medium (Fig. 5E and fig. S9A). Addition of

excess copper increased total copper concen-

trations similarly in both strains (Fig. 5E),

indicating that the copper utilization defect

in H3
H113N

ctr1D was not due to changes in

total copper abundance. Inefficient recovery

of ctr1D in the context of H3H113N was not

due to increased Cu
1+

sequestration by the

metallothionein Cup1, because loss of Cup1

(cup1
F8stop

) had no effect on the requirement

for copper in H3
H113N

ctr1D (fig. S9B).

We consideredwhether potential disruptions

in chromatin accessibility or gene regulation

account for the copper utilization defects of

the H3H113mutants. TheH3H113Nmutation

or deletion of Asf1, a histone chaperone that

facilitates nucleosome assembly in part through

interaction with H3H113 (22, 23), resulted in

minimal disruption of chromatin accessibil-

ity (fig. S9C). However, asf1D did not pheno-

copy the H3H113 mutants in respiratory media

(fig. S9D). Global gene expression patterns

were similar between WT andH3
H113N

strains

in respiratory media (fig. S9E), with compa-

rable up-regulation of genes involved in res-

piratory growth and copper regulation (fig.

S9, F and G).

Deletion of membrane-bound metallore-

ductasesFRE1 andFRE2 (24) didnot phenocopy

the H3H113 mutations (fig. S10A), suggest-

ing that the intracellular role of histone H3

on copper utilization is distinct from extra-

cellular metal reduction. Glutathione (GSH)

also participates in cellular copper metabo-

lism (25). Decreasing GSH abundance, by de-

leting the GSH1 gene, increased the amount

of copper required to rescue ctr1D but to a

lesser extent thanH3H113N (fig. S10B). Com-

biningH3H113Nwith gsh1D caused an even

greater defect in copper utilization (fig. S10B),

suggesting that histones have a distinct role

in copper utilization.

Histone H3 supports copper utilization for

Sod1 function

We next considered whether histone H3might

also affect copper utilization by Sod1. Total

Sod1 activity was ~40% less in H3
H113Y

com-

pared with WT, which was recovered by

excess exogenous copper (fig. S11, A and B).

H3H113N also decreased Sod1 activity by ~20%

(Fig. 5F). Deletion of CTR1 reduced Sod1

activity and formation of its internal disul-

fide bond, which are dependent on Cu
1+
and

the copper chaperone Ccs1 (26) (Fig. 5F). Com-

bining ctr1D with H3H113N further decreased

the internal disulfide bond and Sod1 activity,

which were restored by addition of excess

exogenous copper (Fig. 5F). Loss of function

of Sod1 causes lysine auxotrophy in yeast (27).

Correspondingly, H3
H113N

ctr1D exhibited a

growth defect in lysine-deficient conditions

(fig. S11C).

Deletion of CCS1 substantially decreased Sod1

activity (Fig. 5G), which was restored by ad-

dition of excess copper, but theH3H113Nmu-

tation substantially increased the amount

of copper required for recovery (Fig. 5G). Con-

siderably more copper was also required to

rescue the lysine auxotrophy of ccs1D in the

context of H3H113N (fig. S11, D and E). Un-

like the effect of H3H113N, deletion of CTR1

did not increase the requirement of ccs1D for

exogenous copper (fig. S11F), suggesting that

histones contribute to copper utilization dif-

ferently than Ctr1. Excess copper did not res-

cue the lysine auxotrophy of sod1D strains (fig.

S11G), whereas hypoxia rescued the lysine

auxotrophy of ccs1D and sod1D regardless of

H3H113 (fig. S11H), indicating that H3H113

is relevant to this phenotype when Sod1 func-

tion is required.

Addition of manganese, zinc, or iron did not

rescue ccs1D lysine auxotrophy (fig. S11I). The

increased copper requirement ofH3
H113N

ccs1D

was not due to differences in Cup1-dependent
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Fig. 6. The H3A110C mutation enhances copper utilization in S. cerevisiae.

(A) Growth after 48 hours in liquid YPEG with or without CuSO4. Bars show mean

optical density at a wavelength of 600 nm (OD600) ± SD from three experiments.

(B) Oxygen consumption assays of cells grown in the indicated media for 12 hours.

Bars show mean ± SD of three experiments and are scaled to mitochondrial DNA

contents. (C) Growth curves in YPEG with potassium cyanide (KCN) with or without

CuSO4. Lines show means at each time point ± SD from three experiments. P value is

based on all time points. (D) Average flow cytometry distributions of cells containing

the p(CUP1)-GFP plasmid grown in liquid media with or without CuSO4 from three

experiments. (E) Same as (C) but for cells grown in SC lacking lysine (SC-lys) with

or without CuSO4 from four experiments. (F) Spot test assays in media with or without

CuSO4. (G) Plasmid shuffle assay with strains harboring WT H3 on a URA3 plasmid

and the indicated H3 gene on a TRP1 plasmid. 5-fluoroorotic acid (5-FOA) is lethal to

cells that cannot lose the URA3 plasmid. *P < 0.05; **P ≤ 0.01; ***P ≤ 0.001.
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Cu
1+
sequestration (fig. S12A), intracellular cop-

per and iron concentrations (fig. S12, B and C),

or Asf1 (fig. S11E). Gene expression differences

also did not account for defective copper uti-

lization because ccs1D and H3
H113N

ccs1D dis-

played similar patterns (fig. S12, D to F).

Altogether, our findings reveal that the H3H113

residue is also important for copper utilization

by Sod1. The considerable impacts of H3H113

mutations on Cu
1+
abundance and on at least

three separate copper-dependent functions

support the model that the cupric reductase

function of the H3-H4 tetramer regulates Cu
1+

availability in yeast.

The H3A110C mutation enhances cuprous ion

availability and copper utilization

The in vitro copper reductase results sug-

gested that H3A110Cmight serve as a gain-

of-function mutation to increase Cu
1+

and

improve copper utilization in vivo. The yeast

H3
A110C

strain grew similarly to WT cells (fig.

S13A) but enhanced the ability of exogenous

copper to restore the respiratory growth of

ctr1D (Fig. 6A). We reasoned that increased

provision of Cu
1+

might mitigate the deple-

tion of cellular GSH. Indeed,H3
A110C

gsh1D grew

better than gsh1D in copper-depleted respira-

tory conditions (fig. S13B) with a greater O2

consumption rate (Fig. 6B and fig. S13C).

H3
A110C

exhibited a copper-dependent growth

advantage in the presence of a sublethal amount

of potassium cyanide, an inhibitor of cyto-

chrome c oxidase, independently of GSH abun-

dance (Fig. 6C and fig. S13D). Correspondingly,

theH3
A110C

gsh1D strain displayed greater Cup2

activity than gsh1D (Fig. 6D), indicating in-

creased Cu
1+

abundance. Additionally, the

H3A110C mutation enhanced the copper-

dependent rescue of lysine auxotrophy in

ccs1D (Fig. 6E). The H3A110C mutation even

rescued the diminished Cup2 activity ofH3
H113N

(fig. S13E), the copper utilization defect of the

H3
H113N

ctr1D strain (Fig. 6F), and the lethality

of the H3H113A mutation (Fig. 6G), corrobo-

rating the opposing effects of the H3A110 and

H3H113 mutations both in vivo and in vitro.

These results highlight the advantage in cop-

per utilization conferred by the H3A110C

mutation and further support that the yeast

histone H3 regulates the Cu
1+

pool and cop-

per utilization.

Discussion

Histones have been known as packaging and

regulatory proteins for the eukaryotic genome.

Wenow reveal that the histoneH3-H4 tetramer

is also a cupric reductase that provides usable

Cu
1+
for the cell. The enzymatic activity suggests

that the protein complex has many uncharac-

terized features, including a catalytic site at the

H3-H3′ interface, that contribute to Cu
2+

bind-

ing, increasing its reduction potential and pro-

moting electron transfer (28).

The H3-H3′ interface forms in vivo mostly

during nucleosome assembly. Therefore, the

commencement of enzymatic activity may be

coupled to the protection of DNA as it wraps

around the nucleosome. Such a coupling may

decrease the toxicity of Cu
1+
by the very enzymes

that produce it as a beneficial adaptation in

species that require its intracellular use. How-

ever, proteins such as Spt2 (13) may stabilize

the H3-H3′ interface outside of the nucleoso-

mal context, affecting regulation and timing of

enzymatic activity relative to other chromatin-

based events.

The mechanism of electron transfer by the

tetramer is unclear but may involve direct

transfer from reductants to Cu
2+

at the active

site or through a chain of residues from a

distant site (29, 30). Copper is present in the

nucleus (31, 32) but is likely bound (33) and

transported to and from histones through

as-yet-to-be-identified chaperones, possibly

including Atox1 (34). Copper disproportion-

ately accumulates in the nucleus when its

cellular efflux is compromised, such as in

Wilson’s disease (35, 36), suggesting that the

nucleus is a major transit hub for cellular

copper.

The oxidoreductase function of the H3-H4

tetramer provides a reasonable hypothesis

for why the archaeal ancestor of the eu-

karyotes possessed histone tetramers. Such

enzymatic activity, with an associated in-

tracellular Cu
1+

transit system, could have

helped maintain a functioning ETC in the

proto-mitochondria, thereby making the pres-

ence of histones in the ancestral archaeon

not incidental (37), but rather essential for

eukaryogenesis.
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CLIMATE RESPONSES

Thermal bottlenecks in the life cycle
define climate vulnerability of fish
Flemming T. Dahlke1*, Sylke Wohlrab1,2, Martin Butzin1, Hans-Otto Pörtner1,3*

Species’ vulnerability to climate change depends on the most temperature-sensitive life stages, but

for major animal groups such as fish, life cycle bottlenecks are often not clearly defined. We used

observational, experimental, and phylogenetic data to assess stage-specific thermal tolerance

metrics for 694 marine and freshwater fish species from all climate zones. Our analysis shows that

spawning adults and embryos consistently have narrower tolerance ranges than larvae and

nonreproductive adults and are most vulnerable to climate warming. The sequence of stage-specific

thermal tolerance corresponds with the oxygen-limitation hypothesis, suggesting a mechanistic

link between ontogenetic changes in cardiorespiratory (aerobic) capacity and tolerance to

temperature extremes. A logarithmic inverse correlation between the temperature dependence

of physiological rates (development and oxygen consumption) and thermal tolerance range is

proposed to reflect a fundamental, energetic trade-off in thermal adaptation. Scenario-based

climate projections considering the most critical life stages (spawners and embryos) clearly

identify the temperature requirements for reproduction as a critical bottleneck in the life cycle

of fish. By 2100, depending on the Shared Socioeconomic Pathway (SSP) scenario followed, the

percentages of species potentially affected by water temperatures exceeding their tolerance

limit for reproduction range from ~10% (SSP 1–1.9) to ~60% (SSP 5–8.5). Efforts to meet ambitious

climate targets (SSP 1–1.9) could therefore benefit many fish species and people who depend

on healthy fish stocks.

T
he identification of biological patterns

and underlying principles is fundamen-

tal for understanding and predicting eco-

logical processes (1), including climate

change effects (2). A central observation

in this context is that aquatic ectothermic ani-

mals such as fish have specific temperature

limits and tolerance ranges, which determine

their latitudinal distribution limits and sensi-

tivity to climate change (3). Mechanistic prin-

ciples potentially related to this pattern include

the temperature dependence of physiologi-

cal rates and thus oxygen (O2) demand (4, 5).

Different cardiorespiratory capacities to sustain

adequate O2 supply to tissues during temper-

ature changes are suggested to explain why

tolerance ranges are narrower for some fish

species than for others (6). Thermal tolerance

is also expected to change during the life cycle of

species according to the development of aerobic

capacities in relation to O2 demand (2, 7)

(Fig. 1A). Specifically, tolerance ranges are

hypothesized to widen from embryo to larval

and adult stages after the development of car-

diorespiratory organs (7, 8). During reproduc-

tion (spawning stage), tolerance ranges may

narrow again as the result of a net decrease

in aerobic capacity associated with additional

energy and thus O2 demand for gamete pro-

duction and biomass (2, 7). These principles

are supported by empirical data for somewell-

studied species such as Atlantic cod (Gadus

morhua) (6), but it is currently unknownwheth-

er the proposed ontogenetic shift in thermal

tolerance represents a globally consistent

pattern.

Thermal adaption of species and life stages

to local climatic conditions probably involves

energetic optimizations and trade-offs (9, 10).

Available data suggest that tolerance ranges

are as narrow as possible to ensure survival

under local conditions while minimizing costs

for maintaining homeostasis over wide tem-

perature ranges (6). Consequently, tolerance

ranges are expected to reflect the magnitude

of local temperature variability (11), withwider

tolerance ranges in temperate regions relative

to polar and tropical regions (12). Potential trade-

offs between energy efficiency and thermal

tolerance may be linked to thermodynamic

properties of metabolic processes (i.e., thermal

responsiveness) (9, 13). Mechanistic theory pre-

dicts that “stenothermal” organisms with nar-

row temperature ranges display higher thermal

responsiveness than more tolerant “euryther-

mal” organisms (13) (Fig. 1, B and C). In con-

trast, the concept of universal temperature

dependence implies that there is no variation
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Fig. 1. Thermal tolerance differs between life

stages, and thermal responsiveness is higher in

stenothermal than in eurythermal organisms.

(A) Lower and upper temperature thresholds (Tmin and

Tmax) are defined as ultimate temperature limits that

relate to behavioral avoidance, impaired physiological

functions, and mortality (22), thereby reflecting limits

to the geographic distribution of species (3, 4). The

specific temperature ranges (Trange = Tmax − Tmin) of

species are expected to differ between life stages

according to changes in the relationship between

oxygen demand and supply capacity (4). This hypoth-

esis implies that from embryo to adult, aerobic

capacity (and thus Trange) increases with the develop-

ment of the cardiorespiratory system, but then

declines again with increasing body size. During the

spawning season, aerobic capacity and Trange may

decrease further as a result of additional energy

requirements for the production of gametes and their

biomass (2, 7). (B) Physiological rates (solid lines) are

temperature-dependent and typically scale exponen-

tially within Trange (1). Lines with different slopes suggest that stenothermal species or life stages with narrow Trange (black line) are more responsive (steeper slope) than

eurythermal ones (gray line) (13). As a benefit, the energy demand of stenotherms may be lower than that of eurytherms (49). (C) Thermal responsiveness is quantified in

Arrhenius form (log-transformed rate versus inverse absolute temperature) and is expressed as activation energy (Ea) in electron volts (27).
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in thermal responsiveness among ectothermic

species [(14), but see (15, 16)].

Fish usually reproduce at certain times of

the year (spawning seasons) and in certain

places (spawning habitats) that provide suit-

able conditions for offspring survival (17, 18).

Reproductive success is likely at risk under

climate change when spawning habitat tem-

peratures exceed the tolerance limit of themost

sensitive life stage, forcing species to reproduce

at different times and/or places (18). To date,

mainly because of the scarcity of experimental

data, potential life cycle bottlenecks in thermal

tolerance are rarely considered in large-scale

risk assessments (19–21), limiting our ability to

determine whether climate mitigation targets

are sufficient to sustain healthy fish stocks.

Here, we address this limitation by combining

experimental and observational data aswell as

phylogenetic data imputation (22) to generate

a comprehensive set of stage-specific thermal

tolerance metrics for 694 marine and fresh-

water fish species from all climate zones. With

this dataset, we addressed the following hypo-

theses: (i) Upper and lower temperature limits

(Tmax, Tmin) and temperature ranges (Trange =

Tmax – Tmin) differ consistently between life

stages (Fig. 1A). (ii) Thermal responsiveness

is higher in stenothermal organisms than in

eurythermal ones (Fig. 1B). Furthermore, stage-

specific tolerance limits were used to assess

climatic risks under different Shared Socio-

economic Pathway (SSP) scenarios of global

change developed during the sixth phase of

the Coupled Model Intercomparison Project

(CMIP6) (23).

Thermal tolerance depends on phylogeny,

geographic origin, and ontogeny

We collated empirical thermal tolerance data

of four life stages: egg stage (“embryos”),

pre-metamorphosis stage (“larvae”), post-

metamorphosis stage (“adults”), and reproduc-

tive stage (“spawners”). Data on embryos, larvae,

and adults are experimental estimates of phys-

iological ultimate temperature limits (22). Be-

cause experimental data for spawners are

extremely scarce, in situ observations (e.g., fish-

eries monitoring and tagging data) of behavioral

temperature limits were considered for this life

stage. A direct comparison revealed no signif-

icant difference between experimental and

observational Tmax data of spawners (two-sided

paired t test, P = 0.189, n = 15 species; fig. S1

and table S1). Temperature ranges (Trange)

were estimated as the difference between Tmax

and Tmin. Midpoint temperatures (Tmid) are

either observed temperature optima or arith-

metic means of Tmin and Tmax. For 694 of

777 species, we obtained at least one empirical

thermal tolerance metric (Tmax, Tmin, or Tmid)

as well as time-calibrated phylogeny from the

Fish Tree of Life (24). Phylogenetic imputation

(22) was then used to estimate missing Tmax

and Tmin values. We confirmed phylogenetic

niche conservatism (i.e., similar trait values

among closely related species) as a prerequi-

site for reliable data imputation (25) a priori,

based on phylogenetic signal indices (Pagel’s l,

P < 0.001; table S2). Precision of imputed data

was assessed on the basis of correlation anal-

ysis and variance estimation (fig. S2 and table

S3). Ontogenetic differences in thermal toler-

ance were assessed using generalized additive

models (GAMs), taking into account variation

related to geographic origin (latitude and ma-

rine versus freshwater) as well as uncertainty

related to data imputation by including the in-

verse of estimated variances as weights.

The completed dataset (26) reveals phylo-

genetic and ontogenetic patterns in thermal

tolerance of fish (Fig. 2). In addition to existing

evidence for niche conservatism in adult fish

(20), we find that phylogenetic clustering of

temperature limits (Tmax and Tmin; Fig. 2, A

and B) and tolerance ranges (Trange; Fig. 2C) is

consistent across life stages (table S2). In line
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Fig. 2. Phylogenetic and ontogenetic patterns in thermal tolerance of fish. (A to C) Circular

chronograms show upper temperature limits (Tmax) (A), lower temperature limits (Tmin) (B), and thermal

tolerance ranges (Trange) (C) of species and their life stages from inside to outside: spawners, embryos,

larvae, and adults. Prominent taxonomic groups as well as particularly warm-eurythermal (Fundulidae and

Cyprinodontidae) and cold-stenothermal groups (Notothenioidei) are highlighted.
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with expected ontogenetic shifts in aerobic

capacity (2), we find that Trange is narrower

for spawners and embryos than for larvae and

adults (GAM, P < 0.0001; Fig. 2C and table S4).

Ontogenetic differences in thermal tolerance

metrics are also consistent across latitudes

(Fig. 3, A to C) and aquatic realms (i.e., marine

and freshwater) (fig. S3). In support of the cli-

mate variability hypothesis (11), Trange tends to

decrease toward high and low latitudes (Fig.

3C and table S4), with the most stenothermal

species found in the Antarctic Ocean (Antarctic

icefishes, Notothenioidei) and the most eury-

thermal ones in temperate freshwater systems

(killifishes, Fundulidae) (Fig. 2A). Thermal tol-

erance ranges of freshwater species and their

life stages are on average ~1°C wider than for

marine species (GAM, P < 0.0001; fig. S3),

probably reflecting higher temperature varia-

bility in lakes and rivers than in oceans. When

accounting for geographic variation in thermal

tolerance metrics, mean Trange values [±95%

confidence intervals (CIs)] increase by more

than 20°C from spawners (7.2° ± 0.3°C) and

embryos (8.4° ± 0.4°C) to larvae (22.3° ± 0.7°C)

and adults (27.5° ± 0.4°C) (Fig. 3F). These re-

sults clearly identify the temperature require-

ments of spawners and embryos as critical

bottlenecks in the life cycle of fish.

Thermal responsiveness is inversely correlated

with thermal tolerance

Thermal responsiveness and its correlation with

thermal tolerance (Trange) were assessed on the

basis of the temperature dependence of devel-

opment rate (DR) and oxygen consumption

rate (MO2) of embryos (DR and MO2, 83 spe-

cies), larvae (MO2, 16 species) and adults (MO2,

54 species) (26). Direct comparison of the tem-

perature dependences of DR andMO2 revealed

no systematic difference between them (fig.

S4). Only experimental datameasured under

controlled, noncritical temperature conditions

were used (22). Individual responses (Fig. 4A)

were evaluated using the Boltzmann-Arrhenius

function (27), in which the scaling of physio-

logical rates (R) with temperature (T) is

R ¼ R0 exp
�Ea

kT

� �

ð1Þ

Thermal responsiveness is given by the value

of −Ea in electron volts (eV, positivized here-

after), which is the activation energy of the

rate-limiting biochemical (metabolic) process,

R0 is an organism-specific coefficient, and k is

Boltzmann’s constant. Analyses of ontoge-

netic differences in Ea (linear mixed-effect

model, LMM) and the correlation between

Ea and Trange (generalized additivemixed-effect

model, GAMM) accounted for phylogenetic

nonindependence.

Thermal responsiveness of embryos is on

average 24% higher than in larvae and adults

(LMM, P < 0.0001; Fig. 4B). Thermal respon-

siveness of embryos (mean Ea, 0.87 eV; 95%CI,

0.83 to 0.91 eV) also exceeds the range pre-

dicted by the universal temperature dependence

concept (0.6 to 0.7 eV) (14). The correlation

between Ea and Trange (GAMM, P < 0.0001;

Fig. 4C) supports thehypothesis that themetab-

olism of stenotherms is more responsive to

temperature changes than that of eurytherms

(4, 13). The correlation between Ea and Trange

is also consistent within life stages (embryos

and adults) andwithin individual species such

as Atlantic cod (fig. S5). These results suggest

that temperature-rate responses do not strictly

conform to statistical thermodynamics (14)

but insteadmay reflect an outcome of energetic

optimizations (reduction of costs) and trade-

offs related to lifestyle and ontogeny (10).

Biophysical models using a generalized Ea of

0.6 to 0.7 eV (14, 28) rather than the actual

responsiveness of fish species or life stages may

therefore lead to imprecise projections of eco-

logical processes. For example, a scenario that

assumes 3°C warming and an embryonic Ea of

0.65 eV would underestimate the change in

development time of Atlantic cod embryos

(Ea = 0.92 eV) (29) and associated probability

functions (e.g., predation mortality) by ~80%

(fig. S6).

Safety margins of critical life stages define

species’ vulnerability to warming

The vulnerability of species to climate warm-

ing is often assessed according to the difference

between the upper thermal tolerance limit

(Tmax) of adult life stages and the maximum

habitat temperature during summer—a metric

called the thermal safety margin (TSM). How-

ever, the tolerance of adults to summer heat

is potentially less critical for the persistence of

species than the ultimate temperature limit

for reproduction,whichwe assessed on the basis

of Tmax of spawners and embryos. Specifically,

we compared current and future TSMsof adults

(the difference between Tmax and the mean

temperature of the warmest summer month)

with the TSMs of spawners and embryos, esti-

mated as the difference between their Tmax and

the mean temperature of the coldest month

during the species-specific spawning season

[mainly spring or monsoon time (22)]. In
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Fig. 3. Ontogenetic

changes in thermal

tolerance are

consistent across lati-

tudes. (A to C) Upper

temperature limits

(Tmax) (A), lower tem-

perature limits (Tmin)

(B), and thermal toler-

ance ranges (Trange =

Tmax − Tmin) (C) of

spawners (black),

embryos (blue), larvae

(orange), and adults

(red) as a function of

absolute latitude.

Regression fits (solid

lines) with 95% CIs

(colored shadings) are

based on generalized

additive models (GAM,

P < 0.0001; n = 698 to

735 for each life stage),

accounting for uncer-

tainty related to phylo-

genetic data imputation

(22). Only the correla-

tion between latitude

and Trange of embryos

(C) is not significant

(P > 0.05). (D to

F) Corresponding to (A)

to (C), box plots indicate differences in Tmax, Tmin, and Trange between life stages. Boxes and whiskers show 25th to

75th and 10th to 90th percentiles, respectively; white lines indicate the median. When accounting for geographic

variation (latitude and marine versus freshwater; table S4), life stages differ significantly in terms of Tmax, Tmin, and

Trange (two-sided pairwise comparisons with Tukey correction, all P < 0.05).
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this way, future TSMs of spawners and em-

bryos indicate whether climate change will

affect the ability of species to reproduce at

preferred times and locations. Seasonal habitat

temperatures of adults, spawners, and embryos

[630 species (26)] are spatial averages accord-

ing to distribution records, depth preferences,

spawning times and locations, and temperature

data of atmospheric and ocean reanalyses (cur-

rent TSMs, 1981 to 2000) and SSP climate projec-

tion scenarios (future TSMs, 20-year averages

until 2100) (22). Deep-sea species (>500m) and

species with unknown spawning times were

excluded. Selected SSPs include a low radiative

forcing scenario consistent with 1.5°C warming

by 2100 (SSP 1–1.9), a medium-forcing scenario

(SSP 4–6.0), and a high-forcing scenario (SSP

5–8.5) representing a warming of about 5°C

relative to preindustrial levels (23).

Current TSMs (mean ± 95% CI; Fig. 5) are

significantly narrower for spawners (4.1° ± 0.3°C)

and embryos (4.5° ± 0.4°C) than for adults

(11.6° ± 0.3°C) (GAM, P < 0.0001; n = 1677)

(table S5). Differences in TSMs of marine and

freshwater species are not significant (GAM,

P = 0.0663), and large variability found at all

latitudes implies that regional climatology

plays a less important role than microclimatic

conditions in shaping stage-specific TSMs of

marine and freshwater species. The narrowest

TSMs of spawners and embryos (TSM between

1° and 0°C, n = 37; Fig. 5) indicate that some

marine and freshwater species from different

latitudesmay already experience critically warm

temperature conditions for reproduction. Al-

though we note that the horizontal resolution

of observed and simulated habitat temperatures

(1° × 1°) is not always sufficient to capture

specific microclimates, the cutoff threshold for

considering a species at risk from future warm-

ing is set to TSM ≤ 0.0°C.

Projected changes in TSMs of the most sen-

sitive life stage (67% spawners and 33% em-

bryos) differ considerably between species and

emission scenarios (Fig. 6 and figs. S7 to S9). By

the end of this century, more than 60% (me-

dian of five models) of marine and freshwater

species considered in this study could be con-

fronted with water temperatures exceeding

tolerance limits in their current habitat (TSM ≤

0.0°C) if emissions continue to rise unabated

(SSP 5–8.5; Fig. 6B). TSMs below zero indicate

that reproduction at preferred seasons and

locations is no longer possible, forcing species

to adapt or shift their spawning activity into

cooler seasons or regions to avoid extinction.

Emission pathways consistent with current

political commitments (SSP 4–6.0) would still

threaten more than one-third of the marine

and freshwater species under consideration

(Fig. 6B). A positive outlook is that the per-

centage of species at risk could be reduced to

10 to 15% if global warming is limited to 1.5°C

(SSP 1–1.9; Fig. 6B), in line with the Paris

Agreement (30). For comparison, when con-

sidering adult TSMs only, the fraction of

species below the cutoff threshold is below

5% under SSP 5–8.5 (Fig. 6B). Accordingly,

although assessments based on adult tem-

perature limits or proxies thereof (e.g., species

distribution records) can provide important

information on the geographical distribution
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Fig. 4. Thermal responsiveness is higher in

stenothermal life stages. (A) Exponential

temperature responses of embryos (blue), larvae

(orange), and adults (red) based on Eq. 1.

Thermal responsiveness is indicated by the slope

of individual responses (thin lines). Thick lines

indicate the median responsiveness of different

life stages. Normalization (response values esti-

mated at any temperature divided by their value at

15°C) was done for illustrative purposes. (B) Thermal

responsiveness expressed as Arrhenius activation

energy (Ea in electron volts, eV). Box plots (as in

Fig. 3) with different letters indicate significant

differences between life stages (two-sided pairwise

comparisons with Tukey correction, P < 0.05).

(C) Correlation between thermal responsiveness and thermal tolerance of different life stages (colored symbols). The regression fit (line with 95% CIs as shading)

accounts for phylogenetic nonindependence (generalized additive mixed-effect model, GAMM).

Fig. 5. Smaller safety margins of spawners and

embryos versus adults. (A) Thermal safety

margins (TSMs) of spawners (black), embryos

(blue), and adults (red) based on recent habitat

(water) temperatures (1981 to 2000) as a

function of absolute latitude. Regression fits

(colored lines) with 95% CIs as shadings are based

on generalized additive models (GAM, P < 0.0001;

n = 543 for spawners, 554 for embryos, 580 for

adults; 630 species in total), taking into account

uncertainty related to phylogenetic data imputation

(24). (B) Corresponding to (A), box plots (as in

Fig. 3) with different letters indicate significant

differences between TSMs of different life stages

(two-sided pairwise comparisons with Tukey

correction, P < 0.05).
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of climatic vulnerability (19–21), such analyses

miss the most sensitive life stages and are

likely to underestimate impact risks at the

species level.

Discussion

This study identifies spawners and embryos as

the most temperature-sensitive stages in the

life cycle of fish. The observed ontogenetic

shift in thermal tolerance is consistent with

previous analyses of smaller datasets (17, 31)

and corresponds to the concept of oxygen- and

capacity-limited thermal tolerance (4), suggest-

ing that ontogenetic changes in aerobic capacity

lead to corresponding changes in upper and

lower temperature limits (2). Increases in

aerobic capacity from egg to adult follow the

development of the cardiorespiratory system

(heart and gills), which facilitates effective O2

supply to tissues and thus improves tolerance

to temperature extremes (8). In addition, the

development of homeostasis functions (e.g., ion

regulation) and repair mechanisms, including

heat shock responses, may contribute to an

increase in tolerance to extreme temperatures

from egg to adult (32, 33). Immature aerobic and

homeostatic capacities of fish embryos and

larvae also explain their sensitivity to other

environmental factors such as hypoxia, salinity

stress, and CO2-driven acidification (29, 34).

When adults become sexuallymature, additional

metabolic loads for gamete production [often

>20% of body mass (35)] are expected to cause

a concomitant decrease in thermal tolerance

due to warming-induced loss in aerobic capa-

city (2, 7). Hypoallometric growth of aerobic

capacity relative to body mass may also lead

to a narrowing of tolerance ranges and a shift

toward lower optimal temperatures in large,

nonreproducing adults, as suggested by ex-

periments with Atlantic cod (36) and field ob-

servations in eelpout (Zoarces viviparus) (5).

Indirect evidence of reduced aerobic capacity

of spawners relative to nonreproductive adults

comes from experiments indicating increased

sensitivity to hypoxia at the final stage of gonadal

development (37). In addition to oxygen limitation,

temperature stress can directly impair gonadal

development by affecting the production and

release of sex hormones (38). Narrow tolerance

ranges of spawners may therefore reflect a

combination of thermal constraints on aerobic

metabolism and endocrine processes related

to gametogenesis. The pattern of stage-specific

thermal tolerance demonstrated in this study

may also apply to other ectothermic animals (39),

although oxygen limitation as a causal principle

may be more relevant for aquatic versus ter-

restrial organisms, owing to the much lower

concentration and diffusivity of oxygen in water.

The higher thermal responsiveness of steno-

thermal species relative to eurythermal spe-

cies and life stages implies a mechanistic link

between physiological thermodynamics and

organismal thermal tolerance in fish (10, 13).

This prediction is based on the idea that ele-

vated activation energies (kinetic barriers) of

rate-limiting reactions in the citric acid cycle

constrainmetabolic flux and cost and promote

resource efficiency (13). However, as relatively

small temperature changes have amarked im-

pact onmetabolic anddevelopmental rates, such

an energetic optimization associated with toler-

ance to a restricted temperature range (i.e.,

stenothermality) is beneficial only when envi-

ronmental temperature variability is low (Fig.

4C). Eurythermal organisms are thermally less

responsive and have wider tolerance ranges,

which promote an active lifestyle in habitats

with daily, seasonal, and/or vertical temper-

ature gradients and variability. For instance,

low responsiveness allows relatively constant
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Fig. 6. Shrinking safety margins of critical life stages put many fish species at risk in their current

habitat. (A) Cladogram for investigated fish species with tips colored according to estimated TSMs for

recent conditions (1981 to 2000), and future Shared Socioeconomic Pathway (SSP) scenarios considering

the TSM of the most critical life stages (~67% spawners, ~33% embryos) in their respective habitats. SSP

scenarios were developed during the sixth phase of the Coupled Model Intercomparison Project (CMIP6),

representing low (SSP 1–1.9), intermediate (SSP 4–6.0), and high (SSP 5–8.5) radiative forcing pathways

(23). (B) Median percentage of marine (n = 367) and freshwater species (n = 263) with TSMs less

than or equal to 0.0°C. Black lines consider TSMs of the most sensitive life stage; green lines indicate

adult TSMs ≤ 0.0°C. Gray shadings denote the range between lower and upper percentile bounds of the

climate model ensemble scenarios.
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levels of performance and thus foraging ability

in summer and winter as well as across depth-

related temperature gradients. The trade-off

in this casemay involve elevated baseline energy

turnover, as seen in many eurythermal species

with an active pelagic lifestyle (40). Accordingly,

in contrast to the concept of universal temper-

ature dependence (14), we argue that thermal

responsiveness is adaptive and shaped to meet

environmental conditions and ecological re-

quirements (9). Building on the indirect evi-

dence presented here (correlation between Ea

and Trange; Fig. 4C), further experimental work

and analyses that take into account potentially

relevant traits (e.g., body mass, activity, trophic

level) are necessary to confirm a general rela-

tionship among energy efficiency, metabolic

thermal responsiveness, and thermal toler-

ance range.

Narrow thermal safety margins of spawners

and embryos indicate that the temperature re-

quirements for reproduction define the climate

change vulnerability of fish. For many species,

the highest warming trajectory (SSP 5–8.5)

represents a major threat, as water temper-

ature may exceed their current tolerance limit

for reproduction (Fig. 6). Coping with climate

change would be achieved through changes in

thermal tolerance [through acclimatization of

individuals, or through evolutionary adapta-

tion across generations (41)] and by shifting the

timing and/or location of spawning to cooler

seasons or regions [niche tracking (42, 43)].

However, adaptation over generations is prob-

ably too slow to copewithmajor anthropogenic

change (44, 45). In addition, shifts in spawning

times and locations can be problematic and in

some cases impossible, depending on species'

reproductive strategy and geographical distribu-

tion (18). For instance, to provide offspring with

suitable feeding conditions, spawning times are

usually synchronized with seasonal peaks in

plankton productivity (46), especially outside the

tropics (18). Moreover, spawning locations may

provide essential substrates for egg deposition

and hydrographic features that ensure disper-

sal of pelagic eggs and larvae toward suitable

nursery habitats (47). This means that despite

more suitable temperature conditions, alterna-

tive spawning seasons and locations may not

necessarily meet the ecological requirements

for successful reproduction (18). Relative tomost

marine species, freshwater fishes are less flexible

in terms of niche tracking because of geographic

barriers between habitats and anthropogenic

habitat degradation (e.g., dams, hydroelectric

power plants, and pollution) (20).

Note that quantitative risk assessments for

individual species or populations (e.g., changes

in abundance and productivity) may require

not only information on sublethal temperature

thresholds constraining functional scope (e.g.,

indicated by reduced growth performance) (5),

but also more detailed data on acclimatization

and adaptation potential, spawning ecology,

population structure, habitat connectivity, and

microclimatic conditions than are available for

most species considered in this study. Further-

more, our qualitative risk assessment is prob-

ably conservative because exposure to additional

climate change factors such as deoxygenation,

acidification, and temperature extremes during

stochastic heat waves (30) is not considered.

Conclusion

Phylogenetic, geographic, and ontogenetic pat-

terns in thermal physiology revealed in this

study suggest thatmany fish species face greater

risks due to global warming than previously

expected. Narrow temperature ranges for re-

production in relation to future warming sce-

narios underscore the urgency to investigate

the adaptive potential of species and popula-

tionswhile takingmeasures to protect existing

and alternative (spawning) habitats fromhuman

impacts (48). Very clearly, many fish species and

peoplewho depend on healthy fish stockswould

benefit from intensified efforts to stabilize global

warming at 1.5°C or even less.
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BIOFILMS

Cell position fates and collective fountain flow in
bacterial biofilms revealed by light-sheet microscopy
Boyang Qin1,2, Chenyi Fei1,3, Andrew A. Bridges1,4, Ameya A. Mashruwala1,4, Howard A. Stone2,

Ned S. Wingreen1,3,5, Bonnie L. Bassler1,4*

Bacterial biofilms represent a basic form of multicellular organization that confers survival advantages to

constituent cells. The sequential stages of cell ordering during biofilm development have been studied in the

pathogen andmodel biofilm-former Vibrio cholerae. It is unknown how spatial trajectories of individual cells

and the collective motions of many cells drive biofilm expansion. We developed dual-view light-sheet

microscopy to investigate the dynamics of biofilm development from a founder cell to a mature three-

dimensional community. Tracking of individual cells revealed two distinct fates: one set of biofilm cells

expanded ballistically outward, while the other became trapped at the substrate. A collective fountain-like

flow transported cells to the biofilm front, bypassing members trapped at the substrate and facilitating

lateral biofilm expansion. This collective flow pattern was quantitatively captured by a continuum model

of biofilm growth against substrate friction. Coordinated cell movement required the matrix protein

RbmA, without which cells expanded erratically. Thus, tracking cell lineages and trajectories in space and

time revealed how multicellular structures form from a single founder cell.

C
omplex organizations of cells can emerge

from simple starting points (1–3). For

example, both eukaryotic embryos and

prokaryotic biofilms arise from single

founder cells (4–7). In both cases, de-

velopment via cell division produces three-

dimensional (3D) collections of cells encased

in extracellular matrices. Despite a common

origin, descendant cells in both systems differ

in spatial positions, nutrient access, signaling

gradients, and states ofmechanical stress (8–14).

Lineage and cell trajectory maps have been

made for cells in developing embryos (4, 5, 15),

yet no such maps exist for bacterial biofilms.

Many fundamental activities that transcend

all of biology are relevant in bacterial biofilms.

Cells in biofilms communicate, undertake both

individual and collective tasks, enjoy survival

benefits conferred by the multicellular struc-

ture and internal organization, and display clear

differences in temporal and spatial gene ex-

pression patterns (11, 12, 16–18). Thus, tracing

lineages and spatial trajectories of bacterial

cells in biofilms is essential to understanding

biofilm development and to identifying the

underlying biological and physical principles

governingmulticellular development. A road-

block in this undertaking is that conventional

confocal microscopy is insufficient to achieve

the spatial and temporal resolution required

to map cell paths in densely packed biofilms

containing micrometer-sized bacteria (19).

In this study, we combined dual-view light-

sheet microscopy (5, 20–23) with intracellular

puncta labeling technology (24, 25) to explore

individual and collective cell dynamics and

developmental patterns in living wild-type

(WT) Vibrio cholerae biofilms (Fig. 1, A and

B, and movies S1 and S2). We found that

biofilm cells had one of two cell fates: They

either became trapped by the substrate to

anchor the biofilm, or they moved ballisti-

cally to expand the biofilm. We observed an

emergent collective fountain-like cell flow that

coordinated global biofilm expansion driving

its overall morphology. RbmA, an extracellular

matrix protein secreted by biofilm cells, was

required for coherent cell motion.

Dual-view light-sheet microscopy enables

mapping of individual cell trajectories

To overcome limitations in temporal resolu-

tion of conventional confocal microscopy, we

adapted a dual-view inverted selective plane

illuminationmicroscope (diSPIM) for the study

of prokaryotic cells in biofilms (20, 21). We

achieved isotropic resolution in the axial and

lateral directions (Fig. 1C and fig. S1) with

photobleaching an order of magnitude lower

(Fig. 1D and fig. S2) than in traditional spinning

disk confocal microscopy at equivalent magnifi-

cation. We used diSPIM to image isolated bio-

film clusters for 16 hours at a time resolution

of 3 min, which allowed us to follow individual

cells in time.Tospatially resolve densely packed

micrometer-sized bacteria and overcome the

optical sectioning limitations of light-sheet mi-

croscopy, we introduced constitutively produced

mNeonGreen-mNS (mNG-mNS) fluorescent pro-

tein (tables S1 and S2) that forms a defined

cytoplasmic punctum in each cell (25). The avian

reovirus protein mNS self-assembles to form a

single particle in the bacterial cytoplasm. Once

formed, a punctum exhibited minimal intra-

cellular displacement (fig. S3). During succes-

sive divisions, the punctum was inherited by

themother cell, and the daughter cell gradually

gained a new punctum (Fig. 1E and fig. S4). Be-

cause each punctum persisted along only one

branch of the lineage (Fig. 1F), the punctum

trace provided a high-resolution representation

of a cell’s trajectory over a prolonged period.

This strategy enabled sufficient spatiotemporal

resolution to map individual cell trajectories

and cell positions for up to 10
4
cells over the

full course of biofilm development (movies

S3 and S4).

The Brownian-to-ballistic transition in cell

motion underlies the 2D to 3D biofilm

architectural transition

Time-resolved cell trajectories showed a dis-

tinct transition in cell motion during biofilm

development. In the initial phase (Fig. 1, G and

H, 0 to 5 hours), in which the biofilm grew

predominantly in the lateral plane, cells fre-

quently changed their directions ofmotion, akin

to randomwalks. As the biofilm developed (Fig.

1, G and H, 5 to 10 hours), however, individual

cells began to engage in persistent and straight

trajectories, which dominate the bulk of the

biofilm at the later stage (Fig. 1, G and H, 10 to

15 hours). Biofilm expansion is driven by cell

division, extracellular matrix secretion, and

osmotic swelling (26). This kinematic transi-

tion in cellmovementwas quantified bymeasur-

ing the mean squared displacement (MSD) of

cell trajectories versus lag time t, the time offset

between cell location observations (Fig. 2, A and

B), where the scaling exponent n (MSD ~ t
n
)

characterizes cellmotions. TheMSDexponent n

is independent of cell movement speeds and

biofilm expansion rates but dependent on how

strongly cell trajectories are correlated in time.

At early times (1 to 6 hours), n was around 1.2,

suggesting that cell motion is close to random

and Brownian (Fig. 2C and fig. S5). At around

7 hours, n rapidly increased to a plateau value

of 1.8, indicating a transition to nearly straight

and persistent cell trajectories. The Brownian-

to-ballistic transition of cellmotion coincided

with the transition from predominantly lateral

biofilm expansion to accelerated vertical expan-

sion (Fig. 2D), that is, a transition from two to

three dimensions.

Ballistic motion is driven by matrix production,

and loss of matrix alters cell motion

The dynamical and architectural transitions of

cells in V. cholerae biofilms require the extra-

cellular Vibrio polysaccharide (Vps) (27, 28). A

DvpsL mutant that does not produce Vps

adhered to the substrate, but after division,

most daughter cells were released. Presumably,

in the absence of polysaccharide matrix, Vps-

associated matrix proteins that promote cell-

cell adhesion are not retained (29–31). The
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Fig. 1. Single-cell tracking of WT V. cholerae biofilm cells using dual-view

light-sheet microscopy and a cytoplasmic fluorescent protein marker.

(A) 3D view of biofilm cells that constitutively produced mScarlet-I (cell contour)

and an mNeonGreen-mNS protein fusion (puncta). Scale bar, 10 mm. (Inset)

mNeonGreen-mNS localization at the cell pole. Scale bar, 1 mm. (B) Segmented

cells and mNeonGreen-mNS puncta (green dots). Colors denote cell orientation ϕ

(angle between cell long axis and the +z axis). (C) Side view of a biofilm cluster

imaged using light-sheet microscopy (diSPIM) versus spinning disk confocal

microscopy. Scale bar, 10 mm. (D) Comparison of photobleaching by diSPIM and

confocal microscopy measured as the fluorescence signal-to-noise ratio (SNR)

of biofilm clusters undergoing repeated volume scans of identical initial SNR in

the shot-noise dominated regime (table S3). Curves represent exponential fits;

t1/2 denotes number of volume scans to reduce SNR by half. (E) Four successive

cell divisions showing inheritance of the mNeonGreen-mNS puncta. Arrows

indicate the punctum in the founder cell. Scale bar, 10 mm. (F) Space-time

kymograph of mNeonGreen-mNS puncta (in the lateral coordinate y over biofilm

development time) shows cell divisions (arrows) and cell lineage traces.

Scale bar, 5 mm. Color bar indicates mNeonGreen intensity (arbitrary units, a.u.).

(G) Top-view projections of biofilm cell trajectories at 3-min time resolution

obtained from particle tracking. Color bar indicates mNeonGreen intensity (a.u.).

Scale bars, 10 mm. (H) Side-view projections of the tracked cell trajectories in

(G), with identical scale and color code.
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biofilm, as a result, did not transition from the

2D to the 3Dmorphology. TheMSDexponents

at the beginning of the experiments (<3 hours)

were comparable among the mutants, which

all underwent surface attachment and had sim-

ilar division rates. We observed that substrate-

bound DvpsL cells exhibited suppressed cell

movement; the cell MSD decreased over time

(Fig. 2B) and reached a scaling exponent of

n ≈ 0.5 at 16 hours (Fig. 2, B and C), implying

subdiffusive cellmotion and increased trapping

at the surface over time. By contrast, the rugose

(Rg) strain with a mutation that drives over-

production of extracellular matrix (32) pro-

gressed to ballistic-typemotion and achieved

a plateauMSD exponent similar to that of WT

(Fig. 2C and fig. S5).

Cell trapping occurs near the substrate and

early in biofilm development

Is cell trapping a consequence of proximity to

the substrate forWT cells? To quantify trapping,

we defined a dimensionless trapping parameter

a as the fraction of a cell’s displacements that

does not contribute to the net (end-to-end) dis-

placement of that cell’s trajectory (33). Here,

a = 0 implies a persistent motion in one di-

rection (transport), while a = 1 implies a tra-

jectory that meanders and eventually returns

to its starting point (trapping). ForWT biofilm

cells, high levels of trapping a occurred in the

biofilm core (planar radius r ≤ 18 mm and

height z ≤ 4 mm), where cells essentially

remained fixed in space (Fig. 3A). These cells

were trapped at the substrate, moving only

minimally over the course of biofilm develop-

ment (Fig. 3A). Compared to the entire pop-

ulation of biofilm cells, which was dominated

by cellsmovingwith straight trajectories (a ≈ 0),

the group of cells that localized near the sub-

strate (z ≤ 4 mm) at any time experiencedmuch

stronger trapping (Fig. 3B). Because the biofilm

morphology was initially predominantly two-

dimensional, cells born early (0 to 7 hours) were

more likely to remain trappednear the substrate

than cells born later (12 to 16 hours) (Fig. 3C).

Biofilm expansion is inhibited near

the substrate

Given that cells near the substrate experienced

trapping, we were curious whether biofilm ex-

pansion was also hindered near the substrate,

that is, in the lateral plane. To probe this pos-

sibility, we divided WT cell trajectories into four

position-dependent subgroups according to their

trajectory polar angle f relative to the z axis

in the spherical coordinate system (Fig. 3D

and fig. S6) and compared their average radial

expansion speeds ur (Fig. 3, E and F). For cells

distant from the substrate (0° ≤ f ≤ 68°) (Fig.

3E), expansion speed was roughly linear with

radial distance r, which implied exponential

growth in biofilm volume and cell growth

and division rates that were uniform along the

biofilm radius. By contrast, cells near the sub-

strate (68° ≤ f ≤ 90°) (Fig. 3, E and F) had

markedly lowerur, which deviated froma linear

profile. The reduced ur of cells at the substrate

were maintained throughout the three indi-

cated biofilm development time periods (Fig.

3F) and at different radial positions (fig. S7C).

Continuum modeling reveals that

substrate friction reduces biofilm expansion

near the substrate

We hypothesized that the reduced expansion

speed of cells near the substrate is due to

friction at the biofilm-substrate interface. To

test this hypothesis, we developed continuum

models that consider uniform and isotropic

biofilm growth in the presence of substrate

friction. Biofilms are viscoelastic materials

(34–36). In this study, we considered two

extremes: treating the V. cholerae biofilm as

a viscous fluid or as a hyperelastic solid. We

found that the twomodels yield similar overall

shape development (fig. S8), but the fluidmodel,

which we focus on here, better describes the

large deformations and time evolution that

occur in a growing biofilm. The friction with

the substrate, which presumably arises from

binding and unbinding of biofilm extracellular

polymers and proteins (37), is modeled as

viscous drag (33). The expansion velocity field

of the modeled biofilm is obtained by solving

the internal force balance (33). Indeed, in close

agreement with the experimental biofilms, the

modeling results show reduced cell motion

near the substrate compared to that in the bulk

(Fig. 3, G and H).

An emergent fountain-like flow drives 3D

biofilm expansion

How do the dynamical motions of V. cholerae

biofilm cells drive overall biofilm expansion?

To monitor the fates of individual cells, we

defined three types of cell motion based on

the deviation in cell trajectories from strictly

radial motion. This deviation was measured

by the end-to-end change in polar angle Df

for each cell trajectory (Fig. 4A and movie

S5). While 60% of the biofilm cells expanded

radially with very small angular deviations

(|Df| < 5°), two subsets of cells that originated

near the biofilm core demonstrated substantial

deviation from radial expansion: one group

moved vertically away from the substrate (Fig.

4A, red), while the other groupmoved upward

initially and then curved back down (Fig. 4A,

blue), leapfrogging cells that were trapped at

the substrate (Fig. 3, A and B) to continue

expanding the biofilm in the lateral direction.

To reveal the underlying collective cell mo-

tion, we ensemble-averaged the velocities of

cells in local proximity to one another (33).

This velocity map demonstrated a distinct

fountain-like flow for the WT and Rg strains

(Fig. 4, B and C, and fig. S9). We observed

curved mean flow streamlines near the sub-

strate (Fig. 4, B and C, and fig. S9), which

rerouted cells near the biofilm core toward the

lateral expansion front.

Fountain-like flow facilitates lateral biofilm

expansion along the substrate

How does fountain-like flow shape the 3D

structure of a biofilm? Compared to the hy-

pothetical case in which the radius of the

biofilm increased with the average cell veloc-

ity at the substrate, the actual biofilm lateral

expansion speed was more rapid (fig. S10). Thus,

our calculations suggest that the fountain-like
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Fig. 2. Bacterial trajectory

dynamics at single-cell resolu-

tion. (A and B) Mean squared

displacement (MSD) of bacterial

cell trajectories versus lag time

at the indicated time points

for (A) WT V. cholerae and (B) the

DvpsL mutant. (C) MSD scaling

exponents n in 90-min time

windows sampled for three

strains: WT, Rg, and DvpsL. The

blue arrow shows the diffusive

(n ≈ 1) to ballistic (n ≈ 2)

transition of cell trajectories at

around 7 hours. (D) Vertical

displacements versus time for

cells in the WT biofilm in (C).

The blue arrow marks the 7-hour

time point highlighted in (C). Color

indicates cell vertical velocity uz.
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flow pattern, which transported biofilm cells to

the expansion front over preexisting cells that

were trapped at the substrate, accelerated

lateral biofilm expansion.

Collective fountain-like flows stem from growth

against substrate friction

Themean flow pattern in the expanding biofilm

was accurately captured by our continuum

modeling. Both the model cell paths (Fig. 4D,

flow path lines) and the velocity field (Fig. 4E,

fig. S11, andmovie S6) show clear fountain-like

flow at the biofilm periphery near the sub-

strate. Moreover, the friction parameter of

the model is uniquely determined by fitting

the overall biofilm shape development. A quan-

titative comparison can be made between the

velocity field of the modeled biofilm and the

experimental biofilm (33). The viscous fluid

model captures the experimental fountain-

like flow at the biofilm periphery better than

the elastic solid model (fig. S11). Thus, at short

times (below the cell division time scale of

30 min), cells are locally immobilized within the

matrix, while at long times, the biofilm plasti-

cally deforms and flows like a liquid, akin to

colloidal glasses (38, 39). The local velocity field

obtained from the viscous fluid model closely

agrees with the experimental cell flows (Fig.

4E, i to iii), with relative differences of ~10%

(figs. S12 andS13). Thus, ourminimalmechanical

model of growth in the presence of substrate

friction accounts for the fountain-like flow of

V. cholerae cells during 3D biofilm development.

Substrate friction alters biofilm morphology

Our model predicts the influence of substrate

friction on overall biofilm morphology. For

negligible substrate friction (Fig. 4F, top, and

fig. S8), the modeled biofilm maintains a rela-

tively flat shape and can readily spread along

the substrate. For larger substrate friction (Fig. 4F,

bottom, and fig. S8), however, substrate retarda-

tion of biofilm lateral expansion is pronounced,

and the modeled biofilm extends farther in

the vertical z direction than in the planar

xy directions. The temporal evolution of the two

models is compared inmovie S6. This increased

height-to-radius biofilm aspect ratio with in-

creasing friction is a universal feature of growth

against friction, largely independent of the

specific material properties (fig. S14). Com-

pared toWT, theRg strain overproducesmatrix

components, which presumably increases fric-

tion with the substrate. This increased friction

could contribute to the increased height-to-

radius aspect ratio of Rg biofilms compared

to that of WT (Fig. 4, B and C).

Collective cell flow and trajectory coherence

require the matrix component RbmA

Although matrix components facilitate cell-cell

adhesion and confer biofilm structural rigidity

(16, 30, 40), their roles, if any, in modulating

the mobility of individual biofilm cells and in

driving overall biofilm expansion are largely

unknown. To investigate their functions, we

imaged yz projections of biofilm development

for WT and three matrix mutants, DrbmA, Rg,

and Rg DrbmA (Fig. 5, A to D). TheWT and Rg

cells followed coherent paths, while DrbmA

cells moved randomly in space with uncorre-

lated trajectories (Fig. 5, A to C, and movies S7

and S8). To characterize the coherence of

cell motion, we leveraged the concept of af-

fine transformation (translation, rotation,

shear, and dilation) and defined a nondimen-

sional metric, the rearrangement strength c

(33), which quantifies the level of nonaffine

rearrangements in the cell traces (fig. S15). For

WT and Rg cells, the distribution of c peaked

at small values (Fig. 5E), with a population

average close to 0.2 (Fig. 5F). By contrast, the

DrbmA cells displayed large rearrangement

strength c values (Fig. 5E), with a population

average near 0.5 (Fig. 5F), indicating highly

irregular cell motions and nonaffine rearrange-

ments during biofilm development. These cell

motionswere not due to swimmingmotility via

flagellar rotation (fig. S16) but rather stemmed

from growth via cell divisions and biofilm ex-

pansion. Thus, by binding cells together and to

the matrix (29, 41, 42), RbmA appears to restrict

the random motions of individual cells and

suppresses premature separation of mother-

daughter cells. TheseRbmAadhesive functions,
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however, do not constrain the overall outward

movement of cells, and thus the overall expan-

sion of the biofilm. The collective fountain-like

flow thus enabled biofilm expansionwhilemain-

taining cell trajectory coherence.

Cell motion coherence in the rbmA mutant

can be partially rescued through elevated

expression of other matrix genes

Introduction of the mutation that confers the

Rg biofilm phenotype to V. cholerae elevated

expression of genes encoding matrix compo-

nents compared to the WT (Fig. 5G). In turn,

global morphological changes occurred (Fig.

4, B and C) along with a reduced cell density

at the biofilm core (fig. S7, D and H) and

increased substrate friction (Fig. 4F and fig.

S8). We wondered how increased matrix pro-

duction influences the cell trajectories in bio-

films. Introduction of the Rgmutation into the

DrbmA strain drastically elevated expression

of rbmC, bap1, and vpsL, encoding the other

matrix components (Fig. 5G). Moreover, cell

trajectory coherence was increased, and re-

arrangement strength was decreased (Fig. 5,

D and E). Specifically, the rearrangement

strength of cells possessing the Rg and DrbmA

mutations was intermediate between that of

the DrbmA single mutant and the WT (Fig. 5,

E and F). Thus, some or all of the matrix com-

ponents encoded by rbmC, bap1, and vpsLmust

act synergistically with RbmA to mediate the

coherence of individual cell trajectories and

drive collective flow in biofilms.

Outlook

In this study, we tracked cell lineages and

trajectories in space and time throughout bac-

terial biofilm development to provide insight

into how these ancient multicellular structures

form from a single founder cell. By combining

dual-view light-sheet microscopy, intracellular

fluorescent puncta labeling, mutagenesis, quan-

titative reverse transcription polymerase chain

reaction (qRT-PCR), andmathematicalmodel-

ing, we established mechanistic principles un-

derpinning cell position fates and collective

cell motions during biofilm formation (fig.

S17). Spatiotemporal imaging with high reso-

lution allowed us to uncover two distinct cell

behaviors in biofilms: substrate trapping and

ballistic outward expansion, which together

determine each cell’s final position in the

mature biofilm. We suspect that a cell’s

ultimate position will determine its local

environment and gene expression pattern and,

thus, whether it remains or exits the commu-

nity during subsequent biofilm dispersal. Fur-

thermore, we identified an emergent collective

fountain-like cellular flow that drives biofilm

expansion. This group-transport pattern enables

cells at the biofilm core to leapfrog cells trapped

at the substrate, allowing biofilm expansion

in the face of substrate friction. We linked the

roles of extracellular matrix and mechanical

forces to individual cell trajectories and dynam-

ics during biofilm expansion. Specifically, RbmA

maintains the coherence of collective cellu-

lar flow, which allows the biofilm to expand

on surfaces while maintaining its structural

robustness.

It remains to be investigated whether biofilm

cells are capable of modulating the produc-

tion of the Bap1 and RbmCmatrix components

responsible for biofilm-substrate interactions

to produce distinct cellular flow patterns and,

in turn, biofilm architectures that exhibit su-

perior function in particular environments.
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Fig. 4. Internal fountain-like cell flow patterns underlie 3D biofilm expansion.

(A) Cell trajectories plotted in the cylindrical coordinates with radius r and

height z, colored by the end-to-end change in polar angle Df. Blue indicates cell

motion reorienting toward the substrate (positive Df), and red indicates

reorienting away from the substrate (negative Df). The gray curve indicates

the biofilm boundary. (B and C) Heatmaps of locally averaged vertical cell

velocity uz with streamlines (white) for the internal flow of cells for (B) WT

V. cholerae and (C) the Rg biofilms with approximately 1500 puncta. (D) Modeled

cell trajectories in a viscous biofilm plotted in cylindrical coordinates. Color

code as in (A). (E) Heatmap of vertical velocity uz with flow streamlines

(white) of the modeled biofilm. The dimensionless surface friction parameter

xs = 0.5 was chosen by fitting the overall shape of the modeled biofilm to that of

the experimental biofilm. Insets i, ii, and iii show local velocity vectors of the

modeled biofilm [black arrows, data from (E)] compared with those of the WT

experimental biofilm [red arrows, data from (B)]. (F) Morphologies of modeled

biofilms at the indicated substrate frictions xs. WT corresponds to xs = 0.5

and Rg corresponds to xs = 3.2. Colors indicate local vertical velocity uz. Color

code as in (E).
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Our modeling demonstrates that the mag-

nitude of substrate friction forces, which

depend on biofilm matrix components, can in-

fluence the overall biofilm morphology, in par-

ticular the height-to-radius aspect ratio. These

collective cellular flow patterns and cell-matrix-

substrate interaction principles may be relevant

in other prokaryotic and eukaryotic systems and

could underpin multicellular development and

organization.
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as in (E). Dashed lines represent the WT level. Unpaired t-tests with Welch’s correction were performed for statistical analyses. In (F) and (G), P values are

denoted as *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001; n.s., P > 0.05; and n.d., not detected.
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CORONAVIRUS

Development of an inactivated vaccine candidate
for SARS-CoV-2
Qiang Gao1*, Linlin Bao2*, Haiyan Mao3*, Lin Wang1*, Kangwei Xu4*, Minnan Yang5*, Yajing Li1,

Ling Zhu5, Nan Wang5, Zhe Lv5, Hong Gao2, Xiaoqin Ge1, Biao Kan6, Yaling Hu1, Jiangning Liu2,

Fang Cai1, Deyu Jiang1, Yanhui Yin1, Chengfeng Qin7, Jing Li1, Xuejie Gong1, Xiuyu Lou3, Wen Shi3,

Dongdong Wu1, Hengming Zhang1, Lang Zhu1, Wei Deng2, Yurong Li1, Jinxing Lu6†, Changgui Li4†,

Xiangxi Wang5†, Weidong Yin1†, Yanjun Zhang3†, Chuan Qin2†

The coronavirus disease 2019 (COVID-19) pandemic caused by severe acute respiratory syndrome

coronavirus 2 (SARS-CoV-2) has resulted in an unprecedented public health crisis. Because of

the novelty of the virus, there are currently no SARS-CoV-2–specific treatments or vaccines available.

Therefore, rapid development of effective vaccines against SARS-CoV-2 are urgently needed. Here, we

developed a pilot-scale production of PiCoVacc, a purified inactivated SARS-CoV-2 virus vaccine

candidate, which induced SARS-CoV-2–specific neutralizing antibodies in mice, rats, and nonhuman

primates. These antibodies neutralized 10 representative SARS-CoV-2 strains, suggesting a possible

broader neutralizing ability against other strains. Three immunizations using two different doses, 3 or

6 micrograms per dose, provided partial or complete protection in macaques against SARS-CoV-2

challenge, respectively, without observable antibody-dependent enhancement of infection. These data

support the clinical development and testing of PiCoVacc for use in humans.

T
he World Health Organization declared

the outbreak of coronavirus disease

2019 (COVID-19) to be a Public Health

Emergency of International Concern

on 30 January 2020 and classified it as

a pandemic on 11 March 2020. It is reported

that ~80% of COVID-19 patients have mild to

moderate symptoms, whereas ~20% develop

serious manifestations such as severe pneu-

monia, acute respiratory distress syndrome,

sepsis, and even death (1). The number of

COVID-19 cases has increased at a staggering

rate globally. Severe acute respiratory syn-

drome coronavirus 2 (SARS-CoV-2), the caus-

ative virus of the ongoing pandemic, belongs

to the genus Betacoronavirus (b-CoV) of the

family Coronaviridae (2). SARS-CoV-2, along

with the severe acute respiratory syndrome

coronavirus (SARS-CoV) and the Middle East-

ern respiratory syndrome-related coronavirus

(MERS-CoV), constitute the three most life-

threatening species of the coronaviruses that

affect humans. SARS-CoV-2 harbors a linear,

single-stranded, positive-sense RNA genome

encoding four structural proteins, spike (S), en-

velope (E), membrane (M), and nucleocapsid

(N). Of these, S is a major protective antigen

that elicits highly potent neutralizing anti-

bodies (NAbs), 16 nonstructural proteins (nsp1

to nsp16), and several accessory proteins (3).

No specific antiviral drugs or vaccines against

the newly emerged SARS-CoV-2 are currently

available. Therefore, urgency in thedevelopment

of vaccines is of vital importance to curb the

pandemic and to prevent new viral outbreaks.

Multiple SARS-CoV-2 vaccine types, such

as DNA- and RNA-based formulations, re-

combinant subunits containing viral epitopes,

adenovirus-based vectors, and purified inacti-

vated virus, are under development (4–6).

Purified inactivated viruses have been tradi-

tionally used for vaccine development, and

such vaccines have been found to be safe and

effective for the prevention of diseases caused

by viruses such as influenza virus and polio-

virus (7, 8). To develop preclinical in vitro

neutralization and challenge models for a

candidate SARS-CoV-2 vaccine, we isolated

SARS-CoV-2 strains from bronchoalveolar

lavage fluid samples of 11 hospitalized patients

(including five patients in intensive care), of

which five are from China, three from Italy,

one from Switzerland, one from the United

Kingdom, and one from Spain (table S1). These

patients were infected with SARS-CoV-2 dur-

ing the most recent outbreak. The 11 samples

contained SARS-CoV-2 strains that are widely

scattered on the phylogenic tree constructed

from all available sequences, representing to

some extent circulating SARS-CoV-2 popula-

tions (Fig. 1A and fig. S1). We chose strain CN2

to develop a purified inactivated SARS-CoV-2

virus vaccine, PiCoVacc, and another 10 strains,
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CN1, CN3 toCN5, andOS1 toOS6, as preclinical

challenge strains. The CN1 and OS1 strains are

closely related to 2019-nCoV-BetaCoV Wuhan/

WIV04/2019 andEPI_ISL_412973, respectively,

which have been reported to cause severe clin-

ical symptoms, including respiratory failure re-

quiring mechanical ventilation (9, 10).

To obtain a viral stock adapted for efficient

growth inVero cells for PiCoVaccproduction, the

CN2 strain was first plaque purified and pas-

saged once in Vero cells to generate the P1 stock.

After this, another four passages were performed

to generate the P2 to P5 stocks. Growth kinetics

analysis of the P5 stock in Vero cells showed that

this stock replicated efficiently and reached a

peak titer of 6 to 7 log10 median tissue culture

infectious dose (TCID50)/ml by 3 or 4 days post-

infection (dpi) at multiplicities of infection of

0.0001 to 0.01 and temperatures between 33°

and 37°C (Fig. 1B). To evaluate the genetic sta-

bility of PiCoVacc, five more passages were per-

formed to obtain the P10 stock, and its whole

genome, together with those of the P1, P3, and

P5 stocks, was sequenced. Compared with P1,

only two amino acid substitutions, Ala→Asp

at E residue 32 (E-A32D) and Thr→Ile at

nsp10 residue 49 (nsp10-T49I), occurred in the

P5 and P10 stocks (table S2), suggesting that

the PiCoVacc CN2 strain has excellent genetic

stability without the S mutations that might

potentially alter the NAb epitopes. To produce

pilot-scale PiCoVacc for animal studies, the virus

was propagated in a 50-liter culture of Vero cells

using the Cell Factory system and inactivated

using b-propiolactone (Fig. 1C). The virus was

purified using depth filtration and twooptimized

steps of chromatography, yielding a highly pure

preparation of PiCoVacc (Fig. 1D). Additionally,

cryo–electron microscopy analysis showed in-

tact, oval-shaped particles with diameters of

90 to 150 nm, which were embellished with

crown-like spikes, representing a prefusion

state of the virus (Fig. 1E).

To assess the immunogenicity of PiCoVacc,

groups of BALB/c mice (n = 10) were injected

at days 0 and 7 with various doses of PiCoVacc

mixedwith alum adjuvant (0, 1.5, 3, or 6 mg per

dose, with 0 mg in physiological saline as the

sham group). No inflammation or other adverse

effects were observed. Spike-specific, receptor

binding domain (RBD)–specific, and N-specific

antibody responses were evaluated by enzyme-

linked immunosorbent assays (ELISAs) atweeks 1

to 6 after the initial immunization (fig. S2).

SARS-CoV-2 S-specific and RBD-specific immu-

noglobulin G (IgG) developed quickly in the

sera of vaccinatedmice and peaked at a titer of

819,200 (>200 mg/ml) and 409,600 (>100 mg/ml),

respectively, at week 6 (Fig. 2A). RBD-specific

IgG accounted for half of the S-induced anti-

body responses, suggesting that RBD is the

dominant immunogen; this closely matches

the serological profile of the blood of recov-

ered COVID-19 patients (Fig. 2, A and B) (11).
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Fig. 1. Characterization of the SARS-CoV-2 vaccine candidate PiCoVacc. (A) SARS-CoV-2 maximum

likelihood phylogenetic tree. The SARS-CoV-2 isolates used in this study are depicted with black lines

and labeled. Viral strains were isolated in infected patients who traveled from the continents indicated.

(B) Growth kinetics of PiCoVacc (CN2) P5 stock in Vero cells. (C) Flowchart of PiCoVacc preparation. (D) Protein

composition and purity evaluation of PiCoVacc by NuPAGE 4 to 12% Bis-Tris gel. (E) Representative electron

micrograph of PiCoVacc. White scale bar 100 nm.

Fig. 2. PiCoVacc immunization elicits an NAb response against 10 representative SARS-CoV-2 iso-

lates. BALB/c mice and Wistar rats were immunized with various doses of PiCoVacc or control (adjuvant

only) (n = 10). Sera from recovered COVID19 patients (RECOV) and noninfected (NI) individuals were used

as positive and negative controls, respectively. The antibody responses were analyzed in mice (A), humans

(B), and rats (C). Top: SARS-CoV-2–specific IgG responses as measured by ELISA. Bottom: NAb titer as

determined by microneutralization assay. The spectrum of neutralizing activities elicited by PiCoVacc was

investigated in mice (D) and rats (E). Neutralization assays against the other nine isolated SARS-CoV-2

strains were performed using mouse and rat sera collected 3 weeks after vaccination. Data points

represent mean ± SEM of individual animals and humans from five to 10 independent experiments. Error bars

indicate SEM. Dotted lines indicate the limit of detection. Horizontal lines indicate the geometric mean titer of

median effective concentration (EC50) for each group.
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Unexpectedly, the amount of N-specific IgG in-

ducedwas ~30-fold lower than that of antibodies

targeting S or RBD in immunizedmice (Fig. 2A).

Previous studies have shown that theN-specific

IgG is abundant in the sera of COVID-19 patients

and serves as one of the clinical diagnostic mark-

ers (11). PiCoVacc could elicit ~10-fold higher S-

specific antibody titers in mice compared with

serum from the recovered COVID-19 patients

(Fig. 2, A and B). Although this observation is

currently not indicative of PiCoVacc’s ability to

produce similar results in humans, it highlights

its potential to induce a strong and potent im-

mune response. Our findings, coupled with the

fact that the antibodies targeting N of SARS-

CoV-2 donot provide protective immunity against

the infection (12), suggest that PiCoVacc might

be capable of eliciting more effective antibody

responses (Fig. 2, A and B).

Next, wemeasured SARS-CoV-2–specific NAbs

over time using microneutralization (MN50)

assays. Similar to S-specific IgG responses, the

NAb titer against the CN1 strain emerged at

week 1 (titer of 12 for the high-dose immuni-

zation), surged after the week 2 booster, and

reached a titer up to 1500 for the low and

medium doses and 3000 for the high dose at

week 7 (Fig. 2A). By contrast, the sham group

did not develop detectable SARS-CoV-2–specific

antibody responses (Fig. 2, A andB). In addition,

immunogenic evaluations of PiCoVacc inWistar

rats with the same immunization strategy

yielded similar results: The maximum neutral-

izing titers reached 2048 to 4096 atweek 7 (Fig.

2C). To investigate the spectrum of neutralizing

activities elicited by PiCoVacc, we conducted

neutralization assays against the other nine

isolated SARS-CoV-2 strains using mouse and

rat serum collected 3 weeks after vaccination.

Neutralizing titers against these strains dem-

onstrated that PiCoVacc is capable of eliciting

antibodies that may exhibit potent neutraliza-

tion activities against the SARS-Cov-2 strains

circulating worldwide (Fig. 2, D and E).

We next evaluated the immunogenicity and

protective efficacy of PiCoVacc in rhesus ma-

caques (Macacamulatta), a nonhuman primate

species that shows a COVID-19–like disease

caused by SARS-CoV-2 infection (13). Macaques

were immunized three times intramuscularly

with medium doses (3 mg per dose) or high

doses (6 mg per dose) of PiCoVacc at days 0, 7,

and 14 (n = 4). S-specific IgG and NAb were

induced atweek 2 and rose to ~12,800 and~50,

respectively, at week 3 (before virus challenge)

in both vaccinated groups; their titers were

similar to those of sera from the recovered

COVID-19 patients (Fig. 3, A and B). Unexpected-

ly, NAb titers (61) in the medium-dose group

were ~20% greater than those (50) observed in

the high-dose group atweek 3, possibly because

of individual differences in the ability of one

animal in the medium-dose group in eliciting

an ~10-fold higher titer compared with the

other three animals (Fig. 3B). Excluding this

exception, the NAb titer in the medium-dose

group decreased to 34, ~40% lower than that in

the high-dose group. Subsequently, we con-

ducted a challenge study by a direct inocula-

tion of 10
6
TCID50 of SARS-CoV-2 CN1 into the

animals’ lungs intratracheally at day 22 (1 week

after the third immunization) in vaccinated

and control macaques to verify the protective

efficacy. As expected, all controlmacaques [those

receiving adjuvant (sham group) and those re-

ceiving physiological saline (placebo group)]

showed excessive copies (10
4
to 10

6
/ml) of viral

genomic RNA in the pharynx, crissum, and

lung by 3 to 7 dpi, alongwith severe interstitial

pneumonia (Fig. 3, C to F). By contrast, all

vaccinated macaques were largely protected

against SARS-CoV-2 infection, with very mild

and focal histopathological changes in a few

lobes of lung, probably caused by a direct
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Fig. 3. Immunogenicity and protective

efficacy of PiCoVacc in nonhuman primates.

Macaques were immunized three times intra-

muscularly with various doses of PiCoVacc

or adjuvant only (sham) or placebo (n = 4).

SARS-CoV-2–specific IgG response (A) and NAb

titer (B) were measured. Data points represent

mean ± SEM of individual macaques from four

independent experiments. Error bars indicate

SEM. Dotted lines indicate the limit of detection.

Horizontal lines indicate the geometric mean

titer of EC50 for each group. (C to F) The

protective efficacy of PiCoVacc against SARS-

CoV-2 challenge at week 3 after immunization

was evaluated in macaques. Viral loads of

throat (C) and anal (D) swab specimens

collected from the inoculated macaques at 3,

5, and 7 dpi were monitored. Viral loads in

various lobes of lung tissue from all the

inoculated macaques at 7 dpi were measured

(E). RNA was extracted and viral load was

determined by quantitative reverse transcrip-

tion polymerase chain reaction. All data are

presented as means ± SEM from four inde-

pendent experiments. Error bars indicate SEM.

Asterisks indicate significance: *P < 0.05

and **P < 0.01. (F) Histopathological exami-

nations in lungs from all the inoculated

macaques at 7 dpi. Lung tissue was collected

and stained with hematoxylin and eosin.
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inoculation of 10
6
TCID50 of virus into the lung

through the intratracheal route that needed

a longer time (>1 week) to recover completely

(Fig. 3F). Viral loads decreased significantly in

all vaccinated macaques but increased slightly

in control animals at 3 to 7 dpi (Fig. 3, C to E).

All four macaques that received the high dose

had no detectable viral loads in pharynx, cris-

sum, or lung at 7 dpi. In themedium-dose group,

we indeed partially detected the viral blip from

pharyngeal (3/4), anal (2/4), and pulmonary

(1/4) specimens at 7 dpi, whereas viral loads

presented an ~95% reduction compared with

the sham groups (Fig. 3, C to E). The NAb titer

in vaccinated groups decreased by ~30% by

3 dpi to neutralize viruses, then rapidly in-

creased from 5 to 7 dpi to maintain neutrali-

zation efficacy. Compared with the high-dose

group (titer of ~145), the higher NAb titers ob-

served in themedium-dose group at 7 dpi (titer

of ~400 for fourmacaques)might have resulted

from relatively low levels of viral replication,

suggesting that a longer time was required for

complete viral clearance. No antibody-dependent

enhancement (ADE) of infection was observed

for the vaccinatedmacaques despite the obser-

vation that a relatively low NAb titer existed

within themedium-dose groupbefore infection,

offering partial protection. The possibility of

manifestation of ADE after antibody titers

wane could not be ruled out in this study.

Further studies involving observation of chal-

lenged animals at longer periods of time after

vaccination are warranted to address this.

Previous reports on the development of

SARS and MERS vaccine candidates raised

concerns about pulmonary immunopathology,

either directly caused by a type 2 helper T-cell

(Th2) response or as a result of ADE (4, 14, 15).

Although T cell responses elicited bymany vac-

cines have been demonstrated to be crucial for

acute viral clearance, protection from subse-

quent coronavirus infections is largely mediated

by humoral immunity (16, 17). The “cytokine

storm” induced by excessive T cell responses

has actually been shown to accentuate the

pathogenesis of COVID-19 (18, 19). Therefore,

T cell responses elicited by any SARS-CoV-2

vaccine(s) would have to be well controlled to

avoid immunopathology. In this context, we

systematically evaluated the safety of PiCoVacc

in macaques by recording a number of clin-

ical observations and biological indices. Two

groups of macaques (n = 10) were immunized

by intramuscular injection with low (1.5 mg) or

high (6 mg) doses, and another two groups of

macaques (n = 10) were immunized with ad-

juvant (sham) and physiological saline (pla-

cebo) three times at the 0, 7, and 14 dpi time

points. Neither fever nor weight loss was ob-

served in any macaque after immunization

with PiCoVacc, and the appetite and mental

state of all animals remained normal (fig. S3).

Hematological and biochemical analysis, includ-

ing biochemical blood test, lymphocyte subset

percentage (CD3
+
, CD4

+
, and CD8

+
), and key

cytokines [tumor necrosis factor (TNF)-a, in-

terferon (IFN)-g, and interleukin (IL)-2, IL-4,

IL-5, and IL-6], showed no notable changes in

the vaccinated groups comparedwith the sham

and placebo groups (Fig. 4, A andB, and figs. S4

and S5). In addition, histopathological evalua-

tions of various organs, including lung, heart,

spleen, liver, kidney, and brain, from the four

groups at day 29 demonstrated that PiCoVacc

did not cause any notable pathology inmacaques

(Fig. 4C and fig. S6).

The serious COVID-19 pandemic and the

precipitously increasing numbers of deaths

worldwide necessitate the urgent development

of a SARS-CoV-2 vaccine, and this requires a

new pandemic paradigm. Safety and efficacy

are essential for vaccine development at both

preclinical studies and clinical trials. Although

it is still too early to define the best animal

model for studying SARS-CoV-2 infections,

rhesus macaques, which mimic COVID-19–like

symptoms after SARS-CoV-2 infection, appear

to be promising candidates. We provide evi-

dence for the safety of PiCoVacc in macaques,

and did not observe infection enhancement or

immunopathological exacerbation inour studies.

Our data also demonstrate complete protec-

tion against SARS-CoV-2 challenge with a 6-mg

dose of PiCoVacc inmacaques. Collectively, these

results suggest a path forward for the clinical

development of SARS-CoV-2 vaccines for use

in humans. Phase I, II, and III clinical trials

with PiCoVacc, as well as other SARS-CoV-2

vaccine candidates, are expected to begin later

this year.
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DIELECTRICS

Ultrahigh capacitive energy density in ion-bombarded
relaxor ferroelectric films
Jieun Kim1, Sahar Saremi1, Megha Acharya1, Gabriel Velarde1, Eric Parsonnet2, Patrick Donahue1,

Alexander Qualls2, David Garcia1, Lane W. Martin1,3*

Dielectric capacitors can store and release electric energy at ultrafast rates and are extensively studied

for applications in electronics and electric power systems. Among various candidates, thin films based

on relaxor ferroelectrics, a special kind of ferroelectric with nanometer-sized domains, have attracted

special attention because of their high energy densities and efficiencies. We show that high-energy ion

bombardment improves the energy storage performance of relaxor ferroelectric thin films. Intrinsic point

defects created by ion bombardment reduce leakage, delay low-field polarization saturation, enhance

high-field polarizability, and improve breakdown strength. We demonstrate energy storage densities as

high as ~133 joules per cubic centimeter with efficiencies exceeding 75%. Deterministic control of

defects by means of postsynthesis processing methods such as ion bombardment can be used to

overcome the trade-off between high polarizability and breakdown strength.

D
ielectric materials can store charge and

release it upon application and removal

of an electric field. Electrostatic capaci-

tors based on dielectrics have become

key components in modern electronics

and electric power systems because of their

inherently fast charging and discharging rates

and their high reliability (1–5). Capacitors gen-

erally have lowenergy densities relative to other

energy storage systems such as batteries or fuel

cells. The requirements for cost reduction and

deviceminiaturizationhavedriven rapid growth

in research to develop dielectric capacitors that

have high energy density, are efficient and reli-

able, and exhibit robust temperature stability (4).

One of the key parameters for energy stor-

age in capacitors is the discharged-energy

density Ud, defined as ∫
Pmax

Prem
EdP, where E is

the electric field, Pmax is the maximum polar-

ization, and Prem is the remanent polarization

(6). The other key parameter is the efficiency

h = [Ud/(Ud + Uloss)] × 100(%), where Uloss is

the energy dissipated as a result of leakage or

hysteresis and corresponds to the area inside

the polarization–electric field hysteresis loop.

To achieve high Ud and h, a dielectric capac-

itor should have a large change in polarization

(Pmax – Prem) during discharge and a large

breakdown electric field (Eb). These two char-

acteristics are usually inversely correlated,

Eb = k
–0.65

(where k is the dielectric constant),

because of a sharper rise in local electric field

in high-k materials (7). The focus of several in-

vestigations has been on optimizing the energy

storage performance by inducing relaxor be-

havior to reduce Prem in ferroelectrics with large

Pmax and hysteresis (1), enhancing Eb in ferro-

electrics with relaxor behavior (8), enhancing

Pmax of simple dielectrics with high Eb (9), or

some combination thereof (2, 10).

Although themain idea for materials design

has been to modify ferroelectrics into relaxors

to exploit their delayed polarization saturation

and relativelyweakhysteresis through chemical

doping or heterostructure design (1,2,4, 6, 11, 12),

little is knownabout how to improve the energy

storage performance of relaxors themselves. To

achieve this, we propose a new strategy based

on ion bombardment. By creating intrinsic

point defects in epitaxial films of the prototyp-

ical relaxor ferroelectric 0.68Pb(Mg1/3Nb2/3)O3-

0.32PbTiO3 (PMN-PT)usinghigh-energy (3MeV)

helium ions that aremade incident on PMN-PT

postsynthesis (13), we can achieve simultane-

ous enhancement of switchable polarization

(Pmax – Prem) andEb. We demonstrate ultrahigh

energy densities (Ud > 130 J/cm
3
) with high effi-

ciency (h >75%), excellent reliability (>10
8
cycles),

and temperature stability (–100° to 200°C) in

such ion-bombarded PMN-PT films.

Defects are, in general, thought to be del-

eterious to (relaxor) ferroelectrics and are blamed

for high leakage currents, aging, and other nega-

tive effects (14). Recent studies have shown that

defects produced by ion bombardment with

high–kinetic energy species can be used to cre-

ate favorable intrinsic point defects and com-

plexes (e.g., defect dipoles), which can improve

ferroelectric/electrical properties or even create

novel function (15–25). Both point defects and

defect dipoles or complexes can interact with

free charge, producing deep-level trap states,

or with polarization (biasing, pinning domain

walls, etc.) (14). As a result, they have been used

to induce numerous desirable effects such as en-

hancing electrical resistivity (15), tuning coer-

cive fields and imprint andmanipulating relaxor

character (17), enhancing Curie temperatures

(21), stabilizing morphotrophic phase bound-

aries (22), driving large reversible piezoelectric

strains (23), creating colossal permittivity (24),

and even producingmultistate stability (20, 25).

We illustrate the effect of ion bombardment

on the PMN-PT films in a schematic of the ferro-

electric polarization–electric field hysteresis loops

for as-grown and ion-bombarded materials in

Fig. 1A. Region 1 represents the presaturation
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regime where E << Eb and P < Psat (saturation

polarization) and is characterized by increased

dielectric loss and Prem with increasing E. Here,

Ud and h are improved by lowering the effective

dielectric constant keff (because the energy den-

sity during the charging cycle U = ½keffe0E
2
,

where e0 is the permittivity of free space) and

lowering Prem. Region 2 represents the post-

saturation regime where E ≤ Eb and P > Psat

and is characterized by nonlossy enhancement

of polarization with increasing E. The lack of

hysteresis is attributable either to polarization

elongation after complete switching of the do-

mains in ferroelectrics or to the fast dynamics

of polarization fluctuations in relaxors (26). In

this region, higher values of keff and Eb are ad-

vantageous to maximize the energy density.

We observed highly nonlinear switching behav-

ior, early polarization saturation, andmoderate

Prem andEb for as-grown PMN-PT films (Fig. 1A).

The early polarization saturation and relatively

lowEb result in smallUd (Fig. 1A, filled area). To

improve the energy storage performance, we

would like to delay polarization saturation and

lower Prem in region 1 and to induce high po-

larizability (keff) and high Eb in region 2.

We realized this by purposely increasing the

concentration of intrinsic point defects (e.g.,

lead, titanium, and/or oxygen vacancies, etc.),

which are created when helium ions knock

target ions from their lattice sites (fig. S1). The

increased defect concentration produces two

beneficial effects: a reduction of leakage (15)

and an introduction of stable imprint (i.e., a

horizontal shift of the hysteresis loop) (17). The

creation of charged point defects (e.g.,V ″

Pb,V
″

Ti,

V ··
O , etc.) can, in turn, give rise to the forma-

tion of neutral defect dipoles (e.g., V ··
O� V ″

Pb,

V ··
O�V

″

Mg , etc.) or more complicated defect
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Fig. 1. Delayed polarization saturation and low-field energy storage properties. (A) Schematic illustrating the effect of ion bombardment on unipolar

polarization–electric field hysteresis loops. Filled and cross-hatched areas in the hysteresis loops represent the energy density for as-grown and ion-bombarded films,

respectively. Key features of the ion-bombarded state are indicated for each region. (B and C) Unipolar (B) and bipolar (C) hysteresis loops out to E = 0.5 MV/cm

measured at 10 kHz. (D to F) Pmax – Prem and Pmax/Prem (D), keff (E), and energy density (E. Den.) and efficiency (F) calculated from unipolar hysteresis loops.
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complexes (e.g., V ··
O -V

″

Ti-V
··
O , etc.) to preserve

charge neutrality (27, 28). Such defect dipoles

can align their elastic and electric dipole mo-

ments along the elongated direction of the

lattice and/or polarization directions (23).We

controlled the defect-dipole alignment to be

along the out-of-plane direction by growing

PMN-PT filmsunder small in-plane compressive

strain, which leads to the appearance of an

imprint in the hysteresis loops (17, 21, 29). At

the same time, the formation of defect dipoles

or complexes leads to a reduction of the leakage

current by eliminating shallow-hole trap states

such as isolated Pb
3+
andV ″

Pb defects with small

activation energies (~0.26 eV and ~0.56 eV,

respectively) and forming deep-level trap states

(~1 eV from the band edge) (30, 31).

In particular, we study 150-nm PMN-PT/

25-nmBa0.5Sr0.5RuO3/NdScO3 (110) heterostruc-

tures produced via pulsed-laser deposition. The

samples are first patterned with 100-nm-thick

Ba0.5Sr0.5RuO3 circular top electrodes with a

diameter of 25 mm (13). Smaller electrodes re-

duce the chance of extrinsic contributions to

critical failure (e.g., pinholes) and are thus

favorable for studying intrinsic properties (13).

After device fabrication, half of the samples

are uniformly exposed to ion bombardment

(13). Although we have explored a range of ion

doses, we focus on a dose of 3.33 × 10
15
cm

–2
,

which provides the best combination of perform-

ance. Increasing the ion-bombardment dosage

would further increase film resistance (15), but

it also reduces relaxor character (17), which re-

sults in increasedUloss (i.e., reduced h) (fig. S2).

The PMN-PT heterostructures were highly

crystalline, single-phase, stoichiometric, and

coherently strained to the substrate (0.5% com-

pressive strain) (figs. S3 to S6). We measured

unipolar hysteresis loops by driving the top elec-

trode in both the as-grown and ion-bombarded

PMN-PT heterostructures with small magni-

tudes of positive electric field (Fig. 1B). The

sign of the electric field was chosen to be the

same as that of the imprint (13). Enhancement

of the low-field performance is important be-

cause real devices are typically operated at

E << Eb to avoid catastrophic failure. This

requires avoidingmaterials design that pushes

for largerUd and h but results in poor low-field

performance. Relative to the as-grown PMN-

PT, ion-bombarded PMN-PT has lower Prem

and higher Pmax. Examination of bipolar hys-

teresis loops (Fig. 1C) reveals that these differ-

ences arise from an increase in the magnitude

of the self-polarization and imprint (the hyster-

esis loops for the as-grown and ion-bombarded

PMN-PT are centered at 0.015 MV/cm and

0.115 MV/cm, respectively). This results in a

largermagnitude of negative self-polarization

(–13.2 mC/cm
2
) in the ion-bombarded PMN-

PT relative to the as-grown state (–7 mC/cm
2
),

which leads to larger Pmax in the unipolar hys-

teresis loop (Fig. 1B) despite similar Pmax under

positive and negative fields (~40 mC/cm
2
; Fig.

1C). Themagnitudeof Pþ

max � P�

max (~80mC/cm
2
)

is in good agreement with previously reported

values for PMN-PT thin films of similar com-

position (32). Plots of Pmax – Prem and Pmax/

Prem (Fig. 1D), keff (Fig. 1E), Ud, and h (Fig. 1F)

calculated from the unipolar hysteresis loops

(Fig. 1B) as a function of E reveal delayed po-

larization saturation below E ≈ 0.25 MV/cm

at Psat (~40 mC/cm
2
) for the ion-bombarded

PMN-PT. This behavior is consistent with sup-

pressed extrinsic contributions to k (fig. S7).

At E > 0.25 MV/cm, however, ion-bombarded

PMN-PT shows higher keff (Fig. 1E), which

is consistent with reduced tunability in ion-

bombarded heterostructures (fig. S8). The com-

bination of delayed polarization saturation,

high keff after polarization saturation, and

large Pmax/Prem resulted in higher Ud and h

in ion-bombarded PMN-PT (Fig. 1F). These

trends suggest enhanced energy storage per-

formance at higher magnitudes of E.

We proceeded to examine the high-field en-

ergy storage performance bymeasuring bipolar

hysteresis loops at maximum E before break-

down (Fig. 2A). The ion-bombarded PMN-PT

withstands substantially larger E prior to break-

down. We measured unipolar hysteresis loops

at various magnitudes of maximum E (Fig. 2B).

The magnitudes of maximum E that we could

apply to as-grown and ion-bombarded PMN-PT

were~4.5MV/cmand~5.9MV/cm, respectively.

At the maximum E, ion-bombarded PMN-PT

maintains high h, as can be seen from the

difference in Uloss (68 J/cm
3
at 4.5 MV/cm

and 42.9 J/cm
3
at 5.9 MV/cm for the as-grown

and ion-bombarded PMN-PT, respectively; Fig.

2B). We extracted Ud and h from the unipolar

hysteresis loops (Fig. 2C). The maximumUd for

the ion-bombarded PMN-PT was 133.3 J/cm
3

(with a corresponding h of 75%) at 5.9 MV/cm.

The Ud of ion-bombarded PMN-PT was en-

hanced by 84% relative to the as-grown PMN-

PT while maintaining high h. Given that

as-grown PMN-PT already exhibits Ud com-

parable to the highest reported value for lead-

based systems (33), this combination of properties

for the ion-bombarded films highlights the

importance of postsynthesis processing to en-

hance energy storage performance.

Reliability and thermal stability are also key

factors for discharge capacitors. As was seen in

other performancemetrics, the ion-bombarded

PMN-PT also exhibited superior cyclability

and temperature stability due to the enhanced

breakdown strength. We obtained statistical

values of Eb from testing 15 capacitors to fail-

ure, and fitted the distribution of breakdown

strengths to a standard Weibull distribution

(Fig. 3A). We found the characteristic Eb (and

Weibull modulus b, which represents the dis-

persion in the data) to be 3.80 ± 0.43 MV/cm
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(b = 7.98) and 5.92 ± 0.55MV/cm (b = 9.76) for

as-grown and ion-bombarded PMN-PT, respec-

tively. Leakage current was also measured

under dc electric field, and at E = 1 MV/cm

it was found to be reduced by about three

orders of magnitude in the ion-bombarded

heterostructures (Fig. 3B). We attribute the

reduction of leakage current in ion-bombarded

PMN-PT to a delay of the onset of the bulk-

limited Poole-Frenkel mechanism (fig. S9)

(13, 15). We also probed the fatigue behav-

ior by completing unipolar hysteresis loops

after applying a 10-kHz triangular waveform

at E = 1, 2, and 3 MV/cm for 10
x
(x = 1, 2, 3,…,

8) cycles (Fig. 3C). At E = 1 MV/cm, both the

as-grown and ion-bombarded PMN-PTmain-

tained stable performance after >10
9
cycles

(fig. S10). At E = 2 MV/cm, the as-grown

PMN-PT broke down after 10
6
cycles, whereas

the ion-bombarded PMN-PT remained stable

even after 10
8
cycles. At E = 3 MV/cm, the as-

grown PMN-PT broke down after 10
2
cycles

and the ion-bombarded PMN-PT remained

stable after 10
6
cycles.

We studied temperature stability by mea-

suring unipolar hysteresis loops at E= 1, 2, and

3 MV/cm at a temperature range from –100°

to 200°C (Fig. 3D). Similar to the fatigue be-

havior, both as-grown and ion-bombarded

PMN-PT maintained stable performance at

E = 1 MV/cm across the whole temperature

range (fig. S10). At E = 3 MV/cm, the ion-

bombarded PMN-PT showed excellent temper-

ature stability of energy density (~63 J/cm
3
)

and efficiency (~80%) across the entire temper-

ature range. In contrast, the as-grown PMN-PT

showed lower energy density (~45 J/cm
3
) and

poorer efficiency (<60%) above 100°C, render-

ing it unsuitable for high-temperature opera-

tion. Typically, the enhancement ofEb comes at

the cost of reduced energy density at the same

magnitude of E, which requires a higher mag-

nitude of E to be applied and thus limits the

merit of higher Eb (33). This is not the case for

ion-bombardedmaterials because of the simul-

taneous enhancement of low-field performance

(Figs. 1F and 2C) andEb (Fig. 3A), which leads to

superior high-temperature performance in ion-

bombarded PMN-PT relative to as-grown PMN-

PT (Ud = 67.9 J/cm
3
and h = 82.5% versus Ud =

38.2 J/cm
3
andh =18.4%at3MV/cmand200°C).

Because ion bombardment can produce a

variety of robust energy storage properties (i.e.,

energy density, efficiency, leakage current, fa-

tigue resistance, and temperature stability) from

intrinsic point defects, it holds promise as a way

to improve energy storage performance. Future

studies of the creation and control of defects by

other processing routes (e.g., thermal treatment)

(23, 28) as well as optimization of growth pro-

cesses with postsynthesis processing are highly

desired. Ultimately, this approach could be

applied to boost the energy performance of

other relaxor-based energy storage capacitors.

REFERENCES AND NOTES

1. B. Chu et al., Science 313, 334–336 (2006).

2. H. Pan et al., Science 365, 578–582 (2019).

3. H. Palneedi, M. Peddigari, G.-T. Hwang, D.-Y. Jeong, J. Ryu,

Adv. Funct. Mater. 28, 1803665 (2018).

4. Q. Li et al., Nature 523, 576–579 (2015).

5. V. K. Prateek, V. K. Thakur, R. K. Gupta, Chem. Rev. 116,

4260–4317 (2016).

6. B. Xu, J. Íñiguez, L. Bellaiche, Nat. Commun. 8, 15682 (2017).

7. J. W. McPherson, J. Kim, A. Shanware, H. Mogul, J. Rodriguez,

IEEE Trans. Electron Dev. 50, 1771–1778 (2003).

8. Z. Sun et al., Adv. Mater. 29, 1604427 (2017).

9. L. Zhang et al., RSC Adv. 7, 8388–8393 (2017).

10. M. McMillen et al., Appl. Phys. Lett. 101, 242909 (2012).

11. L. Yang, X. Kong, Z. Cheng, S. Zhang, J. Mater. Chem. A 7,

8573–8580 (2019).

12. Z. Yao et al., Adv. Mater. 29, 1601727 (2017).

13. See supplementary materials.

14. D. Damjanovic, Rep. Prog. Phys. 61, 1267–1324 (1998).

15. S. Saremi et al., Adv. Mater. 28, 10750–10756 (2016).

16. B. Mei et al., APL Mater. 7, 111101 (2019).

17. S. Saremi, J. Kim, A. Ghosh, D. Meyers, L.W. Martin,Phys. Rev. Lett.

123, 207602 (2019).

18. S. Saremi et al., Adv. Mater. Interfaces 5, 1700991 (2018).

19. S. Saremi, R. Gao, A. Dasgupta, L. W. Martin, Am. Ceram. Soc. Bull.

97, 16–23 (2018).

20. S. Saremi et al., Phys. Rev. Mater. 2, 084414 (2018).

21. A. R. Damodaran, E. Breckenfeld, Z. Chen, S. Lee, L. W. Martin,

Adv. Mater. 26, 6341–6347 (2014).

22. A. Herklotz et al., Nano Lett. 19, 1033–1038 (2019).

23. X. Ren, Nat. Mater. 3, 91–94 (2004).

24. W. Hu et al., Nat. Mater. 12, 821–826 (2013).

25. D. Lee et al., Adv. Mater. 24, 6490–6495 (2012).

26. D. Viehland, S. J. Jang, L. E. Cross, M. Wuttig, J. Appl. Phys. 68,

2916–2921 (1990).

27. Y. Chiang, D. P. Birnie, W. D. Kingery, Physical Ceramics (Wiley,

1997).

28. J. F. Scott, C. A. Araujo, B. M. Melnick, L. D. McMillan,

R. Zuleeg, J. Appl. Phys. 70, 382–388 (1991).

29. W. L. Warren et al., J. Appl. Phys. 79, 9250–9257 (1996).

30. J. Robertson, W. L. Warren, B. A. Tuttle, D. Dimos, D. M. Smyth,

Appl. Phys. Lett. 63, 1519–1521 (1993).

31. Z. Zhang, P. Wu, L. Lu, C. Shu, Appl. Phys. Lett. 88, 142902 (2006).

32. S. H. Baek et al., Science 334, 958–961 (2011).

33. X. Hao, Y. Wang, L. Zhang, L. Zhang, S. An, Appl. Phys. Lett.

102, 163903 (2013).

ACKNOWLEDGMENTS

Funding: Supported by the U.S. Department of Energy (DOE)

Office of Science, Office of Basic Energy Sciences, Materials

Sciences and Engineering Division, under contract DE-AC02-05-

CH11231 (Materials Project program KC23MP) for the development

of novel functional materials. Also supported by the Kwanjeong

Educational Foundation (J.K.); DOE Office of Science, Office of

Basic Energy Sciences, under award DE-SC-0012375 for the study

of ferroelectric materials (S.S.); NSF grant DMR-1708615 (G.V.);

Intel Corp. through the FEINMAN program (E.P.); NSF grant DMR-

1608938 (P.D.); and NSF grant OISE-1545907 (D.G.). Author

contributions: J.K. and L.W.M. conceived this study; J.K.

performed this study; L.W.M. supervised this study; J.K. fabricated

the films; S.S. and M.A. performed ion bombardment; J.K., E.P.,

P.D., and A.Q. performed the dielectric and ferroelectric measurements;

J.K. performed structural characterizations; J.K., G.V. and D.G.

fabricated the devices; and J.K. and L.W.M. wrote the manuscript.

All authors discussed the results and edited the manuscript.

Competing interests: The authors declare no competing interests

or patents. Data and materials availability: All data are available

in the main text or the supplementary materials.

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/369/6499/81/suppl/DC1

Materials and Methods

Supplementary Text

Figs. S1 to S11

References (34, 35)

27 January 2020; accepted 4 May 2020

10.1126/science.abb0631

QUANTUM GASES

Strongly correlated superfluid order parameters
from dc Josephson supercurrents
W. J. Kwon1,2, G. Del Pace2,3, R. Panza1,2, M. Inguscio1,2,4, W. Zwerger5, M. Zaccanti1,2,

F. Scazza1,2*, G. Roati1,2

The direct-current (dc) Josephson effect provides a phase-sensitive tool for investigating superfluid order

parameters. We report on the observation of dc Josephson supercurrents in strongly interacting fermionic

superfluids across a tunneling barrier in the absence of any applied potential difference. For sufficiently strong

barriers, we observed a sinusoidal current-phase relation, in agreement with Josephson’s seminal prediction.

We mapped out the zero-resistance state and its breakdown as a function of junction parameters, extracting the

Josephson critical current behavior. By comparing our results with an analytic model, we determined the pair

condensate fraction throughout the Bardeen-Cooper-Schrieffer–Bose-Einstein condensation crossover. Our work

suggests that coherent Josephson transport may be used to pin down superfluid order parameters in diverse

atomic systems, even in the presence of strong correlations.

W
hen two superfluids or superconduc-

tors are weakly coupled through an

insulating potential barrier, a dissipa-

tionless current Is can flow from one

to the other, sustained merely by the

relative phase difference ϕ between the two

order parameters (1, 2). This phenomenon,

known as the dc Josephson effect (1, 3), rep-

resents a paradigmatic manifestation of the

macroscopic quantum phase coherence of any

condensed state, and it is the basis of many

applications (4–7), such as in the field of me-

trology for high-precision measurements (8, 9).

A distinctive feature of any Josephson junction
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is the link between the supercurrent Is and ϕ,

namely the current-phase relation Is(ϕ) and,

associated with it, the existence of a maximum

current Ic . For barriers with sufficiently low

transmission, like those originally considered

by Josephson (1), the tunneling process can be

treated as a perturbation and a simple sinus-

oidal current-phase relation holds, a simple si-

nusoidal current-phase relation, Is(ϕ) = Ic sin(ϕ)

(2, 10). An externally imposed current Iext can

flow without establishing any potential drop

across the junction only if |Iext| ≤ Ic, where Ic is

the Josephson critical current. The most strik-

ing signature of Ic is therefore contained in the

current-potential characteristic (11, 12). Such a

current-voltage (I-V) curve is routinelymeasured

in current-biased superconducting Josephson

junctions (SJJs), where a zero-voltage branch

(the so-called dc branch) at |Iext| ≤ Ic can be

clearly distinguished from a resistive finite-

voltage branch at |Iext| > Ic. Acting as a precise

interferometric probe, Josephson supercur-

rents offer a unique tool to disclose the nature

and the symmetry of superfluid or supercon-

ducting order parameters, such as the d-wave

pairing symmetry in cuprate superconductors

(13, 14), and may become fundamental in the

quest for Majorana bound states hosted by

topological superconducting wires (15, 16).

Supercurrents have been extensively inves-

tigated with atomic Bose-Einstein condensates

(BECs) (17–26), offering exciting perspectives

for atomtronics (27). On the other hand, ultra-

cold Fermi gases offer the unparalleled possi-

bility of exploring superfluid transport from

the Bardeen-Cooper-Schrieffer (BCS) limit of

weakly bound fermion pairs to a BEC of tightly

bound molecules, crossing over the interme-

diate universal, strongly correlated unitary re-

gime (28). The dynamics of weakly connected

fermionic superfluids is fundamentally influ-

enced and complicated by the inherent strong

interparticle interactions (29–33), which are

also necessary to achieve pair condensation at

experimentally accessible temperatures (28).

Although the connection between the Josephson

current and the superfluid order parameter is

theoretically well established in both BCS and

BEC limits (34, 35), for crossover superfluids Ic
has been numerically calculated only at the

mean-field level (36, 37), and such a connection

has not been made explicit. A direct measure

of the Josephson critical current in strongly

correlated superfluids is thus highly relevant

per se, and it may grant access to the order pa-

rameter amplitude—that is, the pair condensate

density (38–40)—whose experimental deter-

mination has so far been indirect (41–43) and

somewhat inconclusive.

Here, we observe the dc Josephson effect by

imparting a controlled current through a tun-

able, nearly ideal Josephson junction connect-

ing two strongly correlated superfluids of

ultracold fermionic atoms. Our Josephson

junction consists of two superfluid reservoirs

comprising NR,L ≈ 3.5 × 10
4
atom pairs each,

weakly coupled through a thin optical barrier

(Fig. 1A) (44). The reservoirs are prepared by

cooling a balanced mixture of the two lowest

hyperfine states of
6
Li below the condensa-

tion temperature at T/TF = 0.06 ± 0.02, mea-

sured at unitarity (45, 46), where the superfluid

critical temperature isTc/TF≈ 0.21 (47). The gas

is initially confined into a cigar-shaped har-

monic potential, with frequency ratios of about

1:14:12 along the x, y, and z axes, respectively.

Here, TF is the Fermi temperature given by

kBTF=EF, where kB is the Boltzmann constant,
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Fig. 1. Characterization of a current-biased atomic Josephson junction.

(A) The Josephson junction is realized by weakly coupling two superfluid

reservoirs (L, left; R, right) of 6Li fermion pairs (paired red/blue circles) through

a thin DMD-controlled repulsive barrier. An external current Iext is imposed by

translating the tunneling barrier at constant velocity v (yellow arrow). (B) The

dynamics are monitored by recording the number imbalance z through in situ

absorption imaging after a total barrier displacement dx (upper panels). Radially

integrated density profiles are also shown (lower panels). (i) For currents below a

critical value, pairs coherently tunnel through the barrier, maintaining a zero

difference in chemical potential between the reservoirs. (ii) Conversely, above

the critical current, the superfluid is compressed into the smaller reservoir.

(C) Experimental I-Dm characteristic of the junction for (kFa)
–1
≈ 4.2, w = 0.95 mm,

and V0 ≈ 0.6EF ≈ 1.8m, where m is the superfluid bulk chemical potential.

The solid line denotes the RCSJ-model solution fit; the shaded vertical lines

represent the value of the extracted Ic along with its standard confidence interval.

The weak oscillatory visible observed in the model just below Ic stems from

small-amplitude plasma oscillations excited by the nonadiabatic ramp-up of the

applied current (44). (D) Experimentally determined current-phase relation

I(ϕ) of the junction, recorded under the same conditions as in (C). For each

experimental realization, ϕ is obtained by fitting a matter-wave interference

pattern acquired by letting the two reservoirs expand into each other in time of

flight (44). Typical interferograms and corresponding integrated profiles are

shown in the insets. The solid line is a sinusoidal fit to all data points including

a small second-harmonic contribution proportional to sin 2ϕ; the dashed line

is a linear fit of the five central data points. Data in (C) and (D) are means ± SE

over ~10 experimental realizations.
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EF≈h×6 kHz is the Fermi energy of the non-

interacting harmonically trapped gas, and

h is the Planck constant. Interactions are pa-

rametrized by (kFa)
–1
, where a is the s-wave

scattering length, kF ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

2mEF

p
=ℏ is the Fermi

wave vector, m is the
6
Li atomic mass, and

ℏ = h/(2p). We tune the scattering length be-

tween the two spin states via a broad Feshbach

resonance located at 832 G, accessing different

superfluid regimes across the BCS-BEC cross-

over. The repulsive optical barrier at 532 nm

propagates along the z axis and has a Gaussian

1/e
2
width w ≈ 0.95 ± 0.09 mm along the x-

direction, unless otherwise specified, where-

as it is homogeneous along the y-direction. Its

intensity profile and position are controlled by

a digital micromirror device (DMD) whose sur-

face is projected onto the atoms through a high

NA ≈ 0.5 microscope objective (figs. S1 and S2).

To initialize the junction at equilibrium, we

initially locate the barrier at the trap center

x0 and raise it to the target potential height V0

experienced by one atompair. This creates two

identical reservoirs with relative population

imbalance z = (NR – NL)/N ≈ 0, and corre-

spondingly zero chemical potential difference,

Dm = mR – mL. HereN =NR +NL is the total pair

number and m is the pair bulk chemical poten-

tial. Additionally, two DMD-generated repulsive

light sheets select a 140-mm-long central region

of the sample (Fig. 1B). These endcaps discard

the most dilute, highest-entropy regions of the

sample andhelp to dampout any residual axial

sloshing motion, conferring an excellent shot-

to-shot stability below 1% to the initially pre-

pared number imbalance z.

We impose a pair current Iext across the junc-

tion by setting the optical barrier in relative

uniformmotion with respect to the superfluid

(44, 48), as shown in Fig. 1A. With a constant

total barrier displacement dx ≈ 10 mm, Iext ¼
ð�zN=2Þ � ðjvj=dxÞ, where v is the barrier veloc-
ity and �z ≈ ∓ 0:15 is the imbalance at equilib-

rium for the final barrier position x0 = ±dx. To

obtain the current–chemical potential (I-Dm)

relation of the junction, we vary Iext and use in

situ imaging to measure the imbalance z at

time tf = dx/|v|, when the barrier translation is

completed, thus obtaining Dm ¼ ðz � �zÞEcN=2.
Here, Ec = 2@mL/@NL (calculatedwithNL=N/2)

is the effective charging energy of the junc-

tion (i.e., the inverse compressibility of the gas),

and it reflects the density change between the

two reservoirs owing to the particle current

through the barrier (35, 48). For |Iext| smaller

than a critical value Ic, we observe pairs to

tunnel coherently through the barrier [Fig. 1B,

panel (i)], maintaining Dm = 0 (i.e., z � �z ¼ 0).

Conversely, for |Iext| > Ic a finite Dm develops,

associated with the density increase arising

from compression of the smaller reservoir

[Fig. 1B, panel (ii)]. Exploiting matter-wave

interference between the expanding reser-

voirs, we can connect the observed pair tun-

neling to the behavior of the phase difference

ϕ = ϕR – ϕL. In Fig. 1, C and D, we display

typical complete measurements of both the

I-Dm and I-ϕ characteristics of our junction

for a molecular BEC (mBEC). Albeit with a

different current scale, we obtain the same

I-Dm relation at unitarity and throughout the

BEC-BCS interaction crossover (Fig. 2, A andB).

The measured current-potential curve closely

parallels the typical I-V characteristics of SJJs

in the deep BCS regime (11, 12). In particular, a

highly nonlinear I-Dm response is clearly visible,

with Dm exhibiting a zero-resistance plateau

for |Iext| < Ic (Fig. 1C). The value of Ic is marked

by the sharp onset of a chemical potential dif-

ference Dm ≠ 0, after which the junction dis-

plays a resistive behavior. Correspondingly, ϕ

displays a nonlinear monotonic increase, ad-

justing itself to sustain a supercurrent |Is| =

|Iext| ≤ Ic (Fig. 1D). For sufficiently large V0
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Fig. 2. The dc Josephson effect in a tunable,

ultracold Josephson junction. (A and B)

Current-imbalance characteristics for a molecu-

lar BEC (mBEC) (A) and a unitary Fermi gas

(UFG) (B). Symbols denote the values of Ic
extracted through RCSJ-model fits, normalized

to IF ≡ Iext(v = vF) (i.e., the current associated

with a barrier moving at the Fermi velocity vF).

The extracted values of Ic always correspond

to barrier motions much slower than the sound

velocity (e.g., c ≈ 0.35vF at unitarity), as

expected for high potential barriers. The vertical

error bars denote SE of the fitting combined

with uncertainty on vF. The yellow shaded

regions indicate the calculated Ic [see (44) for

details], considering a 10% uncertainty around

the nominal barrier width w = 0.95 mm.

Condensate fractions l0 of 1 and 0.51 are

assumed for the mBEC and the UFG, respec-

tively. (C and D) Conductance G (red diamonds)

and Stewart-McCumber parameter bc (blue

circles) as a function of V0/EF for mBEC (C)

and UFG (D). (E and F) V0-imbalance character-

istics of mBEC (E) and UFG (F) obtained for

fixed Iext [dashed horizontal lines in (A) and (B),

respectively] in a mBEC and a UFG for different

barrier widths, as indicated. Vertical error bars in

(C) to (F) denote SEM; in all panels, horizontal

error bars combine the uncertainties in the

calibration of V0 and EF.
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like that used in Fig. 1, C and D, Is(ϕ) ≈ Ic sin

ϕ; this signature has so far been experimen-

tally challenging to observe in degenerate

atomic gases (24). These observations unam-

biguously demonstrate that we access the

Josephson dc regime and that the tunneling

current observed below Ic is a Josephson

supercurrent. We have directly checked the

departure from such a sinusoidal I-ϕ relation

upon decreasing V0 (10, 36, 49), observing the

crossover to a linear current-phase charac-

teristic peculiar to hydrodynamic weak links

(24, 44, 49, 50) (fig. S7). Moreover, we find that

reversing the direction of the supercurrent

across the junction causes the sign of ϕ to

change [i.e., Is(ϕ) ≈ –Is(–ϕ)], a feature direct-

ly associated with the order parameter time-

reversal symmetry expected in the present

case of s-wave nonchiral superfluids.

To quantitatively describe the observed I-Dm

response, we use the resistively and capacitively

shunted junction (RCSJ) model widely applied

for SJJs (5, 11, 51, 52), namely a lump element

circuit model incorporating a capacitive chan-

nel C and a resistive channel R (fig. S6). The

latter opens for |Iext| > Ic without affecting the

coherent dc Josephson branch, while it incor-

porates any incoherent currents across the

junction that induce a finiteDm. The capacitance

C = 1/Ec is provided by self-consistent numerical

calculations for crossover superfluids (44, 45).

Within the RCSJ model, the dynamics of the

junction are described by Kirchhoff’s law and

the Josephson-Anderson relation:

d2
ϕ

dt2
þ

ffiffiffiffiffi

1

bc

s

dϕ

dt
þ sinϕ ¼ Iext

Ic
; ϕ

� ¼ �Dm

ℏ

ð1Þ

Here, t = wpt, wherewp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ic=ðℏCÞ
p

is the plas-

ma frequency. Such phase evolution is equiv-

alent to the motion of a particle with mass

proportional to C and damping proportional

to G = R
–1
in the tilted washboard potential

U(ϕ) = ℏIc[1 – cos ϕ – (Iext/Ic)ϕ] (5, 11), and

becomes classical for ℏwp << ℏIc (phase re-

gime) as in our case. The Stewart-McCumber

parameter (51, 52) bc = IcC/(ℏG
2
) ≡ Q

2
, where

Q is the quality factor of the junction, de-

termines whether the oscillatory evolution

ϕ(t) is underdamped (bc >> 1) or overdamped

(bc << 1), yielding a hysteretic or nonhyster-

etic I-Dm curve (11), respectively. The RCSJ

model excellently captures the experimental

I-Dm characteristics as shown in Fig. 1C, en-

abling the extraction of the critical current Ic
and conductance G as the only fitting param-

eters. The extracted Ic values are negligibly

sensitive toEc, affording a direct and accurate

determination of the critical currents.

In Fig. 2, A and B, we display examples of

the I-Dm curves and the obtained Ic as a func-

tion of V0 for a mBEC superfluid at (kFa)
–1
≈

4.2 and a unitary Fermi gas (UFG) at (kFa)
–1
≈

0, respectively. The Josephson critical current

is strongly suppressed with increasing V0 in

both regimes because it is proportional to the

tunneling amplitude |t| of pairs between the

two coupled condensates (11, 35, 40), which is

essentially independent of the strength of the

pairing and decreases exponentially with in-

creasing V0 > m. Figure 2, C and D, shows that

bc and G exhibit exponential behaviors as a

function of V0 for mBEC and unitary super-

fluids, respectively. More specifically, we find

a quadratic scaling G º Ic
2
, in agreement

with the prediction for weakly interacting

BECs (35), where dissipative normal currents

are associated with the emission of Bogoliubov

sound modes or localized vortex-like excita-

tions, as observed in previous experiments

with crossover superfluids (53). Note that this

behavior differs starkly from the linear rela-

tion G º Ic within the Ambegaokar-Baratoff

formula (34), typically observed in SJJs, where

the normal-state conductance is simply amea-

sure of the barrier transmission probability

of single fermions, not necessarily associated

with dissipative processes. We also note the

wide tunability of the Stewart-McCumber pa-

rameter, which increases to values as large as

bc ~ 10
3
for the highestV0 explored in the UFG

thanks to a steeper dependence bc º G
–3/2

when compared to BCS superconductors. In

this underdamped regime (Q >> 1), our junc-

tion is expected to be highly hysteretic—a prom-

ising condition for the observation of Shapiro

resonances in the current-potential character-

istic under an ac current drive (5, 11).

To gain a precise microscopic understand-

ing of the observed behavior of the Josephson

critical current, we rely on the analytic model

recently presented in (40). Within such a

framework, expected to hold within the tun-

neling limit for any coupling strength through-

out the BCS-BEC crossover, the critical pair

current density per unit area can be expressed

in terms of a bulk thermodynamic prefactor

and the single-pair barrier transmission ampli-

tude. For a homogeneous junction with pair

density n, this reads as

ℏjc ¼
mnc

2kðmÞ jtðmÞj ð2Þ

where kðmÞ ¼ ffiffiffiffiffiffiffiffiffiffi

2Mm
p

=ℏ is the wave vector of a
bosonic pair of massM and energy m, nc = nl0
is the density of condensed pairs, l0 is the con-

densate fraction, and |t(m)| is the transmission

amplitude of a single pair at incident energy m.

Equation 2 can be extended to the harmoni-

cally trapped inhomogeneous case via the local

density approximation (LDA) (40, 44), obtain-

ing predictions for the total Ic, as plotted in Fig. 2,

A and B. To this purpose, we use the local pair
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Fig. 3. Josephson critical current and condensate

fraction across the BCS-BEC crossover. (A) Experimen-

tally determined Ic/IF as a function of the interaction

strength (kFa)
–1 for three different barrier heights V0

(symbols). The shaded areas represent the predictions of

our analytic model, which use the pair condensate fraction

and chemical potential from (45) and account for a 5%

uncertainty in the barrier width (44). Error bars are as in

Fig. 2, A and B. (B) Total condensate fraction hl0i obtained
from Ic through Eq. 3, including all data with V0/m > 0.6

(black circles) or only the V0/EF ≈ 1.06 dataset (green

diamonds). Error bars reflect SE on the experimentally

extracted Ic. hl0i values obtained by integrating homoge-

neous Luttinger-Ward (45) and quantum Monte Carlo

results (39) are plotted as a solid gray and dash-dotted blue

line, respectively (44). Dotted magenta and dashed red

lines represent hl0i calculated, respectively, from BCS

theory including the Gorkov-Melik-Barkhudarov correction

(56) and Bogoliubov quantum depletion for weakly

interacting BECs (57).
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chemical potential m(r) and condensate fraction

l0(r) based onnonperturbative Luttinger-Ward

results for a zero-temperature homogeneous gas

(45), while also accounting for second-harmonic

contributions to the current-phase relation (44).

We find quantitative agreement with no free

parameters, although there are expecteddiscrep-

ancies visible at small V0 where hydrodynamic

transport—not included in Eq. 2—becomes rel-

evant. An additional validation of our model,

and specifically of the separationbetween single-

and many-particle properties in Eq. 2, is pre-

sented in Fig. 2, E and F. To isolate the barrier

transmission contribution, we measure the im-

balance z � �z as a function of V0 upon apply-

ing a fixed Iext at various barrier widths w. By

separately normalizing V0 to the calculated

barrier height V0′ for which Ic = Iext at each

value of interaction andw, all different datasets

collapse onto each other. This demonstrates that

for fixed interaction strength, thewhole trend

of z � �z (and not only Ic) is predominantly

determined by the tunneling amplitude |t|.

We now turn to the measurement of Ic at

varying coupling strength (kFa)
–1
, presented in

Fig. 3A for three different fixed barrier heights

V0/EF, from which we extract the order pa-

rameter amplitude throughout the BCS-BEC

crossover. Consistent with previous mean-field

simulations (36, 37) and experimental studies of

the Josephson plasma frequency (31), all data-

sets exhibit a nonmonotonic trend of Ic peaked

around unitarity. We find that ourmodel repro-

duces Ic for all interaction strengths, especially

at the largestV0. This agreement demonstrates

that the condensate density nc (rather than the

superfluid density), which quantifies pair long-

range coherence (38, 39), represents the key

quantity that sets the order parameter am-

plitude reflected by Ic. Indeed, the monotonic

decrease of m with (kFa)
–1
cannot explain the

observed trend of Ic, and is compensated by

the increase of the condensate fraction l0 from

exponentially small values in the BCS regime

toward unity in the BEC limit (28).

A fairly accurate determination of the total

condensate fraction hl0i = Nc/N, where Nc =

∫d3r nc(r) is the total number of condensed

pairs in the trapped superfluid sample, can

be obtained by approximating Ic as

ℏIc ≈ hl0i � ∫
V
d
3
r nðrÞ mðrÞ

jt½mðrÞ;V0�j

4k½mðrÞ�Rx

ð3Þ

(44), where Rx is the axial Thomas-Fermi ra-

dius of the cloud, V is the total volume of the

reservoirs, and n(r) is the local density of pairs.

We have numerically checked that the factor-

ized Eq. 3, fully justified at unitarity within

our temperature regime, approximates the Ic

calculated through LDA within a few percent

for all interactions explored in our study (44).

From the measured Ic at several coupling

strengths and barrier heights, and by evaluat-

ing the integral in Eq. 3 (44), we obtain hl0i
throughout the crossover region (Fig. 3B). This

is compared with nonperturbative T = 0 pre-

dictions of hl0i obtained by integrating nc(r) =

l0(r)n(r) based on Luttinger-Ward (45) (solid

line) and quantum Monte Carlo simulations

(39) (dot-dashed line). As a reference, we also

plot the limiting trends of hl0i calculated with-

in the Bogoliubov and BCS approximation.

We find our data to match the T = 0 predic-

tions quite well within the strongly interact-

ing regime |kFa| > 1. In particular, we find

hl0i = 0.47 ± 0.07 at unitarity, which agrees

within its uncertainty with the value l0 = 0.51

from (45), whereas it is smaller than themean-

field result (54) l0 ≈ 0.7 and smaller than the

experimental value obtained at comparable

temperatures [see, e.g., (43)] through the rapid-

ramp technique (41, 42).

We have experimentally demonstrated the

intimate connection between Josephson super-

currents and the complex order parameter in

fermionic atom superfluids. Our work reveals

that the Josephson critical current represents a

reliable quantifier of the condensate density—a

fundamentalmicroscopic quantity in any broken-

symmetry superfluid state—whose direct de-

termination is typically hindered by strong

interactions. An exciting extension will be to

study the trend of Ic and the nature of current-

carrying excitations at |Iext| > Ic upon approach-

ing the superfluid critical temperature in

three- and two-dimensional (possibly homo-

geneous) Fermi gases. The results of such

studies will contribute to a complete thermo-

dynamic description of strongly interacting

paired superfluids. Furthermore, our experi-

ments lay the groundwork for exploring exotic

current-phase relations in topological or tai-

lored weak links, possibly with an applied ac

drive, and may offer a route for unveiling low-

temperature condensed phases in atomic sim-

ulators of the Fermi-Hubbard model.
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QUANTUM GASES

An ideal Josephson junction in an ultracold
two-dimensional Fermi gas
Niclas Luick1,2, Lennart Sobirey1,2, Markus Bohlen1,2,3, Vijay Pal Singh4,2, Ludwig Mathey4,2,

Thomas Lompe1,2*, Henning Moritz1,2

The role of reduced dimensionality in high-temperature superconductors is still under debate. Recently,

ultracold atoms have emerged as an ideal model system to study such strongly correlated two-dimensional

(2D) systems. Here, we report on the realization of a Josephson junction in an ultracold 2D Fermi gas.

We measure the frequency of Josephson oscillations as a function of the phase difference across the junction

and find excellent agreement with the sinusoidal current phase relation of an ideal Josephson junction.

Furthermore, we determine the critical current of our junction in the crossover from tightly bound molecules

to weakly bound Cooper pairs. Our measurements clearly demonstrate phase coherence and provide

strong evidence for superfluidity in a strongly interacting 2D Fermi gas.

O
neof themost notablemacroscopicman-

ifestations of quantum mechanics is the

dc Josephson effect (1, 2), where a phase

difference f between two superconduc-

tors separated by a weak link drives a

current IðfÞwithout any applied voltage. For an

ideal Josephson junction, this current phase re-

lation takes a sinusoidal form IðfÞ ¼ ICsinðfÞ
(3), whereIC is themaximumsupercurrent that

can flow through the junction. This direct con-

nection between the superfluid current and the

phase of the macroscopic wave function makes

Josephson junctions a powerful tool for probing

properties of superconductors, providing, for ex-

ample, clear evidence for the d-wave symmetry

of the order parameter in cuprate superconduc-

tors (4).

Recently, ultracold quantum gases have been

established as ideal model systems to study

such strongly correlated two-dimensional (2D)

fermionic systems (5–12). However, although

pair condensation of fermions has been re-

ported (13), fermionic superfluidity in two di-

mensions has not been directly observed. Here,

we use a Josephson junction to unambiguously

show phase coherence and provide strong

evidence for superfluidity in an ultracold 2D

Fermi gas. Josephson junctions have already

been extensively studied in ultracold quantum

gases (14–22), but the ideal sinusoidal current

phase relation that directly links the phase dif-

ference to the supercurrent across the junction

(23–25) has not been observed (26). In this

work, we first confirm that our junction follows

an ideal current phase relation. This implies

that the current across the junction is a su-

percurrent that is driven by the phase dif-

ference between two superfluids. We then

proceed to measure the evolution of the crit-

ical current of the junction as a function of

interaction strength and thereby realize a

probe for 2D superfluidity in the crossover

from tightly bound molecules to weakly bound

Cooper pairs.

For our experiments, we use a homogeneous

Fermi gas of
6
Li atoms in a spin-balancedmix-

ture of the lowest two hyperfine states, trapped

in a box potential (27, 28). A strong vertical

confinement with trap frequency wz=2p ¼
8:8ð2Þ kHz ensures that the gas is kinemat-

ically 2D with the chemical potential m and

temperature T being smaller than the level

spacing ℏwz, where ℏ is the reduced Planck

constant. We create a Josephson junction by

using a narrow repulsive potential barrier with
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Fig. 1. Josephson oscillations in a

homogeneous 2D Fermi gas.

(A) Sketch of a Josephson junction

consisting of two Fermi gases with

chemical potential m, particle numbers NL

and NR, and phases fL and fR

separated by a tunneling barrier with

height V0. (B) Absorption images of cold

atom Josephson junctions. The width of

the barrier is held fixed at a waist of

w ¼ 0:81ð6Þmm while the size l⊥ of the

system is increased. (C and D) Time

evolution of the phase difference Df (C)

and relative particle number difference

DN=N (D) between the left and right side

of the box after imprinting a relative

phase difference of f0 ≈ p=4. The red

lines represent a damped sinusoidal fit. (E) Oscillation frequency as a function

of barrier height V0 for different system sizes [symbols as in (B)], where the

error bars denote the 1s fit error. The inductance LB and capacitance C

of the bulk system are proportional to the length l⊥ of the box, and therefore

the oscillation frequency decreases with increasing system size for V0 ¼ 0.

For nonzero values of V0, the barrier adds a nonlinear Josephson inductance LJ
to the system and the oscillation frequency decreases as a function of

barrier height. (F) Josephson inductance LJ;0ðV0Þ extracted from the

frequency measurements using an LC circuit model. The Josephson

inductances for all system sizes collapse onto a single curve, which

shows that the inductance of the junction depends only on the height

of the barrier and validates our LC circuit model. We obtain the

calibration of the barrier height V0 by matching the data to a full

numerical simulation (light red line with circles) (27). The data are

obtained by averaging 20 (B), 42 (C), 130 (D), and 7 [(E) and (F)]

individual measurements.

A B 

C

D

E

F
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a Gaussian beam waist of w ¼ 0:81ð6Þ mm to

split the system into two homogeneous 2D pair

condensates connected by a weak link (Fig. 1,

A and B). We imprint a relative phase f0 be-

tween the two sides of the junction by illumi-

nating one-half of the systemwith a spatially

homogeneous optical potential for a variable

time between 0 and 20 ms (27). We then let

the system evolve for a time t and extract the

population imbalance DN ¼ ðNL� NRÞ and

the phase difference f between the two sides

using either in situ or time-of-flight imaging.

A typical Josephson oscillation of a molecular

condensate at a magnetic field of B ¼ 731 G

(29) and a barrier height of V0=m ¼ 1:08ð5Þ
featuring the characteristic p=2 phase shift

between imbalance and phase is shown in

Fig. 1, C and D. The oscillations are weakly

dampedwith a relative damping ofG=w ¼ 0:07,
which, according to a full numerical simula-

tionof our system, canbe explainedbyphononic

excitations in the bulk and the nucleation

of vortex-antivortex pairs in the junction

(fig. S3) (30).

To understand these Josephson oscillations,

we use a simple circuit model commonly used

to describe superconducting Josephson junc-

tions (21, 31, 32). In this model, we describe

our junction as a nonlinear Josephson induc-

tance LJ , which is connected in series to a

linear bulk inductance LB and a capacitance C

(Fig. 1F), where the bulk inductance LB char-

acterizes the inertia of the gas and the capac-

itance C its compressibility. For vanishing

Josephson inductance, the model reduces to a

linear resonator with frequency ws ¼ 1=
ffiffiffiffiffiffiffiffiffi

LBC
p

¼
2pvs=2l⊥, which corresponds to the frequency

of a sound mode propagating with the speed

of sound vs across the length l⊥ of the system.

Introducing a barrier with height V0 adds a

nonlinear inductance LJ to the system and

reduces the oscillation frequency w. Owing to

the nonlinearity of the current phase relation,

this LJ depends on the phase difference fðtÞ
across the junction, but for small phase excita-

tions, there is a linear regime where LJ½fðtÞ�
can be approximated by a time-independent

Josephson inductance LJ;0 and the oscillation

frequency is given by w ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLB þ LJ;0ÞC
p

.

To confirm that our physical system is de-

scribed by this model, we prepare a gas of

deeply bound dimers, perform measurements

of the oscillation frequency in the linear re-

gime as a function of the barrier height for

different system sizes (Fig. 1E), and extract the

Josephson inductance LJ;0 (Fig. 1F). Because

our system has a uniform density, the bulk in-

ductance is given by the simple expression

LB ¼ 8ml⊥=p
2nljj, where n is the density per

spin state,m is the mass of a
6
Li atom, and

l⊥ (ljj) is the diameter of the box perpendicular

(parallel) to the barrier (27). Consequently,

the Josephson inductance LJ;0ðwÞ ¼ LBðw2
s
=

w2 � 1Þ can be extracted from the frequency

difference between the Josephson oscillations

and the sound mode. Whereas the oscillation

frequency is strongly dependent on the size of

the box owing to the change in the bulk in-

ductance LB and the capacitance C , the mea-

sured Josephson inductanceLJ;0 should depend

only on the coupling between the two reser-

voirs. As can be seen from Fig. 1 F, all measure-

ments ofLJ;0 versus barrier height collapse onto

a single curve regardless of the system size,

which confirms that our Josephson junction

can be described by an inductor-capacitor (LC)

circuit model. For the barrier heights used

in our experiments, we also find very good

agreement with a full numerical simulation

of our system (27).

Next, we probe the fundamental property

of Josephson junctions: the nonlinearity of the

current phase relation (3, 26). For large phase

excitations, the nonlinear current phase rela-

tion leads to anharmonic oscillations with an

increased oscillation period. Our ability to im-

print arbitrary phase differences f0 across the

barrier enables us tomeasure this reduction of

the fundamental frequencywðf0Þ as a probe of
the nonlinearity (Fig. 2). To extract the non-

linear responseof the current fromourmeasure-

ments of wðf0Þ , we first calculate LJ;0½wðf0Þ�
and then apply the relation @I=@f ¼ ℏ=LJ to

LJ;0ðf0Þ to obtain an effective current I0ðf0Þ.
For an ideal Josephson junction, I0 follows a

rescaled current phase relation I0ðf0Þ ≈ 2IC
sinðf0=2Þ (27). We find that our measurement

is in excellent agreement with this current

phase relation, indicating that our junction is

an ideal Josephson junction (3, 26, 33). This

implies that the current across the junction is

indeed a supercurrent, driven by the phase

difference between two superfluids.

Following this result, we can now use our

Josephson junction as a probe for 2D super-

fluidity in the strongly correlated regime. We

observe Josephson oscillations over a wide

range of interaction strengths, indicating

the presence of superfluidity in the entire

crossover from tightly bound molecules to

weakly bound Cooper pairs (Fig. 3). To quan-

tify the effect of interactions on our system,

we extract the critical current IC from the fre-

quency of the Josephson oscillations. Because

for a fixed barrier heightV0 the change in the

critical current would be dominated by the

interaction dependence of the chemical po-

tential, we insteadmaintain a constantV0=m ¼
1:4ð2Þ by adjusting the barrier height V0 for

each interaction strength according to a ref-

erence measurement of the equation of state

(fig. S4). We observe that, within the uncer-

tainty of ourmeasurement, the critical current

stays nearly constant, with a tendency toward

smaller values of IC when approaching the

Bardeen-Cooper-Schrieffer (BCS) side of the

resonance. Although there is currently no

theory available that quantitatively describes

a 2D Josephson junction in the whole Bose-

Einstein condensate (BEC)–BCS crossover, in

the bosonic limit we can calculate the critical

current from the condensate density nc and

the overlap of the condensate wave functions

(27, 34). We use this theory to determine the

condensate fraction from themeasured critical

current for interaction strengths lnðkFa2DÞ≤
�0:9 and obtain nc=n ¼ 0:72ð8Þstat:ðþ0:1

�0:2Þsys: ,
where stat. denotes the statistical error and the

90 3 JULY 2020 • VOL 369 ISSUE 6499 sciencemag.org SCIENCE

Fig. 2. Current phase relation. (A to

C) Josephson oscillations through a tunneling

barrier with height V0=m ¼ 1:51ð8Þ at initial
phase imprints of f0 ¼ 0:14p (A), 0:42p

(B), and 0:62p (C). The amplitude of the

oscillations increases for stronger phase

imprints, whereas the frequency is reduced.

(D) Oscillation frequency as a function of

imprinted phase, where the error bars denote the

1s fit error. The gray labels A, B, and C denote

the frequencies obtained from the oscillations

shown in (A) to (C). (E) Inductance of the

junction calculated from the measured oscilla-

tion frequencies. (F) Effective current I0
through the junction obtained by performing a

Riemann sum over the measured values of LJ;0
shown in (E) according to @I=@f ¼ ℏ=LJ (27).

Our data are in excellent agreement with the

rescaled current phase relation I0 ¼ 2ICsinðf0=2Þ
expected for an ideal Josephson junction

(red lines), where the initial slope IC is

determined from the first three data points.

Each data point in (A) to (C) is obtained by

averaging 20 individual measurements.
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systematic error (sys.) arises from the 15% un-

certainty in V0=m . For our homogeneous 2D

system, Berezinskii-Kosterlitz-Thouless theory

relates the condensate fraction nc=nºL�h to

the algebraic decay of phase coherence over

the finite sizeLof the box, wherehºT=ns is the

algebraic scaling exponent (35, 36). A measure-

ment of the critical current as a function of

system size can therefore be used to extract the

algebraic scaling exponent and the superfluid

density ns, as recently suggested in (37).

Our homogeneous 2D Fermi gas provides

an excellent starting point to study the in-

fluence of reduced dimensionality on strongly

correlated superfluids in the crossover between

two and three dimensions. The distinctive com-

bination of reduced dimensionality, uniform

density, low entropy, and high-resolution imag-

ing makes our system a perfect platform to

observe exotic phases such as the elusive Fulde-

Ferrell-Larkin-Ovchinnikov state (38). Final-

ly, our system is ideally suited to investigate

whether periodic driving of Josephson junc-

tions can strongly enhance coherent transport,

as suggested by experiments with THz-driven

cuprate superconductors (39, 40).
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Fig. 3. Interaction dependence of the criti-

cal current. (A to C) Josephson oscillations

for interaction strengths of lnðkFa2DÞ ¼ �2:4 (A),

lnðkFa2DÞ ¼ 0:7 (B), and lnðkFa2DÞ ¼ 1:9 (C),

where kF is the Fermi wave vector and a2D is the

2D scattering length as defined in (13, 27). The

measurements are performed in the linear

regime with constant density n ¼ 1:21ð9Þmm�2

and relative barrier height V0=m ¼ 1:4ð2Þ.

(D) Oscillation frequency for sound (red

diamonds) and Josephson (blue dots) oscilla-

tions as a function of the 2D interaction

parameter lnðkFa2DÞ. The frequency increase of

the bare sound mode when going from the

molecular to the BCS regime reflects the

interaction dependence of the chemical

potential. The gray labels A, B, and C denote the

frequencies obtained from the oscillations

shown in (A) to (C). (E) Critical current of the

junction extracted from the frequency

difference between the sound mode and the

Josephson oscillations. The error bars denote the 1s fit error. The blue line is the critical current ICºnctk¼0

calculated for a condensate fraction of nc=n ¼ 0:72 and a tunneling amplitude tk¼0 obtained from a mean

field calculation of the transmission through the barrier (27). To calculate the tunneling amplitude, we

approximate our junction with a rectangular barrier with a width b ¼ 0:81 mm, which is a reasonable

approximation for the Gaussian barrier used in the experiment. The shaded region denotes the

systematic uncertainty resulting from the 15% uncertainty in V0=m. The dashed gray lines indicate

the upper ðT ¼ 0Þ and lower ðT ¼ TcÞ bound for the critical current obtained from our theory. Although

it is unclear how far into the strongly correlated regime our bosonic theory is quantitatively accurate

(27), it reproduces the qualitative behavior of our data across the entire BEC-BCS crossover. Each data

point in (A) to (C) is obtained by averaging 42 individual measurements.
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ORGANIC CHEMISTRY

C(sp3)–H functionalizations of light hydrocarbons
using decatungstate photocatalysis in flow
Gabriele Laudadio1*, Yuchao Deng1,2,3*, Klaas van der Wal1, Davide Ravelli4, Manuel Nuño5,

Maurizio Fagnoni4, Duncan Guthrie5, Yuhan Sun2,3, Timothy Noël1†

Direct activation of gaseous hydrocarbons remains a major challenge for the chemistry community.

Because of the intrinsic inertness of these compounds, harsh reaction conditions are typically

required to enable C(sp3)–H bond cleavage, barring potential applications in synthetic organic chemistry.

Here, we report a general and mild strategy to activate C(sp3)–H bonds in methane, ethane, propane,

and isobutane through hydrogen atom transfer using inexpensive decatungstate as photocatalyst

at room temperature. The corresponding carbon-centered radicals can be effectively trapped by a

variety of Michael acceptors, leading to the corresponding hydroalkylated adducts in good isolated

yields and high selectivity (38 examples).

O
ne of the most challenging reactions in

organic synthesis is the selective func-

tionalization of C(sp
3
)–H bonds that

lack activation by proximal functional

groups (1). The conversion of light

alkanes to high–value added chemicals has

especially been a key objective for the synthetic

community in the past decades, yet with limited

success so far (2–4). Up to now, strategies to

introduce such alkyl fragments into organic

scaffolds necessitate prefunctionalization of

the hydrocarbons to increase their reactivity

(Fig. 1A). Volatile alkanes are typically con-

verted into alkyl electrophiles through halo-

genation by using chlorine or bromine gas at

elevated temperatures (>500°C) or by using

light activation (5, 6). These radical chain pro-

cesses result in low-yielding and unselective

transformations, with demands for subsequent

energy-intensive and elaborate purification and

recycling processes [for the effluent guidelines

in the chlorine and chlorinated hydrocarbon

manufacturing industry, see (7)]. Despite the

apparent drawbacks, these classical halo-

genation strategies are being carried out on a

multi–metric ton scale to prepare a variety of

halogenated compounds that are key for the

production of most pharmaceuticals, agrochem-

icals, materials, and other industrial chemicals

(8). In synthetic organic chemistry, alkyl halides

are widely used as electrophiles in nucleophilic

substitution reactions or serve as substrates for

elimination reactions to install double bonds

regioselectively. Furthermore, alkyl halides

can be easily converted into organometallic

reagents, which can be engaged as nucleophiles

in a variety of transition metal–catalyzed C–C

bond forming reactions (9).

A general synthetic strategy that enables the

selective and direct activation of a diverse set

of light hydrocarbons under mild reaction

conditions remains a challenge, suffering from

at least one drawback with regard to substrate

scope (10–13), practicality, and selectivity (14).

The development of such a transformation

would be particularly useful, given the broad

availability and the inexpensive nature of these

starting materials. Furthermore, the reduction

in synthetic steps would allow for streamlined

reaction sequences and decreased waste gener-

ation. However, we reasoned that two funda-

mental problems needed to be addressed to

succeed: First, a suitable transformation would

require the selective cleavage of very strong

aliphatic C–H bonds [bond dissociation energy

(BDE) = 96.5 to 105 kcal/mol] (Fig. 1B), and

second, the handling of these gaseous alkanes

presents several technological challenges to

bring them into close proximity with a suitable

catalyst and reaction partner.

Seeking to address these challenges, we

wondered if a photoexcited decatungstate

anion (*[W10O32]
4−
) could sunder effectively

the strong and nonactivated C–H bonds of

light alkanes (Fig. 1A). W10O32
4−

is a versatile

and inexpensive polyoxometalate-based hydro-

gen atom transfer (HAT) photocatalyst that can

abstract hydrogen atoms from C(sp
3
)–H frag-

ments upon activation by near–ultraviolet

(UV) light irradiation (~365 nm) (15–18). The

resulting carbon-centered radicals are nucleo-

philic and might be readily engaged in C–C

bond forming reactions, thereby effectively

bypassing the requirement for more-elaborate

reaction strategies while expanding the syn-

thetic toolbox of available alkyl reagents. To

date, W10O32
4−

photocatalysis has enabled a

number of synthetically useful C(sp
3
)–H func-

tionalizations, including oxidations (19, 20),

fluorinations (21), arylations (22), and other

C–C bond formations (23). However, because

of the gaseous nature and the low solubility of

light alkanes in organic solvents, we reasoned

that the use of flow technology is indispens-

able to facilitate the gas-liquid decatungstate-

mediated processes (Fig. 1C) (24). The short

length scales in microflow reactors (typically

<1-mm optical path) provide a homogeneous

irradiation of the entire reaction medium,

allowing for the efficient generation of alkyl

radicals (25). Furthermore, by increasing the

pressure in the reactor through use of opera-

tionally simple back-pressure regulators, the

gaseous alkanes can be forced into the liquid

phase, increasing the odds of C(sp
3
)–H bond

activation through decatungstate photocatalysis

(26). Finally, flow processing of these combusti-

ble gases can be done safely in microreactors,

and the conditions can be readily scaled (27, 28).

Among all volatile alkanes, methane is the

hardest one to activate because of high BDE

of these C–H bonds (BDE = 105 kcal/mol)

(Fig. 1B) (29). However, if we can successfully

split methane bonds with decatungstate HAT

photocatalysis, cleaving the C–Hbond in ethane

(BDE= 101 kcal/mol) and other volatile aliphatic

feedstock materials, such as propane (BDE =

99 kcal/mol) and isobutane (BDE = 96.5 kcal/

mol), should be within reach. Indeed, we car-

ried out trapping experiments with TEMPO

(tetramethylpiperidine-1-oxyl), a stable aminoxyl

radical, and the trapped adducts of methane,

ethane, propane, and isobutane gave credence

to the feasibility of our approach (Fig. 1D). No-

tably, because of the stability of the generated

radical and the lower BDE of the C–H bond,

high selectivitywas observed for the formation

of secondary and tertiary C(sp
3
)–Obonds from

propane and isobutane, which is in contrast to

a recently reportedHAT approach using alkoxy

radicals (14).

We began our investigation into the proposed

C(sp
3
)–H functionalization of light hydrocarbons

by exposing isobutane andbenzylidenemalononi-

trile in the presence of tetrabutylammonium

decatungstate (TBADT) in acetonitrile:H2O

(7:1), which provides both good solubility and

good reactivity of the photocatalyst, to UV-A

light [365-nm light-emitting diodes (LEDs),

60 W]. For a number of substrates, limited

solubility was observed upon addition of water.

However, this could be circumvented by car-

rying out the reactions in neat acetonitrile.

Furthermore, acetonitrile, despite the relatively

low BDE (96 to 97 kcal/mol) of its C–H bonds

(30), is also inert under the given HAT reaction

conditions. This can be attributed to a polarity

mismatch between decatungstate and the

C(sp
3
)–H bonds in acetonitrile. All the experi-

ments were carried out in a standardized,

commercially available Vapourtec UV-150 pho-

tochemical flow reactor, which should enable

reproducibility of the results. After careful
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optimization of the reaction conditions (sup-

plementary materials), we observed that the

targeted compound 1 could be obtained in

an excellent isolated yield of 91% by using

1 mol % of TBADT as a HAT photocatalyst

(Fig. 2). Critical to the success of the reaction

was the increase of the reaction pressure up

to 10 bar, which results in a complete liquefac-

tion of the gas and thus avoids gas-to-liquid

mass transfer limitations. Moreover, 4.3 equiv-

alents of isobutane were used to obtain opti-

mal yields, whereas larger amounts did not lead

to a further yield improvement (supplemen-

tary materials). Furthermore, classical conjugate

addition strategies require transition metal

catalysts and prefunctionalized nucleophilic

organometallic reagents (31). The stepwise and

lengthy procedure to prepare such nucleophilic

reagents stands in marked contrast to the

single-stepHAT activation of gaseous alkanes

as shown herein.

With optimized reaction conditions in hand,

we next explored the scope of the transfor-

mation (Fig. 2). A variety of electronically dis-

tinct benzylidenemalononitriles (1 to 7) could

serve as highly efficient radical traps for the

photocatalytically generated carbon-centered

radicals, yielding the targeted hydroalkylated

compounds in excellent isolated yields (82 to

93%) and very good selectivity for the install-

mentof a tertiarybutyl group [tBuversus isobutyl

(iBu): ~96:4].Halogenated benzylidenemalono-

nitrile substrates (3 to 5) can be engaged in

the transformation as well, providing requisite

handles to be converted into diverse organic

molecules by using classical cross-coupling

strategies. Methyl trans-a-cyanocinnamate

is another efficient substrate for scavenging

tertiary butyl radicals, yielding the targeted

compound 8 in 85% isolated yield. Whereas

for isobutyl radicals both diastereomers were

formed in equal amounts, the trapping of the

more sterically demanding tertiary butyl radical

resulted in a relatively high diastereomeric

ratio (d.r. = 3.1:1). Other traps, such as triethyl

ethylenetricarboxylate, N-phenylmaleimide,

and 3-methylene-2-norbornanone, resulted in

the formation of synthetically useful building

blocks (9 to 11) in good to excellent isolated

yields (71 to 90%) and excellent selectivity in

favor of the tertiary butyl–appendedmolecules.

Complete endoselectivity was observed for

compound 11, which is consistent with a hy-

drogen back-donation from the reduced pho-

tocatalyst from the less hindered side of the

norbornane moiety (Fig. 3A). We did not ob-

serve any significant amount of by-products as

detected by gas chromatography–mass spec-

trometry (GC-MS) analysis (<2%) for a variety

of reasons. C–H abstraction from the starting

Michael acceptors is not a competitive process,

because in most cases, no labile hydrogens are

present. Furthermore, C–H cleavage in the al-

kylated products did not lead to another C–H

activation event, in part because of a polarity

mismatch (15). TBADT* has a marked prefer-

ence for the abstraction of nucleophilic hydro-

gens and avoids dissociating electrophilic C–H

bonds such as those present in a-position to

the electron-withdrawing functional groups.

Moreover, despite the presence of labile ben-

zylic hydrogens in some of the products, no by-

products are generated, because of a combi-

nation of the voluminous size of TBADT and

the steric hindrance at those benzylic posi-

tions (15). Finally, the presence of an excess of

gaseous alkanes prevents hydrogen abstrac-

tion from any other organic compound in the

reaction mixture.

This protocol was also found to enable the ef-

ficient activation of propane, a key constituent

SCIENCE sciencemag.org 3 JULY 2020 • VOL 369 ISSUE 6499 93

Fig. 1. Decatungstate enables the direct C(sp3)–H activation of light hydrocarbons. (A) Photocatalytic scission of strong C(sp3)–H bonds of volatile alkanes

allows us to generate nucleophilic alkyl radicals and to bypass the use of halogenated alkanes or organometallic reagents. (B) BDE of some common gaseous alkanes

(35). (C) Conversion of gaseous alkanes into functionalized alkanes by blending TBADT photocatalysis, the use of gases, and flow chemistry. liq., liquid. (D) TEMPO

trapping experiments showing the feasibility of the outlined strategy of HAT activation of aliphatic substrates (results obtained with GC-MS). Me, methyl.
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Fig. 2. Scope of the decatungstate C(sp3)–H functionalizations of light hydrocar-

bons. All yields are those of isolated products (average of two runs). The reported

selectivities are determined with GC-MS. [*]Standard conditions for the decatungstate

C(sp3)–H functionalizations of isobutane: olefin (1 equiv, 0.1 M), isobutane (4.3 equiv),

TBADT (1.0 mol %), CH3CN:H2O (7:1), 10-bar pressure, 60 W of 365-nm LEDs, 4-hour

reaction time, room temperature. Reported selectivity reflects the tBu:iBu ratio.

[†]Standard conditions for the decatungstate C(sp3)–H functionalizations of propane:

olefin (1 equiv, 0.1 M), propane (4.1 equiv), TBADT (1.0 mol %), CH3CN:H2O (7:1), 10-bar

pressure, 60 W of 365-nm LEDs, 4-hour reaction time, room temperature. Reported

selectivity reflects the iPr:nPr ratio. [‡]Standard conditions for the decatungstate C(sp3)–H

functionalizations of ethane: olefin (1 equiv, 0.1 M), ethane (8 equiv), TBADT (2.0 mol %),

CH3CN:H2O (7:1), 25-bar pressure, 60 W of 365-nm LEDs, 8-hour reaction time, room tem-

perature. [§]Standard conditions for the decatungstate C(sp3)–H functionalizations

of methane: olefin (1 equiv, 0.02 M), methane (20 equiv), TBADT (5.0 mol %), CD3CN:H2O

(7:1), 45-bar pressure, 150 W of 365-nm LEDs, 6-hour reaction time, room temperature.

[¶]C(Michael acceptor) = 0.05 M. [#]Solvent: neat CH3CN. [**]Solvent: neat CD3CN. Et, ethyl.
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of liquid petroleum gas. Propyl radicals could

be scavenged by a variety of Michael accep-

tors (12 to 22), affording the targeted hy-

droalkylated compounds in good to excellent

isolated yields (73 to 92%). A high selectivity

was obtained for the isopropyl derivative (iPr),

with selectivities similar to those obtained

in the TEMPO trapping experiments [iPr ver-

sus n-propyl (nPr): ~85:15] (Fig. 1D). The high

selectivity in the C–H cleavage is notable

despite the low difference in BDE between

secondary and primary hydrogens (99 ver-

sus 101 kcal/mol) and despite the unfavorable

relative abundance (six primary hydrogens ver-

sus two secondary ones). With methyl trans-

a-cyanocinnamate as the substrate, a significant

diastereomeric induction was observed for the

trapping of the isopropyl radical (d.r. = 2.7:1

versus d.r. = 1:1 for n-propyl), showcasing the

significance of sterical hindrance in the ob-

served selectivity.

Another notable gaseous hydrocarbon is

ethane, which is isolated from natural gas or

obtained as a petrochemical by-product of

petroleum refining. It is mainly used as a

feedstock for ethylene production, required for

the fabrication of polyethylene, which accounts

for 34% of the total plastics market. Similar

to isobutane and propane, ethane could be

engaged in the developed C(sp
3
)–H activation

protocol using 2 mol % of TBADT and 25 bar

of pressure to liquefy the gaseous hydrocarbon.

Good isolated yields (62 to 87%) were obtained

for a diverse set of hydroethylated compounds

(23 to 33).

Finally, we turned our attention to the ac-

tivation of methane, one of the most abun-

dantly available carbon-based feedstocks, using

this decatungstate-enabled HAT protocol. Al-

though such a strategy would require cleaving

the strongest C(sp
3
)–H bond (BDE = 105 kcal/

mol), small changes in the reaction protocol

(45-bar pressure and 5.0 mol % TBADT) al-

lowed us to obtain synthetically useful amounts

of the corresponding adducts (34 to 38, 38 to

48%) in only 6 hours of residence time. Because

of the substantially weaker C–H bond of ace-

tonitrile (BDE = 93 kcal/mol) compared with

that of methane, the innate selectivity of deca-

tungstate, imparted by the electrophilic na-

ture of its excited state, could be overruled,

and substantial amounts of product derived

from CH3CN activation were observed as well

(supplementarymaterials). This problemcould,

however, effectively be overcome by using d3-

acetonitrile as a solvent. Investigations to re-

place this rather exotic solvent with a cheaper

and greener alternative are currently ongoing

in our laboratory.

A plausiblemechanism for the decatungstate

C(sp
3
)–H functionalizations of light hydrocar-

bons is outlined in Fig. 3A. Upon absorption

of UV-A light, decatungstate reaches a singlet

excited state, which rapidly relaxes to the

actual reactive state, wO (18). The reactivity of

wO originates from the formation of highly

electrophilic oxygen centers, which can ab-

stract hydrogen atoms yielding the desired

carbon-centered radicals. The power of the

light source in combination with a suitable

catalyst loading is extremely relevant in photo-

chemical processes (32), and this is especially

true for the challenging transformation reported

herein. As can be seen from Fig. 3B, the acti-

vation of propane is particularly slow when a

strip of 32-WUV-A LEDs was used. However,

the reaction can be boosted by using 60-W

UV-A LEDs, requiring only 4 hours to reach full

conversion. For more-challenging transforma-

tions, such as the activation ofmethane, an even

stronger light source of 150 W was required to

coax the C(sp
3
)–H functionalization process.

The nucleophilic carbon-centered radicals sub-

sequently undergo a conjugate addition onto a

suitableMichael acceptor. The carbon-centered

radicals could be trappedwith TEMPO, provid-

ing isomeric ratios for propane and isobutane

similar to those observed in the final products

(Fig. 1D). The catalytic cycle is finally closed by

hydrogen back-donation, which affords the tar-

geted hydroalkylated product.

Given the straightforward preparation (33)

of the photocatalyst and the starting materials

and the mild reaction conditions, we believe

that the corresponding processes outlinedherein

can be considered ideal from the vantage point

of feedstock upgrading. The ability to directly

engage gaseous hydrocarbons as coupling part-

ners in C–C coupling reactions removes the

requirement of prefunctionalization and in-

creases the atom efficiency of this important

class of transformations. Whereas the through-

put of a single microreactor is negligible from

a production standpoint, the use of intensi-

fied reactors, such as a photo-spinning disk

reactor, should enable higher production ca-

pacities (34).
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SOLAR CELLS

A piperidinium salt stabilizes efficient metal-halide
perovskite solar cells
Yen-Hung Lin1*, Nobuya Sakai1, Peimei Da1, Jiaying Wu2, Harry C. Sansom1, Alexandra J. Ramadan1,

Suhas Mahesh1, Junliang Liu3, Robert D. J. Oliver1, Jongchul Lim1†, Lee Aspitarte4,

Kshama Sharma5, P. K. Madhu5, Anna B. Morales‐Vilches6, Pabitra K. Nayak1,5, Sai Bai7, Feng Gao7,

Chris R. M. Grovenor3, Michael B. Johnston1, John G. Labram4, James R. Durrant2,8,

James M. Ball1, Bernard Wenger1, Bernd Stannowski6, Henry J. Snaith1*

Longevity has been a long-standing concern for hybrid perovskite photovoltaics. We

demonstrate high-resilience positive-intrinsic-negative perovskite solar cells by incorporating a

piperidinium-based ionic compound into the formamidinium-cesium lead-trihalide perovskite

absorber. With the bandgap tuned to be well suited for perovskite-on-silicon tandem cells,

this piperidinium additive enhances the open-circuit voltage and cell efficiency. This additive

also retards compositional segregation into impurity phases and pinhole formation in the

perovskite absorber layer during aggressive aging. Under full-spectrum simulated sunlight

in ambient atmosphere, our unencapsulated and encapsulated cells retain 80 and 95%

of their peak and post-burn-in efficiencies for 1010 and 1200 hours at 60° and 85°C,

respectively. Our analysis reveals detailed degradation routes that contribute to the failure

of aged cells.

T
wo-terminal monolithic perovskite-on-

silicon tandem cells appear to be one of

the most promising photovoltaic tech-

nologies for near-term commercial-scale

deployment (1, 2). These cells feature a

wide bandgap perovskite “top cell” that ab-

sorbs in a region of the solar spectrum com-

plementary to that of the silicon “bottom cell,”

and such solar cells have been demonstrated

with a certified power conversion efficiency

(PCE) reaching 29.1% (3).

There is often a compromise between achiev-

ing high efficiency and long-term stability.

The presence ofmethylammonium (MA) as the

A-site cation in the perovskite absorber, which

leads tomore rapiddecompositionunderelevated

temperature, light exposure, and atmosphere

(4), can be alleviated by substitution with for-

mamidinium (FA) or compositions of FA and

cesium (Cs) (5–7). However, the use of MA per-

sists in many recent reports on the highest-

efficiency perovskite cells in the form of the

mixed-cation CsFAMA or FAMA perovskites

(8, 9). Also, the organic hole conductor 2,2',7,7'-

tetrakis[N,N-di(4-methoxyphenyl)amino]-

9,9'-spirobifluorene (Spiro-OMeTAD) and the

additives required to deliver high efficiency

are detrimental to the stability of perovskite

cells (10–12) but are often used in the highest

PCE single-junction perovskite cells (9, 12).

Finally, molecular passivation of defects in the

perovskite absorber is a common route to in-

crease the solar cell efficiency (13) but often

introduces additional thermal instabilities.

The absorber layers and cells can revert to their

unpassivated state after thermal treatment

at temperatures as low as 60° to 85°C (9).

Thus, efforts are required to simultaneously

deliver efficiency enhancements and improve

long-term stability. We recently reported that

incorporation of an imidazolium-based ionic

liquid into positive-intrinsic-negative (p-i-n)

perovskite solar cells, which use the triple cat-

ion perovskite as the absorber layer and nickel

oxide (NiO) as the p-type layer, can improve

both efficiency and long-term stability (14).

However, the best-quality NiO p-type layers re-

quire annealing at ~400°C, which makes their

integration with Si heterojunction bottom cells

challenging, because these bottom cells cannot

be processed above 200°C owing to the sensi-

tivity of the amorphous silicon passivation and

charge extraction layers. We also found that this

imidazolium-based ionic liquid is incompatible

with the use of low-temperature processible or-

ganic p-type layers. Moreover, we carried out

thermal stability tests in nitrogen at 85°C and

found that, when using NiO p-type layers, the

cells were considerably less stable than cells

that use poly(4-butylphenyl-diphenylamine)
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(polyTPD) as the hole-transportmaterial, which

we show in fig. S1.

In this study,wedemonstrate high-performance

p-i-n perovskite solar cells using thermally

stable CsFA-based lead-halide perovskite ab-

sorber layers, low-temperature processed or-

ganic charge extraction layers, and the organic

ionic solid additive 1-butyl-1-methylpiperidinium

tetrafluoroborate ([BMP]
+
[BF4]

−

). The incorpo-

ration of [BMP]
+
[BF4]

−

into the perovskite

absorber suppresseddeep trap states, improved

performance, and enhanced the operational

stability of cells stressed under full-spectrum

sunlight at elevated temperatures up to 85°C.

We screened a number of ionic salts as ad-

ditives for improving the efficiency of perov-

skite solar cells, with the commonality of

having a large chemically stable organic cation

and a [BF4]
−

anion. At low concentrations,

[BMP]
+
[BF4]

−

(see Fig. 1A for the chemical

structure) resulted in a particularly positive

influence in photovoltaic performance. We

depict the device architecture in Fig. 1A, where

polyTPD and [6,6]-phenyl-C61-butyric acid

SCIENCE sciencemag.org 3 JULY 2020 • VOL 369 ISSUE 6499 97

Fig. 1. Perovskite solar cell characterization. (A) Schematic of the p-i-n

perovskite solar cell and the chemical structure of [BMP]+[BF4]
−. BCP,

bathocuproine; PCBM, phenyl-C61-butyric acid methyl ester; PolyTPD,

poly(4-butylphenyl-diphenylamine); F4-TCNQ, tetrafluoro-7,7,8,8-

tetracyanoquinodimethane. (B) SEM image of the full device stack made

from Cs0.17FA0.83Pb(I0.77Br0.23)3 with 0.25 mol % [BMP]+[BF4]
−. Scale bar,

500 nm. (C) J-V characteristics of the representative 0.25 mol % [BMP]+[BF4]
−

modified Cs0.17FA0.83Pb(I0.90Br0.10)3 and control (Ctrl) devices measured

from the forward-bias (FB) to short-circuit (SC) scans under simulated air mass

1.5 sunlight and corresponding SPO. (D) Statistical results of device parameters for

Cs0.17FA0.83Pb(I0.90Br0.10)3-based devices. (E) J-V characteristics for the champion

cell with 0.25 mol % [BMP]+[BF4]
− modified Cs0.17FA0.83Pb(I0.90Br0.10)3. h, power

conversion efficiency. (Inset) corresponding SPO and current density measured

under SPO (JSPO). (F) Modeling of the thickness-dependent subcell JSC for

perovskite-on-silicon tandem cells with perovskites of different bandgaps. The

evolution of perovskite subcell JSC is shown in blue, and the corresponding Si

subcell JSC is shown in red. (G) J-V characteristics of the representative 0.25 mol %

[BMP]+[BF4]
− modified and control devices using Cs0.17FA0.83Pb(I0.77Br0.23)3.

(H) Corresponding SPO, EQE, and integrated JSC for the devices shown in

(G). The integrated JSC values for the modified and control devices are 18.8 and

19.0 mA∙cm−2, respectively. (I) Statistical results of device parameters for

Cs0.17FA0.83Pb(I0.77Br0.23)3-based devices.
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methyl ester (PCBM) were used as the hole-

transporting and electron-transporting layers,

respectively. The scanning electron micros-

copy (SEM) image for a representative p-i-n

cell based on a perovskite composition of

Cs0.17FA0.83Pb(I0.77Br0.23)3 and 0.25 mol %

[BMP]
+
[BF4]

−

(with respect to the Pb content)

is shown in Fig. 1B.

To demonstrate the performance enhance-

ment potential of [BMP]
+
[BF4]

−

, we fabricated

mixed halide perovskites with a low Br con-

tent Cs0.17FA0.83Pb(I0.90Br0.10)3, which we have

found to be the best composition formaximum

efficiency of single-junction cells. In Fig. 1C

and fig. S2, we show typical current density–

voltage (J-V) characteristics for the 0.25 mol %

[BMP]
+
[BF4]

−

modified and control devices,

and the statistical results of the device per-

formance parameters are shown in Fig. 1D.

A champion [BMP]
+
[BF4]

−

device (Fig. 1E)

exhibited an open-circuit voltage (VOC) of

1.12 V, a short-circuit current density (JSC) of

22.8 mA·cm
−2
, and a fill factor (FF) of 0.79,

resulting in a PCE of 20.1% and a steady-state

power output (SPO) of 20.1%. The correspond-

ing external quantum efficiency (EQE) (fig. S3)

yielded an integrated JSC with a negligible

variation (~2.5%) from the measured JSC. The

addition of [BMP]
+
[BF4]

−

in the perovskite

light absorber led to very high performance for

MA-free single-junction p-i-n perovskite solar

cells compared with reports to date (5, 15).

For a perovskite-on-silicon tandem solar cell,

balancing the light absorption between the

constituent subcells is key to achieving current

matching to maximize PCE (16, 17). Following

(17), we simulated the evolution of subcell JSC
values in perovskite-on-silicon tandem cells as

a function of absorber layer thickness for perov-

skite bandgaps of 1.56, 1.66, and 1.76 eV (Fig.

1F). The ideal thickness for a 1.66 eV bandgap

was ~500 nm, which falls into a common perov-

skite processing window (15). We also modeled

the subcell JSC with various bandgaps for a

500-nm perovskite layer (fig. S4), and a 1.66 eV

bandgap was also nearly ideal for maximiz-

ing energy yield for monolithic perovskite-

on-silicon tandem cells deployed in real-world

locations (18).

By tuning the I/Br composition, we found

thatCs0.17FA0.83Pb(I0.77Br0.23)3perovskitedelivered

the desired 1.66 eV bandgap, as determined

from the derivative of the EQE spectrum, (fig.

S5).We optimized the single-junction cells using

different [BMP]
+
[BF4]

−

concentrations rang-

ing from 0.0 (control) to 0.3 mol %; the device

performance parameters from a large batch of

cells are summarized in fig. S6. With increas-

ing concentrations of [BMP]
+
[BF4]

−

, we ob-

served that VOC rose from an average of 1.11 V

for the control device to>1.16V for the0.3mol%

[BMP]
+
[BF4]

−

modified device; JSC did not

vary appreciably relative to the control. How-

ever, on average, the FF increased at low con-

centrations but tended to decrease at higher

concentrations of [BMP]
+
[BF4]

−

. Thus, devices

with 0.25 mol % [BMP]
+
[BF4]

−

exhibited the

highest PCEs. Characteristic J-V curves for an

optimized 0.25 mol % [BMP]
+
[BF4]

−

modified

perovskite solar cell and a control device are

shown in Fig. 1G, and the corresponding SPOs

are shown in Fig. 1H. The corresponding forward

and reverse direction J-V scans are shown in

fig. S7. The 0.25 mol % [BMP]
+
[BF4]

−

device ex-

hibited a VOC of 1.16 V, a JSC of 19.5 mA·cm
−2
,

and a FF of 0.77, yielding a PCE of 17.3%. The

control device, which exhibited a lower PCE of

16.6%, had a VOC of 1.11 V and a FF of 0.75. The

corresponding SPOswere 16.5 and 15.7% for the

modified and control devices, respectively.

We show a set of statistical results obtained

from 15 individual cells of each type in Fig. 1I.

The EQE (Fig. 1H, inset) was in good agree-

ment with the JSC measured from the J-V scans

(Fig. 1G).With the additionof [BMP]
+
[BF4]

−

, the

cells generally exhibited an increase in VOC,

FF, and PCE. The JSC was similar or slightly

higher with the optimum piperidinium con-

tent for all perovskite compositions.

To understand the impact on the optoelec-

tronic characteristics of the perovskite films

with the addition [BMP]
+
[BF4]

−

, we carried out

a series of spectroscopic measurements, includ-

ing transient photovoltage (TPV) (fig. S8A),

charge extraction (fig. S8B), time-resolvedphoto-

luminescence (TRPL) (fig. S9A), steady-state

98 3 JULY 2020 • VOL 369 ISSUE 6499 sciencemag.org SCIENCE

Fig. 2. High-resolution secondary ion mass spectrometry and x-ray

diffraction analysis. (A and B) 19F− and 11B16O2
− ion maps for the F and B

distributions toward the top surface of a ~500-nm Cs0.17FA0.83Pb(I0.77Br0.23)3
with 0.25 mol % [BMP]+[BF4]

− perovskite film. (C) Secondary electron

map for the sputtered surface morphology ~60 nm below the sample surface.

The squares denoted in (A) to (C) are to indicate the corresponding regions of

highly localized F and B concentrations. (D) A reconstructed 3D map

(stretched in the z direction for clarity) showing the distribution of the
19F− signals through the perovskite layer. (E and F) XRD series for the gaining

of the unencapsulated control and 0.25 mol % [BMP]+[BF4]
− modified

Cs0.17FA0.83Pb(I0.77Br0.23)3 perovskite films, respectively, prepared on

FTO glass substrates. The XRD peaks corresponding to PbI2 (+ symbol),

FTO (asterisk symbol), and the secondary cubic perovskite phase (‡ symbol)

are marked. h, hours.
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photoluminescence (SSPL) (fig. S9B), and tran-

sient photoconductivity (TPC) (fig. S10) on

half-complete or complete device structures,

and time-resolved microwave conductivity

(TRMC) (figs. S11 and S12) and in-plane tran-

sient photoconductivity (ip-TPC) (fig. S13)

on isolated perovskite films.We found that add-

ing [BMP]
+
[BF4]

−

did not compromise charge

carrier mobilities (figs. S10B, S12, and S13A).

Furthermore, from light intensity–dependent

VOC and charge-extraction measurements of

complete devices, we observed a reduced ide-

ality factor and capacitance (or reduced total

stored charge density) for the [BMP]
+
[BF4]

−

modified devices under low light intensity (fig.

S8B). We also observed a slower TRPL decay

andmore than double the SSPL intensity in the

[BMP]
+
[BF4]

−

film (fig. S9). These results were

consistent with a reduced density of deep trap

sites in the [BMP]
+
[BF4]

−

modified devices.

Further analysis of the optoelectronic and spec-

troscopic characterizations is provided in the

supplementary text section of the supplemen-

tary materials.

To reveal how [BMP]
+
[BF4]

−

was distributed

within the perovskite layer, we used high-

resolution nanoscale secondary ionmass spec-

trometry (nanoSIMS).Wepresent the secondary

electron and elemental mapping for the
19
F
−

and
11
B
16
O2

−

distributions in a Cs0.17FA0.83Pb

(I0.77Br0.23)3 perovskite film in Fig. 2, A to C. In

Fig. 2A, the
19
F
−

signals show agglomeration

and, despite yielding much lower intensities,

the
11
B
16
O2

−

intensity map (Fig. 2B) coincided

reasonably well with the
19
F
−

map. We show

the three-dimensional (3D) visualization of

the entire
19
F
−

dataset in Fig. 2D, where we

observed that the
19
F
−

signal originated from

roughly spherical regions a fewhundred nano-

meters in diameter that were evenly distrib-

uted over the surveyed volume. Both the depth

(fig. S14A) and line (fig. S14B) profiles revealed

that, in addition to the agglomerates, a small

amount of F could be detected throughout the

perovskite.

From this nanoSIMS characterization, we

deduce that most of the [BMP]
+
[BF4]

−

mole-

cules were localized in isolated aggregates that

presumably accumulated between the perov-

skite domains, but small amounts penetrated

the entire volume of the film. This distribution

differs from that of the imidazolium-based

ionic liquid, which we have previously used

with NiO p-type layers. For that material, the

predominant accumulation of [BF4]
−

was at

the buried NiO-perovskite interface (14). Pre-

sumably, the distribution throughout the en-

tire volume of the perovskite film helped the

[BMP]
+
[BF4]

−

ionic salt enhance the perform-

ance of the cells when we used the poly-TPD

organic hole conductor. We attempted to ob-

serve interactions between the [BMP]
+
[BF4]

−

and the perovskites using solid-state nuclear

magnetic resonance (ssNMR) and x-ray photo-

emission spectroscopy (XPS), whichwe show in

the supplementary text and figs. S15 and S16,

respectively. However, we observed no discern-

ible differences between the control and modi-

fied samples.

We also carried out characterizations to as-

sess the stability of the CsFA perovskite com-

pounds after the addition of [BMP]
+
[BF4]

−

.

Ultraviolet-visible (UV-vis) absorption spec-

tra (fig. S17) and x-ray diffraction (XRD)

patterns (Fig. 2, E and F) were obtained

for the [BMP]
+
[BF4]

−

modified and control

Cs0.17FA0.83Pb(I0.77Br0.23)3 perovskite films

aged under simulated full-spectrum sunlight

at 60°C in ambient air (relative humidity in

the laboratory was ~50%). The absorption edge

of the [BMP]
+
[BF4]

−

modified sample exhibited

aminor change for the first 264hours (fig. S17A),

whereas the control sample exhibited a clear

redshift in the absorption edge, which moved

from ~750 nm to >775 nm (fig. S17B). This

redshift in absorption also coincides with a

redshift in the EQE spectrum of complete solar

cells aged in a similar manner (fig. S18), indi-

cating that a similar change is occurring, albeit

at a slower rate, in the complete devices. The

XRDmeasurements did not reveal any notice-

able formation of lead halide (~12.7°) with

aging time for both the control (Fig. 2E) and

modified (Fig. 2F) samples, which is usually ob-

served during degradation of MA-containing

perovskites because of the loss of methylam-

monium iodide (4). Conversely, a small PbI2
peak present at 12.7° in both the control and

modified films early on disappeared during

aging. During the time series, the main pe-

rovskite phase peaks broadened (fig. S19) and

decreased in intensity, and additional peaks

at 14.6° and 20.7°, as well as a low-angle peak

at 11.3°, appeared during long aging in the

control film.

The broadening of the main phase can be

explained by orthorhombic strain. Before aging,

we fit the main perovskite phase to an ortho-

rhombic cell in space group Pnma, with lattice

parameters of a = 8.801(1) Å, b = 8.8329(3) Å,

and c= 12.4940(5) Å and a volume of 971.3(2) Å
3

for the control film, and a = 8.8146(3) Å, b =

8.8333(9) Å, and c = 12.4892(9) Å for the mod-

ified film with a larger volume of 972.4(1) Å
3
.

Both are larger than the orthorhombic perovskite

g-CsPbI3 [volume = 947.33(5) Å
3
] (19), indicating

themixedCsFAphase. The loweringof symmetry

from cubic to orthorhombic was needed to fit

the XRD data well (fig. S20). We refined the

orthorhombic unit cell across the aging series

anddefined the orthorhombic strain as S ð%Þ ¼

100 ×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ffiffi

2
p

a
ffiffi

2
p

b
� 1

� �2

þ
ffiffi

2
p

b

c
� 1

� �2

þ
ffiffi

2
p

a

c
� 1

� �2
r

;

which we show in fig. S21A. The orthorhombic

strain in the control and modified films in-

creased at a similar rate; however, the control

sample startedwith a slightlymore orthorhom-

bic phase.

The orthorhombic strain was the only sign of

change in the XRD pattern for the [BMP]
+
[BF4]

−

modified samples at aging times less than

360 hours. Comparison of spectra showed that

the orthorhombic strain did not have a large

effect on the absorption. The additional peaks

at 14.6° and 20.7° appeared for the control

sample after the first aging step of 168 hours

and for the modified sample between 264 and

360 hours of aging. These peaks were fitted to

a cubic unit cell in thePm3m space group and

could not be fitted with the unit cells of any of

the relevant binary halide salts. For themodified

sample aged at 360 hours, the cubic unit cell

has a volume of 217(1) Å
3
, which is within

error of the reported volume of FAPbBr3
[217.45(2) Å

3
] (20). The XRD peaks associated

with this second phase are indicated with the

‡ symbol in Fig. 2, E and F, and fig. S22.

Segregation of FAPbBr3 would leave the

main phase rich in Cs and I. Iodide enrich-

ment was consistent with the redshift seen in

absorption spectra (fig. S17), and the time at

which these phases emerged in the XRD pat-

terns coincides with the timing for the redshift.

The volume of the main orthorhombic perov-

skite phase and the secondary FAPbBr3 perov-

skite phase both initially increased over time

but started to decrease for the control after the

264-hour aging (fig. S21, B and C). This de-

crease suggests that after the initial separation

of FAPbBr3, other compositional changes con-

tinued, either because of mixing of the halides

or external factors. At the same time, the in-

tensity of the main phase peaks decreased, and

the decrease was faster in the control sample.

The peak at 11.3°, which appeared in the con-

trol sample after 456 hours (fig. S23) but was

suppressed in the modified sample, was pre-

viously ascribed to the nonperovskite yellow

hexagonal d-FAPbI3 phase (21, 22), which can

form in the perovskite film when the Cs or FA

content is strongly unbalanced (7, 21, 23).

In an attempt to visualize the impurity phases

generated during aging, we performed optical

microscopy measurements on the fresh and

aged control (fig. S24) and [BMP]
+
[BF4]

−

mod-

ified (fig. S25) Cs0.17FA0.83Pb(I0.77Br0.23)3 perov-

skite films grown on fluorine-doped tin oxide

(FTO) glass. The aged samples were subjected

to 500 hours of the same aging environmental

parameters that were applied to the XRD sam-

ples. Themicroscope was backlit with a halogen

lamp, with optional additional photoexcitation

from the front with a 375-nmUV light-emitting

diode (LED) to induce photoluminescence.

Both the fresh control and [BMP]
+
[BF4]

−

mod-

ified films appeared orange-red in color and

hadwrinkled surface characteristic of the anti-

solvent quenching spin-coating fabrication

method (24) and showed no clear difference

with or without UV illumination. After aging,

the [BMP]
+
[BF4]

−

modified films appeared to

be predominantly unchanged.
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In contrast, for the control films, we ob-

served a strong darkening in color and the ap-

pearance of large dark domains. Upon UV

illumination, these dark domains emitted blue

light. The blue emission was consistent with

these regions containing some wider gap im-

purity phase material, most likely the non-

perovskite hexagonal d-FAPbI3 phase (21, 22).

In addition to these coarse features, we ob-

served numerous white or yellow bright spots

in images of the aged control samples (fig. S24,

C to F). From SEM images of the same sam-

ples, which we present in fig. S26, we con-

firmed that these bright spotswere pinholes in

the film. The presence of these pinholes in the

aged control films, which were absent from

the [BMP]
+
[BF4]

−

modified films, was a key

difference. The addition of [BMP]
+
[BF4]

−

ap-

peared to have prevented the formation of the

blue-emitting impurity phase, inhibited FAPbBr3
impurity phase growth, and strongly suppressed

pinhole formation (fig. S26D).

We investigated the operational stability of

Cs0.17FA0.83Pb(I0.77Br0.23)3-based perovskite solar

cells aged at open-circuit condition under full-

spectrum sunlight at elevated temperatures

in ambient air (relative humidity in the labora-

tory was ~50%). We first examined the stability

of unencapsulated devices aged at 60°C. The

average SPOs and PCEs obtained from eight

individual devices for each condition are shown

in Fig. 3, A and B, respectively, and the evo-

lution of the device parameters is plotted in

fig. S27. For both the [BMP]
+
[BF4]

−

modified

and control devices, we observed a positive light-

soaking effect that enhanced the SPO and PCE

values by ~2% absolute during the first few

days of aging, whereas the average SPO and

PCE of the control devices dropped below the

initial performance after 72 hours and continu-

ously decreased to ~5% absolute efficiency after

216 hours. The efficiency of the [BMP]
+
[BF4]

−

modified devices improved over the first few

hundred hours, likely because of the photo-

brightening effect (25) resulting from passiva-

tion of defects in the perovskite film via reaction

with photogenerated superoxide and peroxide

species (26).

Our [BMP]
+
[BF4]

−

modifieddevices remained

highly operational, decreasing to 80% of the

peak SPO and PCE (T80,ave) within an average

time of 944 and 975 hours, respectively. We

observed that the VOC remained beyond its ini-

tial level for >1000 hours at close to 1.2 V (fig.

S27A). The unencapsulated devices appear to

be much more stable than the isolated perov-

skite films aged under the same conditions.

This is likely because of the PCBM and BCP

electron extraction layer and the CrAu electrode

partially encapsulating the perovskite film, by

inhibiting ingress of atmosphere and loss of

degradation products (10, 27–29). Our cham-

pion [BMP]
+
[BF4]

−

device exhibited the

measured and estimated lifetimes through a

linear extrapolation for 80% of the peak SPO

and PCE (i.e., T80,champ) of 1010 and 2630 hours,

respectively (30). The difference in T80,champ

between SPO and PCE originates from non-

negligible hysteresis in the J-V scans from the

aged samples (fig. S28). We benchmark our

stability results against the long-term stability

data from the literature (table S1). Most stability

studies are performed on encapsulated cells

or cells in an inert atmosphere. Previous re-

ports from unencapsulated cells in ambient

100 3 JULY 2020 • VOL 369 ISSUE 6499 sciencemag.org SCIENCE

Fig. 3. Long-term operational stability. (A) Evolution of SPOs of

unencapsulated 0.25 mol % [BMP]+[BF4]
− modified and control (Ctrl)

Cs0.17FA0.83Pb(I0.77Br0.23)3 perovskite solar cells (eight cells for each

condition), aged under full-spectrum sunlight at 60°C in ambient air. The

95% confidence interval for the SPOs of the modified devices is shown as a

green band. The champion cell with the [BMP]+[BF4]
− additive is indicated

with yellow stars, and the black dotted line is a guide to the eye. The

intersections between the data points and the black and green dashed-dotted

lines show T80,champ for the champion cell and T80,ave for eight individual

cells, respectively. (B) Corresponding PCEs for (A). (C) Evolution of

SPOs of encapsulated 0.25 mol % [BMP]+[BF4]
− modified and control

Cs0.17FA0.83Pb(I0.77Br0.23)3 cells aged under full-spectrum sunlight at 85°C in

ambient air (six cells for each condition). The early burn-in region

(~264 hours) is determined using a linear model (coefficient of determination

R
2 = 96.8%). The intersection between the linear extrapolation for the data

(red dashed line) and black dotted line estimated the lifetime for 95% of the

post-burn-in SPO (Est. T95,ave) from six individual cells. (D) Corresponding

PCEs for (C). In all figures, the error bars denote standard deviations.
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atmosphere have delivered T80 of ~100 hours

under similar aging conditions (14), or similar

T80 lifetimes, but at 25°C in Colorado at a rela-

tive humidity of 15%, dropping to ~30 hours at

70°C (12).

To explore the stability of our cells under

higher elevated temperatures, we sealed them

in a nitrogen atmosphere with glass cover

slides and UV-cured epoxy resin and aged the

encapsulated devices under full-spectrum sun-

light at 85°C in air. Figure S29 shows the evo-

lution of the device parameters. The J-V scans

for the champion [BMP]
+
[BF4]

−

device at dif-

ferent aging stages are shown in fig. S30. At

this temperature, a clear burn-in effect was

observed in the SPOs (Fig. 3C) and PCEs (Fig.

3D) for both the [BMP]
+
[BF4]

−

modified and

control devices. The SPO of the control devices

decreased rapidly to <6% absolute efficiency

after 264 hours, whereas the modified devices

retained an operational SPO of ~12% absolute

over the aging period. We estimated the life-

time of 1200 hours at 95% of the post-burn-in

efficiency (T95,ave), using a linear extrapolation

of the post-burn-in SPO (Fig. 3C) (14, 30).

Much variation in aging conditions for

perovskite solar cells occurs between labora-

tories, so it is not feasible to compare results

directly. With respect to our previous best-in-

class, the T80 lifetime of our unencapsulated

cells at 60°C in this study is ~7 times longer

(14). The post-burn-in T95,ave SPO lifetime of

our encapsulated cells at 85°C was 1200 hours,

three times longer than our previous best-in-

class cells, whichwere stressed at 75°C and gave

a T95,ave of ~360 hours (14). Considering that

we would expect about a twofold increase in

the degradation rate with a 10°C increase

in temperature (31), the cells in this study ap-

pear to degrade at approximately one sixth

the speed.

To elucidate the degradation mechanism in

complete cells, we carried out XPS analysis

on the unencapsulated device stacks, absent

of electrodes, before and after a 300-hour light-

soaking aging process at 60°C. The XPS spectra

of the core levels relevant to the perovskite

elements were measured, and full peak posi-

tions, spectra, and fittings can be found in

figs. S31 to S33 and table S2. Subtle differences

between the [BMP]
+
[BF4]

−

and control devices

were observed in the C 1s, N 1s core levels, but

these additional peaks correspond to the pres-

ence of [BMP]
+
[BF4]

−

. The I 3d5/2 core levels

for both the [BMP]
+
[BF4]

−

and control devices

show that aging resulted in the emergence of

an additional peak at ~620 eV next to themain

peak at ~618 eV, which is attributed to I
−

. This

peak at the higher binding energy could cor-

respond to either the formation of IO2
−

, which

has been previously observed in methylam-

monium lead triiodide (32), or to the formation

of methyl iodide (33).

The Pb 4f core level spectra demonstrated a

clear difference between the aged devices with

and without [BMP]
+
[BF4]

−

. In the aged con-

trol devices, we observed two peaks at 138.0

and 139.1 eV (Pb 4f7/2), whereas in the devices

with [BMP]
+
[BF4]

−

we only observed one peak

at 137.8 eV. The peaks at ~138 eV correspond

to the presence of Pb
2+
, while the peak at

139.1 eV corresponds to PbOx. This result sug-

gests that, when aged, the control devices

formed lead oxide, which is a product formed

from a photooxidative degradation process

(34). The addition of [BMP]
+
[BF4]

−

inhibited

lead oxidation.

To understand how [BMP]
+
[BF4]

−

can im-

prove the stability of the perovskite film, we

first review the mechanisms that have been

proposed to explain the photoinduced degra-

dation processes of metal halide perovskites.

The role of oxygen and moisture has been

extensively discussed, in particular for MA-

containing perovskites (35–37). However, for

perovskite films prepared in inert atmosphere

and encapsulated, photodegradation is still ob-

served. A key factor in the photodegradation

is the generation of I2 under illumination,

which has been observed experimentally

SCIENCE sciencemag.org 3 JULY 2020 • VOL 369 ISSUE 6499 101

Fig. 4. Iodine-loss analysis of PbI2 and perovskite films. (A and B) Top-

surface SEM images of PbI2 films: (A) fresh and (B) aged under ~0.32 suns

white LED illumination at 85°C in a nitrogen-filled glove box for 6 hours.

Scale bars, 1 mm. (C) Schematic of the iodine-loss experimental setup:

Vials filled and sealed in nitrogen, containing perovskite films fully

submerged in toluene, were exposed to full-spectrum sunlight at 60°C in

ambient air. (D) Photo of the sealed vials with the control and 0.25 mol %

[BMP]+[BF4]
− additive modified Cs0.17FA0.83Pb(I0.77Br0.23)3 perovskite

samples, taken after 4 hours of light and heat exposure. (E and F) Ten

UV-vis absorbance spectra recorded for the toluene solution taken from the

(E) control and (F) [BMP]+[BF4]
− vials at different aging times. (G) Evolution

of absorbance recorded at 500 nm.
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via a range of analytic methods, including

electrochemistry (38), optical absorption (38),

and mass spectrometry (39). The detrimen-

tal role of I2 has been established for silver

electrodes (40) but also directly upon the perov-

skite (41).

Several mechanisms have been proposed to

explain the generation of I2. They have in

common the capture of a hole by an iodide

ion (I
−

), with I
−

being either in its lattice site

(IxI þ h•

→ I•I in Kröger-Vink notation) (26, 42),

as an interstitial ion from a Frenkel pair

( I
0

i þ h•

→ Ixi ) (43), or becoming interstitial

upon hole capture (IxI þ h•

→ Ixi þ V•

I) (38). To

generate gaseous iodine (I2), two neutral atoms

(Ixi or I
•

I) need to diffuse and combine. Owing

to the ability to release iodine from the surface

of the film, and the likelihood of a higher va-

cancy density at the surface than in the bulk

of the grains, this process is more likely to

happen at the surface of the grains, leading to

the release of iodine and the generation of a

pair of iodide vacancies (2V•

I).

The exact nature of the detrimental effect of

I2 on the perovskite is still under debate (41).

Fu et al. investigated these effects in detail and

found that PbI2 was more prone to degrada-

tion than the perovskite itself and that voids

were left in the films of PbI2 upon prolonged

exposure to light and heat (44). We repeated

Fu et al.’s experiments for the photodegradation

of PbI2 at elevated temperatures under light

in a nitrogen atmosphere (figs. S34 and S35)

and confirmed the observed generation of

lead (fig. S36) and pinholes in the films (Fig. 4,

A and B). Although slower than for MA
+
-

containing perovskites, this degradation path-

way was also observed in FACs perovskites,

indicating that the I2 generation process is

related to the lead-halide framework.

We confirmed a faster release of I2 from our

control perovskite films versus the [BMP]
+
[BF4]

−

modified films during light soaking, from

UV-vis absorption spectrum of toluene, after

exposing toluene-submersed films to light and

heat (Fig. 4, C to G) (38, 41). The presence of

voids (or pinholes, Fig. 4B) in the PbI2 films

(and control perovskite films, fig. S26) after

aging can be explained by the loss of volume

during I2 release, upon conversion to metallic

lead. The presence of PbOx in the degraded

unencapsulated devices (fig. S32) is also con-

sistent with the formation of metallic lead, with

subsequent oxidization to PbOx or Pb(OH)2 in

ambient air, which both have a much higher

density than the perovskite.

In light of this degradation mechanism, we

discuss the stabilization induced by the ionic

additive. For degradation to occur, hole-trapping

is likely to require interstitial I
−

(43), and two

neutral interstitial iodine atoms need to diffuse

together and combine to form I2. Therefore,

this reaction could be slowedby either reducing

the overall density of Frenkel defects (iodide

vacancies and/or interstitial pairs) or by reduc-

ing the diffusivity of interstitials. As with

most crystalline materials, defect densities

are usually highest on the crystal surface (45).

Therefore, we would expect the interstitials or

Frenkel defects to mostly diffuse around the

surfaces of the polycrystalline domains, where

the highest density of defects exists.

If crystallization in the presence of

[BMP]
+
[BF4]

−

leads to reduced Frenkel defect

densities, then this would have the effect of

reducing the number of sites available for iodide

oxidation. Furthermore, if [BMP]
+
[BF4]

−

ad-

sorbs to these surface defects, it is likely to

block or inhibit the further migration of such

defects, slowing down the diffusivity of intersti-

tial iodideorneutral iodine interstitials, reducing

the rate of I2 formation. Finally, [BMP]
+
[BF4]

−

does appear to reduce the amount of residual

PbI2 in the films, by improving the crystalliza-

tion (as indicated in Fig. 2). Because I2 gener-

ation occurs preferentially at PbI2 sites (44),

minimizing the amount of residual PbI2may

play a crucial role.
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HIV

Number of HIV-1 founder variants is determined
by the recency of the source partner infection
Ch. Julián Villabona-Arenas1,2, Matthew Hall3, Katrina A. Lythgoe3, Stephen G. Gaffney4,

Roland R. Regoes5, Stéphane Hué1,2, Katherine E. Atkins1,2,6*

During sexual transmission, the high genetic diversity of HIV-1 within an individual is frequently reduced to

one founder variant that initiates infection. Understanding the drivers of this bottleneck is crucial to

developing effective infection control strategies. Little is known about the importance of the source

partner during this bottleneck. To test the hypothesis that the source partner affects the number of HIV

founder variants, we developed a phylodynamic model calibrated using genetic and epidemiological data

on all existing transmission pairs for whom the direction of transmission and the infection stage of the

source partner are known. Our results suggest that acquiring infection from someone in the acute (early)

stage of infection increases the risk of multiple–founder variant transmission compared with acquiring

infection from someone in the chronic (later) stage of infection. This study provides the first direct test of

source partner characteristics to explain the low frequency of multiple–founder strain infections.

S
exual transmission of HIV-1 results in

a viral diversity bottleneck due to phys-

iological barriers as well as viral or cel-

lular constraints that prevent most genetic

variants within the source partner from

establishing onward infection (1–3). Indeed, this

diversity bottleneck results in around three-

quarters of new infections being founded by

a single genetic variant (4–9). The extent of

genetic diversity transmitted to a new partner

is a crucial determinant in understanding the

efficacy of putative vaccines and may shed

light on the transmission of drug resistance

to treatment-naive individuals.

The factors leading to the diversity bottleneck

during sexual transmission can be broadly

categorized as those determined by the source

partner, such as viral load and viral diversity

available for transmission (10); those deter-

mined by the recipient partner, such as target

cell type and availability in the genital or rectal

mucosa [e.g., (3, 11, 12)]; and those connected

with viral characteristics, such as glycosylation

profiles and cell tropism [reviewed in (13)].

Whereas the impact of the recipient part-

ner and the characteristics of transmitted

founder variants have been widely discussed,

little is known about how the source partner

affects the viral diversity bottleneck. Modeling

work suggests that the infection stage of the

source partner at the point of onward trans-

mission may be a key driver in determining

the number of transmitted variants (14). How-

ever, there is currently no empirical evidence

to suggest how the infection stage of the source

partner influences the viral diversity bottle-

neck. This gap has arisen because studies are

routinely conducted without information on

the partner fromwhom infectionwas acquired.

Phylogenetic analyses nowoffer a possible solu-

tion to this impasse.

Phylogenetic trees are representations of

the ancestral relationships of organisms, with

the tips of the tree representing those that are

sampled, the internal nodes representing their

inferred common ancestors, and the branches

the evolutionary pathways between these ac-

tual and inferred individuals. When phyloge-

netic trees are constructed using sequence data

from both partners in an HIV transmission

pair, the relationship between the evolution-

ary histories of both sets of viral samples may

reflect epidemiological relationships between

the two individuals (15–17). Previousmodeling

studies have suggested that the evolutionary

histories of the viral populations in both part-

ners can provide important information, such

as the direction of transmission (15) and the

number of transmitted founder variants (18).

For such histories, each putative transmission

pair can be classified into one of three “topol-

ogy classes” that define the evolutionary rela-

tionship between the viral populations of

the two partners: monophyletic-monophyletic

(MM, where the sequences from each partner

formseparate groups), paraphyletic-monophyletic

(PM, where the sequences from one partner

are embedded in the sequences from the second

partner), or a combination of paraphyletic and

polyphyletic (PP, where sequences from both

partners are interspersed) (Fig. 1A). The num-

ber of monophyletic clusters in a PM (one) or

PP (more than one) tree can be interpreted as

the minimum number of transmitted founder

variants. In practice, however, many factors

may influence epidemiological interpretations

fromphylogenetic trees, such as sampling times,

sampling density of the viral populations, and

phylogenetic signal (19, 20).

Here, we present a data-driven phylodynamic

approach to overcome these empirical and

methodological issues to evaluate the impact

of the source partner’s infection stage and

route of exposure on the HIV diversity bottle-

neck (Fig. 1, B and C). We first retrieved all

available genetic and epidemiological infor-

mation from published HIV sexual transmis-

sion pairs where the direction of transmission

is known, and we kept for further analysis

those pairs for whom transmission could be

classified as having occurred in the source

partner’s acute stage (≤90 days after his/her

infection) or chronic stage (later than 90 days

after his/her infection). After further stratify-

ing pairs into heterosexual (HET) andmen who

have sexwithmen (MSM) risk groups, we found

a significant difference in the timing of trans-

mission between the two risk groups. Specifi-

cally, 10 of 36 MSM pairs were the result of

acute-stage transmission, compared with 1 of

76 HET pairs (Fig. 2).

We then performed Bayesian phylogenetic

tree reconstruction on the genetic sequences

of the transmission pairs and classified the

topology class of each tree in the posterior dis-

tribution as MM, PM, or PP. The most likely

topology class was PM (65% and 61% for HET

andMSM, respectively), but with a higher num-

ber of PP trees in the MSM group (P = 0.056)

(Fig. 2). This result has previously been de-

scribed as indicative of a higher number of

founder variants for MSM (18). However, when

we stratified the topology class by whether the

source partnerwas in the acute or chronic stage

of infection at the time of transmission, our

results indicate that the infection stage of the

source is the primary driver for any observed

differences in topology class. Specifically, there

is no difference between the HET and MSM

groups in the PM/PP topology class ratio when

transmission occurs in the chronic stage of

infection (P = 0.570). Note that only one HET

transmission occurred during the acute stage,

and the topology class for this pair is PP. These

results remained qualitatively consistent when

we analyzed data only from the 66% of trans-

mission pairs for whom the posterior trees gave

a certainty of over 95% for the most frequent

topology class (fig. S3). These results indicate

that infection stage of the source partner, and

not risk group per se, may influence the diver-

sity bottleneck at transmission.

To test whether these empirical findings

are indicative of a smaller diversity bottleneck

in the chronic stage of HIV infection, we devel-

oped a phylodynamic framework in which we

simulated the epidemiological characteristics

of each HET and MSM transmission pair, the
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Fig. 1. Methods schematics.

(A) Phylogenetic tree topology

classes of known transmission pairs

previously used as proxies for calculating

the minimum number of founder variants

transmitted to the recipient. Trees of

both MM and PM classes suggest a

minimum of one founder variant, whereas

trees of class PP suggest multiple

founder variants, with the minimum

number of founder variants being the

number of recipient clades embedded in

PP trees (here shown as two). (B)

Pipeline of phylodynamic analysis

(LANLdb, Los Alamos National Laboratory

HIV Sequence Database), where teal

represents data or analysis output and

white represents methods and analysis.

An example of a standardized trans-

mission timeline for a known source-

recipient pair is provided in (C).

(C) Schematic of the transmission pair

model simulation that shows the trans-

mission and sampling timelines. The

simulated number of virus particles

transmitted to the index case and the

source and recipient partners (nI, nS,

and nR, respectively) are shown on the

transmission events timeline.

Fig. 2. Phylogenetic findings from the empirical transmission pairs. Percentages of phylogenetic tree topology classes (MM, PM, and PP), where each

tree topology class is classified as the most frequent topology class of each posterior distribution per transmission pair. Results are stratified by risk group

(76 HET pairs and 36 MSM pairs) and infection stage of the source partner at transmission (11 acute pairs defined as ≤90 days after infection and 101 chronic

pairs defined as >90 days after infection).
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timing of the virus sampling, the transmission

of virus particles, and the within-host genetic

evolution in both the source and recipient

(Fig. 1B). Specifically, using the epidemiolog-

ical information from the transmission pairs,

we simulated phylogenies under a coalescent

model before generating genetic sequences

from these simulations and performing max-

imum likelihood (ML) phylogenetic recon-

struction on these simulated sequences. We

classified each of these simulated trees asMM,

PM, or PP and determined the frequency of

each topology class (i.e., the fraction of sim-

ulated trees classified as MM, PM, and PP) for

each simulated transmission pair across all the

simulated sequences. However, as we could

not directly observe the number of virus par-

ticles that were transmitted between source

and recipient, we repeated the simulation of

phylogenetic trees for each transmission pair

under a range of plausible virus particle num-

bers transmitted. By fitting the simulation out-

put topology class frequencies to the topology

class distribution from the empirical phylo-

genetic trees using maximum likelihood in-

ference, we then determined the most likely

number of transmitted virus particles for each

transmission pair and used this best-fit model

for further analysis. Note that two or more

virus particles may have the same genetic se-

quence and would constitute a single founder

variant (or haplotype), as discussed below.

Further, because the analysis is conditioned

on extant lineages, we use the term “founder

variants” to describe those transmitted variants

for which we found detectable viral lineages;

thus, we ignored variants thatwere transmitted

but whose lineages had become extinct.

Our fitting procedure selected a best-fitmodel

that clearly delineated transmission pairs be-

tweenwhomone virus particlewas transmitted

(75% of pairs) and those between whom more

than one virus particle was transmitted (25%

of pairs) (Fig. 3A). Although there is a high

degree of confidence in the result when one

particle was transmitted, there is often uncer-

tainty around the exact number when multiple

particles were transmitted (Fig. 3A). We found

that acute-stage transmissions are more likely

to lead to multiple-particle infections than are

chronic-stage transmissions (73% versus 20%;

P = 0.0005). The topology class of the sim-

ulated phylogenetic trees is strongly influenced

by the number of virus particles transmitted

(Fig. 3B). PM trees weremore commonly found

in the pairs that were better described by a

model with a single transmitted virus particle

(81%), whereas PP trees appeared more often

whenmultiple particles were likely to have been

transmitted (86%).

For each transmission pair, we then simu-

lated the genetic sequences of the transmitted

viral population under the best-fit virus par-

ticlemodel and calculated themost likely num-

ber of founder variants for each transmission

pair (i.e., the number of distinct haplotypes).

Themedian number of founder variants trans-

mitted across all pairs was 1 (range, 1 to 11)

(Fig. 4A). Using the full distribution of the num-

ber of transmitted founder variants for each

pair, we also calculated the probability that a

single founder variant was transmitted to the

respective recipient. Our results suggest that

across all pairs in both risk groups, the mean

probability of observing one founder variant

is 0.73. Stratifying by risk group, we found

that there is a higher probability that one

founder variant founds HET infections than

MSM infections (a mean of 0.83 versus 0.69)

(Fig. 4B). However, these risk group differences

mostly disappear when we stratify the results

by the infection stage of the source. For example,

when only chronic-stage transmissions are con-

sidered, there is no difference in the probability

of one founder variant for MSM transmissions

versus HET transmissions (means of 0.84 ver-

sus 0.76; P = 0.398), and the pairwise diversity

at transmission is similar between both groups

(Fig. 4C). By contrast, when we stratified solely

by infection stage of the source partner, we

found that transmission during the acute stage

had a much lower probability of one founder

variant than during the chronic stage (means of

0.44 versus 0.82), with a highermedian number

of founder variants transmitted, when only the

most likely number of founder variants for each

pair was considered (two versus one) (Fig. 4A).

Nonetheless, if multiple–founder variant trans-

mission does occur, our results suggest that the
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Fig. 3. Estimated numbers of transmitted virus particles for the 112 trans-

mission pairs. The estimates of transmitted virus particles for each transmission

pair were calculated by choosing the model simulation that generated a

phylogenetic tree topology class distribution (i.e., the number of MM, PM, and

PP trees constructed from the simulated genetic sequences) that best matched

the topology class distribution from the phylogenetic trees constructed from

the empirical genetic sequences. (A) Maximum likelihood number of virus particles

founding recipient infections, n�
R
, for each pair (stacked points) with 95% confi-

dence intervals (lines) grouped by stage of infection (acute, 11 pairs; chronic,

101 pairs) and risk group (76 HET and 36 MSM). (B) Maximum likelihood number

of virus particles founding recipient infections, colored by topology class, of

the phylogenetic tree constructed from the simulated genetic sequences.
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Fig. 4. Phylogenetic findings from the calibrated simulations. (A) Frequency

of number of transmitted founder variants for transmission pairs either by

risk group (left) or by infection stage of source partner at transmission

(right). The number of multiple founder variants is calculated as the

modal simulated value. (B) Probability of one founder variant in the recipient

for each pair stratified by infection stage of the source partner at

transmission. (C) Probability density distribution of maximum diversity

(proportion of sites that differ) in the recipient partner across all simulations

with more than one haplotype stratified by infection stage of the source

at transmission. (D) Number of founder variants, colored by topology

class, of the phylogenetic tree constructed from the best-fit model of the

simulated genetic sequences.
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number of founder variants is higher during

chronic-stage transmission, consistent with the

higher diversity measured during this later

stage of infection (Fig. 4C).

From these results, therefore, there is ap-

proximately double the chance of multiple–

founder variant transmission during acute-stage

infection across both risk groups (relative risk =

0.54). When we assumed that transmission risk

is weighted toward early transmission such that

half of all index case–to–source partner trans-

missions occur after 90 days of index case

infection, this leads to qualitatively similar re-

sults (supplementary materials). Similarly, cal-

ibrating the simulationmodel to bootstrapped

samples rather than Bayesian posterior dis-

tributions leads to similar results (supplemen-

tary materials).

Our results suggest that there is an associa-

tion between tree topology class andmultiple–

founder variant transmission, with 95% of

MM and PM trees being due to one founder

variant (Fig. 4D). However, the number of em-

bedded recipient clades is not always a proxy

for the minimum number of founder variants

transmitted. For example, in chronic-stage trans-

mission, 11% of PP topology class trees were due

to single–founder variant transmission (Fig. 4D).

We stress that a PP topology class outcome not

only may occur as a result of multiple geneti-

cally distinct virus populations founding recip-

ient infections but also may reflect a lack of

phylogenetic signal in the data; for instance,

the sampled sequence lengths that gave rise to

PP trees were on average shorter than those for

MM (P = 0.096) and PM (P = 0.004). Across

both infection stages, we found that if MM,

PM, or PP was assigned as the most likely tree

topology class, then 92, 96, and 15% of trans-

missions, respectively, were due to a single

founder variant.

We have used a combination of empirical

data and phylodynamic model simulation to

evaluate the role of infection stage at trans-

mission and route of transmission on the num-

ber of virus variants transmitted during sexual

HIV exposure. This has allowed three impor-

tant advances on previous work. First, it is the

first empirically based study that fits a model

to data to understand the role of the source

partner in multiple–founder variant transmis-

sion. Second, althoughwehaveused apreviously

developed topology classification of phylogenetic

trees to understand HIV transmission pairs,

we have extended this methodology by calibrat-

ing a phylodynamic model to empirical data.

This new approach provides ameans to validate

the previously untested assumption that the

number of embedded recipient partner lineages

in a phylogenetic tree directly corresponds

to the minimum number of founder variants

transmitted. Third, our phylodynamic model

explicitly incorporates virus particle number

and the identity of genetic sequences. This

advance produces results that contrast with

previous work, which showed that the num-

ber of founder variants had little impact on

the topology class of the phylogenetic tree

when only overall genetic diversity, rather than

sequence identity, was tracked (15).

The relative importance of acute and chronic

stages of HIV infection in determining both

the number of virus particles and the number

of founder variants transmitted is consistent

with results from a recentmodeling study (14).

However, our study found higher proportions

of infections initiated by multiple founder

variants overall during these two stages. This

difference is likely due to the assumptions re-

lated to how the stages of infection are defined

as well as the relative importance of transmis-

sion during late infection. Specifically, the previ-

ous modeling study found that two-thirds of

multiple–founder variant transmission occurs

during the pre-AIDS stage of infection, which

is assumed to involve both a high viral load

and high haplotype diversity. If later stages

of infection account for disproportionately

less transmission, then the previous model

would predict higher proportions of multiple–

founder variant transmission in both the acute

and chronic stages of infection, and this would

be more consistent with empirical estimates

from our analysis. By contrast, our study is ag-

nostic about the relative importance of early

and late transmission and does not differenti-

ate between the chronic and a pre-AIDS stage

of infection, which cannot easily be identified

through analysis of empirical data.

Data from four of the MSM transmission

pairs in this study have previously been used to

estimate the number of variants founding in-

fection with a combination approach of single-

genome amplification (SGA), direct amplicon

sequencing, and mathematical modeling (7).

Our results broadly agree with this previous

analysis, with both analyses suggesting that

two recipients were infected with one founder

variant and one recipient was infected with

multiple founder variants (our analysis suggests

a mean of two to three founder variants, and

the previous analysis suggested three founder

variants). There was disagreement with results

from a fourth recipient, for whom a single

founder variant was 13% probable in this

study (with a mode of two founder variants)

but considered the most likely outcome in the

previous analysis. Small differences between

the two studies likely arise because our study

used sequence data from both partners to

evaluate the transmission ofmultiple founder

variants to the recipient partner. These extra

data can be used to parameterize a mathe-

matical model that accounts for the evolution-

ary relationship between the virus samples

from both partners, rather than relying solely

on accumulating diversity. Specifically, neg-

lecting the extent of genetic similarity be-

tween the source and recipient virus samples

might misattribute borderline cases of diver-

sity accumulation.

Our study finds a median of 1 founder vari-

ant and amaximumof 11, with little difference

between HET and MSM risk groups. When

only multiple–founder variant transmissions

are considered, our study finds a median of

two to three founder variants. These values

are consistentwith a previous pooled analysis

based on results from four analyses that used

the current gold standard SGA combination

approach (9), as described above.

At present, the genetic determinants of HIV-1

disease progression are not clear. However,

even small differences between genotypes can

have important clinical outcomes. For instance,

single polymorphisms can affect replication capa-

city (21) or can lead to primary non-nucleoside

reverse transcriptase inhibitor resistance with

different amino acid changes at the same

position conferring equivalent levels of resist-

ance (22).

Previous studies have disagreed over the

extent to which the elevated risk of transmis-

sion during the acute stage of infection [re-

viewed in (23)] is driven by increased viral load,

elevated per particle transmission probability,

or other behavioral factors, such as high rates of

sex partner change or concurrent partnerships

(24–29). Here, although we find strong evidence

to support the fact that acute-stage transmis-

sions are characterized by more virus particles

and variants founding infection, this result alone

cannot disentangle virus- and host-related driv-

ers of elevated transmission. For example, the

higher number of variants being transmitted

during acute infection could arise if the num-

ber of transmissible variants declines as in-

fection progresses or because there are more

opportunities for multiple variants to found

infection due to increased viral load (14, 30).

However, our study can shed light on the eight-

fold increased per-exposure risk of infection

that has been found for MSM transmission

relative to HET transmission (31, 32). In par-

ticular, the lack of differences in both the

number of virus particles and the number of

founder variants that establish infection after

transmission from a chronically infected source

in HET and MSM suggest that the observed

heightened acquisition risk for MSM could in

part be due to sampledMSM individuals being

more likely to be in the acute stage at the time

of transmission (14, 27). Whether MSM part-

ners are more likely to be sampled earlier in

infection because of sampling procedures or

because MSM are indeed more likely to trans-

mit during early infection is unclear. Although

this observation raises the possibility that the

role of sexual risk group in itself may have less

of an impact on the transmission of multiple–

founder variant probability, from a pragmatic

perspective, if moreMSM infections are indeed
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caused by acute-stage transmissions, then the

evolutionary and epidemiological impacts on

public health will be the same irrespective of

the mechanism.

There are twoprimary limitations to acknowl-

edge. First, our model assumes a single trans-

mission event between each source and recipient

partner.Without detailedknowledge of the trans-

mission pairs, we cannot distinguish between

multiple infections each with a single founder

variant and a single infection with multiple

founder variants; if for some pairs the former

were true, then this might suggest an elevated

transmission rate during the acute stage, as

has been observed previously (28, 29). Second,

our phylodynamic framework does not account

for the effects of selection and recombination.

Specifically, selection, such as that for viruses

that use the CCR5 co-receptor (33), is thought

to occur at the point of transmission, although

the strengthmay be dependent on the route of

transmission (34).

Our study finds that the transmission of

multipleHIV-1 founder variants is determined

by infection stage of the source partner, with

transmission of more founder variants of HIV-1

in acute infection than in chronic infection.

These findings stress that epidemiological or

clinical analysis of known transmission pairs

should account for potentialmediationby stage

of transmission when evaluating the effect of

sexual risk group.

REFERENCES AND NOTES

1. J. L. Geoghegan, A. M. Senior, E. C. Holmes, Proc. Biol. Sci.

283, 20160727 (2016).

2. S. M. Kariuki, P. Selhorst, K. K. Ariën, J. R. Dorfman,

Retrovirology 14, 22 (2017).

3. K. Talbert-Slagle et al., PLOS Pathog. 10, e1004092 (2014).

4. B. F. Keele et al., Proc. Natl. Acad. Sci. U.S.A. 105, 7552–7557

(2008).
5. J. F. Salazar-Gonzalez et al., J. Virol. 82, 3952–3970 (2008).

6. M.-R. Abrahams et al., J. Virol. 83, 3556–3567 (2009).

7. H. Li et al., PLOS Pathog. 6, e1000890 (2010).

8. S. Gnanakaran et al., PLOS Pathog. 7, e1002209 (2011).

9. D. C. Tully et al., PLOS Pathog. 12, e1005619 (2016).
10. K. A. Lythgoe, C. Fraser, Proc. Biol. Sci. 279, 3367–3375 (2012).

11. B. F. Keele, J. D. Estes, Blood 118, 839–846 (2011).

12. L. R. McKinnon, R. Kaul, Curr. Opin. HIV AIDS 7, 195–202 (2012).

13. M. Sagar, J. Infect. Dis. 210 (suppl. 3), S667–S673 (2014).

14. R. N. Thompson et al., Virus Evol. 5, vey038 (2019).

15. E. O. Romero-Severson, I. Bulla, T. Leitner, Proc. Natl. Acad.

Sci. U.S.A. 113, 2690–2695 (2016).

16. O. Ratmann et al., Nat. Commun. 10, 1411 (2019).

17. C. Wymant et al., Mol. Biol. Evol. 35, 719–733 (2018).

18. T. Leitner, E. Romero-Severson, Nat. Microbiol. 3, 983–988

(2018).

19. R. Rose et al., J. Infect. Dis. 220, 1406–1413 (2019).

20. A. B. Abecasis, M. Pingarilho, A.-M. Vandamme, AIDS 32,

543–554 (2018).

21. D. B. A. Ojwach et al., J. Virol. 92, e00811-18 (2018).

22. R. W. Shafer, J. M. Schapiro, AIDS Rev. 10, 67–84 (2008).

23. W. C. Miller, N. E. Rosenberg, S. E. Rutstein, K. A. Powers,

Curr. Opin. HIV AIDS 5, 277–282 (2010).

24. E. M. Volz et al., PLOS Med. 10, e1001568, discussion

e1001568 (2013).

25. J. P. Hughes et al., J. Infect. Dis. 205, 358–365 (2012).

26. R. H. Gray et al., Lancet 357, 1149–1153 (2001).

27. T. D. Hollingsworth, R. M. Anderson, C. Fraser, J. Infect. Dis.

198, 687–693 (2008).

28. S. E. Bellan, J. Dushoff, A. P. Galvani, L. A. Meyers, PLOS Med.

12, e1001801 (2015).

29. T. D. Hollingsworth, C. D. Pilcher, F. M. Hecht, S. G. Deeks,

C. Fraser, J. Infect. Dis. 211, 1757–1760 (2015).

30. K. A. Lythgoe, A. Gardner, O. G. Pybus, J. Grove, Trends

Microbiol. 25, 336–348 (2017).

31. M.-C. Boily et al., Lancet Infect. Dis. 9, 118–129 (2009).

32. R. F. Baggaley, R. G. White, M.-C. Boily, Int. J. Epidemiol. 39,

1048–1063 (2010).

33. M. Beretta et al., AIDS 32, 1917–1926 (2018).

34. J. M. Carlson et al., Science 345, 1254031 (2014).

35. Ch. J. Villabona Arenas, K. Atkins, S. Gaffney, AtkinsGroup/

TransmissionPairs, Version v1.0, Zenodo (10 May 2020);

http://doi.org/10.5281/zenodo.3819343.

ACKNOWLEDGMENTS

Funding: C.J.V.-A. and K.E.A. were funded by an ERC Starting

Grant (award number 757688) awarded to K.E.A. K.A.L. was

supported by The Wellcome Trust and The Royal Society grant no.

107652/Z/15/Z. M.H. was funded by The HIV Prevention Trials

Network (grant number H5R00701.CR00.01) and The Bill and

Melinda Gates Foundation (grant number OPP1175094). Author

contributions: K.E.A. conceived the study. C.J.V.-A., M.H., K.A.L., S.H.,

and K.E.A. designed the study. C.J.V.-A. performed the experiments and

analyzed the data. C.J.V.-A., M.H., K.A.L., S.H., and K.E.A. interpreted

the data. S.G.G. created new software used in the study. K.E.A. and

C.J.V.-A. drafted the manuscript, with critical revisions from M.H.,

R.R.R., K.A.L., and S.H. All authors approved the final version of the

manuscript. Competing interests: The authors declare no competing

interests. Data and materials availability: All code and data are

available at Zenodo (35).

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/369/6499/103/suppl/DC1

Materials and Methods

Supplementary Text

Figs. S1 to S5

Data S1 to S4

References (36–47)

MDAR Reproducibility Checklist

12 December 2019; accepted 11 May 2020

10.1126/science.aba5443

108 3 JULY 2020 • VOL 369 ISSUE 6499 sciencemag.org SCIENCE

RESEARCH | REPORTS



Register for a free online account on

ScienceCareers.org.

Search thousands of job postings and fnd

your perfect job.

Sign up to receive e-mail alerts about job

postings that match your criteria.

Upload your resume into our database and

connect with employers.

Watch one of ourmany webinars on

diferent career topics such as job searching,

networking, andmore.

Download our career booklets, including

Career Basics, Careers Beyond the Bench,

and DevelopingYour Skills.

Complete an interactive, personalized career

plan at “my IDP.”

Visit our Employer Profles to learnmore

about prospective employers.

Research graduate program information and

fnd a program right for you.

Read relevant career advice articles from our

library of thousands.

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

Visit ScienceCareers.org

today— all resources are free

SCIENCECAREERS.ORG

ways that Science Careers

can help advance your career



My father—a laborer—didn’t let 

me attend school initially. I was al-

ways jealous of my younger brother 

when he set off to school each day. 

So, one day, when I was 5 years old, 

I followed him and hid under the 

teacher’s desk. She noticed me and 

sent me home. But the next day, she 

called my father and told him that 

he should put me in school. Much 

to my delight, my father said yes.  

I had a passion for learning, 

and—despite the hunger pangs I 

went to school with most days—I 

quickly shot to the top of my class. 

When I was 10 years old, my father 

sent me to a better school outside 

our neighborhood, one that was 

mostly attended by students from 

wealthier families. I was at the top 

of the class there, too. But I was 

treated poorly by classmates who 

saw me as a child of the slums. I also suffered from embar-

rassment during biology labs because I was very short—

due to malnutrition, I suspect—and I had to stand on a 

chair to see into the microscope. 

When I graduated from high school, I wanted to become 

an engineer. My father was eager for me to attend univer-

sity, but he told me I couldn’t study engineering because it 

was for boys; he said I should study food science instead. 

My initial reaction was that food science was the last thing 

I wanted to study. After a childhood preparing meals for 

my family, there was nothing I hated more than cooking. 

I enrolled in a food science program anyway, and I 

quickly discovered that food science wasn’t so bad after all. 

It was a real science—something akin to chemistry—that 

involved hypothesis testing and experimentation. Soon 

enough, I was hooked. 

While attending university, I lived in a hostel near cam-

pus, paying my tuition and living expenses with the help 

of student loans my father secured for me as well as my 

side job as a research assistant. My room had a lamp, and I 

was thankful every night that I had light to study under—

something I have learned to never 

take for granted.

In the years that followed, I 

received a Ph.D. in food engineer-

ing and was appointed to a faculty 

position—milestones that felt far 

removed from my beginnings in 

the slums. But shortly thereafter, I 

began a collaboration that brought 

me back to my roots. I worked with 

a company that wanted to tackle 

malnutrition in India’s slums. When 

representatives from the company 

first approached me, they said, 

“You’d need to go to the slums and 

talk with people”—thinking that I’d 

never done that before. “That’s no 

problem,” I replied. “I grew up in 

the slums.”

As part of my work with the com-

pany, I modified the ingredients in 

a traditional Indian flatbread called 

chapati, which I’d made every day growing up. I realized it 

was the perfect vehicle to introduce more nutrition into the 

diet of poor people, because it was a staple eaten at every 

meal. I experimented with the ingredients and landed on a 

recipe that replaced wheat flour with cheap, locally grown 

grains that contain more minerals, protein, and dietary fiber. 

Other researchers laughed at me when I started to work 

on chapati because they didn’t think there’d be much science, 

or innovation, associated with it. But I’ve since proved them 

wrong. My work has won numerous national and interna-

tional awards, and companies, nonprofit organizations, and 

government agencies have all sought my expertise. 

In my life, I’ve faced poverty, hunger, and discrimination. 

But I didn’t let them hold me back. I pushed through the 

obstacles and learned lessons from them that helped propel 

me forward. I hope others can take inspiration from my 

story and realize that—despite the challenges they may be 

facing—they, too, can persevere. j

Shalini Arya is an assistant professor at the Institute of Chemical 

Technology in Mumbai, India. 

“I hope others can take inspiration 
from my story and realize … 

they, too, can persevere.”

A child of the slums

I
scrambled up a ladder to the tin roof of our house, clutching a book about the evolution of 

animals. I was 10 years old, and I’d just finished cooking dinner for my entire family—a task that 

was my daily responsibility. From my perch, I could look out at the slum where we lived in a 

small town in India. But that wasn’t what drew me to the roof: We didn’t have any lamps in our 

house, so I needed sunlight to read my book. I didn’t know it at the time, but that study routine 

was my ticket to a career as a scientist.    

By Shalini Arya
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