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A
my Boland has gone through many 

ups and downs since she noticed 

lumps under her arms 12 years 

ago and learned she had cancer 

of the lymph system. For about 

6 years, conventional chemo-

therapy helped shrink her lym-

phoma tumors, but they started to 

grow again. A succession of other 

cancer therapies, including a bone mar-

row transplant and a class of drugs called 

checkpoint inhibitors, either failed or only 

brought temporary relief. In one elaborate 

effort, physicians harvested her T cells, 

engineered those immune cells to kill her 

lymphoma, and infused them back into her 

body. The cancer vanished, but 2 years later 

bounced back. “Nothing was really work-

ing,” says oncologist Stephen Schuster of 

the University of Pennsylvania (UPenn).

So in October 2018, Boland joined a clini-

cal trial testing another way to harness her 

immune system to kill the tumor cells. The 

idea of the trial, which Schuster co-leads, 

was to use a molecular rope known as a 

bispecific antibody to tether her natural T 

cells to the tumor cells so the immune war-

riors would attack. Like the engineered T 

cells she had received earlier, the experi-

mental infusions sometimes made her sick 

enough to spend a couple of nights in the 

hospital. But the antibody rapidly sent her 

into remission. Today, more than 1 year after 

going off the Roche drug, mosunetuzumab, 

Boland, now 60, appears to be free of cancer 

and leads a normal life. “I’m feeling really 

good. I’m so grateful,” she says.

The ongoing trial Boland participated 

in made headlines in December 2019. 

At a meeting of the American Society of 

Hematology, Schuster reported that the 

antibody shrank fast-growing non-Hodgkin 

lymphoma tumors in 46 of 124 patients 

in whom other treatments had failed. For 

some of those people, like Boland, the fail-

ures included having their immune cells 

altered to attack the cancer. Those engi-

neered cells, known as chimeric antigen 

receptor (CAR) T cells, have achieved re-

markable results in some cancers. Yet at the 

same meeting, data from a small clinical 

trial suggested a bispecific antibody might 

work equally well on myeloma, another 

blood cancer. Bispecific antibodies for can-

cer are “superhot,” says Janice Reichert, 

executive director of the  Antibody Society, 

who has tracked their development.

That’s the culmination of a slow boil. 

Scientists have worked on bispecific can-

cer drugs for decades and the first clini-

cal success came 12 years ago. That result 

jump-started the field for a while, but other 

therapies, including CAR T cells, raced for-

ward, in part because the cancer-fighting 

antibodies proved challenging to design 

and produce. But companies have now 

made those protein drugs safer and more 

potent. Variants are being tested in dozens 

of clinical trials, in the hope they can rival 

or surpass the engineered cells.

“If bispecific antibodies can do what CAR 

T cells can do, this would represent a big 

advance” and a “potentially fundamen-

tal change,” said Johns Hopkins Medicine 

hematologist Robert Brodsky at a press 

preview for the meeting where Schuster 

presented. A major ad-

vantage of bispecific anti-

bodies is that they can be 

mass-produced in advance. 

CAR T cells, by contrast, must be 

prepared for each cancer patient. 

That process is costly and, for some 

very sick patients, takes too long.

Those new players in immunotherapy are 

no panacea yet. For some blood cancers, the 

bispecific antibodies aren’t giving patients 

the long-lasting remissions often seen with 

CAR T cells. As happened with CAR T cells, 

several patients have died in trials testing 

bispecific antibodies, possibly from over-

zealous immune responses sparked by the 

drugs. And bispecific antibodies may prove 

less effective against solid tumors, such as 

those of the colon and lungs, than against 

blood and lymph cancers—a drawback 

shared with CAR T cells. “There are a lot of 

open questions. But it’s also a field moving 

quickly, and a lot of really smart people are 

working on it,” says Paul Carter, an antibody 

researcher at Genentech, a Roche subsidiary.

ANTIBODIES HAVE A LONG HISTORY as a can-

cer treatment. The Y-shaped proteins are 

normally pathogen fighters, latching onto 

an antigen—a protein or a bit of one—on vi-

ruses, bacteria, or other microbes. The bind-

ing, which takes place at the tips of the Y, 

can directly disable and clear a pathogen or 

can signal the immune system to attack it. 

Cancer researchers first learned to exploit 

that natural system by making many copies 

of a specific antibody that latches onto an 

antigen unique to a particular cancer. This 

marks the cancer for destruction by com-

FEATURES
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Bispecific antibodies unleash T cells against cancer 

by physically tethering them to tumor cells
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ponents of the immune system other than 

T cells. Some of the most effective, and best-

selling, cancer drugs are such monoclonal 

antibodies, including the breast cancer drug 

trastuzumab, better known as Herceptin.

Newer anticancer strategies enlist T cells. 

Tumor cells can appear foreign enough for 

the body to sometimes “train”  these cells 

to attack them. But CAR T cells, altered to 

carry a receptor that targets a cancer cell 

antigen, can deliver a more powerful re-

sponse. Checkpoint inhibitors, drugs that 

release the molecular brakes that can re-

strain T cells, can also boost the T cell at-

tack (Science, 20 December 2013, p. 1432).

Bispecific antibodies offer a third way to 

harness T cells. In the mid-1980s, cancer 

researchers began to engineer antibodies 

that had two tips—one matched to a cancer 

cell antigen and the other to a T cell surface 

protein called CD3. The idea was to directly 

link T cells to tumor cells, thereby skipping 

the need for T cells to learn to attack a can-

cer. “It’s mimicking what naturally happens, 

but the advantage is that you can engage all 

T cells,” not just those trained to attack the 

tumor, says Dirk Nagorsen, a vice president 

and cancer researcher at Amgen. In 1985, 

the field was galvanized by two reports in 

Nature that such a “bispecific” antibody 

Combination punch
A bispecific antibody has two arms: one that can 

bind to a surface protein, CD3, on a T cell and a 

second that binds to a tumor marker, or antigen. 

The bispecific drug pulls the two types of cells 

together to induce a T cell attack, in which it 

destroys the tumor cell by secreting toxic 

enzymes called granzymes and perforins.

Design gallery
Arms of typical antibodies have identical tips (light 
blue) that can bind to a tumor. Bispecific antibodies that 
enlist T cells also have a binding site (dark blue) for the 
immune cells. Variants include a bispecific T cell engager 
(BiTE), which lacks a stem; a “2+1” antibody that has two 
sites that bind the same tumor antigen; and a trispecific, 
which binds two different surface proteins on a T cell.

Dueling treatments
Bispecific antibodies are 
off-the-shelf drugs given 
intravenously. That’s a 
simpler treatment than 
chimeric antigen receptor 
(CAR) T cells, made by 
harvesting T cells from a 
patient’s blood, engineering 
them to have receptors for a 
tumor antigen, growing the 
cells, and infusing them back 
into the patient.

29 MAY 2020 • VOL 368 ISSUE 6494    931
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could destroy cancer cells in a dish; studies 

soon showed those antibodies could shrink 

tumors in mice.

The drugs were hard to make. Antibod-

ies are modular, with two identical “heavy” 

chains, making up the stem and half of 

each arm of the Y, and two identical “light” 

chains, each of which completes one arm. 

Trying to assemble bispecific antibodies 

from those complex components, protein 

chemists got 10 versions of each molecule. 

That outcome meant laborious efforts to sift 

out the one researchers wanted.

And the excitement faded when tests 

of bispecific antibodies moved from lab 

animals and cells to cancer patients. In an 

early clinical trial, one antibody appeared 

to shrink lymphoma. But researchers had 

to stop treating patients before the study 

yielded definitive results because the anti-

body’s maker ran out of the drug. The 

antibodies also sometimes triggered serious 

side effects, including liver damage and an 

immune overreaction in which white blood 

cells pump out signals called cytokines that 

can be toxic in large quantities. Such cyto-

kine “storms” cause fevers and, in severe 

cases, organ damage. (CAR T cells can cause 

the same overreaction.)

Two immunologists at the Ludwig Maxi-

milian University of Munich, Peter Kufer 

and Gert Riethmüller, pressed ahead any-

way with an idea some colleagues thought 

would fail: a stripped-down bispecific 

antibody with two tips linked by a flexible 

peptide instead of the traditional stem. The 

simplified design made the antibody easier 

to manufacture, but because the stem was 

missing, the kidneys cleared it from the 

blood within 2 hours. In its first clinical 

test, for non-Hodgkin lymphoma, patients 

had to wear a pump to continually infuse 

the antibody. Still, tiny doses of the drug 

shrank tumors in all seven lymphoma pa-

tients in the trial, run by Micromet, a Ger-

man biotech Riethmüller co-founded. “We 

thought, ‘Oh my God, there’s something 

amazing happening here,’” says molecular 

biologist Patrick Baeuerle, then–chief sci-

entific officer of Micromet, who dubbed the 

concept a bispecific T cell engager (trade-

marked as BiTE).

The small trial, published in Science in 

2008, sparked interest from companies and 

academics. “The whole field realized, ‘This is 

a big deal. We want in on this,’” says John 

Desjarlais, chief scientific officer of the bio-

tech Xencor. At about the same time, CAR 

T cells began to show impressive results in 

some leukemia patients—which boosted in-

terest in other, potentially simpler immuno-

therapies such as bispecific antibodies. Like 

CAR T cells, T cells stimulated by BiTEs P
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Amy Boland has fought lymphoma 

for more than a decade, but her 

cancer vanished after treatment 

with bispecific antibodies.
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release toxic molecules called granzymes 

and perforins that punch holes in tumor 

cells and cause them to self-destruct. “I see 

bispecifics [such as BiTEs] as an off-the-shelf 

CAR T cell,” says Elad Sharon, senior inves-

tigator with the National Cancer Institute’s 

Cancer Therapy Evaluation Program.

The first bispecific antibody for cancer 

was approved in Europe in 2009. It was 

meant to mop up the malignant cells that 

cause abdominal fluid to build up in some 

cancer patients—but it didn’t work that well, 

so the drug only stayed on the market a few 

years. The field regained momentum, how-

ever, after Amgen snapped up Micromet in 

2012 and later showed that its BiTE drug, 

blinatumomab (Blincyto), doubled the 

survival time of patients with advanced 

acute lymphocytic leukemia. Beginning in 

2014, the Food and Drug Administration 

approved the drug to treat several adult 

and pediatric forms of the disease. Amgen 

is now testing BiTEs for other 

cancers, including myeloma and 

lung, prostate, and brain cancers.

OTHERS HAVE RUSHED to improve 

on BiTEs by using protein engi-

neering tricks to create desired 

bispecific antibodies. Some firms 

have restored the antibodies’ 

stem, known as the Fc receptor, so 

that the protein stays in the blood 

longer—but with modifications 

that make it less toxic to the liver. 

Cancer patients such as Boland no 

longer have to wear a fanny pack 

containing a pump, but can now 

receive the drug as an intravenous 

drip every 3 weeks.

Industry scientists have also 

added a second copy of the 

tumor antigen–binding site 

to one tip of the antibody (see graphic, 

p. 931). Known as a “2+1” bispecific antibody, 

this particular design is meant to make the 

antibody more selective for cancer cells and 

less likely to target healthy cells carrying 

small amounts of the cancer antigen.

To reduce the risk of triggering a cyto-

kine storm, researchers are also designing 

bispecifics that, instead of T cells, snag a 

different kind of immune cells called natu-

ral killers (NK). Several companies have 

started or are readying clinical trials of 

such antibodies, which bind to an NK cell 

surface protein called CD16. “NK cells are 

very potent tumor cell killers if activated, 

and the cytokine release is significantly 

reduced with this cell type,” says Dmitri 

Wiederschain, head of cancer immunology 

at one such company, Sanofi.

These variants and scores of other bi-

specifics are easier to synthesize now. “An-

tibody engineering has become so sophisti-

cated, it’s possible to make these molecules 

quite efficiently,” says biochemist Christoph 

Rader of Scripps Research in Jupiter, Florida.

By Reichert’s count, more than 60 T cell–

directing bispecific antibodies for cancer 

are in early- or later-stage clinical tri-

als. One Amgen BiTE has shown hints of 

shrinking tumors in a few patients with 

advanced prostate cancer, the company re-

ported last year.

Solid tumors are a challenging target for 

bispecifics in part because tumors often lack 

a unique antigen for the antibodies to grab. 

Many tumors are also surrounded by blood 

vessels, tissue, and immune cells that form 

a barrier T cells can’t easily penetrate. But 

findings from mouse studies suggest some 

bispecific antibodies can drive T cells into 

tumors, says Nai-Kong Cheung of Memorial 

Sloan Kettering Cancer Center. His lab has 

systematically tweaked design factors, such 

as how binding sites are arranged, to learn 

what optimizes the molecules’ potency.

And some companies hope to boost the 

attack on solid tumors with antibodies that 

bind not only to CD3, but also to another re-

ceptor on T cells known as a “second signal,” 

which stimulates the cells to grow. For years, 

says Regeneron Senior Vice President Israel 

Lowy, industry has been “afraid to touch” 

that protein, called CD28, because of a devas-

tating mishap: An antibody designed to bind 

to it made six healthy volunteers critically ill 

from cytokine release syndrome in a 2006 

U.K. clinical trial.

Findings from new studies, however, sug-

gest it’s possible to exploit that cell growth 

trigger safely. Last year in Nature Cancer, 

a Sanofi team reported that a “trispecific” 

antibody with arms matched to CD28, CD3, 

and a cancer antigen wiped out myeloma 

tumors in mice. Other firms have split up 

the task by creating two bispecifics. One tar-

gets a tumor antigen and CD28 or another 

growth-signal receptor; the other binds to 

the tumor antigen plus CD3. “One of our 

hopes is that this costimulatory bispecific 

may help us unlock responses in solid tu-

mors,” says Lowy, whose company reported 

in Science Translational Medicine in Janu-

ary that such a two-drug combination 

shrank ovarian tumors and slowed prostate 

tumor growth in mice.

Could those next-generation bispecifics 

eclipse CAR T cells for some cancers? UPenn’s 

Carl June, a CAR T cell pioneer, is skeptical. 

Many leukemia patients who get blinatu-

momab eventually relapse because cancer 

cells become resistant to the drug, he notes, 

so oncologists use it mainly as a “bridge” 

until a very sick patient can get a stem cell 

transplant or CAR T cells. June adds that bi-

specifics may not work in the many cancer 

patients whose T cells have become depleted 

or “exhausted,” leaving too few to 

attack the cancer. CAR T cell treat-

ment, by contrast, replenishes the 

immune ranks by growing the 

cells outside the body—something 

“not possible with bispecifics,” 

June says.

Schuster, who has a foot in both 

camps—he runs Boland’s study 

and has led CAR T trials with 

June—says bispecifics are still 

proving themselves. He points to 

an Amgen report last year that 

some lymphoma patients who 

responded well to blinatumomab 

were still alive after 7 years, sug-

gesting they could stay in remis-

sion long term. “I am confident 

that within the next 2 to 5 years 

you’re going to see quantum leaps 

in our ability to target resistant tu-

mors, including solid tumors,” Schuster says.

He and other cancer researchers see CAR 

T cells, checkpoint inhibitors, and bispecific 

antibodies as interchangeable. “Why not do 

all of the above?” asks Schuster, who’s pre-

paring a trial that will give patients CAR T 

cells and then a bispecific drug. “All these 

approaches to manipulate the cellular im-

mune system to treat cancer are essentially 

different means to the same end.” Doubling 

up the treatments can be risky, however—

last year, two patients died in such a trial 

after developing cytokine release syndrome.

Boland, who has seen all three of her chil-

dren grow up and go off to college during 

her cancer fight, welcomes the progress. A 

bispecific drug is keeping her lymphoma in 

check for now, she notes. “I hope it’ll last, 

but if not, I feel confident that there’s always 

more treatments. You just don’t worry about 

it. Nobody knows what will happen.” jIM
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Amy Boland’s cancer scans showed a dramatic disappearance of her lymphoma 

tumors from the start of her bispecific antibody treatment (left) to 12 weeks later.
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By Carlo s Urcelay1 and Amy T. Austin2

 T
errestrial ecologists have identified 

multifaceted controls—climate, bio-

geography, disturbances, and their 

interactions—that shape how plant 

communities in natural ecosystems 

organize in space and time. Multiple 

documented interactions directly link plant 

diversity with other biotic guilds (herbivores, 

root  symbionts, bacteria, and pathogens) 

and ecosystem processes [carbon (C) and 

nutrient cycling] (1). However, all appears to 

go awry when exotic (non-native) plant spe-

cies invade and establish themselves without 

human intervention; such changes affect the 

functioning and diversity of natural ecosys-

tems (2). On page 967 in this issue,  Waller 

et al. (3) provide insight into pathways that 

explain the underlying relationship between 

plant invasions and acceleration of a crucial 

ecosystem process: C turnover. 

Changes in plant diversity, species domi-

nance, or nutrient cycling as a result of 

exotic plant invasion can alter ecosystems 

so substantially that they may be virtu-

ally unrecognizable from their original 

state. So what makes a non-native species 

a successful invader? Can scientists pre-

dict which species will have large impacts 

on ecosystems? It might seem straightfor-

ward to identify characteristics of success 

for exotic invader species, including faster 

growth rate, thinner leaves, or root anatomy 

(4–6), often with consequences for  acceler-

ated C turnover (2). However, definitive 

conclusions as to what traits predict inva-

sive success remain elusive; this is due in 

part to the interactions between above- and 

belowground components of an invaded 

ecosystem (including plants with contrast-

ing life-history strategies) seldom having 

been examined simultaneously. Using  a 

comprehensive,  manipulable, outdoor ex-

perimental system (mesocosm), Waller et 

al. revealed that as the proportion of exotic 

plants increases, interactive  effects from 

herbivore and soil-microorganism commu-

nities alter C cycling and other processes. 

Thus, changes in  C cycling are indirectly 

mediated by the plant invaders through 

changes in these biotic interactions. 

In an extensive experimental effort, the 

authors used plants and soils from subal-

pine grassland in New Zealand to establish 

160 experimental outdoor ecosystems (me-

socosms) that contained 20 singular com-

binations of eight plant species that varied 

in their proportions of exotic and native 

woody plants (see the photo). The plant 

INSIGHTS

 ECOLOGY

Exotic plants get a little 
help from their friends
Interactions with herbivores and microbes link 
exotic-plant success with carbon cycling 

PERSPECTIVES
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communities were grown in soils previously 

conditioned by them (“home”) and in soils 

conditioned by plant species not present in 

the community (“away”), a technique that is 

commonly used to evaluate the importance 

of plant-soil feedbacks (6). Last, herbivore 

interactions were evaluated by adding in-

vertebrate herbivores (such as leafhoppers, 

aphids, moths, beetles, and slugs) to half of 

the  mesocosms. With plant traits as covari-

ates, linear mixed-effects models were used 

to test how the proportion of exotics, her-

bivores, and soil treatments affected biotic 

interactions and ecosystem processes. In 

addition, structural equation modeling was 

used to explore how exotic-plant functional 

types (those with different growth forms 

such as grasses, shrubs, and trees) and vari-

ous other plant traits influence C cycling 

directly and indirectly (through modifying 

herbivore and soil-microorganism biomass).

A noteworthy aspect of the new study 

is the use of different functional types of 

plants, including woody species with vari-

ous symbiotic strategies. This is relevant be-

cause the success of exotic plant species and 

their effects on new environments might 

be strongly determined by their symbiotic 

interactions (7). Chief among them are my-

corrhizal fungi and nitrogen-fixing bacteria 

that associate with plant roots, providing 

access to soil nutrients and stress allevia-

tion (8). The insights observed by Waller et 

al. likely derive not from C-cycle changes 

that occur with exotic-plant dominance but 

from the mechanistic underpinnings that 

reveal why these changes occur. 

Whereas plant richness (number of spe-

cies) decreased with an increasing propor-

tion of exotics, likely through competitive 

exclusion of natives, total plant biomass 

remained constant. Key to understanding 

the impacts of exotic plants on biotic inter-

actions and C cycling is the widely explored 

plant trait that expresses the thickness of the 

leaves [called specific leaf area (SLA)], which 

is linked to herbivore palatability and nutri-

ent-conservation strategies (9). Community-

weighted SLA increased, at the community 

scale, with a growing presence of exotic 

plants and appears to have mediated some 

of the exotic-plant effects on biotic interac-

tions and C cycling. For example, the increas-

ing proportion of exotic species was accom-

panied by an increase in herbivore biomass, 

which could be explained by the presence of 

exotic nitrogen (N)–fixing herbs of high nu-

trient content and higher SLA, both of which 

imply enhanced leaf palatability (10). Soil 

microbial guilds also were affected. The bio-

mass of arbuscular mycorrhizal fungi (AMF) 

decreased with an increase in the proportion 

of nonmycorrhizal exotic plant species with 

high SLA. An increase in bacterial biomass 

was associated with symbiotic N-fixing ex-

otic woody species.

There is an emerging understanding of 

how the composition of soil fungi and bac-

teria can affect soil respiration (carbon di-

oxide
 
production from soil microorganisms 

and roots) (11). In the Waller et al. study, the 

increased proportion of exotics triggered an 

increase in total soil respiration but only 

in the presence of herbivores and micro-

bial guilds in the away soil. This process 

was positively influenced by the presence 

of exotic N-fixing woody plants and high 

community-weighted SLA. In turn, basal 

plant respiration (that which occurs with-

out plant roots) increased in the presence 

of away soil biota, which was attributed to 

the activity of saprophytic fungi (non-AMF). 

The combination of exotic-plant traits and 

changes in the relative abundance of soil 

microbial guilds boosted nutrient and C cy-

cling. Why total respiration increased only 

with  aboveground herbivory remains un-

known but reveals the complex pathways 

that drive plant-soil interactions.

The authors also showed that the increas-

ing proportion of  exotic plants accelerated 

decomposition of a standard substrate of 

black tea leaves indirectly through the exotic 

Mini-ecosystems (aerial view, left; inside a single 

mesocosm, right) allow interactions among plants, 

herbivores, and soil biota to be manipulated.  

1Instituto Multidisciplinario de Biología Vegetal,  Consejo 
Nacional de Investigaciones Científicas y Técnicas–
Universidad Nacional de Córdoba (CONICET-UNC), 
UNC, Córdoba, Argentina. 2Instituto de Investigaciones 
Fisiológicas y Ecológicas Vinculadas a la Agricultura 
(IFEVA), CONICET, Universidad de Buenos Aires, Capital 
Federal, Argentina. E-mail: curcelay@imbiv.unc.edu.ar
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plants’ effects on soil fungi and  herbivory. 

The increases in non-AMF biomass could 

be explained by the increasing presence of 

exotic N-fixing woody plants, together with 

reductions in nonsaprophytic AMF biomass 

by exotic non–N-fixing plants. This evidence 

provides support for the importance of 

life-history strategies in structuring below-

ground fungal communities (12) and their 

interactions with herbivores. However, it is 

difficult to draw conclusions about direct 

links between ecosystem changes and exotic-

plant traits because litter decomposition 

was evaluated with tea leaves from species 

not included in the experiments. The chemi-

cal and morphological characteristics of 

plant-litter identity (13) could contribute to 

the complexity of the patterns observed in 

the new study. Thus, the complex linkages 

among plant invasions, soil biota, and litter 

decomposition deserve further exploration.

The new work by Waller et al. highlights 

the fundamental role of biotic interactions 

in C-cycling processes in an experimental 

setting. It remains unclear how these re-

sults will scale up to field communities with 

more complex biological networks. Future 

research will unearth whether these inter-

active pathways are maintained or accentu-

ated with adult woody species in invaded 

natural ecosystems or in other invasive 

scenarios, such as those lacking N-fixing in-

vaders or those dominated by other mycor-

rhizal types. What seems evident from this 

study is that linkages between plant inva-

sions and ecosystem processes are of pivotal 

importance for understanding the interplay 

of how plants interact with other organisms 

(14). Researchers must delve further into 

this complexity to better predict how these 

links will respond to global changes.        j
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By Matthew I. Brier1  

and Jonathan S. Dordick1,2

R
emote modulation of cell signaling 

has biological ramifications across 

the cellular, tissue, and organismal 

levels, with applications as diverse 

as medicine and biomanufacturing. 

External approaches to regulating bio-

logical processes invariably require genetic 

manipulation. Platforms with orthogonal 

means of remotely controlling cell function 

include optogenetics (1, 2), mechanogenetics 

(3, 4), and magnetogenetics (5–7). An array 

of techniques make use of various pathways 

to control cell signaling and enable in-depth 

studies of cell processes and the development 

of therapeutic tools. An external stimulus can 

control one or more cellular pathways lead-

ing to, for example, control of ion channels, 

temporal production of proteins, or neural 

circuit modulation. On page 993 of this is-

sue, Krawczyk et al. (8) advance the use of 

electrogenetics, a method that uses electric 

fields to control cell function, through the de-

velopment of a wearable device that releases 

insulin from bioengineered cells and controls 

blood glucose concentrations in vivo.

Electrogenetics uses cells that have been 

engineered to respond to electrical stimu-

lation through the expression of voltage-

dependent receptors, such as voltage-gated 

ion channels. Krawczyk et al. exploited a 

voltage-gated calcium channel (Ca
V
1.2) cou-

pled to an inwardly rectifying potassium 

channel (K
ir
2.1) to complete a voltage-gated 

circuit and provide a high degree of con-

trol over gene expression in human embry-

onic kidney cells (see the figure, top left). 

Using voltage-controlled square pulses, the 

authors demonstrated electrostimulation-

driven expression of a simple marker pro-

tein, secreted embryonic alkaline phospha-

tase, with the amount expressed controlled 

by the applied voltage, pulse length, and 

duration of stimulation. 

Having demonstrated model protein pro-

duction at the transcriptional level, Krawczyk 

et al. then engineered a similar set of genetic 

constructs into a monoclonal pancreatic b 

cell line (Electrob  cells) with vesicular insulin 

secretion functionality decoupled from glu-

cose sensitivity. This modification enabled in-

sulin to accumulate in the Electrob cell vesicles 

and to be released upon electrostimulation, 

rather than in response to changes in glu-

cose concentrations. Peak secretion occurred 

within 10 min after starting stimulation. The 

authors extended these in vitro results to a 

diabetic mouse model by encasing
 Electrob cells 

in an electrostimulation device that could 

be subcutaneously implanted. Implants fa-

cilitated reuse of the Electrob cells for several 

weeks. Wireless activation could induce elec-

trostimulation and secretion of stored insulin 

to counteract perturbations in blood glucose 

concentrations within minutes.

This electrogenetics approach shows capa-

bilities similar to those of optogenetics, per-

haps the most well-studied means to control 

cell function remotely, in which precise wave-

lengths of light stimulate wavelength-specific 

light-sensitive receptors and ion channels 

(see the figure, top right) (1, 2). The discov-

ery of bacterial channelrhodopsin (ChR) as 

a calcium ion–conducting photoreceptor (9) 

led to myriad applications, including con-

trol of neuronal action potentials with mil-

lisecond–time scale spatiotemporal control 

(2). Mutations made to ChR family members 

have introduced new functionalities, includ-

ing on-off switching and Cl– conductance 

(10). However, the poor tissue penetration 

depth of light requires fiber-optic implants, 

although recent studies with near-infrared 

light to activate lanthanide-doped nanopar-

ticles to emit visible light may help to over-

come accessibility restrictions (11).

Alternatively, mechanogenetics involves 

physical stimuli that have deep tissue pen-

etration depths, such as focused ultrasound 

(FUS), to actuate mechanosensitive recep-

tors. As an example, two-pore domain po-

tassium ion channels genetically introduced 

into rat hippocampal neurons in vitro were 

activated by FUS to drive membrane de-

polarization and action potentials (3). In a 

related approach, microbubbles decorated 

1Department of Chemical and Biological Engineering and 
Center for Biotechnology and Interdisciplinary Studies, 
Rensselaer Polytechnic Institute, Troy, NY 12180, USA. 
2Departments of Biomedical Engineering and Biological 
Sciences, Rensselaer Polytechnic Institute, Troy, NY 12180, 
USA. Email: dordick@rpi.edu
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cellular signaling
Electric fields stimulate genetically modified 
pancreatic b cells to secrete insulin in mice
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with streptavidin and targeted to biotinyl-

ated Piezo1 mechanosensitive channels were 

used to transduce 150-MHz ultrasound and 

gate Ca2+ flux into chimeric antigen receptor 

T cells, thereby controlling Ca2+-dependent 

gene expression as a potential cancer therapy 

(see the figure, bottom left) (4). 

 Another remote physical technique with 

similar spatiotemporal control and tissue 

penetration is magnetogenetics, which uses 

time-variant magnetic fields to activate mag-

netic nanoparticles targeted to cell receptors. 

Early studies in magnetogenetics used exter-

nal magnetic iron oxide nanoparticles local-

ized to target receptors, such as the transient 

receptor potential (TRP) vanilloid 1 (TRPV1) 

cation channel, that were exposed to mag-

netic stimulation to control Ca2+ entry into 

cells (5). More recently, several variations 

of this platform have been developed using 

genetically encoded ferritin, an endogenous 

cage protein responsible for maintaining iron 

homeostasis by sequestering iron as a mag-

netic nanoparticle, engineered to bind to TRP 

channels (see the figure, bottom right) (6, 7). 

Exposure of cells expressing the ferritin-con-

jugated TRPV1 platform to 465-kHz alternat-

ing magnetic field (AMF) stimulation allowed 

control of Ca2+-dependent insulin production 

in vitro (6) and of blood glucose concentra-

tions and feeding behavior in mice (12).

Despite promising results, magnetogenet-

ics has been the subject of vigorous debate 

over the underlying mechanism and the 

veracity of the results to date. Although lo-

calized heating or mechanical torque in the 

vicinity of the exogenously added nanoparti-

cles were viewed as logical means to gate TRP 

channels, arguments targeting deficiencies 

in ferritin’s magnetic properties suggested 

that such mechanisms could not explain the 

observed phenomenon (13). Nonetheless, al-

ternative mechanisms have been proposed, 

including magnetocaloric heating resulting 

from changes in the magnetic entropy of the 

iron biomineralized core within ferritin that 

could conceivably gate TRP channels (14). 

Chemical mechanisms have also been ad-

vanced that attribute gating of TRP channels 

to iron release from ferritin in the presence of 

AMFs; free iron results in localized formation 

of reactive oxygen species and lipid oxidation 

of the cell membrane in the channel’s vicinity, 

both of which gate TRP channels (15).

We can now add electrogenetics to the mix 

of technologies for rapid and remote spa-

tiotemporal control over complex biological 

functions. Electrogenetics represents the next 

tool in an expanding toolbox for engineer-

ing remote solutions for human therapeu-

tics. Despite their inherent limitation, each 

of these platforms has shown applicability, 

and the potential for combinations of these 

orthogonal platforms to exert fine-tuned con-

trol in complex systems is within our grasp. 

Research into synergistic use of these ap-

proaches could be the next step. For example, 

self-contained implants could act as multi-

modal monitoring and treatment devices for 

targeted diseases that have proven elusive to 

the current toolbox of modern medicine. j
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Electrogenetics
Krawczyk et al. use pulsed electrical stimulation to 
control a voltage-gated circuit. The change in Ca2+

concentration leads to expression of a simple 
marker protein, secreted embryonic alkaline 
phosphatase, and vesicular insulin secretion (8).

Optogenetics
Precise wavelengths of light stimulate light-sensitive 
receptors and ion channels, in this case SwiChR 
(Cl–-conducting step-waveform inhibitory 
channelrhodopsin) (10).

Mechanogenetics
Streptavidin-coated microbubbles targeted to 
biotinylated Piezo1 mechanosensitive channels 
transduce focused ultrasound to gate Ca2+ fux into 
chimeric antigen receptor T cells (4).

Magnetogenetics
Exposing cells expressing ferritin-conjugated TRPV1 
to an alternating magnetic feld controls Ca2+-
dependent insulin production in vitro (6).

Ca2+

Ca2+
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Pulsed electrical
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Inwardly rectifying
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ir
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Light-activated chloride
channelrhodopsin
(SwiChR)

Biotinylated mechanosensitive
calcium channel (Piezo1)

L-type voltage-
gated calcium
channel (Ca

V
1.2)

Gene and protein
expression

Wavelength-specifc
light stimulation

Streptavidin-coated
microbubbles amplify
focused ultrasound (150 MHz)
and transduce gating

Time-variant magnetic
feld stimulation

Transient receptor
potential calcium
channel (TRPV1
or TRPV4)

Endogenous magnetic
ferritin nanoparticle

Extracellular
space

Cellular
membrane

Cytoplasm

Ca2+
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Remote control of cells
Krawczyk et al. report an electrogenetic approach to stimulate cells. This method joins three others for actuating 

genetically modified cell membrane ion channels to initiate signal transduction and control cell function.
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By Chloe E. Atreya1 and Peter J. Turnbaugh2,3

B
acteria have been implicated in the 

initiation and progression of cancers 

originating on mucosal surfaces that 

either harbor a diverse microbial 

community (microbiota) or are rou-

tinely exposed to microbes from the 

environment (1–3). Far less is known about 

the potential for bacteria to influence tu-

mors in body sites that are typically con-

sidered sterile. One hypothesis is that the 

abundant and diverse microbiotas found 

on mucosal surfaces may exert 

“remote control” by releasing 

small molecules into circula-

tion (4, 5). An alternative, non-

conflicting hypothesis is that 

the tumor microenvironment 

harbors microbes that exert lo-

cal effects. This hypothesis is 

supported by the detection of 

bacteria in a growing number 

of tumor types (6, 7), although 

the reliability of distinguishing 

low-abundance bacteria from 

contamination has been ques-

tioned (8). On page 973 of this 

issue, Nejman et al. (9) present 

the most rigorous and compre-

hensive survey of bacteria in 

human tumor samples to date.

Nejman et al. use a new five-

region 16S ribosomal RNA gene 

sequencing method, microscopy, 

and cell culture to character-

ize tumor-residing bacteria at 

known and previously uncharacterized sites. 

They report that most cancers harbor bac-

teria, albeit at low diversity except in breast 

cancer. Surprisingly, these bacteria appear 

to be intracellular within both cancer and 

immune cells. Moreover, they report asso-

ciations between specific bacteria and tumor 

type and subtype, smoking status, and im-

munotherapy response.

These results raise multiple important 

questions for future study (see the figure). 

For example, is the level of diversity and 

physiological status of these bacterial cells 

sufficient to constitute a “microbiota”? 

Although the defining characteristics of 

microbiotas remain in flux, two general 

themes are extensive microbe-microbe 

and host-microbe interactions, often over 

long time scales. Are the tumor-residing 

bacteria found within human cells able to 

communicate with each other? Prior work 

(6) suggests that bacteria found in tumors 

can metabolize drugs; however, the overall 

viability and metabolic activity of tumor-

residing bacteria are unclear.

The stability of bacterial diversity in 

tumors remains to be determined. Are 

tumor-residing bacteria seeded early on 

in tumorigenesis, or does the tumor alter 

the microenvironment such that bacteria 

can continually invade? In mouse models 

of pancreatic cancer (7), the gut microbiota 

appears to determine which bacteria are 

found in tumors, suggesting that there is 

a potential for bacteria to migrate into tu-

mors at later stages. Longitudinal studies 

in patients with paired analyses of micro-

bial diversity in tumors and mucosal sur-

faces are an important next step.

Why are bacteria found in tumors? One 

possibility raised by Nejman et al. is that 

there are always low amounts of bacteria 

in human tissue, which is supported by 

analyses of matched normal adjacent tis-

sue from the mammary glands of patients 

and even healthy controls (9). In precancer-

ous conditions, the detection of enterotoxi-

genic bacteria may portend a generalized 

procarcinogenic inflammatory state (10). 

After tumorigenesis, disruptions to physi-

cal and molecular barriers, together with 

relative immunosuppression, may increase 

the potential for bacterial translocation to 

sites that are normally sterile. This “leaki-

ness” of the tumor microenvironment has 

been extensively described in the context 

of vascular permeability; however, the de-

gree to which leakiness enables 

bacterial invasiveness remains 

unclear. Additionally, the ob-

servation that tumor-associated 

bacteria are intracellular raises 

the possibility that the bacteria 

do not actually move freely into 

tumors or adjacent tissues—

they may be transported there, 

intact or in fragments, through 

the migration of immune or 

cancerous cells.

A key barrier to progress is 

the lack of representative mod-

els for studying tumor-residing 

bacteria or other low-biomass 

microbial communities (8). 

Studies of colorectal cancer 

demonstrate the persistence of 

viable Fusobacterium over suc-

cessive passages of human tu-

mors in immunodeficient mice 

(11). However, laboratory mice 

harbor microbial communities 

(12) and immune profiles that are distinct 

from those found in humans. Development 

of “triple-humanized” models wherein can-

cer, immune, and microbial cells are trans-

planted from patients into germ-free mice 

may be necessary.

These models could help to untangle 

the relationships between tumor-residing 

bacteria and treatment response. By con-

trast, there is abundant evidence that gut 

bacteria modulate the immunotherapy 

responsiveness of cancers, even at distant 

sites (4). Immune cells in the tumor micro-

environment also play major and action-

able roles, but does this extend to tumor-

associated microbes? For a given cancer 

type, it will be important to determine 

the contribution of microbial composition 

relative to other tumor cell intrinsic and 

CANCER

Probing the tumor micro(b)environment
Bacteria are widespread in tumors, are found within cells, and differ by cancer type
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2Department of Microbiology and Immunology, G.W. 
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The hidden microbiota inside cancer
Intratumoral bacteria have been detected in both mucosal (exposed) body 

sites and protected sites. Nejman et al. examined bacterial occurrence 

in multiple primary tumor sites (black dots) and found that tumor cells and 

immune cells may harbor lipopolysaccharide-expressing (LPS+) bacteria, 

whereas macrophages contain at least remnants of LPS+ and lipoteichoic 

acid–expressing (LTA+) bacteria. These findings raise numerous questions 

that require further study.
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extrinsic factors that drive malignancy.

The conceptual shift toward studying 

bacteria within tumors provides chal-

lenges and opportunities for translational 

research. Unlike the microbiotas found on 

mucosal surfaces, tumor-residing bacteria 

are not readily manipulatable. Current op-

tions for microbiota modulation rely on di-

etary, pharmaceutical, and microbiological 

perturbations (13). It remains unknown if 

tumor-residing bacteria depend at all on 

dietary substrates or if they subsist en-

tirely on host-derived nutrients. Targeting 

intracellular tumor-residing bacteria also 

poses drug-delivery challenges; it may be 

possible to co-opt antibody-drug conju-

gates or other methods to specifically tar-

get bacteria. Although there is a long his-

tory of delivering viable bacteria to tumors 

(14), the risks and benefits of this approach 

need to be carefully considered.

Nejman et al. emphasize that diverse bac-

teria are found on and in the human body. 

Continued investigation may benefit from 

the rich history of research on intracellular 

bacteria in insects and plants. Intracellular 

bacterial pathogens harbor elaborate ma-

chinery to manipulate host cellular path-

ways (15); it will be interesting to see if 

tumor-residing bacteria encode similar ef-

fectors that enable their survival and dis-

semination. Achieving a comprehensive 

understanding of the tumor microenviron-

ment is a daunting yet critical step toward 

an organism-wide mechanistic model of 

cancer progression and, if successful, may 

unlock the next wave of precision cancer di-

agnostics and therapeutics. j

REFERENCES AND NOTES 

 1.  D. Börnigen et al., Sci. Rep. 7, 17686 (2017). 

 2.  A. D. Kostic et al., Genome Res. 22, 292 (2012). 

 3.  K. L. Greathouse et al., Genome Biol. 19, 123 (2018). 

 4.  V. Gopalakrishnan et al., Science 359, 97 (2018). 

 5.  E. N. Bess et al., Nat. Microbiol. 5, 56 (2020). 

 6.  L. T. Geller et al., Science 357, 1156 (2017). 

 7.  E. Riquelme et al., Cell 178, 795 (2019). 

 8.  M. C. de Goffau et al., Nature 572, 329 (2019). 

 9.  D. Nejman et al., Science 368, 973 (2020).

 10.  C. M. Dejea et al., Science 359, 592 (2018). 

 11.  S. Bullman et al., Science 358, 1443 (2017). 

 12.  J. Walter, A. M. Armet, B. B. Finlay, F. Shanahan, Cell 180, 

221 (2020). 

 13.  K. N. Lam, M. Alexander, P. J. Turnbaugh, Cell Host 

Microbe 26, 22 (2019). 

 14.  M. Sedighi et al., Cancer Med. 8, 3167 (2019).

 15.  S. M. Moss et al., Cell Host Microbe 25, 454 (2019). 

ACKNOWLEDGMENTS

S upport is provided by NIH (R21CA227232) and the 

Damon Runyon Cancer Research Foundation (DRR-42-

16). C.E.A. is on the scientific advisory board for Pionyr 

Immunotherapeutics and has research funding from Bristol 

Meyers Squibb, Guardant Health, Merck, and Novartis. P.J.T. 

is on the scientific advisory boards for Kaleido, Pendulum, 

Seres, and SNIPR Biome.

10.1126/science.abc1464

By Martin Jakobsson1,2

 G
laciers and ice sheets that extended 

from land into the ocean left traces 

behind on the seafloor called sub-

marine glacial landforms. If mapped 

in sufficient detail and interpreted 

correctly, they can provide compre-

hensive information into past behaviors 

of glaciers and ice sheets. On page 1020 of 

this issue, Dowdeswell et al. (1) describe 

the mapping of glacial landforms in the 

seafloor created by a rapidly retreating ice 

sheet on the eastern Antarctic Peninsula.  

The high-resolution data suggest that the 

retreat rate was paced by ocean tides and 

at least an order of magnitude faster than 

modern rates observed in other sensitive 

areas, such as West Antarctica where the ice 

sheet drains into the ocean at several loca-

tions (2). The retreat on the eastern Antarc-

tic Peninsula took place more than 10,000 

years ago, pointing out the challenges in 

predicting the sea-level rise contribution 

from retreating glaciers and ice sheets in a 

warming climate. 

Glacial landforms have long been used 

to reconstruct ice-sheet extent and, specifi-

cally, its retreat pace and dynamics. At a 

meeting in Stockholm 1889 (3), the Swedish 

geologist Gerard De Geer presented ob-

servations of moraines, a general term to 

describe  glacial landforms that consist 

of a mixture of debris (mainly sediments 

and rock fragments) deposited and some-

times molded by glacier ice. The moraines 

were observed in Sweden northwest of 

Stockholm. They generally took the form of 

ridges, between 1 and 5 m high and a few to 

slightly more than 10 m wide, gently wind-

ing through the landscape for several kilo-

meters. There were several parallel lines of 

the moraines mapped in the landscape 200 

to 300 m apart. De Geer compared the dis-

tances between the parallel moraines with 

the notion prevailing at the time that Swiss 

glaciers could retreat up to 70 m during 1 

year. He put forward a hypothesis that the 

moraines were deposited during winter 

along the margin of the Scandinavian Ice 

Sheet when it made a seasonal halt during 

its retreat over the landscape. The distance 

between the moraines of 200 to 300 m rep-

resented therefore a yearly retreat rate of 

the ice sheet. About 11,000 years ago, when 

the Scandinavian Ice Sheet’s margin was lo-

cated in the area northwest of Stockholm, 

land was depressed below the contempo-

rary water level of the Baltic Sea (4). This 

meant that the moraines described by 
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Tracking the rapid pace of 
a retreating ice sheet
Seafloor mapping shows that Antarctic ice sheets retreated 
faster during the last deglaciation than today
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Seafloor imagery of the shape and depth of a grounding-zone wedge complex (where ice transitions from a 

grounded ice sheet to a floating ice shelf) was derived from an autonomous underwater vehicle-deployed multibeam 

echo-sounder as it surveyed part of Larsen Inlet, Antarctica. Grid cell-size is 1 m. 
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De Geer were formed at the ice margin un-

der water. It would, however, take nearly 

a century after De Geer’s presentation be-

fore geophysical seafloor mapping reached 

the technical capacity to be able to survey 

features with reliefs of only a meter or so. 

These “De Geer moraines” are similar in 

some aspects to the submarine glacial land-

forms from Antarctica mapped, described, 

and interpreted by Dowdeswell et al.

Dowdeswell et al. describe the appear-

ance of the glacial landforms as if “ladders 

with numerous rungs” had been left embed-

ded in the seafloor (see the figure). Similar 

features have been mapped and described 

previously, although often at lower resolu-

tion, around Antarctica (5–7) and in the 

Arctic (8). However, subtle differences with 

respect to appearances and settings led to 

different interpretations of the formation 

mechanisms. What is common to all previ-

ous studies and that of Dowdeswell et al.  is 

that the proposed formation mechanisms 

involve ocean tides as a “pacemaker.” The 

glacier ice, either of an iceberg or the margin 

of an outlet glacier draining an ice sheet into 

the ocean, can be slightly lifted from the sea-

floor during high tide. When settling again 

during low tide, a small ridge is formed on 

the seafloor by squeezing of sediments along 

the bottom edge of the iceberg or the out-

let glaciers’ margin. The submarine glacial 

landforms mapped in previous studies, re-

ferred to as “corrugation ridges” or “wash-

board patterns,” were interpreted to have 

been formed in the wake of large grounded 

icebergs (7), or at the trailing end of drifting 

armadas of mega-sized icebergs calved dur-

ing an ice shelf break-up (5), or underneath 

a thick ice shelf that floated close above the 

seafloor but bearing a protruding ice keel 

that could ground periodically with the tidal 

movement (6). All of these proposed forma-

tions of small, extremely regular ridge-like 

features in seafloor sediments take place at 

the tail end of the ice or by a bulging ice keel, 

moving away from the newly formed ridge 

without running over and destroying them. 

The ladders and rungs, by contrast, are 

formed at the front of the grounded ice mar-

gin, implying that when the ice moves for-

ward, the features will be destroyed. Glacier 

ice moves by gravity from higher elevation 

on land toward the ocean, implying that the 

ice margin’s grounding line must back-step 

for every formed rung. This can only happen 

if mass is lost at a regular pace. The precise 

ice dynamics of this regular mass loss that 

is paced by tide is not resolved and pre-

sents a challenge for the ice-modeling com-

munity. Although the mechanical details are 

yet to be characterized, Dowdeswell et al.

have used the idea that the ocean tide-paces 

the formation of the rungs to convert the dis-

tances between the rungs to a retreat rate of 

the ice sheet. 

Perhaps most importantly, Dowdeswell 

et al. demonstrate the immense value of 

high-resolution seafloor mapping in un-

raveling the complex history of glacial dy-

namics. Only fractions of the seafloor in 

the hard-to-access ice-covered polar regions 

are mapped, and much is left to discover 

and learn. Scientists working on subma-

rine glacial landforms have experienced 

a breakthrough in seafloor mapping ca-

pabilities similar to what their colleagues 

working in the terrestrial realm achieved 

when high-resolution terrain models  of 

the land surface became available through 

airborne and satellite technology. Indeed, 

Dowdeswell et al. used the latest geophysi-

cal mapping technology mounted on an 

unmanned mini-submarine to survey the 

seafloor. Nonetheless, the pace of mapping 

the oceans, specifically in remote areas, is 

orders of magnitude slower because of the 

logistical difficulties and the fact that the 

ocean is in the way. j
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Ladders with rungs
Ridges form when ice settles during low tide.  The ice margin is lifted during the 
next high tide, loses mass from calving and melting, and settles 20 to 25 m further 
inland to form a ridge during the next low tide.  If the ice sheet has a protruding ice 
keel that extends into a cavity below the grounded ice, it may form a diferent 
pattern (corrugation ridges).

Corrugation 
and washboard ridges 
These patterns are created by icebergs moving 
individually or in a group. When the ice is moved up 
and down by the ocean tide, sediment ridges are 
squeezed out at their trailing edges.

Floating ice shelf

Ocean

Ice movement

Back stepping of

grounding line

Ladders with rungs formed

by receding grounding line
Ocean foor

Corrugation ridges

Washboard ridges

Single iceberg

Group of

tabular

icebergs

Tidal

movement

940    29 MAY 2020 • VOL 368 ISSUE 6494

Unraveling glacial dynamics
Seafloor patterns can reveal grounded ice margin (left), iceberg (right), and under ice (not shown) scenarios.
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PEPTIDE SYNTHESIS

Catching up to nature’s ribosomes
Flow chemistry enables total chemical synthesis of proteins without solution-phase ligation

By Caroline Proulx

 C
hemical protein synthesis allows the 

systematic incorporation of one or 

more unnatural amino acids at pre-

cise locations along a protein back-

bone that enable structure-function 

relationship  studies (1, 2). However, 

solid-phase peptide synthesis (SPPS) (3) is 

usually limited to peptides of 50 residues, 

and as a result, chemical protein synthesis 

requires native chemical ligation (NCL) (4) 

reactions for the chemoselective coupling of 

unprotected peptide fragments in solution. 

This combined multistep approach typi-

cally requires the synthesis and sequential 

ligation of at least three peptide fragments 

to access proteins, a process that remains 

relatively laborious. On page 980 of this 

issue, Hartrampf et al. (5) chemically syn-

thesized single-domain proteins in hours. 

They circumvent the use of solution-phase 

chemistry by carefully optimizing iterative 

amino acid couplings on a solid support us-

ing a flow-chemistry setup (see the figure).

The introduction of SPPS in the 1960s 

(3) revolutionized peptide sciences. The at-

tachment of the carboxyl-terminal amino 

acid to an insoluble polymeric support al-

lowed each reaction to be done with excess 

reagents that could be easily washed off 

through simple filtration, a technique that 

earned Bruce Merrifield the Nobel Prize in 

Chemistry in 1984. Because there are no 

purifications steps in between each amino 

acid coupling and deprotection reactions 

performed on a solid support, near-quanti-

tative yields are required for each monomer 

addition cycle to enable the synthesis and 

purification of proteins. Common by-prod-

ucts that have plagued peptide syntheses 

have included those arising from deletions, 

truncations, aspartimide formation, and 

amino acid epimerizations. Each unwanted 

reaction yields material that is often diffi-

cult or impossible to separate from the de-

sired product with high-performance liquid 

chromatography purification methods. 

Although much progress has been made 

to address these challenges (6), peptide 

sequence lengths that can be routinely ac-

cessed with traditional SPPS approaches 

fall well below the lengths of entire protein 

sequences. This limitation has required 

the development and use of postsynthetic 

ligation methods. However, a wide variety 

of unnatural amino acids can be incorpo-

rated using this approach. Alternatively, in-

corporation of unnatural amino acids into 

proteins can be done through genetic code 

expansion in biological systems instead (7), 

albeit with differences in substrate scope. 

In a previous study from this team, 

Mijalis et al. reported automated fast-flow 

peptide synthesis (AFPS) procedures that 

substantially accelerated the process and 

improves the synthesis of difficult peptide 

sequences (8). Notably, their AFPS system 

has shortened the amino acid addition 

cycle to less than 1 min, and convenient 

inline ultraviolet-visible monitoring has 

allowed quantitative analysis of the fluore-

nylmethoxycarbonyl (Fmoc) deprotection 

reactions. This feature offers the marked ad-

vantage of identifying problematic coupling 

steps rapidly and consistently throughout 

the synthesis, versus the time-consuming 

manual analyses typically used.

In the present study, Hartrampf et al. 

have methodically optimized the param-

eters of their AFPS setup, including concen-

tration, flow rate, reagents, additives, and 

temperature, to surmount the difficult task 

of reducing by-products sufficiently to en-

able protein synthesis (5). They established 

particular sets of optimal conditions for 

each amino acid incorporation by first us-

ing the 30-residue glucagon-like peptide-1 

as a test. They then applied their optimized 

procedure to the synthesis of nine different 

proteins, thus establishing a generalized 

protocol for total chemical protein synthe-

sis by AFPS. Comparative analyses with 

proteins produced by biological expression 

validated that the synthetic proteins ob-

tained in this study exhibited similar struc-

ture and function. 

Overall, in addition to its impressive 

speed, this new technique leads to a three-

fold increase in peptide size limit achiev-

able by AFPS techniques. This advance 

should facilitate future protein synthesis 

endeavors and influence multiple fields 

of research. Coupling AFPS technology 

with existing NCL methods could deliver 

>300-residue proteins after a single liga-

tion reaction. Moreover, it is easy to imagine 

similar optimization efforts for a wide 

variety of unnatural amino acid residues, 

expanding their utility far beyond their 

current scope and potentially yielding all-

unnatural protein–mimetic  material that 

is inaccessible by biological methods. In 

that respect, it will not only catch up to but 

surpass ribosome capabilities. j
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Fast-flow automated protein synthesis
Hartrampf et al. optimized concentration, flow rate, reagents, additives, and temperature to minimize unwanted 

by-products in peptide synthesis. The peptide lengths are in the range of those of single-domain proteins.
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CORONAVIRUS

The search for a COVID-19 animal model
A comparison of SARS-CoV-2 replication, transmission, and disease in mice to monkeys 

By Seema S. Lakdawala1 and 

Vineet D. Menachery2

A
s the pandemic caused by severe 

acute respiratory syndrome–coro-

navirus 2 (SARS-CoV-2) continues 

to cause worldwide upheaval, scien-

tists are racing to find appropriate 

animal models to study the corona-

virus disease 2019 (COVID-19) attributed 

to the virus. The optimal animal model 

will depend on the scientific question. On 

page 1016 of this issue, Shi et al. (1) de-

scribe severe viral burden and airborne 

transmission of SARS-CoV-2 between cats 

and ferrets, highlighting an important ani-

mal model for SARS-CoV-2 transmission. 

Additionally, on page 1012 of this issue, 

Rockx et al. (2) found that young and aged 

cynomolgus macaques infected with SARS-

CoV-2 shed virus in the upper and lower 

respiratory tract, but failed to develop se-

vere clinical symptoms. These animal mod-

els offer distinct platforms to ask specific 

questions about SARS-CoV-2 infection, in-

duction of disease, and transmission. 

Humans with COVID-19 display a 

wide range of disease symptoms, from 

asymptomatic to severe pneumonia (3). 

Translating data from a single animal 

model to the varied disease outcomes in 

humans is not only challenging, but po-

tentially misleading. Studies examining 

the efficacy of vaccines and antiviral drugs 

traditionally use models of severe disease, 

which may not mimic the common pathol-

ogy in the majority of COVID-19 patients 

and could limit understanding of other 

important questions, including infection 

dynamics and transmission. Previous work 

on other emerging coronaviruses, such as 

Middle East respiratory syndrome–corona-

virus (MERS-CoV) and SARS-CoV-1, have 

included mice, hamsters, ferrets, monkeys, 

and camels as animal models (4). Although 

mice are the preferred research animal 

model because of their cost, reproduction 

rate, and wealth of reagents available for 

studying this species, early reports indi-

cate that they are unsuitable for SARS-

CoV-2 infection, likely due to receptor 

incompatibility (5). Therefore, transgenic 

mice that express the human angiotensin-

converting enzyme 2 (hACE2), which is the 

host cell receptor for SARS-CoV-2 entry, 

will be useful to examine COVID-19 (5–7). 

Preliminary work with hACE2 mice dem-

onstrates susceptibility but limited disease 

severity (8) (see the table). 

Shi et al. administered a large dose of 

SARS-CoV-2 intranasally to a wide range of 

animals—ferrets, cats, dogs, pigs, chickens, 

and ducks—to test replication, pathogene-

sis, and transmission. The virus replicated 

efficiently in the upper respiratory tract 

of cats and ferrets, suggesting that these 

animals are permissive to SARS-CoV-2. 

However, no severe clinical symptoms such 

as weight loss or respiratory distress were 

noted in ferrets or cats. In the other mod-

els, virus was not detected in nasal or rec-

tal swabs, with the exception of two dogs 

in which SARS-CoV-2 RNA was detected in 

rectal swabs and the animals produced an-

tibodies against the virus. These data sug-

gest that pigs, chickens, and ducks are not 

permissive to SARS-CoV-2 infection. 

Rockx et al. found that cynomolgus ma-

caques infected with SARS-CoV-2 using 

a combined intranasal and intratracheal 

administration shed virus in the upper 

and lower respiratory tract, but clinical 

symptoms were mild. Similarly, Gao et al. 

(9) tested the efficacy of an inactivated 

vaccine in rhesus macaques. In this study, 

vaccination with inactivated SARS-CoV-2 

produced antibodies against the viral spike 

protein and nucleoprotein in mice, rats, 

and macaques. Macaques vaccinated with 

3 or 6 µg of inactivated virus in alum were 

challenged 22 days later and demonstrated 

reduced viral RNA in nasal and anal swabs.

Together, these studies, along with pre-

liminary studies in hamsters (10), suggest 

that there are only a handful of susceptible 

SARS-CoV-2 animal models (hamsters, 

ferrets, cats, and nonhuman primates). 

Susceptibility is likely driven by either 

binding affinity to the host ACE2 receptor 

or by differences in host protease activity 

on the spike protein, both key factors in 

coronavirus cell entry (11). In addition to 

release of infectious virus in the respira-

tory tract, viral RNA was found in rectal 

swabs of cats, ferrets, and macaques (1, 2), 

which is consistent with initial clinical ob-

servations of patients with COVID-19 (12) 

and suggests a potential role for the fecal–

oral transmission route. 

Epidemiological data have clearly de-

Searching for the best animal model to study COVID-19
Comparison of currently available animal models for SARS-CoV-2 infection and COVID-19.

ANIMAL MODEL

UPPER 
RESPIRATORY 
TRACT*

LOWER 
RESPIRATORY 
TRACT†

FECES/
FECAL 
SWAB

CONTACT 
TRANSMISSION

AIRBORNE 
TRANSMISSION

WEIGHT 
LOSS SOURCE

Cat (6 to 9 months) Y‡ N Y NR Y (33%) NR (1)

Chicken N N NR N NR NR (1)

Dog N N Y N NR NR (1)

Duck N N NR N NR NR (1)

Ferret Y‡ Y§ Y Y (100%) Y (30%) NR (1, 14)

hACE2 mouse NR Y‡ Y‡ NR NR Y (8)

Hamster Y‡ Y‡ Y‡ Y (100%) NR Y (10)

Kitten Y‡ Y‡ NR NR Y (33%) NR (1)

Macaque Y Y NR NR NR N (2, 9)

Pig N N NR N NR NR (1)

* Includes nasal washes, nasal swabs, nasal turbinate, soft palate, trachea. †Includes lung sections. ‡ Denotes detection of infectious virus. 
§ Infectious titer in the ferret lung was only reported in (14). COVID-19, coronavirus disease 2019; hACE2, human angiotensin-converting enzyme 2; 
NR, not reported; SARS-CoV-2, severe acute respiratory syndrome–coronavirus 2.
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fined that COVID-19 has a higher case fa-

tality rate in individuals over 60 years of 

age (3). Yet, most in vivo research models 

use young, healthy animals. Models that 

recapitulate this aging phenotype would 

be incredibly useful to examine the under-

lying biology behind this phenomenon. To 

address this, Shi et al. examined COVID-19 

symptoms in kittens versus cats aged 6 to 

9 months, but found the opposite pheno-

type. COVID-19 was more severe in kittens; 

one kitten died on day 3 after infection and 

had a larger viral distribution compared to 

older cats. This variation in viral dissemi-

nation in kittens may be reminiscent of the 

vast tissue tropism and variation in disease 

severity exhibited by SARS-CoV-2 in hu-

mans (12). By contrast, Rockx et al. tested 

SARS-CoV-2 in young and aged macaques 

and did not observe any age-dependent 

differences. Of note, the virus is not con-

sistently lethal in any of the animals tested 

thus far, nor does SARS-CoV-2 infection 

in these animals recapitulate the severe 

clinical symptoms observed in humans. As 

these animal models continue to be devel-

oped, attention should be paid to the role 

of age and other health conditions; these 

factors may be critical parameters that are 

necessary to fully evaluate human disease. 

Transmission of viruses between people, 

either through contact (direct or indirect) 

or virus-containing aerosols, is a key de-

terminant of viral disease burden globally. 

An important aspect of the SARS-CoV-2 

pandemic, and previous influenza pan-

demics, is efficient airborne transmission 

of the virus. Airborne transmission can in-

clude a wide range of aerosol sizes. At close 

contact ranges, the exposure to large and 

small aerosols containing viruses is high. 

Shi et al. examined airborne transmission 

of SARS-CoV-2 between kittens and aged 

cats and observed that in both scenarios, 

the virus could transmit through the air to 

33% of naïve recipient cats or kittens. In 

these studies, animals were separated by 

perforated barriers that limit physical con-

tact but allow for air to be shared between 

the experimentally infected donor and the 

susceptible recipient. Studies of influenza 

virus transmission have indicated that vi-

ral replication in the upper respiratory 

tract, and specifically the soft palate, play 

an important role in airborne transmis-

sion (13). Shi et al. found that SARS-CoV-2 

replicated in the soft palate of cats, kittens, 

and ferrets. Although ferret transmission 

was not examined in this study, a report 

suggested a similar airborne transmission 

rate of 30% for SARS-CoV-2 in ferrets (14). 

No contact transmission between dogs and 

other animals (pigs, ducks, and chickens) 

was observed (1).

The transmission of SARS-CoV-2 between 

cats highlights the susceptibility of this ani-

mal model to infection. Consistent with this 

observation, transmission of SARS-CoV-2 

from humans to tigers was recently docu-

mented, as was virus spread among big cat 

units in the Bronx Zoo (15). On the basis of 

data from Shi et al., infected cats appear 

asymptomatic, so infections in cats may go 

undetected. Additional studies are needed 

into  the seroprevalence of SARS-CoV-2–spe-

cific antibodies in cats and identification of 

coronaviruses from this animal source to 

ascertain the potential for cats to be an in-

termediate host for SARS-CoV-2. 

As the pursuit of SARS-CoV-2 vaccines 

and antivirals surges on, animal models 

play the most important role to determine 

the effectiveness of potential therapeu-

tic strategies. The available studies sug-

gest that hamsters, ferrets, and cats may 

serve as attractive alternatives to nonhu-

man primate and transgenic mouse stud-

ies. Because hamsters and transgenic mice 

display the most severe clinical symptoms, 

such as weight loss, they may provide ro-

bust small-animal models for studying ef-

ficacy of various vaccine platforms. By con-

trast, cats and ferrets may provide a useful 

model system for studying transmissibility 

of the virus and the effectiveness of antivi-

rals to limit spread. With robust reduction 

in viral load as presented by Gao et al. (9), 

nonhuman primates may offer the most 

relevant model to assess vaccine and anti-

viral effectiveness before rapid deployment 

to humans. Therefore, continued evalua-

tion of mice to nonhuman primate models 

will provide critical data on the animals 

best suited to study the many open ques-

tions about COVID-19. j
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Killer cells add 
fire to fuel 
immunotherapy
Cytotoxic lymphocytes 
induce inflammatory target 
cell death, amplifying 
antitumor immunity

By Christopher J. Nicolai and David H. Raulet

C
ytotoxic lymphocytes , including natu-

ral killer (NK) cells and cytotoxic T 

lymphocytes  (CTLs or  CD8+ T cells), 

mediate antiviral and antitumoral im-

munity. Target cell killing by CTLs and 

NK cells is primarily mediated through 

the release of cytotoxic granules that contain 

serine proteases called granzymes and a 

pore-forming protein, perforin. Perforin de-

livers granzyme B (GZMB) into target cells, 

where it initiates apoptosis, a noninflam-

matory form of programmed cell death (1, 

2). On page 965 of this issue, Zhou et al. (3) 

report their discovery of a new mechanism 

of cytotoxicity in which granzyme A (GZMA), 

delivered to certain target cells by NK cells 

and CTLs, activates gasdermin B (GSDMB), 

a pore-forming protein, which causes a pro-

inflammatory form of cell death called py-

roptosis (4). Expression of GSDMB by mouse 

tumor cells conferred better tumor control in 

response to immune checkpoint therapy.  

Programmed cell death can occur through 

a variety of pathways that result in distinct 

biological outcomes. The best studied pro-

grammed cell death pathway is apoptosis, 

in which cytoplasmic and nuclear material 

condense into membrane-bound fragments, 

called apoptotic bodies, which are phagocy-

tosed and destroyed by macrophages (2). Cell 

death through apoptosis is considered nonin-

flammatory and is necessary for organismal 

development and homeostasis. By contrast, 

pyroptosis (“fiery death”) is a proinflamma-

tory form of cell death, usually activated by 

multiprotein oligomers called inflamma-

somes, which are triggered by a variety of 

stimuli. Inflammasomes activate inflamma-

tory caspase-1, -4, -5, or -11, leading to lytic 

cell death and the release of proinflammatory 
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molecules, such as the cytokines interleukin-

1b (IL-1b) and IL-18, and eicosanoids (4, 5). 

Two pivotal studies identified gasdermin D 

(GSDMD) as a target of inflammatory cas-

pases and the key executor of pyroptosis (6, 

7). Upon cleavage, the amino-terminal do-

main of GSDMD oligomerizes to form pores 

in the cell membrane, leading to cell per-

meabilization and cytokine release. GSDMD 

is one of a family of gasdermin proteins (8) 

that have pore-forming domains but differ in 

the proteases that activate them. The roles of 

some members of the gasdermin family are 

unknown. 

Zhou et al. provide compelling evidence 

that cytolysis by CTLs and NK cells is some-

times pyroptotic instead of apoptotic. In 

addition to GZMB, granules released by cy-

totoxic lymphocytes contain GZMA, which 

directly cleaves GSDMB in the cytosol, un-

leashing its amino-terminal pore-forming 

domain and initiating pyroptosis. Because 

this can be faster than apoptosis, cells that 

expressed GSDMB underwent pyroptosis 

rather than apoptosis. GSDMB expression 

was rare in a large panel of human tumor 

cell lines, but its expression could be induced 

in ~30% of the lines upon stimulation with 

cytokines, especially interferon-g (IFN-g), a 

pleiotropic cytokine secreted by activated 

lymphocytes, including CTLs and NK cells. 

Mice do not express a GSDMB homolog yet 

still express GZMA. Mice bearing tumors en-

gineered to express GSDMB showed greater 

tumor rejection than did mice bearing 

GSDMB-deficient tumors when combined 

with anti–programmed cell death protein 1 

(PD-1) immunotherapy. These findings sug-

gest that PD-1 blockade was necessary to 

unleash antitumor immune responses that 

GZMA-dependent GSDMB activation helped 

to amplify. The results support the view that 

cytotoxic lymphocytes both kill target cells 

and in some cases activate additional in-

flammatory signals through pyroptosis that 

amplify the immune response.  

GSDMB was more frequently expressed 

in human tumors that arose in mucosal 

and gastric tissues than in other types of 

tumors, although less often than in corre-

sponding normal tissues, possibly reflecting 

selective loss of GSDMB in advanced can-

cers. In some types of human cancer, nota-

bly bladder carcinoma and skin cutaneous 

melanoma, there was a correlation between 

GSDMB expression and higher patient sur-

vival, although GSDMB expression in renal 

clear cell carcinomas was associated with 

lower patient survival. 

Pyroptotic killing induced by cytotoxic 

lymphocytes has been observed previously, 

although mediated by other gasdermin fam-

ily members. For example, GZMB from NK 

cells directly cleaved and activated GSDME 

in target cells and concomitantly activated 

caspase 3, which also activates GSDME (9). 

Cleaved GSDME initiated pyroptosis and am-

plified immune infiltration of mouse mam-

mary tumors grafted in mice, macrophage 

phagocytosis of tumor cells, and tumor rejec-

tion. Disruption of the Gsdme gene in mouse 

tumor cell lines resulted in faster-growing tu-

mors and reduced survival in vivo, building 

on previous evidence that GSDME is a tumor 

suppressor that is frequently mutated or re-

pressed in tumors. 

Killing of human CD19+ leukemia cells in 

vitro by CD19-targeting chimeric-antigen 

receptor (CAR) T cells initiates tumor cell 

pyroptosis (10). In this case, pyroptosis 

was associated with systemic inflamma-

tion, known as cytokine release syndrome, 

after CAR-T cell treatments in mouse mod-

els. The authors reported that GSDME-

dependent pyroptosis was induced only 

when the T cells encountered the strong 

activating signals mediated by CAR engage-

ment with CD19 and not through typical T 

cell antigen receptor–mediated signaling. 

Furthermore, another study showed that 

introducing nanoparticles containing active 

GSDMA into tumor cells mobilizes power-

ful antitumor T cell responses (11). It was 

shown that IL-1b, and to a lesser extent IL-

18, were necessary for this amplified antitu-

mor response.

Together with the study of Zhou et al., 

these studies suggest that pyroptosis is a 

common outcome of encounters between 

cytotoxic lymphocytes and susceptible target 

cells and that pyroptosis provides a feed-

forward mechanism to amplify cellular im-

munity and tumor rejection (see the figure). 

These studies do not yet provide a detailed 

understanding of how pyroptosis ampli-

fies the antitumor response. Inflammatory 

signaling coupled with the release of target 

cell antigens are likely important, but the 

relevant inflammatory signals remain poorly 

defined. In one case, IL-1b and possibly IL-

18 were shown to play a role in pyroptosis-

induced immune enhancement (11), whereas 

another report argued that IL-1b plays no 

role (9). If IL-1b and/or IL-18 are important, 

it remains unclear exactly how they mediate 

their amplifying effects. 

Moreover, it is not clear how the cytokines 

are elaborated in these circumstances. In 

inflammasome-induced pyroptosis, “prim-

ing” of cells by pattern-recognition receptors 

(which recognize pathogens) is often required 

for synthesis of pro–IL-1b and pro–IL-18, and 

the cytokines are processed by caspases to 

generate the active forms (5). How priming 

might occur in tumor cells is unclear, but 

activation of stimulator of interferon genes 

(STING; a sensor of cytoplasmic DNA) is an 

intriguing possibility (12). Although much re-

mains to be learned, these findings require 

a revision of how cell-mediated cytotoxicity 

occurs and its consequences. j
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Pyroptosis amplifies cellular immunity
Granzyme B (GZMB) and GZMA released by cytotoxic lymphocytes [natural killer (NK) and CD8+ T cells] 

 penetrate target cells with the help of perforin. Recent evidence reveals that GZMA directly cleaves gasdermin B 

(GSDMB), whereas GSDME can be activated directly by GZMB but also indirectly by caspase 3 (CASP3). Activation 

of GSDMB or GSDME initiates pyroptosis, which promotes inflammation that amplifies cellular immunity.
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By Barney S. Graham

R
apid development of a vaccine to 

prevent coronavirus disease 2019 

(COVID-19) is a global imperative, 

and defining the stakes and potential 

hurdles is critical because regulatory 

and medical decisions are based on 

benefit:risk calculations. The ability of vi-

ruses to achieve pandemic spread is dimin-

ished by establishing higher levels of com-

munity (herd) immunity, and a key question 

is whether protection against severe acute 

respiratory syndrome–coronavirus 2 (SARS-

CoV-2) will happen by widespread deploy-

ment of an effective vaccine or by repeated 

waves of infection over the next few years 

until ~60 to 70% of people develop immu-

nity. Because the human population is naïve 

to SARS-CoV-2, the consequences of repeated 

epidemics will be unacceptably high mortal-

ity, severe economic disruption, and major 

adjustments to our way of life. Therefore, the 

benefit of developing an effective vaccine is 

very high, and even greater if it can be de-

ployed in time to prevent repeated or con-

tinuous epidemics. 

Vaccine development is usually measured 

in decades, so having access to approved 

vaccines available for large-scale distribu-

tion before the end of 2020 or even 2021 

would be unprecedented. However, new 

manufacturing platforms, structure-based 

antigen design, computational biology, pro-

tein engineering, and gene synthesis have 

provided the tools to now make vaccines 

with speed and precision. Antiviral vaccines 

can be classified into two broad categories. 

Gene-based vaccines deliver gene sequences 

that encode protein antigens that are pro-

duced by host cells. These include live-virus 

vaccines, recombinant vaccine vectors, or 

nucleic acid vaccines. Protein-based vac-

cines include whole-inactivated virus, indi-

vidual viral proteins or subdomains, or viral 

proteins assembled as particles, all of which 

are manufactured in vitro. Recombinant 

vaccine vectors and nucleic acid vaccines 

are best suited for speed because they can 

be more easily adapted to platform manu-

facturing technologies in which upstream 

supply chains and downstream processes 

are the same for each product. Precision is 

achieved by knowing the atomic structure 

of the vaccine antigen and preserving the 

epitopes targeted by the vaccine. 

For any vaccine intended to generate 

antibody-mediated immunity, delivering 

a conformationally correct protein is criti-

cal. The CoV spike protein is displayed on 

the virus surface and carries out viral entry. 

It accomplishes this by undergoing a mas-

sive rearrangement that pulls the virus and 

cell membranes together and fuses them. 

Therefore, spike is a dynamic and metastable 

protein that has two major conformational 

states, prefusion and postfusion. Displaying 

this antigen so that it maintains the surface 

contours and chemistry of the original native 

prefusion spike protein will preserve the epi-

topes required for eliciting high-quality neu-

tralizing antibody responses. The vaccine for-

mulation and delivery can also be crafted to 

influence T cell functions and response pat-

terns. Gene-based delivery can induce CD8+ 

T cells and generally drive a CD4+ T helper 1 

cell (T
H
1)–type immune response, which has 

favorable antiviral properties. Adjuvants not 

only can be used to improve the magnitude 

and durability of antibody responses induced 

by protein-based vaccines but can also influ-

ence T cell–derived cytokine patterns and 

thus modulate immune responses.   

Safety is a primary goal for vaccines that 

are given to otherwise healthy people, and 

there is a risk that vaccination could make 

subsequent SARS-CoV-2 infection more se-

vere. T his has happened before with vaccines 

based on whole-inactivated virus formulated 

in alum for a coronavirus of cats and for an-

other unrelated respiratory virus in children. 

There are two different syndromes previously 

associated with vaccine-enhanced disease 

(see the table). One is antibody-dependent 

enhancement (ADE) (1) and the other is vac-

cine-associated enhanced respiratory disease 

(VAERD) (2). ADE is an Fc (the tail end of 

an antibody)–mediated enhancement of in-

fection typically associated with flaviviruses, 

such as dengue virus (3). ADE is measured in 

vitro on cells that express Fc receptors (FcRs) 

either naturally or by transfection. The ADE 

mechanism involves increased binding ef-

ficiency of virus-antibody complexes to FcR-

bearing cells, which triggers viral entry. This 

is more likely to occur when vaccine-induced 

antibody fails to effectively neutralize the vi-

rus because of insufficient concentration or 

affinity or the wrong specificity. 

ADE has been described for feline infec-

tious peritonitis virus (FIPV), a coronavirus 

that targets macrophages for infection (tro-

pism) and causes a systemic vasculitis-like 

disease (4). Antibody-mediated disease en-

hancement was demonstrated after infection 

in cats that were previously vaccinated with 

alum-adjuvanted inactivated virus. Although 

SARS-CoV-2 cellular tropism has not been 

completely defined, it is a respiratory virus, 

and consistent with coronaviruses that cause 

Middle East respiratory syndrome  (MERS-

CoV) and SARS (SARS-CoV-1), infection of 

respiratory epithelium results in a very differ-

ent pathogenesis than the macrophage-tropic 

FIPV. ADE was shown to occur for SARS-
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Finding the fastest pathway to vaccine 
availability includes the avoidance of safety pitfalls

VIEWPOINT: COVID-19

Rapid COVID-19 
vaccine development

The trimeric spike protein is the primary target for 

vaccine-induced antibodies intended to block virus 

attachment to the human angiotensin-converting 

enzyme 2 (ACE2 ) receptor.

29 MAY 2020 • VOL 368 ISSUE 6494    945



INSIGHTS   |   PERSPECTIVES

sciencemag.org  SCIENCE

CoV-1 in vitro in an FcR-bearing human B cell 

lymphoma cell line and based on detection 

of viral gene fragments by polymerase chain 

reaction (PCR). However, there is no experi-

mental data in vivo showing that this type of 

antibody-mediated entry is relevant to the 

pathophysiology of respiratory coronaviruses 

like SARS-CoV-1, and even in vitro, no infec-

tious virus was produced, suggesting an abor-

tive replication cycle in myeloid cells (5). 

VAERD is a distinct clinical syndrome 

that occurred in young children in the 1960s 

when whole-inactivated virus vaccines for 

measles and respiratory syncytial virus (RSV) 

were tested (6, 7). Immunizing with limiting 

doses of RSV antigen, especially with confor-

mationally incorrect antigens, can result in 

two major types of immunological phenom-

enon that correlate with enhanced respira-

tory disease (ERD). One is a relatively high 

ratio of binding antibody to neutralizing an-

tibody. Having a large amount of antibody 

that binds, but does not neutralize, virus in 

the presence of a high viral load could poten-

tially result in immune complex deposition 

and complement activation. This was dem-

onstrated in the small airways of infants dur-

ing the formalin-inactivated (FI) RSV vaccine 

trial in 1966 and contributed to inflammation 

and airway obstruction (8). A similar phe-

nomenon occurred after measles infection of 

Rhesus macaques that were immunized with 

whole-inactivated measles virus vaccine (9). 

The other observation is that immuniza-

tion with whole-inactivated virus vaccines fol-

lowed by RSV infection can result in allergic 

inflammation (10). Responses that accentu-

ate production of the cytokines interleukin-4 

(IL-4), IL-5, and IL-13 result in increased 

mucus production, eosinophil recruitment, 

airway hyperresponsiveness, and attenuated 

cytolytic T cell activity, collectively known 

as T
H
2 immune responses. These events po-

tentiate airway dysfunction and delay viral 

clearance. Therefore, avoiding T
H
2-biased im-

mune responses may be important, especially 

in young infants with small airways that can 

be easily obstructed. In the youngest cohort 

of children who received the FI-RSV vaccine, 

80% of those infected required hospitaliza-

tion compared with 5% of placebo recipients 

(7). In the lung histopathology of the two chil-

dren who died, there was an abundant poly-

morphonuclear leukocyte response in lungs 

that included eosinophils. This is consistent 

with findings in animal models of T
H
2-biased 

CD4+ T cell responses associated with FI-RSV 

and VAERD (11). 

Similar T cell and cytokine response pat-

terns have been shown in mice, cotton rats, 

cattle, and nonhuman primate models of 

RSV immunized with whole-inactivated vi-

rus formulated with alum (12). In almost all 

the examples of VAERD demonstrated in 

humans for RSV and measles, and in ani-

mals for SARS (13), the vaccine antigen was 

whole-inactivated virus. There are caveats to 

the animal experiments because the allergic 

inflammation phenomenon can also be elic-

ited by using the same cell line and media to 

grow the vaccine virus and challenge virus. 

Cellular components and media additives 

can cause sensitization to those proteins even 

without viral antigens present (14). 

There are ways to mitigate the risks of 

vaccine-enhanced disease syndromes in-

formed by prior work on RSV vaccines that 

should be considered for COVID-19 vaccine 

development (15). It will be important to 

demonstrate the potential for vaccine efficacy 

in early-phase clinical studies by measuring 

the induction of neutralizing antibodies and 

in animal models by demonstrating protec-

tion against virus replication and disease. 

Equally important will be using conforma-

tionally correct antigens to elicit high-quality, 

functionally relevant antibody and to avoid 

induction of non-neutralizing antibody and 

T
H
2-biased immune responses. Using limit-

ing dilutions of vaccines and examining lung 

pathology in animals with breakthrough in-

fection after challenge  should also help gauge 

the likelihood of aberrant pathology in vac-

cinated humans. 

Defining the immunological parameters 

of VAERD in animal models of RSV delayed 

extensive industry involvement in vaccine 

development by ~30 years. Although the po-

tential risk of vaccine-induced antibody or T 

cell responses leading to adverse responses 

to natural SARS-CoV-2 infection should be 

carefully evaluated, there is also a risk of 

delaying clinical trials in favor of prolonged 

evaluation of vaccines in animal models 

that do not fully recapitulate the pathogen-

esis of disease in humans. In the midst of a 

pandemic, it is reasonable to require certain 

qualities in candidate vaccines as described 

above and to start phase 1 clinical trials 

based on preliminary immunogenicity in an-

imals and expanded trials based on human 

immunogenicity and evidence of protection 

in animal models. Justifying expansion to 

thousands of subjects in efficacy trials (that 

is, phase 2 and 3 trials) could include addi-

tional evidence of vaccine safety in animals 

immunized with limiting doses of vaccine 

and breakthrough infections after SARS-

CoV-2 challenge. Judicious evaluation of can-

didate vaccines in healthy adults in parallel 

with vaccine studies in animal models and 

coincident process development to scale-up 

production capacity provides a path forward 

with minimal risk to human subjects and 

the potential for enormous benefit through 

accelerated COVID-19 vaccine availability.  j
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Potential risks associated with vaccine development for COVID-19
Antibodies that bind virus without neutralizing infectivity can cause disease through increased viral replication 

or formation of immune complexes that deposit in tissue and activate complement pathways associated with 

inflammation. T helper 2 cell (TH2)–biased responses have also been associated with ineffective vaccines 

that lead to enhanced disease after subsequent infection. Antibody-dependent enhancement (ADE) of viral 

replication has occurred in viruses with innate macrophage tropism. Virus-antibody immune complexes and 

TH2-biased responses can both occur in vaccine-associated enhanced respiratory disease (VAERD).

ADE VAERD

Mechanism Fc-mediated increase 
in viral entry

Immune complex formation and 
complement deposition

Effectors Macrophage activation and 
inflammatory cytokines

Complement activation and 
inflammatory cytokines

Mitigation Conformationally correct antigens and high-quality 
neutralizing antibody

VAERD

TH2-biased immune 
response

Allergic inflammation 
and TH2 cytokines

TH1-biasing immunization 
and CD8+ T cells

Antibody-mediated T cell–mediated
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By Alec Boksenberg

W
orld-celebrated observational as-

tronomer and astrophysicist 

Eleanor  Margaret Burbidge 

(known as Margaret) died on 5 

April at age 100. Margaret was 

a brilliant researcher, innova-

tor, leader, and inspiration to others. She 

greatly advanced knowledge of the proper-

ties of stars and distant galaxies and, most 

famously, demonstrated with colleagues how 

almost all elements are fabricated from hy-

drogen within stars. By both practice and 

example, she was a force for gender equal-

ity in science and antidiscrimination in all 

forms. She served as the first female director 

of key scientific bodies and institutions in 

the United States and the United Kingdom.

Margaret was born in 1919 in 

Davenport, England. By the age of 12, 

she was consuming substantial books 

on astronomy. She graduated from 

University College London (UCL) in 

1939 with a degree in astronomy with 

concentrations in mathematics and 

physics. Particularly attracted by the 

physical complexity of stars, Margaret 

enrolled as a graduate student at UCL 

while looking after the telescope in-

struments of the University of London 

Observatory at Mill Hill. During World 

War II, she worked on spectroscopic 

stellar research, taking advantage of 

the unusually dark skies created by 

blackouts and often sheltering from nearby 

German bomb blasts. She finished her Ph.D. 

in astronomy and astrophysics in 1943 and 

published her first scientific paper in 1946. 

In 1947, she met her husband to be, Geoffrey 

Burbidge, when he enrolled in the phys-

ics Ph.D. program at UCL. They married in 

1948, soon after she inspired him to turn to 

astrophysics by inviting him to the observa-

tory where she had become acting director. 

They moved in 1950 to the United States 

in search of telescopes and sites superior to 

those in the United Kingdom. In response to 

her first job application, Margaret received 

a letter saying the position was not open to 

women. In 1951, she was welcomed by the 

University of Chicago’s Yerkes Observatory 

in Wisconsin. Later, she applied to observe at 

the Mount Wilson Observatory in California 

but was denied, so Geoffrey applied instead. 

Margaret succeeded in using the observatory 

through subterfuge—she posed as Geoffrey’s 

assistant, whereas the reverse was true.

On an extended visit to the Institute of 

Astronomy in Cambridge, England, in 1955 

to 1956, Margaret—who had already made 

many substantial observational discover-

ies—played a crucial role in the intensive 

work that produced one of the most impor-

tant discoveries in the history of astrophysi-

cal research to this day. Along with Geoffrey, 

physicist William Fowler, and astrophysicist 

Fred Hoyle, Margaret demonstrated in ex-

traordinary breadth and depth that the bulk 

of all elements in the Universe were synthe-

sized within stars through progressive stages 

of nuclear fusion and final outburst.

Along with Fred Hoyle and Geoffrey, 

Margaret favored the steady-state theory 

of the Universe, which postulates that the 

Universe is constantly generating new matter 

to counter its own expansion, as opposed to 

the Big Bang theory, which states that there 

was a definite beginning. She contributed 

evidence for the steady-state theory through 

her observations, although her important 

work on the then-mysterious fast-moving 

quasars (now recognized to be distant galax-

ies powered by immense central black holes) 

suggested a different explanation. A chance 

discovery by others led to wide acceptance 

of the Big Bang theory, but Margaret’s per-

sistent radical work should be celebrated as 

revolutionary thinking that spurred efforts 

toward further observations and inspired 

new theories to progress to a conclusion.

Margaret was well known for her work op-

posing professional discrimination against 

women. Perhaps remembering the cunning 

strategy required to conduct her own early 

observatory work, she often advised women 

to be relentless in finding alternative routes 

when something obstructed their path to 

a goal. In 1971, she declined the American 

Astronomical Society’s influential Annie 

Jump Cannon Award, given exclusively to 

women, because she felt that it was itself dis-

criminatory. She held many top leadership 

and administrative posts, including director 

of the Royal Greenwich Observatory in the 

United Kingdom from 1973 to 1975, presi-

dent of the American Astronomical Society 

from 1976 to 1978, and president of the 

American Association for the Advancement 

of Science (the publisher of Science) in 1983. 

From 1979 to 1988, she was the first direc-

tor of the Center for Astrophysics and Space 

Sciences at the University of California, 

San Diego, where she worked from 1962 

until her retirement. She was inducted 

into the Women’s Museum of California 

Hall of Fame in 2003. Asteroid (5490) 

Burbidge was named after her.

I got to know Margaret through 

small scientific social gatherings in 

Cambridge and London, at which we 

exposed, explored, and debated ideas, 

sometimes vehemently but always in 

good humor. Margaret was calm, soft-

spoken, and polite. Once, while dis-

cussing the Hubble Space Telescope 

Faint Object Spectrograph that she 

had helped develop, she showed me an 

old photographic record of a faint spectrum 

she had obtained from the ground. At first, 

I could see nothing on it except for a very 

faint, grainy haze. Then, with a broad smile, 

she tilted the photograph on its long side, 

visually condensing the image vertically 

and bringing the spectrum well into view. 

We both laughed at how creative thinking 

could provide clarity.

Throughout Margaret’s life, she showed 

that in what was (and remains) a so-called 

man’s world, women can and should be rec-

ognized for their brilliance and rise to the 

greatest heights of achievement and fame. 

Margaret did so with graciousness, human-

ity, and a drive to help others along the way. 

She made a difference not only to her field 

but to all scientists who can look to her as 

an example of persisting despite obstacles. j

10.1126/science.abc6555

RETROSPECTIVE

Eleanor Margaret Burbidge (1919–2020)
Astronomer, astrophysicist, and champion of gender equality

Institute of Astronomy, University of Cambridge, 
Cambridge, UK. Email: boksy@ast.cam.ac.uk
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By Lawrence Corey1,2, John R. Mascola3, 

Anthony S. Fauci4, Francis S. Collins5

 T
here is an unprecedented need to 

manufacture and distribute enough 

safe and effective vaccine to immunize 

an extraordinarily large number of in-

dividuals in order to protect the entire 

global community from the contin-

ued threat of morbidity and mortality from 

severe acute respiratory syndrome–corona-

virus 2  (SARS-CoV-2). The global need for 

vaccine and the wide geographic diversity of 

the pandemic require more than one effec-

tive vaccine approach. Collaboration will be 

essential among biotechnology and pharma-

ceutical companies, many of which are bring-

ing forward a variety of vaccine approaches 

(1). The full development pathway for an ef-

fective vaccine for SARS-CoV-2 will require 

that industry, government, and academia col-

laborate in unprecedented ways, each adding 

their individual strengths. We discuss one 

such collaborative program that has recently 

emerged: the ACTIV (Accelerating COVID-19 

Therapeutic Interventions and Vaccines) 

public-private partnership. Spearheaded by 

the U.S. National Institutes of Health (NIH), 

this effort brings together the strengths of all 

sectors at this time of global urgency. We fur-

ther discuss a collaborative platform for con-

ducting harmonized, randomized controlled 

vaccine efficacy trials. This mechanism aims 

to generate essential safety and efficacy data 

for several candidate vaccines in parallel, so 

as to accelerate the licensure and distribu-

tion of multiple vaccine platforms and vac-

cines to protect against COVID-19 (coronavi-

rus disease 2019).

We currently know little about what 

constitutes a protective immune response 

against COVID-19. Data from SARS-CoV-1 pa-

tients as well as recently infected SARS-CoV-2 

patients document relatively high levels of 

immune responses after infection, especially 

antibody responses to the surface (spike) 

protein that mediates entry into host cells. 

However, in vivo data on the type or level 

of immunity required to protect from sub-

sequent re-infection, and the likely duration 

of that protection, are currently unknown. 

In animal models of SARS-CoV-1, immuniza-

tion with recombinant subunit proteins and 

viral- and nucleic acid–vectored vaccines, as 

well as passive transfer of neutralizing anti-

bodies to the spike protein, have been shown 

to be protective against experimental infec-

tion (2, 3). Endpoints vary from protection of 

infection to modification of viral replication 

and disease. These data bring optimism that 

a highly immunogenic vaccine will elicit the 

magnitude and quality of antibody responses 

required for protection. The role that T cell 

immunity plays in preventing acquisition or 

amelioration of early disease, either in ani-

mal challenge models or in human corona-

virus disease, is unclear (4); this constitutes 

another reason why a diversity of vaccine ap-

proaches must be pursued.

A high degree of safety is a primary goal 

for any widely used vaccine, and there is the-

oretical risk that vaccination could make sub-

sequent SARS-CoV-2 infection more severe. 

This has been reported for feline coronavi-

ruses and has been observed in some vaccine-

challenge animal models of SARS-CoV-1 (5). 

These preclinical data suggest that the syn-

drome of vaccine-associated enhanced respi-

VACCINATION: COVID-19
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A public-private partnership and platform for harmonized 
clinical trials aims to accelerate licensure and distribution
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ratory disease results from a combination of 

poorly protective antibodies that produce im-

mune complex deposition together with a T 

helper cell 2 (T
H
2)–biased immune response. 

The potential mechanism behind vaccine-

induced immune enhancement and the 

means to minimize this risk have recently 

been reviewed (6). It will be important to con-

struct conformationally correct antigens to 

elicit functionally effective antibodies—a les-

son learned from vaccine-induced enhanced 

lower respiratory illness among infants re-

ceiving a formalin-inactivated respiratory 

syncytial virus (RSV) vaccine. Animal models 

of SARS-CoV-2 infection are currently being 

developed, and these models can be used to 

better understand the immune responses as-

sociated with protection (7).

CLINICAL AND IMMUNOLOGICAL 

ENDPOINTS

The primary endpoint for defining the ef-

fectiveness of a COVID vaccine also requires 

discussion. The two most commonly men-

tioned are (i) protection from infection as de-

fined by seroconversion, and (ii) prevention 

of clinically symptomatic disease, especially 

amelioration of disease severity, including 

the frequency of disease requiring high-

intensity medical care with some assessment 

of a decrease in hospitalization. This requires 

the close evaluation of the effect of vaccina-

tion on the severity of COVID-19 disease in 

a wide variety of epidemiological and medi-

cal settings among both younger and elderly 

populations as well as underserved minori-

ties. All of these issues need to be evaluated 

in the context of these initial efficacy trials. 

Achieving these endpoints could also be as-

sociated with reduced transmissibility on a 

population basis.

Primary endpoints that involve reduction 

of disease require greater numbers of enroll-

ees into trials, given that asymptomatic in-

fection is estimated to be 20 to 40% of total 

cases of COVID-19 (8). Initial efficacy trials 

may then require a large initial enrollment, 

with ongoing monitoring of both serologic 

and clinical endpoints. A major challenge 

leading to a degree of complexity in devel-

oping clinical trial protocols for serological 

endpoints is the lack of precise knowledge 

of incidence rates (9). A critical requirement 

for such a multi-trial strategy is the establish-

ment of independent laboratories with simi-

lar or identical validated serologic assays to 

provide a harmonizing bridge between mul-

tiple vaccine products and multiple vaccine 

efficacy trials. The use of these laboratories 

for each clinical trial, or the sharing of critical 

specimens from a trial, should be required. 

Parameters that would distinguish the im-

mune response resulting from vaccination 

versus from infection are under intense in-

vestigation, and there is an immediate need 

to develop assays to address this issue.

Efficacy trials need to be evaluated for both 

benefit and harm. The likelihood of SARS-

CoV-2 reexposure is much higher than that 

of SARS-CoV-1, which has disappeared from 

community circulation, and hence longer-

term evaluation of potential enhancement 

with reexposure is needed. This requirement 

does not preclude licensure based on the 

endpoints outlined above; however, it does 

indicate that more prolonged follow-up of 

the initial vaccine cohorts should be under-

taken. The durability of clinical and serologic 

endpoints will also need to be explored, as 

waning of immunity is common with human 

coronavirus infections (10). Coronaviruses 

have a single-stranded RNA genome with a 

relatively high mutation rate. Although there 

has been some genetic drift during the evo-

lution of the SARS-CoV-2 epidemic, major 

alterations in the spike protein are not exten-

sive to date, especially in the regions thought 

to be important for neutralization; this en-

ables cautious optimism that vaccines de-

signed now will be effective against circulat-

ing strains 6 to 12 months in the future (11).

The possibility of performing controlled 

human challenge trials, in which a small 

number of volunteers are vaccinated and 

subsequently challenged with SARS-CoV-2, 

has been suggested. Such experiments, if 

designed to define potential immune cor-

relates or winnow out less effective vaccine 

approaches, may have utility. However, this 

approach has shortcomings with respect to 

pathophysiology and safety (12). Although 

the risk of severe disease or death in young 

healthy individuals from COVID-19 is quite 

low, it is not zero, and we do not yet have 

proven effective therapies for COVID-19 to 

rescue volunteers with complications from 

such a challenge. It is likely that a SARS-

CoV-2 challenge strain will, by design, cause 

mild illness in most volunteers and thus 

may not recapitulate the pulmonary patho-

physiology seen in some patients. Moreover, 

partial efficacy in young healthy adults does 

not predict similar effectiveness among older 

adults with major cofactors associated with 

COVID-19 disease, nor would it prove reduc-

tion of transmissibility to major susceptibility 

groups. Whether such experiments may be 

worthy of pursuit or would have a beneficial 

impact on timelines for vaccine development 

needs careful evaluation by an independent 

panel of ethicists, clinical trialists, and ex-

perts on vaccine development.

VACCINE PLATFORMS

It is encouraging that vaccine development 

efforts have moved swiftly, and several major 

vaccine platforms are moving toward clinical 

evaluation. These include traditional recom-

binant protein, replicating and nonreplicat-

ing viral vectors, and nucleic acid DNA and 

mRNA approaches. Each of these vaccine 

platforms has advantages and limitations. 

Important characteristics include speed and 

flexibility of manufacture, safety and reac-

togenicity, the profile of humoral and cellu-

lar immunogenicity, durability of immunity, 

scale and cost of manufacturing, vaccine sta-

bility, and cold chain requirements. No single 

vaccine or vaccine platform alone is likely to 

meet the global need, and so a strategic ap-

proach to the multi-pronged endeavor is ab-

solutely critical.

Several companies are developing nucleic 

acid–based vaccines, including Moderna, 

BioNTech/Pfizer, CureVac (mRNA-based), 

and Inovio (DNA-based). DNA- and mRNA-

based vaccines can be generated quickly on 

the basis of viral sequence, which allows a 

rapid pathway to the clinic (13, 14). Currently, 

optimal immunogenicity of DNA requires an 

electroporation or an injector delivery device 

to facilitate DNA entry into cells. mRNA vac-

cines use lipid nanoparticles to protect and 

deliver the mRNA and effectively adjuvant 

the immunogen. The scalability of these lipid 

nanoparticles and their temperature sta-

bility are issues that need to be addressed. 

Although there is a wide body of early-phase 

clinical experience with nucleic acid vac-

cines, none are licensed for widespread us-

age. As such, the path forward is filled with 

optimism, but some uncertainty remains, re-

quiring rapid assessment of these products’ 

immunogenicity and safety while addressing 

the lack of commercial experience with them.

Traditional recombinant protein technol-

ogy can be used to express the spike protein 

(e.g., Sanofi, Novavax), and although the time 

to establish cell lines needed for manufactur-

ing is longer than for nucleic acid vaccines, 

there is a robust commercial experience with 

protein and protein particle vaccines, includ-

ing licensed vaccines for hepatitis B, human 

papillomavirus, varicella zoster, and influ-

enza. Protein vaccines will require a potent 

adjuvant, which can be critical for inducing 

a predominantly T
H
1-type immune response; 

however, the availability of certain adjuvants 

may be limited. Viral vector vaccines encode 

the viral gene of interest into one of several 

well-characterized vectors, including ad-

enovirus (Ad) and vesicular stomatitis virus 

(VSV). The replication-defective adenovirus 

26 (rAd26), recently shown to be safe and 

immunogenic in preventing Ebola virus in-

fection (15), is being developed by Janssen 

Pharmaceuticals for COVID-19. This plat-

form has the potential to be manufactured 

at large scale. Preexisting immunity to the 

specific viral vector can attenuate immuno-

genicity, and this needs to be addressed in 

early-stage trials. A recombinant chimpanzee 
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Ad vector (ChAdOx1), developed by the 

University of Oxford and AstraZeneca, has 

also entered clinical trials. Similar versions 

of ChAd vaccine products have been tested 

in prior clinical trials and shown to be safe 

and immunogenic. The VSV vector vaccine 

platform is replication-competent and thus 

induces a robust, likely durable immune re-

sponse with a single dose. A licensed VSV 

Ebola vaccine made by Merck is highly effec-

tive after a single dose, although its reactoge-

nicity may be limiting in some populations. 

These diverse approaches provide the po-

tential for scalable production required for 

widespread population use.

STRATEGIC COLLABORATIONS

Under the ACTIV public-private partnership, 

NIH has partnered with its sister agencies 

in the Department of Health and Human 

Services, including the Food and Drug Ad-

ministration, Centers for Disease Control 

and Prevention, and Biomedical Advanced 

Research and Development Authority; other 

U.S. government departments including the 

Departments of Defense and Veterans Affairs; 

the European Medicines Agency; and repre-

sentatives from academia, philanthropic or-

ganizations, more than 15 biopharmaceutical 

companies, and the Foundation for NIH. This 

forum allows for discussions and consensus 

on vaccine trial designs, rapid data sharing, 

and close collaborations between the public 

and private sectors to rapidly and efficiently 

conduct vaccine efficacy studies. There is an 

emerging consensus that vaccine trials need 

to either use common independent laborato-

ries or contribute samples and data for the 

purpose of generating surrogate markers 

that ultimately speed licensure and an over-

all comparison of efficacy. A common Insti-

tutional Review Board as well as a common 

cross-trial Data and Safety Monitoring Board 

(DSMB) should be used so that the regula-

tory framework for the entire enterprise is 

coordinated and the regulatory agencies and 

the public can make objective assessment of 

the effect sizes between approaches. As vac-

cine candidates are poised to enter phase 1, 

the collective planning for phase 3 must be 

undertaken. Although much of this focus is 

on trials in the United States, the COVID-19 

Prevention Networks established under the 

ACTIV program have a global focus, and co-

ordination with the World Health Organiza-

tion, Coalition for Epidemic Preparedness 

Innovations, and other global philanthropic 

partners must also occur.

Harmonized master protocols will be 

needed to enable transparent evaluation 

of the relative effectiveness of each vaccine 

approach. This harmonization can best be 

achieved through public-private partner-

ships such as ACTIV, in which government-

supported central laboratories and indepen-

dent biostatisticians serve as key resources 

for efficacy trials, thereby providing a stan-

dardized way to assess the relative immune 

responses of different types of vaccines (see 

the figure). Such laboratories enhance the 

ability to define correlates of protection, 

which would speed licensure for all vac-

cines as well as define populations that will 

achieve protective immunity. Data should be 

shared among companies and be provided 

to independent statistical evaluation, allow-

ing the early evaluation of a potential sur-

rogate marker of protection, which would 

markedly speed licensure and distribution. 

Such data can only be obtained from harmo-

nization and collaboration early on, during 

the planning of efficacy trials and the imple-

mentation of the collaboration described in 

the figure: the use of collaborating clinical 

trial sites, the monitoring of these efficacy 

trials through a common DSMB, indepen-

dent statisticians having access to cross-trial 

data in real time, and centralized immune 

monitoring laboratories. These innovations 

in the process of vaccine development are 

required to achieve the rapid development 

of the platform technologies entering clini-

cal trials. Global effort, global cooperation, 

and transparency are needed to maximize 

the speed, veracity, and decision-making 

required to deliver scientific advances to 

the global population in a timely fashion. 

Models for all of these programs exist, and 

rapid implementation of these ideas is es-

sential if we are to succeed in the timelines 

required to return us to pre–COVID-19 so-

cial interactions.

SCALE UP

The ability to manufacture hundreds of mil-

lions to billions of doses of vaccine requires 

the vaccine-manufacturing capacity of the 

entire world. Although new technologies and 

factories can be developed to sustain produc-

tion, there is an immediate need to fund the 

necessary biomanufacturing infrastructure, 

including the fill/finish steps that provide vi-

aled vaccine products for distribution. Cost, 

distribution system, cold chain requirements, 

and delivery of widespread coverage are all 

potential constriction points in the eventual 

delivery of vaccines to individuals and com-

munities. All of these issues require global 

cooperation among organizations involved in 

health care delivery and economics.

To return to a semblance of previous nor-

mality, the development of SARS-CoV-2 vac-

cines is an absolute necessity. To achieve this 

goal, all the resources in the public, private, 

and philanthropic sectors need to participate 

in a strategic manner. The ACTIV public-

private partnership and collaborative harmo-

nized efficacy trials are enabling models to 

achieve our common goal. j
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 D
igital epidemiology—the use of data 

generated outside the public health 

system for disease surveillance—has 

been in use for more than a quarter 

century [see supplementary materi-

als (SM)]. But several countries have 

taken digital epidemiology to the next level 

in responding to COVID-19. Focusing on core 

public health functions of case detection, 

contact tracing, and isolation and quaran-

tine, we explore ethical concerns raised by 

digital technologies and new data sources in 

public health surveillance during epidemics. 

For example, some have voiced concern that 

trust and participation in such approaches 

may be unevenly distributed across society; 

others have raised privacy concerns. Yet 

counterbalancing such concerns is the argu-

ment that “sometimes it is unethical not to 

use available data” (1); some trade-offs may 

be not only ethically justifiable but ethically 

obligatory. The question is not whether to use 

new data sources—such as cellphones, wear-

ables, video surveillance, social media, inter-

net searches and news, and crowd-sourced 

symptom self-reports—but how.

INNOVATIONS AGAINST COVID-19

Some efforts involve escalations of exist-

ing techniques of digital epidemiology—for 

example, using cellphone signals and social 

media data to map the spread of the virus— 

whereas other, more innovative initiatives fo-

cus on implementing public health measures 

such as isolation and quarantine.

Disease modeling and forecasting using 

machine learning and artif cial intelligence

There is growing potential to use machine 

learning and big data to forecast disease 

spread and prioritize people for testing or 

limitations on movement. One controversial 

application during the COVID-19 outbreak 

has been the Chinese government’s require-

ment that citizens in more than 200 cities in

stall an Alipay app on their smartphones that 

assigns a risk code to each person indicat-

ing the extent to which they are permitted to 

move around the community (see SM). The 

coding algorithm reportedly incorporates 

information on time spent at risky locations 

and frequency of contact with other people. 

Public dissatisfaction with the app arose 

from lack of transparency about the reasons 

people were classified into particular groups 

and mismatch with individuals’ own beliefs 

about their risk level. Yet algorithmic clas-

sification and prioritization of individuals 

or localities may offer an alternative to hap-

hazard rollout of social distancing orders and 

COVID-19 testing.

Leveraging and linking large datasets for 

case identif cation

Governments have massive troves of citizens’ 

personal data at their disposal that can be 

used to identify persons at increased risk of 

infection and prioritize them for investiga-

tion by health officials. The Taiwanese gov-

ernment linked immigration and customs 

data on travelers (in batch files, after deleting 

irrelevant travel history) to National Health 

Insurance data on hospital and clinic visits to 

identify individuals whose symptoms could 

be due to contracting the novel coronavirus 

during travel to an affected area (2). That 

information was shared with health care 

providers so that they could use it to make 

decisions during patient visits, such as asking 

for additional history of present illness and 

ordering a COVID-19 test.

Risk-based border security

Taiwan developed an interesting alternative 

to blanket travel restrictions: individualized 

risk assessment. Travelers scan a QR code 

using their smartphone, which leads to an 

online travel declaration form that asks for 

travel history and flight information, symp-

toms of fever or respiratory infection, and 

contact information in Taiwan. On the basis 

of their health and travel information, travel-

ers are either sent a pass by text, asked to do 

home quarantine for 14 days, or instructed to 

self-isolate at home for 14 days (2).

Electronic monitoring of quarantined and 

isolated individuals

New Zealand, Thailand, and Taiwan use cell-

phone location data to monitor movement 

of persons subject to quarantine or isolation 

orders. In Taiwan, for example, violators can 

receive heavy fines or be ordered into facili-

ties, but the government first messages indi-

viduals to instruct them to return home and 

asks local police to check on them (2). China, 

Poland, and Russia have gone further, using 

facial recognition software to monitor com-

pliance with orders (see SM). Such measures, 

although intrusive, help reduce the need for 

labor-intensive, in-person monitoring. De-

identified location data from cellphones and 

social media apps can also be used to moni-

tor population-level adherence to social dis-

tancing orders (see SM).

Digital technologies are also useful for 

supporting confined individuals. Remote 

monitoring through smartphones improves 

HEALTH AND ETHICS: COVID-19

 Ethics and governance for 
digital disease surveillance
The question is not whether to use new data sources but how

Whether to implement, 
how to implement

What is the alternative?

Whether to adopt a digital surveillance 

measure should be evaluated by refer-

encing the counterfactual. What would 

be used instead of the technology, and 

is that more or less desirable?

Least burdensome alternative

For its use to be justified, a digital 

technology should be judged the least 

burdensome alternative that would ac-

complish the public health objective. 

Public oversight

Oversight must include members of 

the public; focus on particular uses of 

the data, not just data transfers; and 

promote trustworthy, transparent, and 

convincing justifications for the deci-

sions taken.

Correcting mistakes

Processes through which potential 

errors can be challenged in the courts 

may be modified, involving longer waits, 

less robust hearings, and reduced ac-

cess to counsel. Proving mistakes can 

be difficult where a decision has been 

driven by an algorithm whose logic may 

not be transparent.

Inequities and bias

Inequities persist in people’s access 

to the internet and cellphones. Even 

among those having access, disparities 

exist in who uses these technologies. 

These disparities risk creating bias in 

new data sets.
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the prospects for isolating and quarantin-

ing people at home rather than in facilities. 

People’s temperatures can be transmitted by 

wearables, digital thermometers, or video, 

and health workers can regularly check on 

people’s needs without exposing themselves 

to the risk of transmission. Communities, 

too, can mobilize to assist those confined at 

home, as is occurring in the United States 

through the neighborhood social networking 

app NextDoor.

Enhanced contact tracing

Serious doubts have been raised about 

whether traditional methods of contact trac-

ing alone can arrest the COVID-19 epidemic. 

Adding algorithmic contact tracing through 

a cellphone app or operating system is pro-

posed to reduce transmission of the virus 

through instantaneous notification of con-

tacts (see SM) (3). A real-world experiment 

with such an approach is under way in Singa-

pore, where in March 2020 the government 

requested that citizens install a government-

developed smartphone app called TraceTo-

gether. The app uses Bluetooth technology to 

exchange identifier numbers with the phones 

of other TraceTogether users within 6 feet of 

the user, sharing data with the government 

only if the user becomes subject to contact 

tracing because of a COVID-19 diagnosis (see 

SM). As of late April 2020, similar apps have 

been rolled out in nearly 30 countries, and 

a high-profile effort by Google and Apple to 

develop standards is under way (4).

The Israeli government has gone farther 

than Singapore, making use of infected 

persons’ cellphone location data on an in-

voluntary basis. Its approach sends texts to 

persons who come into contact with known 

COVID-19 cases to inform them that they 

must immediately quarantine themselves for 

14 days (5). South Korea, too, has opted to use 

geolocation data without seeking consent. It 

publicly posts information on where infected 

persons traveled in the days before their di-

agnosis based on cellphone location data, 

credit card records, and surveillance video 

(5). No names are included, but individuals’ 

age, nationality, and sex are. Taiwan used 

itineraries of passengers who disembarked 

the Diamond Princess cruise ship to send text 

alerts to people residing in areas the passen-

gers visited, asking them to self-monitor and 

notify officials of any symptoms. The recipi-

ent list was compiled by using mobile phone 

base station positioning.

ETHICAL ISSUES RAISED

Ethical issues raised by digital epidemiology 

center on a core tension: these new uses of 

people’s data can involve both personal and 

social harms, but so does failing to harness the 

enormous power of data to arrest epidemics.

Respecting privacy

Many epidemiologic uses of new data sources 

do not implicate informational privacy to a 

greater extent than current commercial and 

research practices—although some people 

may feel greater disquiet about governments 

using their data than they do companies or 

academics. Other uses involve larger poten-

tial intrusions on privacy. Using cellphone 

location and text data, in particular, goes 

beyond what citizens of democratic nations 

are accustomed to. Everyday uses of public 

and private data are typically not conducted 

with personal identifiers attached. Moreover, 

except for use by law enforcement, data are 

not ordinarily used for purposes of tracking 

down and imposing consequences on the 

subjects of the data. Contact tracing of the 

kind being carried out in Israel, by contrast, 

involves immediately imposing public health 

orders on those traced.

Respecting autonomy

Respect for individuals’ autonomy generally 

requires asking them for permission to ac-

cess their personal information and use it in 

particular ways. Informed consent is a bed-

rock principle of research ethics and medi-

cal care and is expressed—albeit weakly—in 

Terms and Conditions agreements for use of 

websites and apps, which ask users to agree 

to the company’s planned uses of their data. 

The consent issue has particular salience 

for contact tracing through cellphone re-

cords because at least three alternative re-

gimes—opt in, opt out, and mandatory—are 

possible, and different countries have made 

different choices.

Equity concerns

Use of new data sources can improve repre-

sentation of some populations in epidemio-

logic analysis, including people who are un-

derrepresented in data from laboratories and 

health care providers because they cannot 

or do not access care. Nevertheless, inequi-

ties persist across the globe in people’s access 

to the internet and cellphones. Even in ar-

eas with access, disparities exist in who uses 

these technologies (see SM). These disparities 

risk creating bias in new data sets.

Minimizing the risk of error

The risk that governments will make errors 

in identifying areas and individuals at high 

risk of disease infection is heightened when 

using new data because of three factors: 

scope, speed, and sources. First, the use of 

large datasets means that a much greater 

number of people are under review than 

would ordinarily be the case; errors in even 

a small percentage of cases translate into 

large numbers of people affected. Second, the 

pressure to develop and roll out apps and al-

gorithms quickly during an emergency may 

mean compromises on testing and validation. 

But erroneously flagging individuals or areas 

can involve serious social and economic bur-

dens, such as stay-at-home orders and busi-

ness closures. Mistakes also undermine trust 

and waste limited public health resources 

(6). Third, the sources of information in some 

new datasets will be less reliable than tradi-

tional disease reporters. Particularly given 

the spread of misinformation about disease 

outbreaks through social media, the need 

to validate data derived from internet news, 

search data, and social media posts is acute. 

Self-reports of perceived symptoms, too, may 

be inaccurate or incomplete and are not easy 

to corroborate (see SM).

Correcting mistakes can pose special chal-

lenges during public health emergencies, un-

derscoring the importance of taking steps up 

front to minimize the risk of error. Ordinary 

processes though which citizens and busi-

nesses can challenge public health orders in 

the courts may be modified, involving longer 

waits, less robust hearings, and reduced ac-

cess to counsel. Proving mistakes can also be 

difficult when a decision has been driven by 

an algorithm because algorithmic logic is of-

ten not transparent.

Accountability

A key question is how to ensure that compa-

nies and governments conducting and using 

epidemiologic analyses of new data sources 

are accountable for what they do. Democratic 

processes ordinarily help ensure that policy-

making is reasonably transparent, the public 

has opportunities for input, and irresponsi-

ble officials can be removed. But many initia-

tives during COVID-19 have been undertaken 

by countries without strong democratic tra-

ditions and free-speech protections. Even in 

the United States, technological solutions are 

being pursued by small groups of officials 

and tech company leaders working outside 

ordinary channels and public view. The need 

to make decisions quickly may justify such 

processes but increases concerns about re-

sponsible practices.

The potential for misappropriation of data 

collected and methods developed for disease 

surveillance looms large. After all, the same 

approaches that can be used for case identi-

fication and contact tracing can be used to 

identify and track a government’s political 

opponents (5). Such fears undercut trust in 

what public health officials are trying to do, 

and without public trust and participation, 

many key strategies for fighting infectious 

disease cannot succeed.

POLICY RECOMMENDATIONS

Two principles should serve as lodestars 

when considering the ethics of digital surveil-
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lance during pandemics. First, the wisdom 

of adopting a digital surveillance measure 

should be evaluated not in the abstract but by 

reference to the counterfactual. What would 

be used instead of the technology, and is that 

more or less desirable? The counterfactual 

for COVID-19 involves mass shelter-at-home 

and business closure orders, which impose 

serious liberty and economic deprivations 

and are, in most areas, completely noncon-

sensual. Digital surveillance offers the pros-

pect of expediting the lifting of such orders 

and minimizing their use in future outbreaks 

(3). It may have particular value for vulner-

able groups such as the elderly and persons 

with chronic illness who may otherwise re-

main confined after others are released.

The second principle is that for its use to 

be justified, a digital technology should be 

judged the least burdensome alternative that 

would accomplish the public health objective 

(7, 8). This principle has long driven 

thinking in public health ethics and 

law. For disease outbreaks, what con-

stitutes the least restrictive alternative 

depends on the available public health 

resources, evidence concerning what 

behaviors people will engage in with-

out coercive public health orders, fea-

tures of the pathogen’s transmissibility, 

and the stage of the epidemic. Even if 

such a weighing points toward the im-

position of digital surveillance, the least 

restrictive alternative principle can 

help minimize privacy intrusions—for 

example, through data minimization 

(identifying the narrowest possible set 

of data elements, especially identifiable 

ones, and the minimum duration and 

scope of use required to achieve the ob-

jective) (8). We consider applications of 

these two principles to particular tech-

nologies with value in combating the novel 

coronavirus and similar pathogens.

Using algorithms in disease modeling 

and risk classif cations

The use of artificial intelligence techniques 

for disease forecasting raises minimal ethical 

concerns if it uses individually deidentified 

data. But using personally identifiable infor-

mation in algorithms that assign risk scores 

or categories to individuals, such as in the case 

of the Alipay app, must be considered more 

seriously because of the social consequences 

attached to these determinations. Here, the 

main concerns are the usual ones about algo-

rithmic bias and error, and solutions offered 

for such problems in other contexts are ap-

plicable. These include making code and da-

tasets publicly accessible and subject to peer 

review and continuing to refine the model as 

additional data become available. Additional 

safeguards should include creating mecha-

nisms for individuals to challenge algorithmic 

classifications, making classifications time 

limited, and using classifications to support 

recommendations rather than legal restric-

tions on individuals’ movement.

Using electronic monitoring to support 

conf ned persons

Wider use of electronic monitoring to sup-

port individuals under confinement orders 

(isolation, quarantine, or shelter at home) 

should be pursued. It is aligned with both 

public health goals (because supported in-

dividuals are more likely to be able to stay 

home) and the principles of solidarity and 

reciprocity, which recognize societal obliga-

tions to support those called on to sacrifice 

liberty to prevent harm to others. Electronic 

monitoring is less intrusive than in-person 

visits by public health workers, safer for 

workers, and easier to scale, enabling officials 

to reach more people. For diseases that are 

only transmissible when the infected person 

is symptomatic, virtually observed symptom 

checks may speed individuals’ release from 

confinement by quickly ascertaining when 

they no longer present a danger to others. 

Public health officials should move quickly to 

expand use of virtual check-ins with persons 

confined at home, prioritizing those most 

likely to need assistance because of infection 

status, membership in a vulnerable group, 

and lack of social supports.

Using electronic monitoring to enforce 

restrictions on movement

The use of electronic monitoring to enforce 

confinement orders and travel restrictions is 

more problematic. In the United States, for 

example, the Supreme Court has held that 

a judicial warrant must be obtained, after 

showing probable cause to believe a person 

violated the law, to search private cellphone 

records for law-enforcement purposes (see 

SM). It is unclear how courts would ap-

ply that precedent to enforcement of public 

health orders, but violation of some such or-

ders is a crime.

Electronic monitoring by use of cellphone 

Bluetooth data, bracelets, or video cameras 

would likely be more effective in detecting 

public health order violations than current 

methods, which rely on police detection or 

police response to complaints. The question 

is whether more enforcement is better. The 

benefits of stringently enforcing mass shel-

ter-at-home orders are not entirely clear, and 

the potential for strict enforcement—par-

ticularly through electronic eyes—to under-

mine trust in government and stoke resis-

tance is troublesome.

The principles of the least restrictive alter-

native and proportionality (7) will be helpful 

in determining whether to use electronic en-

forcement for public health orders in 

future disease outbreaks. There is a 

strong argument in favor of monitor-

ing bracelets for persons who present 

a high risk of harm to others if officials 

have a reasonable suspicion that they 

will not comply with home isolation. It 

is less restrictive than the likely alter-

native for such individuals: confining 

them in secure facilities. Even in this 

context, electronic monitoring should 

not immediately trigger law-enforce-

ment action; rather, the first inter-

vention should be outreach by public 

health officials. They should seek to 

understand the reasons for a person’s 

noncompliance, which may include 

misunderstanding of the order or in-

ability to satisfy basic needs such as 

food and health care.

The justification for electronic en-

forcement attenuates as the gravity of poten-

tial harm and likelihood of noncompliance 

shifts. For these reasons, population-wide 

shelter-at-home orders present a weak case 

for using electronic surveillance for indi-

vidual enforcement purposes. However, us-

ing electronic data to understand the extent 

of compliance at the population level—as is 

now being done by using deidentified cell-

phone data to measure travel distances from 

home—is well justified. Such information 

involves little or no privacy intrusion and 

has helped public health officers understand 

whether they need to issue clarifications of 

what is permitted and prohibited, tighten 

social distancing orders further, or provide 

additional economic and social supports to 

enable people to stay home.

Using cellphone data for contact tracing

For COVID-19, the arguments for using cell-

phone Bluetooth data for contact tracing are 
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compelling. Because the virus is transmis-

sible through casual contact for at least a 

few days before onset of symptoms, people 

are unlikely to be able to recall all those 

they may have exposed. Even if they could, 

the number of public health workers needed 

to perform contact tracing grossly exceeds 

the available supply. The most likely coun-

terfactual is failure, or inability to fight the 

epidemic without longer-term social distanc-

ing orders. Digital contact tracing offers an 

effective, less burdensome alternative that is 

proportional to the threat. Not everyone has 

smartphones, but using the technology can 

conserve scarce human resources for work-

ing with those who do not.

Should the technology be installed on a 

mandatory, opt-out, or opt-in basis? The best 

available evidence suggests that for patho-

gens with characteristics similar to COVID-19, 

an opt-out regime is the least restrictive al-

ternative. Research using UK data suggests 

that COVID-19 could be suppressed if 80% of 

smartphone users (56% of the overall popula-

tion, assuming 70% smartphone penetrance) 

use the app (9). In a survey of U.S. smart-

phone users, about 40% said they would defi-

nitely opt in to a contact tracing app, and just 

under 70% said definitely or probably (figures 

were slightly higher for UK users) (10); an-

other survey found much lower opt-in rates 

among U.S. smartphone users (17% definitely, 

32% probably) (11). These numbers fall short 

of the mark, especially because human inertia 

will mean some who are willing in theory do 

not actually install the app. In Singapore—a 

small nation with fairly high tolerance for 

government involvement in citizens’ lives—

only about 20% of smartphone users have 

installed the TraceTogether app (12).

Thus, although some endorse an opt-in 

system (3), and legislation proposed in the 

U.S. would codify that approach (see SM), 

the available evidence justifies a consent 

regime that impinges further on individual 

autonomy. Bolstering the argument in favor 

of opt out is that users are offered reciprocal 

benefits: notification if they come into con-

tact with someone dangerous and assistance 

in protecting friends and family whom they 

may have endangered.

Although some bioethicists argue that 

nonconsensual collection of identifiable con-

tact data may be justified for COVID-19 to 

prevent harm to others (8), opt out is ethi-

cally preferable to mandatory use and likely 

to be sufficient. This setup uses choice ar-

chitecture to allow those with strong pref-

erences to act on them while not conflating 

philosophical objections with simple inertia. 

Studies of electronic health record sharing 

have found that people tend to stick with the 

default choice: Only 2 to 5% opt out of health 

information exchange (13). Although opt outs 

from smartphone data sharing may be higher 

owing to lower trust in government (10), opt 

out should be tried and evaluated before 

moving to mandatory use. Opt-out rates can 

be minimized if public health officials and 

technology companies collaborate to distrib-

ute plain-language FAQs that clearly explain 

how the data will be collected and used and 

what benefits there are for users.

Some propose, as an alternative, that con-

tact tracing technology should be mandatory 

but have a “privacy-protecting” design in 

which the government receives a list of cases 

and a list of exposed persons but no informa-

tion that permits association of particular 

cases and contacts (14). Such proposals are 

antithetical to effective epidemiology because 

they preclude use of the data to track the geo-

graphic spread of a pathogen. Use of identifi-

able data by governments should be carefully 

limited but must be permitted. TraceTogether 

operationalizes the least restrictive alterna-

tive principle by transmitting users’ data 

to officials only if an individual becomes 

infected, and then only in specified ways. 

Executing binding data-use agreements can 

further ensure data minimization, and ex-

perts have articulated several provisions that 

ought to be included (15). Among these must 

be the exit strategy—plans for terminating 

the use of data and destroying data when the 

public health need for them ends (see SM).

PROCESS RECOMMENDATIONS

When any of these technologies are imple-

mented, it should be through a thoughtful 

and transparent process. We endorse prior 

calls for an oversight process by a body that 

includes members of the public and focuses 

on particular uses of the data, not just data 

transfers (3, 8), and for “trustworthy public 

communication…providing transparent and 

convincing justifications for the decisions 

taken”  (7) (see SM). South Korea and Tai-

wan’s examples illustrate that diligent trans-

parency can cultivate high levels of trust in 

the government’s strategy (2) (see SM).

But such approaches are far from guaran-

teed. For example, the situation in the United 

States leaves much to be desired. A group of 

technology companies convened by the White 

House to discuss potential uses of technology 

to combat COVID-19 has no evident agenda, 

public or stakeholder group representation, 

or set of guiding principles. Ethicists and 

legal experts do not appear to be involved. 

No processes (for example, adaptation of 

the notice-and-comment period used for ad-

ministrative rule-making) have been created 

for the public to give input. Proposed uses 

of technology have percolated up through 

scattered media reports but not through of-

ficial channels. Communiques from compa-

nies working on these technologies are short 

on details about how government would be 

involved. No mechanisms are in place for 

oversight of tech companies as they pursue 

this work. The news media and watchdog 

organizations will continue to be important 

mechanisms for accountability, but effective 

oversight requires access to full information 

about what will be done, how, and why.

Sturdy oversight structures are not easy 

to stand up in the middle of an emergency. 

Work will be needed after the COVID-19 

threat fades to ensure that we are better pre-

pared next time. For example, federal health 

agencies could commission a report from 

the U.S. National Academies of Sciences, 

Engineering and Medicine recommending 

rules of the road for digital surveillance in 

pandemics, and modifications could be made 

to state and federal privacy and emergency 

powers laws to facilitate its implementation.

There has been much talk of harnessing 

the power and ingenuity of the tech sector 

to fight disease outbreaks, but “harnessing” 

implies carefully placed constraints and 

firm direction by a driver. We have yet to 

craft that yoke.        j
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he Coming Good Society offers a cur-

sory overview of the state of human 

rights in an age of emerging tech-

nologies. More accessible narrative 

than academic treatise, this enjoyable 

read examines how changing norms 

create opportunities to expand the scope of 

universal protections and rights. Authors 

William F. Schulz, former executive director 

of Amnesty International USA, and Sushma 

Raman, executive director of the Harvard 

Kennedy School Carr Center for Human 

Rights Policy, look to their own experiences 

and extensive professional encounters to 

support their arguments in the book’s eight 

short but substantive chapters.  

Rights reflect our consensus of what is or 

ought to be in a good society. As such, human 

rights are in constant flux, evolving and some-

times devolving as social and political norms 

change, societies adapt, and discoveries and 

advancing technologies change worldviews. 

Rights are also transactional claims that cre-

ate duties and obligations of the powerful to 

the less powerful. They promote civility, deter 

POLICY

By Dov Greenbaum

B O O K S  e t  a l .

Revisiting rights 
in an ever-evolving world

oppression, and provide a sense of dignity to 

groups within these penumbras. 

In the book’s third chapter, Schulz and 

Raman consider new rights to which they 

believe we are all entitled, in the form of 

improved privacy protections. They ground 

these rights in ideals of autonomy and con-

trol, as corporations seek to learn more 

about us and to use that infor-

mation to manipulate our be-

havior. The authors propose the 

widespread implementation of 

rights already granted—recently 

and prominently—to Europeans 

through the General Data Protec-

tion Regulation. These include 

the right to be forgotten (i.e., the 

right to have negative personal 

data erased from internet search 

results). Schulz and Raman also 

advocate using algorithm trans-

parency requirements to limit 

the biases that are often unin-

tentionally encoded into those algorithms, 

which reflect the “presumptions and predi-

lections of their makers.”

The authors continue their discussion 

of emerging privacy concerns in the book’s 

fourth chapter, which examines how privacy 

should be accorded to our genetic informa-

tion. Here, they address the ownership of 

DNA, the rights of parents and children in 

reproductive scenarios involving genetic 

engineering, and the challenges presented 

by animal-human chimeras. Science-literate 

readers might find this chapter a bit under-

whelming, as it is written to be accessible to 

a broad audience.

The book’s fifth chapter suggests that 

rights could be employed to protect vul-

nerable groups suffering under corrupt 

leadership, which, while generally illegal, 

is frequently tolerated, often at the expense 

of the poor and powerless. Notably, the 

authors argue for a right to be free from 

corruption rather than the right to good 

governance, as they see corruption as much 

broader than an abuse of authority. They 

include, for example, financial rules that 

intensify the unfair distribution of wealth.

A recurring theme in the book is that of 

competing rights. Fo r example, some advo-

cates have proposed that same-sex couples 

should be guaranteed the right to access sur-

rogacy services, but such a right could chal-

lenge the rights and autonomy of surrogate 

mothers, an often-oppressed group who are 

potential victims of trafficking and exploita-

tion. Schulz and Raman also describe antago-

nistic interactions between competing rights 

groups, for example, between some women’s 

rights advocates and groups promoting the 

rights of nonbinary individuals. The authors 

suggest that “the inclusion of newly estab-

lished rights need not vitiate the old.”

The book closes with a discussion of the 

possible extension of human rights to non-

humans, including animals, robots, and na-

ture. These chapters provide an excellent 

overview of current discussions 

but offer little in the way of novel 

and provocative rights. Here 

also, the authors are forced to 

make distinctions between those 

animals, robots, and natural re-

sources that ought to be granted 

rights and those that should not, 

owing to conflicting needs and 

demands. Such distinctions are 

sometimes rational, as in the 

case of the rights of obligate car-

nivores over their prey, and at 

other times seemingly arbitrary, 

as when Schulz and Raman sug-

gest valuing the survival of native species 

over invasive ones that were introduced to a 

habitat through no fault of their own. One is 

left wondering whether these proposed divi-

sions will one day seem as problematic and 

discriminatory as others the authors argue 

against elsewhere in the book. j

10.1126/science.abc0163

Sentient species, such as elephants, deserve rights, 

some argue, while less complex creatures do not.

The Coming 
Good Society

William F. Schulz 
and Sushma Raman

Harvard University Press, 
2020. 328 pp.
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Data and genetic privacy join proposed privileges 
for nonhumans, robots, and nature
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n the face of a dire planetary prognosis, 

American politicians in the 1980s faced 

a simple question: Act now, or wait and 

see? These are the same options avail-

able to anyone presented with an un-

certain future, whether rising levels 

of atmospheric carbon dioxide, a cyst that 

might turn cancerous, or scattered cases of 

an infectious disease that could explode into 

a pandemic. Losing Earth focuses on the 

first of these, but as I read the book—under 

a stay-at-home order in New Jersey owing 

to the spread of coronavirus disease 2019—

Nathaniel Rich’s frustration resonated with 

my own. Why, he asks, did American politi-

cians fail to act when scientists agreed that 

there was a real and present danger?

In 1951, environmentalist Rachel Carson 

had noted that the growing season in the 

subarctic regions was longer, growth rings 

on trees were fatter, and cod were migrating 

farther north. “The long trend is toward a 

warmer earth,” she wrote (1). 

In 1975, anthropologist Margaret Mead 

convened a symposium calling attention to 

the endangered atmosphere. Arguing that 

the issue would need to be addressed on a 

planetary scale, she called for more research, 

especially scientific models of the likely fu-

ture that could guide action in the present. 

Rich observes that by 1979, scientists 

had assembled the essential pieces of the 

climate warming puzzle. By the end of the 

next decade, evidence regarding the future 

of the planet was incontrovertible: In-

creased levels of carbon dioxide in the at-

mosphere were causing the planet to warm. 

Models warned of a litany of dangers: ris-

ing sea levels, the abandonment of coastal 

cities, widespread droughts, and shifting 

agricultural belts. These issues, Rich notes, 

were understood to be environmental in na-

ture and political in impact. 

The book’s two main characters—Rafe 

Pomerance and James Hansen—move 

through its pages like characters from a Fred-

erick Forsyth novel: cool, competent, unfussy, 

and at odds with a world that underappre-

ciates their hard-won expertise. Pomerance 

was “not a scientist” but a stooping six-foot-

By Erika Lorraine Milam four environmental policy analyst with horn-

rimmed glasses and a mustache. Hansen had 

majored in math and physics but dreamed of 

baseball. He helped create computer models 

of carbon circulation on a planetary scale 

and worked with Jule Charney to produce a 

report that predicted that the planet would 

warm by 3°C in the next century (2). Pomer-

ance scrutinized the evidence, read between 

the lines, and started calling politicians. 

They might have succeeded in convincing 

those in power of the need to curb the world’s 

fossil fuel dependency were it not for Presi-

dent Ronald Reagan’s investment in fossil 

fuels and unrelenting war on environmental-

ism throughout the 1980s, followed by Presi-

dent George H. W. Bush’s 1989 appointment 

of John Sununu as White House Ccief of staff. 

If Pomerance and Hansen are the book’s he-

roes, Sununu is the archvillain. 

Ever since Mead’s 1975 conference, Rich 

posits, Sununu had interpreted claims of 

global warming as an excuse to bridle eco-

nomic progress and enact authoritarian 

global solutions to a problem whose ex-

istence he doubted. Pomerance and Han-

sen could not convince Sununu otherwise, 

and when given the opportunity to steer 

the country’s policy away from reckoning 

with climate change, Sununu took it. (He 

remains skeptical of global warming to 

this day.) 

Rich’s tight focus on the lives of a handful of 

men allows him to frame science and politics 

as mirror worlds—Hansen and Pomerance 

never quite grokking the power dynamics 

of politics and Sununu handily rejecting the 

logic of science. More broadly, Rich suggests 

that many Americans found it difficult to 

appreciate the connection between actions 

in the present and long-term effects, the lag 

between cause and effect exacerbated by our 

species’s tolerance for self-delusion. 

Rich’s description of the politicians’ inac-

tion when presented with robust scientific 

evidence now feels prescient. Yet from the 

perspective of a world beset by the social, 

political, and health impacts of a novel 

coronavirus, I found myself searching the 

book for the key relations that characterize 

the causal space between personal choices 

and a cultural zeitgeist. It was not until the 

epilogue that Rich turned his attention to 

the powerful dynamics of funding in sci-

ence, attempts of the fossil fuel industry to 

manipulate the optics of knowledge for a 

broader public, and the disproportionate ef-

fects of climate change according to demo-

graphics and geography. j
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Then and now, American politicians have failed to heed scientific warnings

Even before the pandemic brought 
many institutions to an abrupt stand-
still, a number of indicators—from 
fertility rates to GDP growth—suggested 
that human progress has slowed 
in recent decades. This week on the 
Science podcast, geographer Danny 
Dorling reveals why this might not be 

such a bad thing.
sciencemag.org/podcasts
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Slowdown: The End of the Great 
Acceleration—and Why It’s Good 
for the Planet, the Economy, 
and Our Lives
Danny Dorling
Yale University Press, 2020. 400 pp.
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Fertility rates and other indicators of human progress have declined.
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The will to act when the data are dire
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Ease restrictions 
on U.S. blood donations 
With a vaccine for coronavirus disease 2019 

(COVID-19) likely more than a year away, we 

must identify effective therapies for patients 

now. One promising approach is the use of 

plasma from patients who have recovered 

from COVID-19 (1, 2). To facilitate this strat-

egy, the U.S. Food and Drug Administration 

(FDA) recently revised some of the restric-

tions on blood donation, including a 

decrease in deferral time for men who have 

sex with men (MSM) to 3 months (3). This is 

a positive change to an outdated guideline, 

but it does not go far enough.

In 1983, the FDA indefinitely barred 

all MSM from donating blood for fear of 

transmitting human immunodeficiency 

virus (HIV) and hepatitis B/C by transfusion. 

In 2015, the lifetime ban was changed to 12 

months from last sexual contact (4). Today, 

the risk of contracting HIV or hepatitis 

B/C through transfusion is less than 1 in 2 

million, and the incidence is substantially 

lower (5). This success is due to advances 

in screening, not to banning MSM from 

donating blood. The false-negative rates of 

modern HIV nucleic acid tests fall around 

0.05%. The window between infection 

and detection has dropped to 9 days (5, 

6). Despite this improvement, the FDA 

continues to exclude otherwise healthy MSM 

through arguably discriminatory policy. 

Although a step forward from the 12-month 

policy, a deferral period of 3 full months 

is not necessary to protect patients (7, 8). 

Edited by Jennifer Sills Moreover, this revised policy may not mean-

ingfully increase the donor pool, given that 

waiting until 3 months after sexual contact 

amounts to a lifetime blood donation ban 

for many men.

The demand for healthy blood and 

convalescent plasma will accelerate as 

COVID-19 infects more Americans. To 

address the acute shortage (9), the deferral 

period should be decreased to 2 weeks, after 

which we can reliably screen for HIV. More 

granular deferrals could also be introduced. 

Instead of a blanket discriminatory ban on 

MSM blood donations, we could evaluate 

donors based on concrete risky behav-

iors, such as having unprotected sex with 

multiple sexual partners or sharing needles. 

Alternatively, we could inactivate pathogenic 

DNA and RNA with intercalating molecules 

such as amotosalen, which European blood 

centers already do routinely (10, 11). Coupled 

with robust testing and screening, these 

approaches will exclude fewer healthy 

donors while still minimizing the risk of 

transfusion-transmitted HIV.

The FDA’s policies must be grounded in 

science. Safely lifting the restrictions on 

blood donations has the potential to save 

millions of lives in a normal year (12). Now, 

plasma may play a crucial role in treating 

patients suffering from COVID-19. We can-

not afford to turn away HIV-negative blood 

with lifesaving antibodies just because the 

donor is gay or bisexual. 
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Unnecessary restrictions on blood donors should be removed to maximize the blood and plasma available for use.
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The precarious position of 
postdocs during COVID-19
Postdoctoral researchers play a crucial 

role in many research groups, serving as 

mentors, teachers, and leaders as they 

develop their skills and prepare for scien-

tific careers (1). However, the coronavirus 

disease 2019 (COVID-19) crisis has put 

funding and support for postdoc positions 

at risk, threatening to upend the career 

paths available to these junior scientists.



Even in normal times, postdoctoral 

positions provide little job security (2, 3). 

Most postdocs are employed on yearly 

contracts, and the availability of research 

funds is highly variable (1). Postdocs receive 

little institutional support in comparison 

to undergraduates, graduate students, and 

faculty. The positions often do not provide 

access to affordable health care or child 

care, career counseling or resources, paid 

sick leave, or employee and student benefits 

such as alumni network membership or 

union representation (1, 2, 4–7). Before the 

pandemic, an ongoing national discussion 

among postdocs was taking place to address 

the benefits of collective bargaining and 

unionization, as many feel the working 

conditions and terms of employment are 

substandard or outright nonexistent (1, 3, 

8). For 2 to 3 years (and sometimes much 

longer), postdocs tolerate these subpar con-

ditions in hopes of using their experience to 

propel them into full-time jobs as professors 

or researchers outside academia (2).

However, the economic crisis resulting 

from COVID-19 stay-at-home orders has 

spurred a growing list of universities to 

implement hiring freezes and cancel new 

faculty hires (9, 10). This lowers the chances 

that postdocs can obtain coveted full-time 

positions. Meanwhile, experimental work 

has all but ground to a halt, visas are expir-

ing with little clarity about the prospect 

of extensions, and continued funding 

has become uncertain, jeopardizing the 

time-sensitive research that postdocs are 

conducting during their short contracts.

Although many institutions have granted 

some form of pandemic relief to other mem-

bers of the academic community, postdocs 

have been overlooked (11, 12).  To protect 

the future and diversity of the scientific 

pipeline, universities and research institutes 

must take immediate action to retain these 

vital junior scientists. Institutions should 

implement programs to prolong fellowship 

positions (12), similar to stop-the-clock poli-

cies available to tenure-track faculty, and 

vigorously advocate for federal-level exten-

sions to visa programs. They should also 

offer temporary assistance to help vulner-

able postdocs cope with current child care 

and health care challenges.
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Sumatran rhinoceros on 

the brink of extinction
The Sumatran rhinoceros (Dicerorhinus 

sumatrensis), the closest living relative to 

the extinct woolly rhino, has been on decline 

for about a million years (1), but it is now 

at risk of imminent extinction. According 

to the International Union for Conservation 

of Nature Red List, the Sumatran rhino is 

Critically Endangered (2). In just 20 years, 

the species population has decreased from 

250 to just 80 animals. Since the recent 

death of the last Sumatran rhino in Malaysia 

(3), all remaining individuals live in one of 

four subpopulations in Indonesia (2, 4). The 

current population is not sustainable with-

out the help of breeding programs.

The main reason for the Sumatran rhino’s 

population collapse is poaching driven 

by the Asian black market of traditional 

medicine, where a kilo of rhino horn can 

sell at around US$65,000 (5, 6). In addi-

tion, human activities such as deforestation 

fragment the rhino’s habitats (4). If these 

human activities continue, the rhino popu-

lation will likely go extinct by 2030 (7). 

In addition to curtailing these harmful 

activities, capture, relocation, and breeding 

programs are now critical to prevent popu-

lation collapse and avoid harmful mutations 

leading to diseases that reduce the repro-

ductive capacity of the Sumatran rhinos (8, 

9). The breeding programs managed by the 

World Association of Zoos and Aquariums 

(10) may be able to provide conservation 

programs with new individuals to increase 

genetic diversity. However, these strategies 

must take into account that Sumatran rhi-

nos do not thrive or breed well in captivity 

or outside their ecosystem (11). Breeding 

INSIGHTS   |   LETTERS

programs should urgently be established in 

the rhino’s  natural habitat and include both 

natural and artificial insemination as well 

as embryo technologies, as has been tried 

for the northern white rh ino (12). We must 

devote time and resources to ensure that 

the remaining 80 Sumatra n rhinos are not 

the last. 
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Comment on “ High-surface-area corundum by 

mechanochemically induced phase transformation 

of boehmite”

Jiangong Li, Sanxu Pu, Wenbin Cao, Lu Li, 

Ruiyun Guo

  Amrute et al. (Reports, 25 October 2019, 

p. 485) claimed that no methods were able 

to produce high-purity a-Al
2
O

3
 with surface 

areas greater than 100 m2 g–1, even though 

much higher surface areas up to 253 m2 

g–1 have been reported. Moreover, the 

materials they obtained could be porous 

aggregates and may not be 13-nm nanopar-

ticles, as claimed.

Full text: dx.doi.org/10.1126/science.abb0142

Response to Comment on “High-surface-area 

corundum by mechanochemically induced phase 

transformation of boehmite”

Amol P. Amrute, Zbigniew Łodziana, Hannah 

Schreyer, Claudia Weidenthaler, Ferdi Schüth

Li et al. commented that our report claims 

that methods reported thus far cannot enable 

the production of high-purity corundum with 

surface areas greater than 100 m2 g–1 , and 

that our obtained material could be porous 

aggregates rather than nanoparticles. We 

disagree with both of these suggestions.

Full text: dx.doi.org/10.1126/science.abb0948
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Diverse students display inventions at HBCU showcase 

A social media platform for online education, a smart cane that 

warns visually impaired users of objects along their path, and a mo-

bile app that connects customers to restaurants eager to distribute 

surplus food were just a few of the inventions that student innova-

tors from historically black colleges and universities displayed at a 

recent showcase.

The American Association for the Advancement of Science, with 

support from the National Science Foundation, hosted the third 

annual HBCU Making & Innovation Showcase in February 2020 in 

Washington, D.C. The event, held in conjunction with AAAS’s and 

NSF’s Emerging Researchers National Conference, brought to-

gether 80 students and faculty members from HBCUs for 2 days of 

interactive workshops and training on invention and entrepreneur-

ship. The conference culminated with 18 teams of undergraduate 

and graduate students from 13 colleges and universities pitching 

their innovations.

“Entrepreneurial thinking and an invention mindset are critical to 

address the challenges that affect communities around the world, 

and in our own backyards,” said Neela White, a project director in 

AAAS’s Diversity, Equity, and Inclusion program. “As we look at the 

shifting demographics in the country, we must be intentional about 

ensuring that innovation ecosystems are fully inclusive.”

The showcase was inspired by a similar effort held during the 

White House’s 2015 National Week of Making, which celebrated the 

maker movement: individuals and groups harnessing technology and 

creativity to turn their innovative ideas into reality. Quincy Brown, a 

AAAS STEM program director at the time, proposed the HBCU Mak-

ing & Innovation Showcase to the National Science Foundation in 

2017 and hosted the first showcase in 2018.

“The showcase is designed to provide an opportunity for students 

to display the talent and innovation already at HBCUs, show how 

these students are addressing challenges specific to their com-

munities, heighten the awareness of the individuals and resources 

that support an inclusive innovation ecosystem, and further develop 

students’ skills,” White said.

Each of the teams created an innovative solution to a problem 

in its community related to one of 17 United Nations Sustainable 

Development Goals, which include quality education, clean water 

and sanitation, affordable and clean energy, and “no poverty.” The 

teams designed and built prototypes to address a pressing challenge 

in their community. Each participant then filmed a video of their 

prototype to demonstrate and pitch their solutions to expert judges, 

who selected the top three projects at the showcase.

The winning team—Nicolette Barriffe, a student at Clark Atlanta 

University, and Stephen Seymour and Leoul Tilahun, both from 

Morehouse College—tackled the U.N. goal of climate action with 

a network of communication devices intended for use in disasters 

and other emergency situations. The Guardian Network allows 

individuals to report their status when internet connectivity and 

cellular services are not available using long-range communication 

networks. The network also features a dashboard to allow emer-

gency operators and first responders to keep track of those in need 

and allocate assistance. 

The February presentation by Barriffe, Seymour, and Tilahun was 

not the first time they took part in the showcase. The trio competed 

in the showcase’s inaugural competition in 2018 as first-year college 

students, placing second.

“Based on their success, they wanted to do bigger and better 

projects,” said Ayodeji Oyesanya, who served as the team’s faculty 

adviser in 2018 and 2020. Oyesanya runs the Morehouse College 

Innovators from historically black institutions address challenges being faced by their communities

By Andrea Korte

Students present their talents as they pitch their innovations at the third annual HBCU Making & Innovation Showcase in Washington, D.C., in February 2020.
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MakerSpace Exploration Center and advised five teams participating 

in this year’s showcase.

In the break between showcases, Seymour and Barriffe co-

founded MakeWay, a student organization dedicated to designing 

innovative projects that now counts more than 60 members. “This 

year, I got the gang back together,” said Seymour. “But now of course, 

you see the world in a different way. Our perspectives are more 

matured and developed.” 

“The trio returned to the showcase determined to win,” noted 

Oyesanya, and they achieved their goal.

As an adviser, Oyesanya seeks to encourage students to solve 

problems on their own. “I find it remarkable how these students can 

make such wonderful projects and such creative projects and inno-

vative projects with what could be perceived as limited resources,” 

he said. “Because we are an HBCU, we don’t have the resources and 

the million-dollar budget of a lot of predominantly white institu-

tions. But these students have learned not to allow that to stagnate 

them and to still be able to compete with any of these schools in 

the country.”

Added White, “I was blown away by the talent of all of the students, 

by the level of knowledge they brought and how much more they 

were willing to absorb. It was just really great.”

White was also impressed with how strongly students connected 

with the sustainability themes to inform their projects. “They are 

driven by social good; they are driven by wanting to do something 

good for their region, for the global well-being,” she said.

“Our number one goal whenever we work on a project is that it’s 

culturally relevant,” said Barriffe. When Seymour’s family was af-

fected by Hurricane Dorian, which hit the Bahamas in 2019, the team 

realized that emergency communications would be an important 

place to focus their efforts, she said.

In addition to the competition, students and faculty attending the 

showcase took part in workshops on subjects such as technology 

transfer, the business of entrepreneurship, and career pathways in 

the innovation sector. 

Another session focused on collaboration and teamwork 

in innovation. 

“It’s really hard to make new things happen when you’re by your-

self,” said Diana Yousef, who, along with her business partner Huda 

Elasaad, spoke during a session titled “The Power of Teams: From 

Invention to Entrepreneurship.” 

Yousef and Elasaad are the chief executive officer and chief 

technology officer, respectively, of change:WATER Labs, which has 

developed a new type of toilet for use in places lacking sanitation 

infrastructure. Their “iThrone” uses a waste-evaporating material and 

a urine-powered bio-battery to dehydrate human waste as a way to 

replace flushing in places with no sewage plumbing.

The pair were also the first ever to be selected together as 

co-ambassadors for the AAAS-Lemelson Invention Ambassadors 

Program, which seeks to increase understanding of the critical role 

of invention in improving quality of life and to encourage a new and 

diverse generation of inventors. 

During the showcase, Yousef and Elasaad emphasized to partici-

pants that working with a team allows everyone to contribute their 

strength. Yousef trained as a lab scientist and holds an MBA, while 

Elasaad is a water system engineer. As the pair traversed the inno-

vation-to-market pathway, they brought varied abilities to the effort. 

“We cover different parts of that journey,” said Yousef. “We have these 

different skill sets that all come together, and it makes it all possible.”

Yousef later reflected on her experiences as a woman and daugh-

ter of immigrants in the innovation sphere. 

“There’s definitely a lot of discounting that happens,” she said. 

“To see what AAAS and this initiative are doing to promote serious 

innovators and scientists who don’t look like the scientists that 

everybody imagines is really amazing.”

Knowing the importance of seeing oneself represented in a 

community, White made sure the event featured speakers from a 

diverse range of backgrounds, including minorities, women, and 

HBCU graduates who are now leaders in tech and entrepreneurship. 

“It was very relatable for all of the students,” White said. 

Participants also had the opportunity to be inspired by each other.

“I learned a lot from my peers, especially those who have been 

seasoned with years of experience,” said Barriffe. “It’s definitely pow-

erful, especially as a woman of color in STEM.” 

Under the leadership of AAAS STEM Program Director Iris R. 

Wagstaff, the current principal investigator of the NSF grant that sup-

ports the showcase, new strategic partnerships and collaborations 

have been formed, expanding the showcase and providing additional 

resources and training to students.  Social media and online plat-

forms also extend the showcase experience.

The conversation continues online with the newly launched Emerg-

ing Researchers National Conference in STEM LinkedIn community 

for participants of the ERN conference and HBCU Making & Innova-

tion Showcase, White said. The online platform means that tech 

and innovation leaders can reach a much broader cross section of 

students, including those whose ideas might not yet be fully fl edged 

to take part in a showcase, she noted. Yet, the community has already 

become a hub for resource-sharing, regular online workshops, and 

ongoing conversation for students unable to convene in person.

Innovation, after all, is an ongoing, iterative process, White said, 

adding that students who attended the 2020 showcase were 

“very eager to go back to their campuses and continue working on 

these innovations.”

The students from the winning team also plan to continue pursu-

ing innovation and entrepreneurship. 

Seymour, for instance, is concerned that the Bahamas—his home 

country—and the broader Caribbean region lack STEM education 

resources. “There’s a huge demand for it,” said Seymour, adding that 

he hopes to get involved with “finding ways to push the envelope on 

how we utilize our resources” to encourage students to explore STEM 

disciplines from an early age. Focusing on the social capacity of in-

novation is another factor driving his interest.

“Sometimes the greatest ideas are just the ones that have the 

impact,” Seymour said. “If you can’t really help or change someone’s 

way of living, how impactful is that?”

Nicolette Barriffe and Stephen Seymour explain their winning innovations.
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SEPARATIONS 

Zeolites that prefer 
alkynes
Alkenes such as ethylene and 

propene must be separated from 

alkynes before they can be con-

verted in polymers. Drawbacks in 

current methods, such as hydro-

genation of alkynes producing 

unwanted alkanes, has spurred 

interest in sorption separation 

methods. Zeolites have gener-

ally been inefficient, given the 

similar sizes and volatilities of the 

molecules. Chai et al. incor-

porated atomically dispersed 

divalent transition metal cations 

into faujasite zeolite and found 

that the nickel-containing analog 

efficiently removed alkynes from 

olefins through chemoselective 

binding at open nickel(II) sites. 

At ambient conditions in the 

presence of water and carbon 

dioxide, the zeolites retained 

separation selectivities of 100 

and 92, respectively, for acetylene 

over ethylene and propyne over 

propylene for 10 adsorption-

desorption cycles. —PDS

Science, this issue p. 1002

CORONAVIRUS

Alternative hosts and 
model animals
The severe acute respira-

tory syndrome–coronavirus 2 

(SARS-CoV-2) pandemic may 

have originated in bats, but how 

it made its way into humans is 

unknown. Because of its zoonotic 

origins, SARS-CoV-2 is unlikely 

to exclusively infect humans, so 

it would be valuable to have an 

animal model for drug and vac-

cine development. Shi et al. tested 

ferrets, as well as livestock and 

companion animals of humans, 

for their susceptibility to SARS-

CoV-2 ( see the Perspective by 

Lakdawala and Menachery). The 

authors found that SARS-CoV-2 

infects the upper respiratory 

tracts of ferrets but is poorly 

transmissible between individu-

als. In cats, the virus replicated in 

the nose and throat and caused 

inflammatory pathology deeper in 

the respiratory tract, and airborne 

transmission did occur between 

pairs of cats. Dogs appeared not 

to support viral replication well 

and had low susceptibility to the 

virus, and pigs, chickens, and 

ducks were not susceptible to 

SARS-CoV-2. —CA

 Science, this issue p. 1016;

see also p. 942 

BLOOD-BRAIN BARRIER

Transport vehicle for 
CNS therapeutics
Delivering therapeutics to the 

brain is complicated by the pres-

ence of the blood-brain barrier. 

Kariolis et al. and Ullman et al. 

developed a transport vehicle 

(TV) for central nervous system 

(CNS) delivery of therapeutics 

RESEARCH
I N  SC IENCE  J O U R NA L S

Edited by Michael Funk

EVOLUTIONARY BIOLOGY

Primate kin recognition

K
in selection, the selection of behaviors that benefit kin, is key 

to social and cooperative behavior. Primates can recognize 

kin through heritable facial traits. The question is whether 

this behavior is incidental from shared genes or if it is instead 

subject to selection. Charpentier et al. studied the behavior 

of mandrills, nonhuman primates that live in enormous groups 

composed of matrilines, in which daughters stay with the mother 

and sons disperse. Using sophisticated artificial intelligence, 

they graded facial resemblances and correlated them with the 

social interactions of maternal and paternal half-siblings. The 

authors found evidence of selection for kin recognition and discuss 

differences between maternal and paternal half-siblings and the 

intricacies resulting from different social settings and the selective 

forces involved. —ABR  Sci. Adv. 10.1126/sciadv.aba3274 (2020).

Recognition of kin inf uences the social interactions of mandrills (shown), social primates that form large groups.
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and tested it in mice and mon-

keys. The TV was obtained by 

binding an antibody fragment 

of the human immunoglobulin 

G1 to the transferrin receptor 

expressed in brain endothelial 

cells. Fusing the TV to the anti–

b-secretase antibody resulted in 

high expression of the antibody 

in the CNS in mice and monkeys. 

In a mouse model of lysosomal 

storage disorder, peripheral 

delivery of iduronate 2-sulfatase 

fused to the TV had therapeutic 

effects. The TV might be effective 

for delivering therapeutics in 

neurological disorders. —MM

Sci. Transl. Med. 12, eaay1359, 

eaay1163 (2020).

OCEAN CIRCULATION

Changing forces in 
midstream
The intensity and frequency 

of the strongest cyclones east 

of Taiwan have increased over 

the past several decades as the 

climate has warmed. Zhang et 

al. found that one result of this 

trend has been the strength-

ening of Kuroshio current 

transport off the coast of Japan. 

The Kuroshio, like its Atlantic 

counterpart the Gulf Stream, 

is a surface current that moves 

huge volumes of warm water 

from low latitudes to high ones. 

As strong Pacific cyclones have 

become stronger, they have 

increased the amount of energy 

contained in cyclonic mesoscale 

ocean eddies and decreased 

that of anticyclonic ones. This in 

turn has increased the transfer 

of energy to the Kuroshio as 

eddies move into the current, 

providing a feedback between 

climate warming and ocean heat 

transport. —HJS   

Science, this issue p. 988

ORGANIC CHEMISTRY

Stitching alkynes into 
bryostatin 3
The bryostatin family of marine 

natural products has been 

explored for a wide variety of 

pharmaceutical applications but 

remains challenging to source. 

The general structure comprises 

a macrocycle that contains three 

smaller, six-membered rings. 

Bryostatin 3 is distinguished by 

the added complexity of a fourth, 

fused lactone ring. Trost et al. 

report a convergent synthesis 

of this complex molecule, taking 

advantage of alkyne coupling 

reactions to stitch together three 

main fragments and asym-

metric dihydroxylation and 

propargylation reactions to set 

stereochemistry. —JSY

Science, this issue p. 1007

CANCER

Profiling tumor bacteria
Bacteria are well-known residents 

in human tumors, but whether 

their presence is advantageous 

to the tumors or to the bacteria 

themselves has been unclear. As 

an initial step toward addressing 

this question, Nejman et al. pro-

duced an exhaustive catalog of 

the bacteria present in more than 

1500 human tumors representing 

seven different tumor types (see 

the Perspective by Atreya and 

Turnbaugh). They found that the 

bacteria within tumors were local-

ized within both cancer cells and 

immune cells and that the bacte-

rial composition varied 

according to tumor 

type. Certain biologically 

plausible associations 

were identified. For 

example, breast cancer 

subtypes characterized 

by increased oxidative 

stress were enriched in 

bacteria that produce 

mycothiol, which can 

detoxify reactive oxygen 

species. —PAK

Science, this issue p. 973;

see also p. 938 

MEDICAL GENETICS

Genetic variant takes 
the pressure off
The identification of rare genetic 

variants that protect carriers 

from a specific disease can pro-

vide a launch point for studies 

of disease biology and therapy. 

In a search for genes that affect 

the risk of developing the com-

mon eye disease glaucoma, 

Tanigawa et al. examined data 

from more than 500,000 indi-

viduals represented in UK and 

Finnish biobanks. They found 

that missense and nonsense 

variants in ANGPTL7, the gene 

encoding angiopoietin-related 

protein 7, which is a member of 

IN OTHER JOURNALS Edited by Caroline Ash 

and Jesse Smith

 BIOLOGICAL MEMBRANES

Dissecting uneven complex distribution

E
ukaryotic cells contain heterogeneous membranes that 

vary in curvature, lipid and protein composition, and cel-

lular context. Filling in molecular details for such cellular 

structures is a great challenge for structural biologists. 

Wietrzynski et al. used in situ cryo–electron tomography 

to capture views of the native thylakoid membranes of the 

single-celled green alga Chlamydomonas reinhardtii. Advances 

in data collection and processing permitted identification of 

specific membrane-associated complexes such as pho-

tosystems I and II, adenosine triphosphate synthase, and 

thylakoid-associated ribosomes. Two-dimensional projections 

of the membrane surface revealed a sharp compositional 

transition between appressed membranes (those that directly 

face another membrane) and nonappressed membranes. This 

technique should enable study of how these membranes are 

organized at both the cellular and molecular levels and how 

they react to different light conditions. —MAF

eLife 9, e53740 (2020).
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Color-enhanced 

transmission 

electron micrograph of a 

single-celled green alga 

Chlamydomonas reinhardtii

Tropical cyclones, such as Typhoon Maria in 2018, 

seen in a satellite image, appear to be strengthening 

the Kuroshio current in the North Pacif c.
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a protein family implicated in 

angiogenesis, were associated 

with lower intraocular pressure 

and reduced risk of glaucoma, 

including a variant that reduced 

risk by 34%. Consistent with 

a role in glaucoma, ANGPTL7 

is expressed in the trabecular 

meshwork, a tissue that drains 

fluid (aqueous humor) from the 

eye. —PAK

PLOS Genet. 16, e1008682 (2020).

IMMUNOLOGY

Commensals produce 
a gut reaction
Commensal bacteria in the 

small intestine are known to 

help shape immune responses. 

Less well understood is whether 

the microbiota residing in the 

stomach are similarly immu-

noregulatory. Satoh-Takayama 

et al. report that commensal 

bacteria can indeed regulate 

group 2 innate lymphoid cell 

(ILC2) homeostasis in the stom-

ach. Furthermore, Helicobacter 

pylori, a pathogen responsible 

for gastritis and gastric cancer 

in humans, rapidly induces 

stomach ILC2 proliferation 

and activation in mice in 

an interleukin-7 (IL-7)– and 

IL-33–dependent manner. IL-5 

production by ILC2 triggers 

B cell secretion of immuno-

globulin A, which plays a role 

in H. pylori containment. ILC2 

and commensal bacteria in the 

stomach may therefore serve as 

targets for various gastrointesti-

nal disorders. —STS

Immunity 52, 635 (2020).

NEUROSCIENCE

Dopamine circuits 
facilitate fear learning
To ensure survival, powerful 

mechanisms of pain sensation 

and fear learning have evolved 

in animals. One important 

fear-learning center is the 

amygdala of the mammalian 

brain. Dopamine neurons in the 

midbrain ventral tegmental area 

(VTA) project into several brain 

regions, including the amygdala. 

Using in vivo optogenetics and 

optrode recordings, as well as 

al. now report a straightforward 

sequential protocol for arene 

epoxidation: A photochemical 

cycloaddition with a triazoline 

reagent first dearomatizes the 

arene and then a manganese 

catalyst introduces the oxygen 

in the epoxide ring. Oxidative 

removal of the triazoline 

completes the process. Minor 

modification of the conditions 

for benzenes also cleanly pro-

duced ring-expanded oxepines 

from naphthalene and quinoline 

reactants. —JSY

J. Am. Chem. Soc. 10.1021/

jacs.0c02724 (2020).

PHYSICS

Tuning the Chern number
The material MnBi

2
Te

4
 is an 

antiferromagnet that can, in 

thin-film form, support interest-

ing topological states. Ge et 

al. investigated the transport 

properties of MnBi
2
Te

4
 films 7 to 

10 layers thick in the presence 

of a magnetic field. The authors 

showed that the films were 

in the so-called Chern insula-

tor state, exhibiting quantized 

conductance that could not 

be explained by the ordinary 

quantum Hall effect. The thin-

ner, seven-layer samples had a 

Chern number of 1, whereas the 

9- and 10-layer samples were 

in an even more exotic state 

with a Chern number of 2. The 

tuning of the Chern number 

with sample thickness was also 

supported by numerical calcula-

tions. —JS 

Natl. Sci. Rev. 10.1093/nsr/nwaa089 

(2020).

anatomic circuit tracing and 

cFos imaging, Tang et al. studied 

the role of this dopamine 

pathway in the formation of fear 

memory. The authors found that 

a few VTA dopamine neurons 

projecting into the mouse amyg-

dala were activated when a mild 

shock was administered to the 

animal’s foot. Dopamine release 

thus facilitates the formation of 

a fear memory. —PRS

J. Neurosci. 40, 3969 (2020).

ORGANIC CHEMISTRY

Epoxidizing arenes
Although the metabolism of 

aromatic rings often involves 

epoxide formation, this reac-

tion has proven challenging to 

translate into applications in 

synthetic chemistry. Siddiqi et 

GRASSLAND

Move the fences

T
he sensitive alpine meadow and steppe systems of the Tibetan Plateau have experienced seri-

ous degradation over the past half-century. To restore these habitats, an extensive system of 

wire fences has been erected across the region; some have been in place for 30 years. Fences 

can protect plants from immediate grazing by livestock, but they limit connectivity for other 

organisms, interrupt trophic dynamics, and artificially divide landscapes. Sun et al. used a 

large-scale meta-analysis to determine whether these fences have been effective for restoration, 

how they affect wildlife, and what effect they have on human populations on the basis of interviews 

with local herdsmen. Fences that had been in place for short to medium periods of time were able 

to increase aboveground vegetative biomass for both meadows and steppe. However, long-term 

fencing decreased plant growth and diversity, with negative ecosystem impacts. In addition, fences 

inhibited the movement of three focal mammal species—Tibetan gazelles, yaks, and donkeys—which 

increased their grazing impact on unfenced regions. The herders perceived fences as not only pre-

venting their ability to use traditional grazing practices but also as being ineffective overall. Fences 

can be useful tools but only when they are transitional and impermanent. —SNV

Sci. Bull. 10.1016/j.scib.2020.04.035 (2020).

The high-altitude grasslands of 

Tibet have become badly degraded, 

but fencing out key grazers, 

such as these Tibetan antelopes, 

is not a long-term solution.
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FOREST ECOLOGY

Pervasive shifts in forest dynamics
in a changing world
Nate G. McDowell*, Craig D. Allen, Kristina Anderson-Teixeira, Brian H. Aukema, Ben Bond-Lamberty,

Louise Chini, James S. Clark, Michael Dietze, Charlotte Grossiord, Adam Hanbury-Brown,

George C. Hurtt, Robert B. Jackson, Daniel J. Johnson, Lara Kueppers, Jeremy W. Lichstein,

Kiona Ogle, Benjamin Poulter, Thomas A. M. Pugh, Rupert Seidl, Monica G. Turner, Maria Uriarte,

Anthony P. Walker, Chonggang Xu

BACKGROUND: Forest dynamics arise from the

interplay of chronic drivers and transient dis-

turbances with the demographic processes of

recruitment, growth, andmortality. The result-

ing trajectories of vegetation development drive

the biomass and species composition of terres-

trial ecosystems. Forest dynamics are changing

because of anthropogenic-driven exacerbation

of chronic drivers, such as rising temperature

andCO2, and increasing transient disturbances,

including wildfire, drought, windthrow, biotic

attack, and land-use change. There are wide-

spread observations of increasing tree mor-

tality due to changing climate and land use,

as well as observations of growth stimulation

of younger forests due to CO2 fertilization.

These antagonistic processes are co-occurring

globally, leaving the fate of future forests un-

certain. We examine the implications of chang-

ing forest demography and its drivers for both

future forest management and forecasting im-

pacts of global climate forcing.

ADVANCES: We reviewed the literature of for-

est demographic responses to chronic drivers

and transient disturbances to generate hy-

potheses on future trajectories of these factors

and their subsequent impacts on vegetation

dynamics, with a focus on forested ecosystems.

We complemented this reviewwith analyses of

global land-use change and disturbance data-

sets to independently evaluate the implications

of changing drivers and disturbances on global-

scale tree demographics. Ongoing changes in

environmental drivers anddisturbance regimes

are consistently increasing mortality and forc-

ing forests toward shorter-statured and youn-

ger stands, reducing potential carbon storage.

Acclimation, adaptation, and migration may

partiallymitigate these effects. These increased

forest impacts are due to natural disturbances

(e.g., wildfire, drought, windthrow, insect or

pathogenoutbreaks) and land-use change, both

of which are predicted to increase in magni-

tude in the future. Atmospherically derived

estimates of the terrestrial carbon sink and

remote sensing data indicate that tree growth

and potentially recruitment may have in-

creased globally in the 20th century, but the

growth of this carbon sink has slowed. Vari-

ability in growth stimulation due to CO2 fer-

tilization is evident globally, with observations

and experiments suggesting that forests ben-

efit from CO2 primarily in early stages of sec-

ondary succession. Furthermore, increased tree

growth typically requires sufficient water and

nutrients to take advantage of rising CO2.

Collectively, the evidence reveals that it is

highly likely that tree mortality rates will

continue to increase, whereas recruitment and

growth will respond to changing drivers in a

spatially and temporally variable manner. The

net impact will be a reduction in forest canopy

cover and biomass.

OUTLOOK: Pervasive shifts in forest vegetation

dynamics are already occurring and are likely

to accelerate under future global changes,

with consequences for biodiversity and cli-

mate forcing. This conclusion is robust with

respect to the abundant literature evidence and

our global assessment of historical demographic

changes, but it also forms the basis for hypothe-

ses regarding the patterns

and processes underlying

the shifts in forest dynam-

ics. These hypotheses will

be directly testable using

emerging terrestrial and

satellite-based observation

networks. The existing evidence and newly

made observations provide a critical test of

Earth systemmodels that continue to improve

in their ability to simulate forest dynamics and

resulting climate forcing. Ultimately, forest

managers and natural resource policies must

confront the consequences of changing climate

and disturbance regimes to ensure sustainable

forests and accrue their associated benefits.▪

RESEARCH
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A conceptual diagram of the components of forest dynamics and the

disturbances that drive them. In the far-left panel, a mature ecosystem is

responsive primarily to localized mortality, and the primary drivers of demography

are chronically changing variables such as CO2, temperature, and vapor pressure

deficit (VPD). In the next panel, the system is disturbed by fire, insect outbreak,

or another large-scale perturbation that removes most of the overstory trees,

and species adapted to rapid postdisturbance recruitment become established.

In the third panel, recruitment and growth dominate demographic processes,

with mortality increasing over time as competition leads to self-thinning.

In the last panel, a mature ecosystem is dominated by species that have replaced

the original community in response to chronic environmental changes, leading to

a novel ecosystem.
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IMMUNOLOGY

Granzyme A from cytotoxic lymphocytes cleaves
GSDMB to trigger pyroptosis in target cells
Zhiwei Zhou*, Huabin He*, Kun Wang, Xuyan Shi, Yupeng Wang, Ya Su, Yao Wang, Da Li, Wang Liu,

Yongliang Zhang, Lianjun Shen, Weidong Han, Lin Shen, Jingjin Ding, Feng Shao†

INTRODUCTION: In cellular immunity, cytotoxic

T lymphocytes (CTLs) and natural killer (NK)

cells use perforin to deliver serine protease

granzymes into target cells to kill them.Gasdermins

are pore-forming proteins that execute pyroptosis,

a form of proinflammatory cell death. Gasdermin

D (GSDMD) is cleavedby caspase-1/4/5/11 upon

inflammasome activation, releasing the pore-

forming domain for plasma membrane disrup-

tion.Gasdermin E (GSDME) is similarly cleaved

by caspase-3, converting apoptosis to pyroptosis.

The functionalmechanism for other gasdermins

is unknown.

RATIONALE: The view that granzymes induce

target-cell apoptosis was proposed two decades

ago, when apoptosis was thought to be the

dominant form of programmed cell death and

assays to ascertain apoptosis were insufficiently

accurate. Furthermore, granzyme cytotoxicity was

only assessed in a few cell types. Discovery of the

gasdermin family, which are true cell death

executors, has altered our understanding of

programmed cell death. In this work, we explored

whether members of the gasdermin family might

respond to granzymes and induce pyroptosis.

RESULTS: The expression of gasdermin B

(GSDMB) but no other gasdermins in human

embryonic kidney (HEK) 293T cells induced

pyroptotic killing by NK cells, accompanied

by an interdomain cleavage of GSDMB. These

processes were blocked by inhibiting the

perforin–granzyme pathway. In vitro profiling

of all five human granzymes identified gran-

zyme A (GZMA), which readily cleaved GSDMB,

predominantly at Lys
244

within the interdomain

linker. This cleavage unmasked the pore-forming

activity of GSDMB. GZMA, delivered into GSDMB-

reconstituted cells by electroporation or perforin,

induced extensive pyro-

ptosis with interdomain

cleavage of GSDMB. These

effects were diminished by

a K229A/K244A (KK/A)

mutation of GSDMB [in

which lysine (K) was re-

placed by alanine (A) at positions 229 and 224,

respectively]. In cells normally undergoing ap-

optosis upon GZMA delivery, the additional

expression of GZMA-cleavable GSDMB converted

apoptosis into pyroptosis. Pyroptotic killing

by NK cells was blocked by both the KK/AA

mutation and a knockdownofGZMA expression.

Among 39 cell lines, three, including the esoph-

ageal carcinoma (OE19 cells), expressed GSDMB

and underwent pyroptosis upon GZMA delivery.

Knockout experiments revealed that pyroptosis

in OE19 cells required the interdomain cleavage

of GSDMB. Furthermore, GSDMB expression was

up-regulated by interferon-g (IFN-g). Approx-

imately one-third of GSDMB-negative cell lines

showed IFN-g–induced GSDMB expression. IFN-g

promoted GZMA- or NK cell–induced pyroptosis

in several target cells. Primary T cells, including

anti-CD19 chimeric-antigen receptor (CAR)

T cells and NY-ESO-1–specific T cell receptor

(TCR)–engineered T cells (TCR T cells), also in-

duced pyroptosis in GSDMB-reconstituted cells

through cleavage of GSDMB by GZMA. Intro-

ducing GZMA-cleavable GSDMB into mouse

cancer cells promoted tumor clearance in mice.

GSDMB was highly expressed in certain tis-

sues, particularly digestive tract epithelia, in-

cluding the derived tumors. GSDMB appeared

to be silenced in gastric and esophageal cancers.

The Cancer Genome Atlas database recorded

a strong positive correlation between GSDMB

expression and patient survival for bladder car-

cinoma and skin cutaneous melanoma.

CONCLUSION: GZMA from cytotoxic lympho-

cytes cleaves and activates GSDMB to induce

target cell pyroptosis. This immune effector

mechanism promotes CTL-mediated tumor

clearance in mice. High GSDMB expression in

the digestive system suggests the importance

of GSDMB-mediated immunity in these tissues

and will guide immunotherapy for related can-

cers. Our findings suggest that substrates such

as gasdermins, rather than their upstream pro-

teases, determine the nature of cell death.▪
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GZMA from cytotoxic lymphocytes cleaves GSDMB in target cells, predominantly at Lys244 within the

interdomain linker. The cleavage allows GSDMB pore-forming domain (GSDMB-N) to perforate plasma

membrane and induce pyroptosis. Expression of GSDMB wild type (WT) but not its GZMA-resistant K/A

mutant in mouse cancer cells promotes cytotoxic T lymphocyte–mediated tumor clearance when the

inhibitory checkpoint is blocked by antibody to programmed cell death 1 (PD-1). IFNGR, IFN-g receptor.

ON OUR WEBSITE

◥

Read the full article

at https://dx.doi.

org/10.1126/

science.aaz7548
..................................................



RESEARCH ARTICLE SUMMARY
◥

MAGNETISM

Self-induced spin glass state in elemental
and crystalline neodymium
Umut Kamber, Anders Bergman, Andreas Eich, Diana Iuşan, Manuel Steinbrecher,

Nadine Hauptmann, Lars Nordström, Mikhail I. Katsnelson, Daniel Wegner*,

Olle Eriksson, Alexander A. Khajetoorians*

INTRODUCTION: Spin glasses are one of themore

intriguing, but least understood,magnetic states

of matter. In stark contrast to ordered magnets,

spin glasses form a state characterized by seem-

ingly random and uncorrelated magnetic

patterns lacking long-range order. The dis-

tinguishing feature of spin glasses is aging:

The magnetic state depends on its history,

which is driven by multiple time scales. De-

spite decades of theoretical developments, there

is still no clear understanding about when spin

glass behavior arises. It is commonly believed

that disorder is a key ingredient, in addition to

competing magnetic interactions, as exhibited

by the textbookexampleof dilutemagnetic alloys.

RATIONALE: Despite more than 50 years of in-

vestigation, there is still no consensus on the

magnetic ground state of the element neo-

dymium (Nd). Below the Néel temperature,

previous experiments reported the onset of

static spin spirals with different periodicities,

or so-called “multi-Q states,” as well as evi-

dence of additional phase transitions. Although

these observations illustrate the complexity in

this material, it is not well understood how the

multiplicity of these Q states depends on tem-

perature and the exchange landscape of the

material and which real-space magnetic inter-

actions cause the multi-Q states.

RESULTS: We show that single-crystalline ele-

mental Nd exhibits unconventional spin glass

behavior well described by the recently pro-

posed concept of self-induced spin glassiness.

Traditional spin glasses, such as the hallmark

metallic alloy Cu-Mn, are based on competing

interactions and disorder. By contrast, self-

induced spin glasses can be created solely by

competing interactionswithout strongdisorder,

for example, in systems with long-range mag-

netic interactions. We studied Nd by growing

ultraclean, epitaxial thick islands and films,

both of whichwere representative of bulk Nd.

Using spin-polarized scanning tunneling mi-

croscopy, magnetic images of the surface re-

vealed strong, local, noncolinear magnetic

order at the atomic scale with a multiplicity

of Q states and no long-range order (left). We

quantified the role of defects on the glassiness,

showing that cleaner samples led to more pro-

nounced glassy behavior exemplified by the

increased mixing of distinct Q states. The

spatially dependent Q states were defined by

a spectral distribution of degenerate magnetic

wave vectors (right), which varied spatially and

with time. Harnessing ab initio and atomic

spin dynamics calculations, we quantified the

magnetic interactions, which illustrated strongly

competing, distance-dependent interactions

intricately linked to the crystal structure of

Nd. Moreover, the result-

ant energy landscape illus-

trates many favorable Q

states, showing that glass-

iness in Nd results from

the conditions required for

self-induced spin glasses.

When probing the response to applied mag-

netic fields and temperature, we observed the

existence of multiple time scales reminiscent of

aging in traditional spin glass materials. The

calculated autocorrelation function, a mean-

field picture of the aging dynamics, also showed

aging behavior reminiscent of traditional spin

glasses (bottom). Experiments also showed

that the aging dynamics were strongly depen-

dent on the underlying value of Q, leading

to behavior reminiscent of the concept of

dynamic heterogeneity observed in structural

glasses. In this way, the energy landscape can

be described by a rugged, multiwell potential

composed of degenerate Q states. Unlike tra-

ditional spin glasses, competing interactions in

Nd are driven by its electronic and the struc-

tural properties, which lead to self-induced

glassiness.

CONCLUSION: Our findings not only suggest

that glassy behavior can be found in elements

with crystalline order, but also unravel the

decades-long debate about themagnetic behav-

ior of Nd. The coexistence of short-range order

exhibited by degenerate Q states and aging

dynamics manifested by multiple time scales

provides the first experimental confirmation

of self-induced glassiness. The existence of strong

local Q order and the Q-dependent dynamics

may imply thatmultiple but select time scales

exist, resulting from a rugged, multiwell land-

scape, when compared with traditional spin

glasses. This provides a new platform with

which to explore dynamic heterogeneity in a

spin glass material. It remains to be under-

stood what is particularly special about the

crystal structure and electronic properties in

Nd, and this will necessitate a deeper theo-

retical understanding of the role of electron

correlation effects, as well as the interplay be-

tween spin and orbital degrees of freedom.

The example here expands our views onmag-

netic states of matter, inviting further research

into aging behavior in magnetic systems.▪
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Spin-Q glass. (Left) Real-space magnetization image with spin-polarized scanning tunneling microscopy

at T = 1.3 K of thick films of Nd(0001). The surface shows multi-Q states but no long-range order.

(Right) Sketch of spin-Q glass in both real and reciprocal spaces, with color illustrating the distribution

of Q states in real space derived from flat pockets in Q-space. (Bottom) Calculated autocorrelation function

for Nd with increasing waiting time (tw) illustrating aging behavior.

ON OUR WEBSITE

◥

Read the full article

at https://dx.doi.

org/10.1126/

science.aay6757
..................................................

E23G671



RESEARCH ARTICLES
◥

INVASIVE SPECIES

Biotic interactions drive ecosystem responses to
exotic plant invaders
L. P. Waller1*, W. J. Allen2, B. I. P. Barratt3,4, L. M. Condron1, F. M. França5,6, J. E. Hunt7, N. Koele7,

K. H. Orwin7, G. S. Steel2, J. M. Tylianakis2, S. A. Wakelin8, I. A. Dickie2*

Ecosystem process rates typically increase after plant invasion, but the extent to which this is driven by

(i) changes in productivity, (ii) exotic species’ traits, or (iii) novel (non-coevolved) biotic interactions

has never been quantified. We created communities varying in exotic plant dominance, plant traits,

soil biota, and invertebrate herbivores and measured indicators of carbon cycling. Interactions with soil

biota and herbivores were the strongest drivers of exotic plant effects, particularly on measures of

soil carbon turnover. Moreover, plant traits related to growth and nutrient acquisition explained

differences in the ways that exotic plants interacted with novel biota compared with natives. We

conclude that novel biological interactions with exotic species are a more important driver of ecosystem

transformation than was previously recognized.

I
ntroductions of exotic plants are trans-

forming Earth’s ecosystems and altering

the way in which they cycle carbon (C)

(1–7). Successful exotic species can modify

C-cycling through several potential inter-

related mechanisms, most notably by increases

to community productivity driving higher

amounts of biomass returned to soil (2) and

different traits of exotics compared with na-

tive species driving a higher proportion of

high-quality biomass to soil (1, 5, 8). Much less

attention has focused on how altered biotic in-

teractions in an exotic species’ new rangemay

affect C-cycling. It is well known that orga-

nisms above and belowground such as plants,

soil biota, and invertebrate herbivoresmediate

ecosystem processes related to C-cycling and

that exotic plants often differ in their interac-

tions with new biota where there is no shared

co-evolutionary history (i.e., novel) (5–7, 9).

Thus, a third potential mechanism is that dif-

ferences in the ways that exotics interact with

novel organisms in recipient communities ex-

plain changes to C-cycling. However, the rela-

tive importance of, and interactions among,

these three mechanisms are unknown; most

studies have focused on systems invaded by

species with high productivity, making it im-

possible to separate the impacts of community

biomass increases from other mechanisms.

Both predictive understanding and applied

management of C stocks require these three

nonmutually exclusive hypothesized mecha-

nisms to be disentangled. Here, we resolve this

gap in knowledge with a multifactor, multi-

response experiment aimed at partitioning the

drivers of exotic impacts on ecosystem func-

tions related to C-cycling.

We established 160 experimental ecosystems

(mesocosms); manipulated interactions among

plants, soil biota, and invertebrate herbivores

in a fully factorial design; and measured how

the traits and biomass of exotic species and

biotic interactions affected ecosystem proper-

ties and processes (10) (Fig. 1A). Eachmesocosm

was grown in a 125-L pot (575-mm diameter;

Fig. 1B) and comprised one of 20 individual,

eight-species plant communities (table S1)

varying orthogonally in the proportion of exotic

and woody shrub and/or tree species (0 to

100% and 0 to 63%, respectively). These plants

were taken from a pool of 20 exotic and 19

native and/or endemic New Zealand plant

species (table S2). Soil biota were manipulated

using amodified plant–soil feedback approach

(11). Each plant species was grown in mono-

culture in 10-L pots containing field-collected

soil for 9 to 10 months (for soil collection de-

tails, see table S3), allowing the conditioning

of typical associated soil biota for each of the

plant species (Fig. 1C). We created “home”

soils by taking the conditioned soil from each

of the eight representative species in a meso-

cosm and mixing it together to create a single

inoculum. Each home soil mixture was also

used as an “away” soil in a differentmesocosm

that did not contain any of the representative

plants in that inoculum (table S4). These soils

were intended to increase the relative biomass

in inocula of specialized and preferred inter-

action partners of the resident (or nonresident)

plant species, including but not limited to bac-

teria, fungi, oomycetes, and nematodes. Inver-

tebrate insect herbivore populationswere added

into half of the mesocosms with home soils and
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Fig. 1. Details of the experiment. (A) Aerial view and (B) orthogonal design of the 20 communities.

(C) Plants grown in the initial soil-conditioning stage. (D) Four of the 20 herbivores established

in the mesocosms.



half with away soils. Thirteen invertebrate her-

bivore species (hereafter simply referred to as

“herbivores”) introduced into the mesocosms

successfully established, along with seven self-

colonizing species, totaling 20 species in all

(table S5). All mesocosms were sealed with

mesh cages (15% shade factor) designed to

retain added herbivores and exclude others

from entering (Fig. 1, A and D).

In each mesocosm, we measured distinct

ecosystem properties and processes that are

relevant to C-cycling dynamics (12): above- and

belowground biomass; total in situ soil respi-

ration (RT); basal respiration (RB, a measure of

soil microbial activity); microbial biomass (RSI,

measured as substrate-induced respiration);

decomposition (rate of standardized substrate

mass loss); soil organic matter; nitrogen (N)

availability; herbivore biomass; arbuscular

mycorrhizal fungi (AMF) biomass and other

fungal biomass [using neutral lipid fatty acid

(NLFA) and phospholipid fatty acid (PLFA)

biomarkers, respectively]; and bacterial biomass

(using PLFA). We measured plant traits repre-

sentative of fundamental plant life history

strategies (13): specific leaf area (SLA), specific

root length (SRL), fine-root production, the

rate of above- and belowground growth [net

primary productivity (NPP)], and the rate of

increase in plant height between two sam-

pling periods. We also collected leaf N content

(Nmass) data from an external database where

available (table S2). SLA is an easily measured

trait that correlates positively with relative

growth rate (13) and nutrient use efficiency

(14) and can directly influence soil C-cycling

(15). Root traits such as SRL can directly af-

fect interactions belowground with soil biota

that drive changes to ecosystem processes (16).

SLA and SRL were measured for each species

separately and then scaled to the community

level by calculating community-weightedmean

trait values using plant biomass from each

mesocosm (10). We incorporatedmore N-fixing

exotic species into our communities compared

with native species because N-fixers are more

common among the New Zealand exotic flora

compared with the native flora, and we would

expect N-fixing and non-N-fixing exotics to

differ in their effects on ecosystem properties

(2). Likewise, we might expect differences be-

tweenherbaceous versuswoody species in their

impact on functioning (2), so we included a

woody gradient orthogonal to proportion exotic.

We used linear mixed-effects models to test

our hypothesis that measured ecosystem prop-

erties were affected by our treatments, with

the proportion of exotic plants in a commu-

nity, soil and herbivore treatments, interactions

among these factors, and plant effect traits

(i.e., SLA, weighted by community biomass)

as covariates. We used piecewise structural

equation modeling (SEM) to explore how exotic

species and their traits directly and indirectly
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Fig. 2. Relationship between exotic plants and ecosystem properties. (A) Total soil respiration.

(B) Basal respiration. (C) Decomposition rate. (D) Community-weighted SLA. (E) Realized plant richness.

(F) Herbivore biomass. (G) Bacterial biomass and (H) AMF biomass as a function of proportion of

exotics planted and our imposed biotic treatments. Only significant predictors are shown; nonsignificant

predictors were removed from the full model based on Akaike information criterion (AIC) selection.

Regression lines represent the output of the best-fitting mixed model.
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(through modifying herbivore biomass, soil

microbes, and soil nutrients) influenced C-

cycling. To draw the causal links between

exotic plant dominance (defined here as a

higher richness of exotic compared with native

plants), plant traits, herbivores, and soil micro-

biota to our ecosystem functions in the SEM,

we modeled our dependent variables as a func-

tion of the experimental responses measured

in the mesocosms. We measured SLA and SRL

from plants outside of the mesocosms to cap-

ture effect traits (17) that were broadly repre-

sentative of the life history strategies of our

plant species but not the plastic responses to

our treatments. Thus, even though we weighted

trait values by biomass of each plant in the

mesocosms, the community-weighted SLA and

SRL values used in the hypothesized models

and the SEM may over- or underestimate the

response of these traits. Finally, to partition

the effects of N-fixing exotic species versus

non-N-fixing exotics from different plant func-

tional groups, we included the realized pro-

portion of woody and herbaceous N-fixing and

non-N-fixing exotic plants into the SEM.

Altered biotic interactions are the strongest

drivers of ecosystem functions

Biotic interactions (herbivory and home and/or

away soil treatments) modified the impact

of exotic species on measures of soil C-cycling

(i.e., respiration and decomposition). The pres-

ence of herbivores and away soil doubled in

situ soil respiration rates in exotic-dominated

communities compared with corresponding

native communities (RT~proportion exotic*soil

origin*herbivore, c
2
= 10.41, p < 0.001; Fig. 2A).

Reduced abundance of species-specific soil

biota (away soil) in exotic-dominated com-

munities increased soil microbial respiration

by 1.5 times compared with the same com-

munities grown in soils cultured to contain

more specialist biota (RB~proportion exotic*soil

origin, c
2
= 4.77, p < 0.03; Fig. 2B). Soil C:N

ratios were also lower in away soils under

exotic plants (C:N~proportion exotic*soil, c
2
=

3.87, p < 0.05). Higher proportions of N-fixing

plant biomass also explained increases in basal

respiration in exotic-dominated communities

(Figs. 3 and 4). Herbivore feeding on exotic

plants correlated positively with decomposition

rates (decomposition~proportion exotic*herbivore,

c
2
= 4.29, p < 0.04; Fig. 2C). These results un-

derpin the need to explicitly include biological

interactions in C-cycling models to improve

predictions of ecosystem and global C budgets.

Ecosystem effects by exotic plants are

mediated by leaf traits, not increases to

community biomass

Exotic species had 1.8 times higher mean SLA

(SLA~plant provenance, c
2
= 44.64, p < 0.001;

fig. S3), grew taller 2.5 times faster (height~

plant provenance, c
2
= 49.42, p < 0.0001), had

2 times higher leaf N (Nmass~plant provenance,

c
2
= 5.05, p < 0.02), and assimilated twice as

much C into tissues compared with native

plants (NPPshoots~plant provenance, c
2
= 5.24,

p < 0.02; NPProots~plant provenance, c
2
= 3.61,

p = 0.057), congruent with traits of exotic

plants worldwide (8). Root traits (SRL, average

diameter of fine roots and the proportion of

fine roots), however, did not differ between

native and exotic species (SRL~plant prov-

enance, c
2
= 0.25, p = 0.62; average diameter,

c
2
= 0.32, p = 0.57; fine roots, c

2
= 0.05, p =

0.82). Exotic plants also increased mean leaf

trait values at the community level, because

the community-weighted mean SLA (CWSLA)

increased with the proportion of exotics in the

community (CWSLA~proportion exotic, c
2
=

12.64, p<0.001; Fig. 2D). High SLA is indicative

of a suite of traits allowing for faster growth

(13), potentially explaining the larger biomass

and faster growth of exotic compared with

native plants.

Exotic invaders can increase community

biomass as a function of higher resource

acquisition (18) and resource use efficiency

(19), stronger competitive ability [(20); but

not always, see (21) for exceptions], and abil-

ity to reach high abundance (22). In our ex-

periment, exotic plants were indeed larger and

more competitive than native plants, as evi-

denced by double the per capita plant biomass

(per capita plant biomass~plant provenance,

c
2
= 7.66, p < 0.006; fig. S1) and a drop in total

plant richness as the proportion of planted

SCIENCE sciencemag.org 29 MAY 2020 • VOL 368 ISSUE 6494 969

Fig. 3. Piecewise structural equation model showing the inferred direct and indirect effects of exotic

plant richness, traits and biotic interactions on indicators of ecosystem function. Plant traits (yellow

boxes) are the realized proportional richness of exotic N-fixing and non-N-fixing woody and herbaceous

plants, CWSLA, and community-weighted SRL (CWSRL). Productivity (green boxes) is measured as NPP, the

rate of plant biomass produced over the course of the experiment; Biotic interactions (blue boxes) include

AMF biomass, non-AMF biomass, herbivore biomass, and Gram-positive (G+) and Gram-negative (G–)

bacterial biomass. Ecosystem processes (gray boxes) are the total plant richness, available N, decomposition,

soil organic matter, basal respiration, and total in situ respiration. A priori hypothesized models can be found

in table S6. Black arrows indicate significant factors associated with positive effects on response variables

and red arrows indicate negative effects. Only significant predictors are shown; nonsignificant predictors

were removed from the full model on the basis of AIC selection. Arrow width corresponds to absolute

values of relative effect sizes, which can be found, along with standardized coefficients and p values for each

path, in table S7.
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exotic species increased (plant richness~

proportion exotic, c
2
= 47.36,p< 0.001; Fig. 2E),

likely through competitive exclusion. Although

species richness declined along the exotic gra-

dient, exotic plants compensated for this loss

with increased per capita biomass, resulting in

no net change in total community biomass

production along the exotic gradient (meso-

cosmbiomass~proportion exotic, c
2
=0.01, p=

0.92; fig. S2). This result, combined with the

lack of direct links from NPP to ecosystem

functions in the SEM (Fig. 3), suggests that the

effects of exotic plant biomass on ecosystem

functions were likely caused by differences in

traits, leading to changes in themean quality of

plant inputs. In other words, the total quantity

of biomass was the samewhether communities

were 100%native or 100% exotic.What differed

was the relative proportion of high-quality ma-

terial, which was higher in exotic-dominated

communities.

Exotic plants and plants with higher SLA

also supported a greater herbivore biomass

(herbivore biomass~plant provenance, c
2
=

26.07, p < 0.001; Fig. 3 and fig. 5), a result

similar to that of a previous study conducted

with naturally occurring herbivores (23). Faster-

growing plants with high SLA typically have

tissues with proportionately lower structural

carbohydrates and, as such, are more readily

mineralizable by herbivores and soil biota

(13, 24). Indeed, exotic-dominated communi-

ties accumulated more herbivores (herbivore

biomass~proportion exotic, c
2
= 16.49, p <

0.001; Fig. 2F), and this was partly driven by

the higher mean SLA of these communities

(Fig. 3).

Herbivore accumulation on exotic plants

explains heightened decomposition rates

Previous reports have shown increases in de-

composition rates as high as 117% after exotic

invasion, whereas others have shown decreases

[for review, see (2)]. Here, decomposition rates

increased only in exotic communities in which

herbivores were also present (Fig. 2C). This

relationship was likely driven by the higher

nutritional quality of exotic compared with

native plants, with consumed biomass re-

turned to soil by herbivores more rapidly and

in a more readily mineralizable form (24).

Exotic plants were more palatable, as indi-

cated by their higher SLA, leaf N, and growth

rates (24). Further, N-fixing woody and non-

N-fixing herbaceous exotics had higher rates

of growth despite high herbivore feeding (Fig.

3), indicating that exotics may compensate

for damaged tissues more readily. Although it

is not unusual for plant–herbivore interactions

to increase decomposition when herbivores

feed on more palatable plants (24, 25), the

accumulation of herbivores on exotic plants

(particularly on non-N-fixing herbaceous ex-

otics; Fig. 3), coupled with the high regrowth

capacity of those plants, likely explains in-

creased decomposition rates in mesocosms

with a high proportion of exotic plants and

herbivores added. Accumulation of success-

ful biocontrol arthropods aimed at reducing

exotic plant biomass may have similar ef-

fects in communities where they have been

introduced. Our findings clarify previous

idiosyncrasies from studies focused on exotic

plant effects on decomposition (2), showing

that exotic plants increase decomposition rates,

but only when herbivores are present and able

to accumulate.

Changes to C-cycling by exotic plants

develops through multiple pathways

Basal and in situ respiration rates were ele-

vatedwhen exotic plants interactedwith novel

soil biota and insect herbivores. This result

emerges frommultiple potential pathways,

the first by alteration of two bacterial taxo-

nomic groups indicative of different C-cycling

strategies. Exotic-dominated communities were

associated with elevated bacterial biomass

(bacterial biomass~proportion exotic, c
2
=

7.54, p < 0.006; Fig. 2G), particularly where

N-fixing woody species were present (Fig. 3)

and in communities with high mean SLA

(bacterial biomass~CWSLA, c
2
= 4.62, p <

0.03). Herbivores depressed bacterial biomass

overall (bacterial biomass~herbivore, c
2
=

13.06, p < 0.001; fig. S6), but also reduced the

relative proportion of Gram-positive bacteria

(fig. S7A), many of which are oligotrophic

taxa using slow enzymatic pathways to break

down recalcitrant C sources, compared with

Gram-negative bacteria (often copiotrophic),

which are associated with more rapid utiliza-

tion of plant-based labile C sources (26–28)

(Fig. 3). Aboveground herbivory can also change

exudation profiles and increase plant C alloca-

tion belowground into roots (29). Thus, by

increasing the amount of labile C available

to soil microbes through exudates (28), her-

bivores may have shifted the functional attri-

butes of the bacterial community toward those

associated with the more rapid breakdown of

short-term pools.

Decomposition is faster where non-N-fixing

exotic plants reduce AMF

A second pathway by which exotic plants

can increase soil C loss is through their re-

duced interactionswith AMF. AMFbiomass in

soil decreased with exotic dominance (AMF~

proportion exotic: c
2
=46.27,p<0.001; Fig. 2H)

and a greater proportion of non-N-fixing plants

(Fig. 3). Communities with lower AMF biomass
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Fig. 4. Variance partitioned among treatments from hypothesized models. Bars show the percentage of

variation explained by each treatment and their interactions (indicated with a colon in the key) on our

measured ecosystem properties.
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were associated with faster rates of decom-

position (Fig. 3). AMF can stabilize organic

matter in soil (30) by rapidly assimilating

plant C into extensive intra- and extraradical

hyphal structures (31), but much of this hy-

phal biomass may reside in soil as recalcitrant

material and increase aggregate stabilization

in soil (32). Non-AMFplants exudemore labile

C into soil (33, 34), which can increase min-

eralization of soil organic matter by cooccur-

ringmicrobes (30, 33, 34). Indeed, suppression

of AMF has accelerated soil respiration in

previous studies (35). By contrast, ectomy-

corrhizal plants stimulate Cmineralization in

soils (33). However, we did not observe in-

creases in C turnover in communities with

ectomycorrhizal plants, likely because com-

munities containing these species typically

contained only a single ectomycorrhizal in-

dividual and made up a relatively small pro-

portion of biomass (~6%where they occurred).

Although AMF are ubiquitous and associate

with most land plants, there is wide variation

in the degree to which plants invest in AMF

(36), which may be species specific (36) and

differ depending on provenance (37) or en-

vironmental conditions (38). A meta-analysis

has shown that native plants have lower AMF

colonization when grown near or after exotic

plants, but provenance did not predict differ-

ences in AMF abundance among exotic plants

(37). Here, exotic non-N-fixing plants caused

the biggest declines in plant richness (Fig. 3),

which may have reduced the availability of

potentially better hosts for AMF. N-fixing

plants did not reduce AMF biomass, likely

reflecting their high reliance on AMF to meet

the high phosphorus demand of N fixation

(39). AMF were also strongly reduced by non-

N-fixing woody plants (Fig. 3), possibly re-

flective of suppression by ectomycorrhizal plants

and associated fungi (40). Finally, direct sup-

pression of AMF hyphae has been observed in

soils with a high abundance of Gram-negative

bacteria (41), which were elevated in our exotic-

dominated communities. Thus, increases in

potentially antagonistic bacteria or other biota

may explain the concomitant reductions in

AMF biomass in exotic-dominated communi-

ties, or reduced biomass may reflect lower

investment in AMF by the exotic plants grown

here. AMF can buffer C emissions as long as

decomposition rates remain low (42, 43), sug-

gesting that decreases in AMF biomass under

exotic plants represents another avenue by

which C dynamics shift after invasion.

Increased microbial respiration rates in

exotic-dominated communities grown in soils

with depressed levels of species-specific soil

biota (i.e., away soils) (Fig. 2B) were also likely

driven by functional changes to bacterial

communities. Plants grown in soils including

species-specific soil biota (i.e., home soils)

had a higher proportion of Gram-positive

bacteria (Gram-positive bacteria~soil, c
2
=

3.94, p < 0.047; fig. S7B), a predominantly

oligotrophic group containing many impor-

tant, often specialized plant pathogens and

recalcitrant litter specialists (27). Although

we cannot determine whether soil biota were

beneficial or harmful to plants, community-

level reductions in plant biomass in home soil

support the notion of more highly specialized

pathogen loads or poor-quality mutualists

(mesocosm plant biomass~soil, c
2
= 8.80,

p < 0.003; Fig. 4 and fig. S4). Regardless of

their effects on live plants, oligotrophic taxa

often have slower growth and respiratory loss

rates (27, 28) and may have slowed respira-

tory losses in home soils. In fact, increases in

Gram-positive bacteria were associated with

higher soil organic matter (Fig. 3), likely ex-

plaining the higher C:N in home soils. By

contrast, the higher basal respiration rates

in away soils likely reflect the relatively rapid

breakdown of labile plant material by more

prevalent copiotrophic taxa. This provides a

temporal aspect to invasion effects on C dy-

namics. If home soils (containing more spe-

cialist soil biota) represent more established

invasions and away soils newer invasions

(containing no specialist soil biota), then we

can expect faster turnover of recently assimi-

lated C in new invasions, shifting to slower

turnover and greater storage of longer-termC

pools over time as specialist bacteria increase

in abundance.

Our results could inform projects aimed at

using nature-based solutions to fight climate

change, such as the Trillion Trees Program

(www.trilliontrees.org/). Fast-growing exotic

plants may be ideally suited for plantings

when the goal is to sequester C aboveground,

but exotic plants may have more variable ef-

fects belowground compared with native plants.

Currently, N-fixing trees from the genus Acacia

are among the most commonly planted planta-

tion trees globally (44). Results from our ex-

periment, which included A. dealbata, suggest

that these types of trees may indeed increase

soil C stocks, particularly in soils previously

occupied by those species (i.e., home soils)
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Fig. 5. Mean proportion of plant biomass realized relative to proportion planted by provenance and

functional group. Bars represent the mean realized proportion of biomass for exotic and native plants of

each plant functional group and provenance along the planted exotic gradient.
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through their positive effects on oligotrophic,

specialist soil biota. However, these gains may

be reduced over time through respiration as-

sociated with increases in copiotrophic taxa

such as those that we have observed (Fig. 3),

particularly in new or frequently harvested

plantations. Our results also suggest that soil

C stability may vary depending on whether

exotic plants accumulate herbivores and/or

fungal saprotrophs regardless of woodiness.

The pathways bywhichN-fixing versus non-

N-fixing exotics affect ecosystem properties

related to C-cycling appear to differ, and their

relative effects differed between woody and

herbaceous plants. N-fixing woody exotics dis-

proportionately affected ecosystem functions

relative to their proportional biomass in com-

munities (Fig. 5), which has also been ob-

served in other systems (45). Despite their low

richness, the five exotic N-fixingwoody species

with high survival drove the biggest increases

in fungal and bacterial biomass (Fig. 3), likely

explaining much of the increased microbial

respiration rates along the exotic gradient

(Fig. 3). Non-N-fixing species contributed to

significant decreases in AMF biomass, which

may be driven by their exploitative life his-

tory strategies [i.e., fast growth (46) and high

SLA; Figs. 2 and 3]. Herbaceous N-fixing

exotics had no detectable effects in their com-

munities, whereas non-N-fixing woody species

had few (but strong) effects, perhaps because

these species did not reach maturity, whereas

many of the herbaceous plants grew quite

large and usually flowered. Thus, exotic effects

on ecosystem functions consistently result

from differences in the way that they interact

with other organisms in their environment

comparedwith their native counterparts. Our

experiment reveals multiple pathways through

which these effects occur, influenced in differ-

ent ways by various plant traits, including leaf

traits, plant functional group (i.e., woody or

herbaceous, N-fixing or not), and their typical

microbial associations.

Taken together, these results suggest that

shifts in fungal and bacterial function in exotic-

dominated communities with herbivores and

more generalist soil biota may underpin in-

creased respiration rates through more rapid

microbial mineralization of organic matter.

Soil organic matter is primarily derived from

plants and developed and turned over through

interactions among soil microbiota (47), the

abiotic environment (48), and living plant root

exudates (49), which can differ substantially

depending on plant composition (50). Indeed,

our analyses indicate that it is not simply the

large increases in exotic plant biomass that

drive changes to C-cycling, but also differences

in the types of inputs compared with natives.

Exotic N-fixers drive increases in faster-cycling

bacterial taxa, whereas high-quality exotic leaf

tissues promote biomass of herbivores that

reduce slower-cycling relative to faster-cycling

taxa (Fig. 3 and fig. S7).

Understanding the factors regulating eco-

system responses in invaded ecosystems is

complicated by the myriad of factors that

influence C gains and losses. Ourmanipulative

experiment showed strong interdependence

among three leading hypotheses used to ex-

plain drivers of exotic plant impacts on eco-

system properties related to C-cycling. Exotic

plants, whichmake up the greatest proportion

of biomass in many invaded communities,

have traits (e.g., high SLA and Nmass) that

influence the way that they interact with

herbivores and soil biota to drive ecosystem

properties. Our results show that exotic and

native plants differ in common bacterial and

fungal pathways of C storage and release,

and these differences are driven by trait differ-

ences such as SLA, woodiness, and the ability

to fix N. Exotic plants, particularly woody

species that fix N, increase bacterial and non-

AMF biomass associated with storage and

breakdown of C pools. By contrast, non-N-

fixing exotic herbs substantially reduce AMF

biomass, which accelerates soil C loss com-

pared with communities dominated by na-

tive plants. In addition to their effects on fungi

and bacteria, herbaceous exotic plants in-

crease herbivore biomass, which we linked to

increases in decomposition, an indicator of

C-cycling. Our study provides an unprecedented

community-scale understanding of how the

transformation of ecosystems by exotic spe-

cies depends on complex species interactions,

emphasizing the need for whole-ecosystem

approaches.
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CANCER

The human tumor microbiome is composed of tumor
type–specific intracellular bacteria
Deborah Nejman1*, Ilana Livyatan1,2*, Garold Fuks3*, Nancy Gavert1, Yaara Zwang1, Leore T. Geller1,
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Bacteria were first detected in human tumors more than 100 years ago, but the characterization of the

tumor microbiome has remained challenging because of its low biomass. We undertook a comprehensive

analysis of the tumor microbiome, studying 1526 tumors and their adjacent normal tissues across

seven cancer types, including breast, lung, ovary, pancreas, melanoma, bone, and brain tumors. We found

that each tumor type has a distinct microbiome composition and that breast cancer has a particularly

rich and diverse microbiome. The intratumor bacteria are mostly intracellular and are present in both

cancer and immune cells. We also noted correlations between intratumor bacteria or their predicted

functions with tumor types and subtypes, patients’ smoking status, and the response to immunotherapy.

M
ore than 16%of cancer incidenceworld-

wide has been attributed to infectious

agents (1). Intratumor bacteria have

been reported in many tumor types

(2–19), but these bacteria have not been

characterized in a comprehensivemanner (20).

The gut microbiome has been shown to have

multiple effects on tumor biology, such as the

transformation process, tumor progression,

and the response to anticancer therapies in-

cluding immunotherapy (21–29). Thus, charac-

terization of the tumor microbiome may be an

essential step in unraveling the effects that tu-

mor bacteria have ondifferent cancer hallmarks.

Bacterial DNA, RNA, and lipopolysaccharide

are present in many human solid tumors

Because the tumor microbiome has a relative-

ly low biomass, contamination of the tumor

samples with bacteria or bacterial DNA can be

problematic (30, 31). Therefore, it is critical to

include multiple measures to avoid, or at least

detect, any possible contamination in the pro-

cess of profiling the tumor microbiome (sup-

plementary note) (32, 33). For next-generation

sequencing applications, it is also important to

use mechanical tissue shearing in the DNA iso-

lation protocol to ensure the complete recovery

of DNA from within the cell wall of Gram-

positive bacteria—a step not included inmost

standardDNA isolation protocols (6, 7). To char-

acterize and visualize intratumor bacteria, we

applied an extensive combination of methods

to a large cohort of solid human tumor sam-

ples to detect bacterial DNA, RNA, and bacte-

rial outer membrane or cell wall components.

We focused on seven solid tumor types that

represent either common cancer types or cancer

types for which the tumor microbiome is largely

unknown, such as melanoma, bone, and brain

tumors (Fig. 1A). To address laboratory-borne

contaminants, we introduced 643 negative con-

trols that were processed with the samples,

including 437 DNA extraction controls and 206

polymerase chain reaction (PCR) no-template

controls (NTCs). To address contamination that

might have occurred before the samples reached

our laboratory, we also included 168 paraffin-

only samples taken from the margins of the

paraffin blocks (without tissue) that were used

in the study (Fig. 1A).

Overall, we profiled 1010 tumor samples

and 516 normal samples, including normal

adjacent tissues (NATs) from the same pa-

tients (Fig. 1A and table S1). In the case of

ovarian cancer, our normal samples came from

the ovaries or uteruses of the patients or from

normal fallopian tube fimbria of unmatched

healthy subjects (tables S1 and S2). To quan-

tify bacterial DNA,we used a real-time quanti-

tative PCR (qPCR) assaywith universal primers

967F and 1064R specific for the bacterial ribo-

somal 16S gene [16S rDNA (ribosomal DNA)]

(34). Levels of bacterial DNA in all tumor types

were significantly higher than those found

in both DNA extraction and paraffin controls

(Fig. 1B; P value <10
−10

for each tumor type,

Wilcoxon rank sum test). We found that differ-

ent cancer types vary in the proportion of tu-

mors that are positive for bacterial DNA, ranging

fromonly 14.3% inmelanoma to >60% in breast,

pancreatic, and bone tumors. Bacterial DNAwas

also detected in solid tumors that have no di-

rect connectionwith the external environment,

such as ovarian cancer, glioblastoma multi-

forme (GBM), and bone cancer.

To validate the presence of bacteria in hu-

man tumors, we stained >400 additional tumors

(not related to the 1526 samples described

above), representing six of our seven profiled

tumor types, for the presence of bacteria. We

conducted immunohistochemistry (IHC) using

antibodies against bacterial lipopolysaccharide

(LPS) and lipoteichoic acid (LTA) to detect

Gram-negative and Gram-positive bacteria,

respectively (35, 36). We also used RNA fluo-

rescence in situ hybridization (FISH), with a
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universal probe against bacterial 16S ribo-

somal RNA (rRNA), to detect bacterial RNA

in these tumors (37). To control for nonspecific

staining, IHC-negative controls (no primary

antibody) and FISH-negative controls (non-

specific complement probe) were also ap-

plied to the samples (figs. S1 and S2). Bacterial

LPS and 16S rRNA were frequently detected

in all tumor types (Fig. 1C) and demonstrated

a similar spatial distribution (Fig. 1D and fig.

S3). LTA was detected mainly in melanomas

and was largely absent in other tumor types.

Generally, more tumors were found to be posi-

tive for bacteria using visualization methods

than by using qPCR. This disparity may be be-

cause of some limitation in the sensitivity of

our qPCR assay, or it might be caused by our

strict cutoff for confirming a sample as positive.

Intratumor bacteria are mostly intracellular

and are present in both cancer and

immune cells

Pathological examination of tumor cores in-

dicated that LPS and bacterial 16S rRNA were

localized mainly in cancer cells and immune

cells (Fig. 2A and fig. S4). In cancer cells, bac-

terial 16S rRNA was detected mostly in the

cytoplasm, whereas LPS staining was associ-

ated with both the cytoplasm and the nucleus

(Fig. 2B and fig. S5). CD45-positive leukocytes

generally exhibited a stronger cytoplasmic

bacterial staining by 16S rRNA staining than

that exhibited by cancer cells (Fig. 2C and fig.

S6A). LTA-positive bacteria were almost ex-

clusively found in macrophages, as detected

by hematoxylin and eosin (H&E) staining and

verified by immunofluorescence (IF) for CD68

(Fig. 2D and fig. S6B). LTA was rarely detected

in cancer cells or in CD45+/CD68− immune

cells (Fig. 2). Although the intensity of bac-

terial LPS and LTA staining was very strong

in CD45+/CD68+ cells, bacterial 16S rRNA was

only rarely found in macrophages by FISH

(Fig. 2, A and D, and figs. S4 and S6). This

discrepancy may reflect macrophage inges-

tion of bacterial components rather than live

bacteria, or it may result from the accumu-

lation of LPS and LTA in macrophages long

after the bacteria have been phagocytized

and processed by the macrophages. It has

been previously demonstrated that the pro-

cessing of bacterial LPS by macrophages is

very slow; therefore, LPS can be found in these

cells months after the bacteria were ingested

and processed (38).

To further verify the presence of bacteria

inside cancer cells, we performed correla-

tive light and electron microscopy (CLEM)

(39, 40) on four human breast tumors that

were positive for bacterial LPS and 16S rRNA

(fig. S7). Combined LPS fluorescence stain-

ing and transmission electron microscopy

(TEM) imaging of the same cells clearly dem-

onstrated the intracellular localization of

bacteria in all four tumors (Fig. 2E and fig.

S7). In many cases, the bacteria were found

in close proximity to the nuclear membrane.

Because we did not detect intranuclear bacte-

ria by TEM, we suspect that the appearance

of LPS nuclear localization in some tumors

represents the staining of cytoplasmic peri-

nuclear bacteria.

Whereas bacterial 16S rRNA FISH staining

appeared as a diffused signal inside cells, typical

bacterial rods or cocci were only rarely detected

(in 3 of 426 cores). This observation, combined

with the fact that no cell wall polymer LTA

was detected in cancer cells—despite the de-

tection of many Gram-positive bacteria in

human tumors by 16S rDNA sequencing—

suggests that bacteria in tumor cells may have

altered their envelope, perhaps leading to a

cell wall–deficient state, akin to L-forms (41).

Cell wall–deficient bacteria are known to be

found exclusively inside cells, where theirmor-

phology transforms into less-defined structures

of highly variable sizes and shapes (42, 43).

Our TEM images also suggest thatmany of the
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intracellular bacteria lack a cell wall (Fig. 2E

and fig. S7).

The microbiome of breast tumors is richer and

more diverse than that of other tumor types

To characterize the intratumor microbiome,

we developed a multiplexed 16S rDNA se-

quencing protocol that amplifies five short

regions along the 16S rRNA gene: the 5R 16S

rDNA sequencing method (Fig. 3A). By am-

plifying 68% of the bacterial 16S rRNA gene

using short amplicons, this method increases

the coverage and resolution of the detection

of bacterial species compared with the widely

used V4 or V3-V4 amplification (fig. S8). More-

over, it can be applied to partially degraded

DNA originating from formalin-fixed paraffin-

embedded tumors. Reads from 1526 samples

and 811 negative controls (DNA extraction con-

trols, 16S 5R PCR controls, and paraffin con-

trols) were computationally combined into

long amplicons, using Short MUltiple Regions

Framework (SMURF) (44) and the Greengenes

database as a reference. To improve taxonomic

assignment, we used the Ribosomal Database

Project (RDP) classifier to augment the Green-

genes database by assigning a species-level

taxonomy to 380,000 bacterial 16S rRNA se-

quences that originally lacked such taxonomy

(45) (table S3 and materials and methods).

Thirty-nine samples and 10 controls that had

fewer than 1000 normalized reads were dis-

carded from further analysis (materials and

methods).

Overall, we detected 9190 bacterial species

across the different tumor or normal tissue

types (Fig. 3B and table S2). Because some of

these species may represent contamination of

the samples, we applied a strict set of six filters

to control for potential sources of contamina-

tion. To account for the most frequent general

contaminants, filter 1 removed 167 bacterial

species that were detected in >7.5% of our

DNA extraction and NTC negative control

samples or in the paraffin controls. This thresh-

old demarcates the transition between most

of the species that are absent or very rarely

present in controls and the species that ap-

pear much more commonly in controls (fig.

S9). We then applied three filters to control

for batch effects that originate from DNA ex-

traction, PCR amplification, or sequencing

lane using hundreds of negative controls as a

background for laboratory-borne contamina-

tion (filters 2 to 4). Filters 5 and 6 were added

to control for contamination thatmight have

been introduced to the samples before their

processing in the laboratory. Filter 5 uses

paraffin-only samples (without tissue) from

the margins of the same paraffin blocks that

were used in the study to control for con-

tamination in the process of preparing and

storing the paraffin blocks. Lastly, to account

for other potential sources of medical center–

specific contamination, filter 6 excluded bacte-

ria that were not significantly enriched in a

specific tumor type across multiple medical

centers. Only bacteria that passed all six fil-

ters in a specific cancer type or its NAT were

considered to be hits that are present in this

cancer or NAT condition (Fig. 3B, table S4,

materials and methods, and supplementary

note).

We found that breast tumors had a richer

and more diverse microbiome than all other

tumor types tested (P value <10
−15

for each

tumor type, Wilcoxon rank sum test; Fig. 3, C

and D, and figs. S10 and S11). An average of

16.4 bacterial species were detected in any

single breast tumor sample, whereas the aver-

age was <9 in all other tumor types (P value

<10
−17

for each tumor type, Wilcoxon rank sum

test; Fig. 3E and fig. S11). We also found that

bacterial load and richness were higher in

the breast tumor samples than those found in

normal breast samples from healthy subjects.
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Tumor-adjacent normal breast tissue had

an intermediate bacterial load and rich-

ness, between those of the breast tumor and

normal samples (Fig. 3F and fig. S12). In

contrast, we did not find a higher bacterial

load in lung and ovarian tumors compared

with their tumor-adjacent normal tissues

(fig. S12).

To determine whether live bacteria are

present in human tumors, we collected fresh

breast tumor samples from five women un-

dergoing breast surgery. All tissues were

gently dissociated in sterile conditions, plated

on 35 types of agar growth media, and incu-

bated in both aerobic and anaerobic condi-

tions, representing a broad span of growth

conditions to accommodate a high diversity

of bacteria (table S5) (46). In agreement with

the positive staining of these tumors for LPS

and 16S rRNA FISH (fig. S13), >1000 colonies

were grown per tumor from four of the tumors,

and 37 colonies were grown from one tumor.

In contrast, applying the same steps of tissue

dissociation and culturing protocol to five full

sets of negative control plates (350 plates) using

only phosphate-buffered saline (PBS) yielded

only five colonies in total. Whole-genome se-

quencing of 474 representative colonies from

all five tumors demonstrated that they repre-

sented 37 different bacterial species, 11 of which

(29.7%) are bacteria that were previously de-

tected as hits in our breast tumor cohort (table

S5). Fifteen isolated species (40.5%) were de-

tected in our breast tumor cohort but did not

pass all filters. For 105 of the colonies, we

could not identify the bacteria at the species

level (table S5 and materials and methods).

Overall, these results show that live bacte-

ria from three main phyla—Proteobacteria,

Firmicutes, and Actinobacteria—can be found

in breast tumors.

To further validate the presence of live,

metabolically active bacteria in human tu-

mors, we cultured slices from four freshly

resected human breast tumors ex vivo in the

presence of fluorescently labeled D-alanine

or dimethyl sulfoxide (DMSO) control. Al-

though D-alanine is used by bacteria to gen-

erate peptidoglycan, an essential component

of the bacterial cell wall, it is not used by

mammalian cells (fig. S14) (47). We de-

tected intracellular labeling in all four tu-

mors, which supports the hypothesis that

the tumors harbor live intracellular bacte-

ria (Fig. 3G)

Different tumor types have distinct

microbial compositions

Using a single sequencing methodology and

platform for the characterization of the micro-

biome in multiple tumor types enabled us to

directly compare the microbiomes of these

tumors. Comparison of the beta-diversity be-

tween all pairs of samples within a given
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Fig. 3. The microbiome of breast tumors is richer and more diverse than that of other tumor types.

(A) Graphic representation of the bacterial 16S rRNA gene with its conserved (blue) and variable

(yellow) regions. The sequence from Escherichia coli K-12 substrain MG1655 was used as a reference

sequence. The five amplicons of the multiplexed 5R PCR method are depicted in gray. (B) Schematic

representation of the analysis pipeline applied to 16S rDNA sequencing data. (C) Rarefaction plots showing

the number of bacterial genera that passed all filters in the different tumor types per number of tumor

samples that were selected for the analysis. Light color shading represents confidence intervals based on

100 random subsamplings for each number of tumor samples that was analyzed. (D) Box blot of Shannon

diversity indexes of all samples, segregated by tumor type. Neg., negative. (E) Box blot of the numbers

of bacterial species present in each tumor. For (D) and (E), values were calculated on rarefied data of

40 samples per tumor type, with 10 iterations. For each iteration, only bacteria that passed all filters in any of

the tumor types were included in the analysis. (F) Rarefaction plots for the number of bacterial genera that

passed all filters in breast tumor, breast NAT, and breast normal samples. Light color shading represents

confidence intervals based on 100 random subsamplings for each number of samples that was analyzed.

(G) Fluorescent images from four human breast tumors that were cultured ex vivo with fluorescently labeled

D-alanine for 2 hours (blue). Nuclei were stained with DRAQ5 (orange). Scale bars, 10 mm.
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tumor type and across different tumor types

revealed that the microbiomes of tumors of

the same type tend to be more similar to

each other than they are to the microbiomes

of other tumor types (Fig. 4A and fig. S15).

The distribution of order-level phylotypes

revealedmarked changes between the bacte-

rial composition of the different tumor types

(Fig. 4B and fig. S16). We added 22 colorectal

tumors from one medical center to our cohort

to help relate someof our findings to the known

colorectal cancer microbiome (table S2) (11, 12).

Consistent with previous reports, bacteria be-

longing to the Firmicutes and Bacteroidetes

phyla were the most abundant species in co-

lorectal tumors (Fig. 4B) (10). In contrast,

Proteobacteria dominated the microbiome

of pancreatic cancer, similarly to the normal

duodenal microbiome makeup (16, 17, 48, 49).

This may reflect a retrograde bacterial mi-

gration from the duodenum, to which the

pancreatic duct opens, as we have previously

reported (16). Although species belonging to

the Proteobacteria and Firmicutes phyla ac-

counted for most of the detected bacterial se-

quences in all cancer types, the Proteobacteria

to Firmicutes (P/F) ratio appears to vary be-

tween tumor types (Fig. 4B). We also detected

taxa of the Actinobacteria phylum, including

the Corynebacteriaceae and Micrococcaceae

families, mostly in nongastrointestinal tumors

(Fig. 4B and fig. S16). These observations are

in agreement with previous reports describing

the microbiome of breast, lung, and ovarian

cancer (2, 4, 6, 9, 14, 15, 18).

A tumor-type distinctive microbiome com-

position was also apparent at the species level.

Unsupervised clustering of the most prevalent

intratumor bacterial species (n = 137 species)

demonstrated that many of these species are

enriched in certain tumor types (Fig. 4, C and

D, and fig. S17). Fusobacterium nucleatum,

previously reported to be enriched in colorec-

tal tumors, was also a hit in our breast and

pancreatic tumor cohorts (fig. S17). We also

observed a distinct microbiome across sub-

types of the same tumor type. For example,

when comparing different subtypes of breast

cancer according to their estrogen receptor

(ER), progesterone receptor (PR), and HER2

status, we foundmultiple bacterial taxa whose

prevalencewas different between the subtypes

(Fig. 4E and table S6). Lastly, although the

overall microbial composition of the differ-

ent tumor types was relatively similar to their

NAT microbiome (Fig. 4F), we also detected

bacteria with a different prevalence in tumors

and in their NAT (Fig. 4G and table S7). Con-

sistent with our observation that bacterial

load and richness of breast tumors are higher

than those in breast NAT (Fig. 3F and fig. S12),

we found many bacteria that are significantly

enriched in breast tumors comparedwith their

NAT (Fig. 4G).
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with a significant differential prevalence between different breast tumor subtypes are presented in a bar plot.

P values were calculated using a two-sample proportion z test to compare between HER2+ (n = 61) and HER2−

(n = 247), ER+ (n = 270) and ER− (n = 49), or triple negative (TNG) (n = 36) and non-TNG (n = 284) breast tumors.

The direction of the bars indicates the enrichment direction. All bacteria presented had a false discovery rate

(FDR)–corrected Q value <0.25. US, unknown species; UG, unknown genus; UF, unknown family; (s), species;

(g), genus; (f), family; (c), class. (F) Principal coordinate analysis (PCoA) biplot on the Jaccard similarity indexes

between bacterial species profiles of the different tissue types. Only bacteria that passed all filters for the

specific tissue type were considered. Tumor types and their normal tissue are grouped. (G) Volcano plot

demonstrating the differential prevalence of bacteria between tumors (T) and their NAT in breast, lung, and

ovary samples. A two-sample proportion z test was used to calculate the P values. Sizes of dots reflect

phylotype levels, gradually increasing from species to phylum. Bacteria are colored according to the tumor

type (breast, pink; lung, green; and ovary, purple) if they passed significance thresholds (effect size >5%,

P value <0.05, and FDR-corrected Q value <0.25).
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Metabolic functions encoded by intratumor

bacteria are associated with clinical features

of certain tumor subtypes

Our results demonstrate that intratumor bacte-

ria span a wide spectrum of the bacterial king-

dom. To investigate the functional activities

of intratumor bacteria, we used the PICRUSt2

tool (50–52) to map the 16S sequences to the

genes and pathways that these bacterial species

may harbor (fig. S18 and tables S8 and S9).

Unsupervised clustering analysis of 287 pre-

dictedmetabolicMetaCyc pathways that showed

the greatest variability between the tumor types

revealed that certainmicrobiomemetabolic path-

ways were relatively specific to certain tumor

types (Fig. 5A). We found a few tumor type–

specific enrichments of bacterial pathways that

can degrade metabolites known to be enriched

in these same tumor types (table S10). For ex-

ample, degradation of hydroxyprolines by bacte-

ria (MetaCyc PWY-5159) was enriched in bone

tumors (effect size 14.6%, P value <0.01, propor-

tion test). Bone collagen is a main source of hy-

droxyproline, and many bone pathologies, like

bone tumors, have been shown to result in ele-

vated hydroxyproline levels (53). In the case of

lung cancer, MetaCyc pathways responsible for

the degradation of chemicals in cigarette smoke,

such as toluene, acrylonitrile, and aminoben-

zoates (TOLUENE-DEG-2-OH-PWY, P344-PWY,

and PWY-6077), were significantly enriched in

bacteria found in lung tumors compared with

other tumor types (effect size 8.4, 8, and 7.2%,

P value <0.001 for all, proportion test).

The enrichment for bacteria with the pre-

dicted capability to degrade cigarette smoke

metabolites in lung tumors may suggest that

high levels of these metabolites create a pre-

ferred niche for bacteria that can use these

metabolites. To confirm this hypothesis, we

compared the bacterial functions found innon–

small cell lung cancers (NSCLCs) of 100 current

smokers with those in NSCLCs of 43 people

who had never smoked (never-smokers). We

found that 17 of the 49MetaCyc pathways that

were significantly enriched in tumors of cur-

rent smokers were pathways that degrade

chemicals found in cigarette smoke, such as

nicotine, anthranilate, toluene, and phenol

(Fig. 5B, blue circles, and table S11). We also

found eight MetaCyc pathways related to the

biosynthesis of metabolites that can be used

by plants—for example, for the biosynthesis

of glycine, a key intermediate in plant pho-

torespiration (Fig. 5B, red circles, and table

S11). We speculate that some plant-associated

bacteria, or their DNA, are present in cigarette

tobacco and are thus enriched in the lung tu-

mors of smokers.

To determine which bacteria contribute to

theMetaCyc pathways that are enriched in the

lung tumors of current smokers, we compared

the proportion of all bacterial taxa found in
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Fig. 5. Predicted bacterial metabolic functions

are associated with clinical features. (A) Heat-

map demonstrating unsupervised hierarchical

clustering of the frequencies of 287 MetaCyc

pathways across the different tumor types. Only

pathways that are abundant (frequency >10% in at

least one tumor type) and variable (standard

deviation divided by the average of frequencies

>0.4) were included (table S10). (B and C) Volcano

plots demonstrating bacterial MetaCyc pathways

(B) and taxa (C) that are enriched in lung tumors

from smokers (n = 100) versus never-smokers

(n = 43). Effect size represents the difference in the

proportion between the groups. A two-sample

proportion z test was used to calculate the P values.

Green filled circles indicate pathways with FDR-

corrected Q values <0.25. Degrading pathways of

smoke chemicals are indicated by blue circles in

(B); plant-related metabolic pathways are indicated

by red circles in (B). (o), order. (D) Taxonomy

wheel plot of bacterial species that contributed to

degradation of cigarette smoke metabolites (blue

ring) and to the biosynthesis of plant metabolites

functions (red ring) are indicated on the phyloge-

netic tree, along with all bacteria that are hits

in lung tumors (green ring). (E) Volcano plot

demonstrating enriched bacterial MetaCyc functions

in ER+ versus ER− breast tumors. A two-sample

proportion z test was used to calculate the

P values. Colored circles indicate pathways with

FDR-corrected Q values <0.25. (F) Volcano plot

demonstrating the bacterial taxa enriched in mela-

noma patients who responded (R) to immune

checkpoint inhibitors (ICI) versus nonresponders

(NR). A binomial test was used to calculate the

P values for the enrichment or depletion of bacterial

taxa in the responder cohort versus the non-

responder cohort. The size of dots reflects phylo-

type levels, gradually increasing from species to

phylum. Colored circles indicate taxa with

FDR-corrected Q values <0.25.
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lung tumors of current smokers (n = 100) with

those in the tumors of never-smokers (n = 43).

We found that most of the enriched taxa in

the lung tumors of smokers belong to the

Proteobacteria phylum.However, none of these

bacteria reached significance after correction

for multiple-hypothesis testing (Fig. 5C and

table S12), which indicates that there was no

homogeneous population of species conferring

this functionality across samples.We reasoned

that, although bacterial ecology differs between

tumors, there is a shared functional signal re-

lated to the specific environment within the

lungs of smokers. We were able to demon-

strate that a very large number of heteroge-

neous bacteria contribute to the degradation

functions of cigarette smoke metabolites and

the biosynthesis of plant metabolites (Fig. 5D).

Bacteria expressing these functions are found

mainly in the Proteobacteria, Actinobacteria,

andCyanobacteria phyla, and they are depleted

from the Firmicutes phylum (Fig. 5D).

We also found selective enrichment of bac-

terial functions in certain tumor subtypes. For

example, multipleMetaCyc pathways were en-

riched in bacteria from 270 ER+ breast tumors

compared with 49 ER− breast tumors (Fig. 5E

and table S13). Themost significantly enriched

pathways in bacteria within ER+ breast tumors

were arsenate detoxification and mycothiol

biosynthesis. Arsenic is a Group 1 carcinogen

that can increase the risk of breast cancer (54)

and has been shown to induce expression of

the estrogen receptor in human breast cancer

(55). Mycothiol is used by bacteria to detoxify

reactive oxygen species (56). Because ER+

breast tumors are known to have increased

oxidative stress compared with ER− tumors

(57), we hypothesize that bacteria with the

ability to synthesize mycothiol can better sur-

vive in the ER+ tumor microenvironment. We

also found enrichment of bacterial functions

when comparing breast tumor with NAT sam-

ples (table S14). For example, enzymes related

to anaerobic respiration were enriched in

bacteria from breast cancer versus NAT. Over-

all, our analysis of MetaCyc pathways suggests

a connection between the functions of bacte-

ria present in the tumor and their tumor

microenvironment.

Lastly, as our IF staining suggests (Fig. 2),

bacteria can be found inside CD45+ immune

cells, which indicates that they might influ-

ence or reflect the immune state of the tumor

microenvironment. To determine whether a

specific intratumor microbial signature is cor-

related with the response to immunotherapy,

we compared metastatic melanomas from pa-

tients who responded to immune checkpoint

inhibitors (ICI) (n = 29) with those from pa-

tients who did not respond (n = 48). Although

we did not find significant changes in the load

of bacteria between responders and nonres-

ponders to ICI, we did find multiple taxa that

were differentiallymore (n = 18) or less (n = 28)

abundant in the melanomas of responders

comparedwith nonresponders (Fig. 5F, fig. S19,

and table S15). Taxa that were more abundant

in tumors of responders included Clostridium,

whereasGardnerella vaginaliswasmore abun-

dant in tumors of nonresponders. Notably, this

is in line with differential abundances of taxa

in the gut microbiome of melanoma patients

responding to ICI (23–25).

Discussion

In the present study, we characterized the

microbiome of 1526 samples from seven hu-

man tumor types. We took multiple measures

to minimize and control for contamination

(supplementary note) and used our 5R multi-

plexed bacterial 16S rDNA PCR sequencing

technique to gain species-level resolution.

The exploration of multiple tumor types

with a single platform allowed us to compare

different tumor types and uncover cancer type–

specific microbial signatures. This is consistent

with a recent publication that demonstrated

that reexamination of whole-genome and

whole-transcriptome sequencing data from

The Cancer Genome Atlas (TCGA) for micro-

bial sequences identified associations between

different cancer types and specific microbiota

(19). Extending our analysis to the functional

level demonstrated that, despite a very large

variation in taxa levels, certain tumor environ-

ments are enriched for common, relevant

bacterial functional traits. This observation

is somewhat analogous to the relative stability

of the human gut microbiome functions com-

pared with its microbial taxa (58, 59). Using

multiple visualization methods and culturo-

mics, we were able to validate the presence of

bacteria in the tumors and demonstrate their

intracellular localization in both cancer and

immune cells.

Our data do not establish whether intra-

tumor bacteria play a causal role in the de-

velopment of cancer or whether their presence

simply reflects infections of established tumors

(60, 61). As tumors develop, their disorganized,

leaky vasculaturemay allow circulating bacteria

to enter, and the immunosuppressed environ-

ment may provide a refuge for them (61, 62).

Intratumor bacteria may also arise from the

NAT, which can explain the high similarity we

found between the tumor microbiome and

its NAT microbiome. Whether or not bacteria

play a causal role in tumorigenesis, it is of

interest to further explore the effects that

intratumor bacteria may have on different

phenotypes of cancer cells and on the immune

system and its interactions with tumor cells.

Just as manipulation of the gut microbiome

has been shown to affect the response of tu-

mors to immune-checkpoint blockade therapy

(23–25, 28), we speculate that manipulation of

the tumor microbiome may also affect tumor

immunity and the response to immune ther-

apy. Thus, better understanding of these ef-

fects may pave the way for novel treatment

options for cancer patients.
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PEPTIDE SYNTHESIS

Synthesis of proteins by automated flow chemistry
N. Hartrampf1*, A. Saebi1†, M. Poskus1†, Z. P. Gates1‡, A. J. Callahan1, A. E. Cowfer1, S. Hanna1,

S. Antilla1,2, C. K. Schissel1, A. J. Quartararo1, X. Ye1, A. J. Mijalis1§, M. D. Simon1¶, A. Loas1, S. Liu1#,

C. Jessen3, T. E. Nielsen3, B. L. Pentelute1**

Ribosomes can produce proteins in minutes and are largely constrained to proteinogenic amino acids.

Here, we report highly efficient chemistry matched with an automated fast-flow instrument for the direct

manufacturing of peptide chains up to 164 amino acids long over 327 consecutive reactions. The

machine is rapid: Peptide chain elongation is complete in hours. We demonstrate the utility of this

approach by the chemical synthesis of nine different protein chains that represent enzymes, structural

units, and regulatory factors. After purification and folding, the synthetic materials display biophysical

and enzymatic properties comparable to the biologically expressed proteins. High-fidelity automated

flow chemistry is an alternative for producing single-domain proteins without the ribosome.

M
echanical pumps, valves, solid supports,

and computers have transformed the

way we perform chemical reactions.

Continuous, multistep flow technology

has enabled routine access to small

molecules ranging frompharmaceutical ingre-

dients to natural products and bulk commod-

ities (1). Advantages of flow synthesis over

batchmethods are in-line spectroscopic mon-

itoring, efficient mixing, and precise control

over the reaction parameters (2). Translating

these capabilities to the total chemical syn-

thesis of peptides and proteins will provide

rapid access to an expanded chemical space.

Protein production is an essential part of

research in academia and industry and can be

accomplished by biological methods or chem-

ical synthesis. Most proteins are obtained by

biological expression, a process that largely lim-

its their chemical composition to the canonical

proteinogenic amino acids (3). Advances in

genetic code expansion have allowed for the

incorporation of up to two unnatural amino

acids in the structures of native proteins (4). By

contrast, chemical synthesis offers unmatched

flexibility when incorporation of multiple un-

natural amino acids, posttranslational mod-

ifications, or artificial backbones is desired

(3). Synthetic proteins have become accessible

with a combination of solid-phase and ligation

methodologies. Yet, total chemical synthesis of

proteins remains highly labor intensive.

Solid-phase peptide synthesis (SPPS) is the

foundation of chemical peptide and protein

production (5). Despite decades of optimi-

zation, peptides longer than 50 amino acids

are difficult to synthesize with standard SPPS

instrumentation, owing in large part to gen-

eration of by-products fromdeletion, truncation,

and aggregation of the growing chains (6, 7). It

was not until the development of native chem-

ical ligation (NCL) that chemical synthesis of

protein chains became practical (8). Despite the

efforts dedicated to improving NCL techniques

(9), a major bottleneck resides in the absence of

a routine, widely applicable protocol to access

the requisite peptide fragments (10, 11). We

set out to address this problem by developing

a reliable method to synthesize long peptides

and protein chains using flow chemistry.

Flow-based SPPS is gaining momentum

owing to its advantageous features—for ex-

ample, control over physical parameters and

greatly reduced formation of side products

(12–14). Studies carried out as early as 1970
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Fig. 1. Optimized conditions for automated fast-flow solid-phase peptide

synthesis enable high-fidelity production of long amino acid sequences.

(A) Fully automated chemical flow synthesis yields peptide chains, which, after

purification and folding, give functional proteins. Protein Data Bank (PDB) 1BRS

(barnase) (57) was used. (B) Synthesis of GLP-1 using starting conditions and

optimized conditions. The concentrations listed refer to stock solutions. NMP,

N-methylpyrrolidone; DIEA, diisopropylethylamine. (C) Quantification of cysteine

epimerization as a function of activation temperature, heating time (5′ loop

and 10′ loop), and activator in a GCF test peptide. Isomer was quantified from

extracted ion chromatograms on LC-MS by comparison to reference peptides.

(D) Quantification of histidine epimerization as a function of activation temperature,

heating time (5′ loop and 10′ loop), and activator in a FHL test peptide. The

D-isomer was quantified by analytical HPLC by comparison to reference peptides.

(E) Quantification of epimerization over multiple coupling cycles. GCF and FHL

were synthesized under optimized conditions, and the N terminus was manually

capped with a Boc-protecting group. One-hundred glycine couplings were

executed, and a sample was taken out for analysis every 20 amino acid couplings.

Cpl w/, coupled with. Single-letter abbreviations for the amino acid residues are

as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;

M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.

RESEARCH | RESEARCH ARTICLES



found that automation and high fidelity of

peptide synthesis could be achieved by con-

taining the solid support in a reactor and

operating it as a fixed bed (15, 16). Instead of

complex systems for liquid handling to dis-

pense reagents and wash the resin, high-

performance liquid chromatography (HPLC)

pumps were used to continuously deliver re-

agents, establishing the principles of peptide

synthesis in flow. Inspired by this early work,

over the past 5 years we developed rapid,

automated fast-flow peptide synthesis (AFPS)

instrumentation that incorporates amino acid

residues in as little as 40 s at temperatures up

to 90°C (17–19).

Even though prior work by us and others

on flow-based SPPS considerably reduced the

total synthesis time, the potential of flow chem-

istry to enable synthesis of peptide chains in

the range of single-domain proteins has not

been fully realized (17–23). We set out to op-

timize our AFPS technology to meet this chal-

lenge (19). We report here a routine protocol

that allows for stepwise chemical total synthe-

sis of peptide chains exceeding 50 amino acids

in length, with a cycle time of ~2.5 min per

amino acid (Fig. 1A). The optimized protocol

was built on a collection of analytical data

acquired with an AFPS system and delivers

products with high fidelity and of high chiral

purity. Using this protocol, single-domain

protein chains ranging frombarstar (90 amino

acids) to sortase A59–206 (sortase A*, 164 amino

acids) were synthesized in 3.5 to 6.5 hours. To

demonstrate production of functional pro-

teins, these sequences were folded, and their

biophysical properties and enzymatic activities

were determined. The time scale of chemical

protein synthesis is on par with that of re-

combinant expression and therefore offers

a practical alternative to biochemical methods

while opening up the chemical space beyond

canonical amino acids.

Rapid screening of reaction variables for AFPS

protocol development

We chose to first optimize coupling efficiency

and later investigate possible side reactions

induced by the optimized coupling conditions.

On a benchmark AFPS instrument previously

developed in our laboratory (17, 19), reagents

are mixed, heated, and delivered onto a pre-

tempered solid support using three HPLC

pumps. In-line ultraviolet-visible (UV-vis)

detection of the reactor eluent is used to

monitor removal of theN-terminal protecting

group after each coupling cycle. Indirectly, this
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Fig. 2. Synthesis of proinsulin and HIV-1 protease demonstrates the advantage

of AFPS over traditional SPPS methods. (A and B) Analytical HPLC data of

the crude proinsulin (A) and HIV-1 protease (B) are presented as the main

chromatographic traces with absorbance detection at 214 nm (additional details

in the SM). Deconvoluted masses are displayed in the insets. Analytical data

for the synthesis of crude protein chain using SPPS on a commercially available

synthesizer at 70°C with total cycle times of 26 min per amino acid and

40 equivalents of amino acid for each coupling are displayed on the left;

analytical data for the synthesis of crude protein chain using AFPS at 90°C with

60 equivalents of amino acid for each coupling are displayed on the right.

PDB 2KQP (proinsulin) (58) and 2JE4 (HIV-1 protease dimer with inhibitor,

not identical to the sequence synthesized) (30) were used. Crude material of

higher quality was obtained in the case of HIV-1 protease by substitution of

Cys and Met residues, as described in SM section 5. AA, amino acids.
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information reports on the efficiency of the

preceding coupling step.

We first optimized general parameters, in-

cluding flow rate, reaction solvent, reagent

concentration, temperature, and coupling agents

(Fig. 1B and tables S1 to S7). Modifications to

our original AFPS protocol included increas-

ing reagent concentrations to 0.4 M (24), the

use of amine-free N,N-dimethylformamide

(DMF), and an increase in temperature to 85°

to 90°C for reagent activation and coupling.

The performance of different activators for

the coupling step was also investigated, iden-

tifying the azabenzotriazol-reagents PyAOP

[(7-azabenzotriazol-1-yloxy)tripyrrolidino-

phosphoniumhexafluorophosphate] andHATU

(hexafluorophosphate azabenzotriazole tetra-

methyl uranium) as optimal.

Automated collection and analysis of data

combined with the synthesis parameters al-

lowed for optimization of residue-specific cou-

pling conditions. By comparing data on amino

acid deprotections, wewere able to gain infor-

mation on coupling efficiency for all canonical

amino acids and generated a general amino

acid–specific recipe (tables S8 and S9). Ana-

lytical comparison of the products obtained

for glucagon-like peptide-1 (GLP-1) is illus-

trative of the improvement in crude peptide

quality achievedwith the optimized synthesis

conditions (Fig. 1B).

We aimed to suppress aspartimide forma-

tion, a major side reaction in SPPS and AFPS.

Because increased temperature leads to more

aspartimide formation, various deprotection

bases, additives, and aspartic acid protecting

groups were screened to minimize this un-

wanted side reaction (25, 26). We found that

milder deprotection bases [i.e., piperazine and

1-hydroxybenzotriazole (HOBt)withpiperidine]

and bulky aspartic acid protecting groups [i.e.,

O-3-methylpent-3-yl (OMpe)] decreased the

level of aspartimide formation (fig. S3 and

table S10). Themost effective strategies, how-

ever, were the addition of formic acid as a

piperidine additive and backbone protection

with dimethoxybenzyl glycine. Formic acid

(2% stock solution in 40:60 v/v piperidine:

DMF) was therefore used as an additive for

deprotection, and backbone protection was

applied for collagen and fibroblast growth

factor 1 (FGF1) syntheses.

We confirmed retention of chirality for amino

acids at high risk of epimerization (i.e., cysteine

and histidine) in a final optimization step (figs.

S4 to S9) (27). The influence of temperature,

time, and activating agent, as well as different

side-chain protecting groups were screened

(Fig. 1, C and D) (17). For both amino acids,

epimerization increases with activation time

and temperature. The choice of protecting

group proved to be critical for histidine. Ulti-

mately, activation of Fmoc-Cys(Trt)-OH and

Fmoc-His(Boc)-OHwith PyAOPwith a shorter

time at 60°C resulted in <2% D-epimer for-

mation (Fmoc, fluorenylmethyloxycarbonyl;

Trt, trityl; Boc, tert-butyloxycarbonyl). Next,

we determined that the amount of epimeri-

zation under these optimized conditions does

not increase over multiple coupling cycles (Fig.

1E). The amount of D-isomer did not change

over 100 amino acid couplings executed after

manual capping of the N-terminus, indicating

that epimerization of cysteine and histidine

only occurs during the activation step. Imple-

mentation of these conditions allowed us to

solidify the general AFPS protocol, which was

then applied to the production of sequences

exceeding 50 amino acids [table S11 and sup-

plementary materials (SM) section 3.10].

Optimized AFPS outperforms traditional

synthesis methods

We investigated if our optimized AFPS con-

ditions could facilitate the synthesis of longer

sequences using proinsulin (86 amino acids)

and human immunodeficiency virus-1 (HIV-1)

protease (99 amino acids) as test sequences.

The total synthesis of human proinsulin was

previously reported using NCL of three pep-

tide fragments individually prepared by SPPS

(28). HIV-1 protease was previously prepared

using stepwise and chemical ligation routes

under Boc-SPPS conditions (29, 30). Using our

standard AFPS protocol, the syntheses of pro-

insulin and HIV-1 protease were completed in

3.5 and 4.5 hours, respectively. HPLC purifica-

tion yielded 2.2 mg (1%) of purified proinsulin

and 5.3 mg (1%) of purified HIV-1 protease.

A comparison between AFPS and standard

batch SPPS syntheses on commercially avail-

able synthesizers at room temperature, 70°C,

and 90°C indicated substantially improved

synthetic outcome for the optimized AFPS

protocol (Fig. 2 and SM section 4). On each

instrument, machine-specific, optimized con-

ditions were used to achieve the best synthe-

sis outcome. ForHIV-1 protease andproinsulin,

AFPS yielded the desired product as the ma-

jor species along with minor by-products of

similar weight, as determined by analytical

HPLC and liquid chromatography–mass spec-

trometry (LC-MS). By contrast, synthesis on

commercially available peptide synthesizers

took approximately five times longer and

resulted in a complex compound mixture.

AFPS therefore offers a substantial improve-

mentwhen directly comparedwith traditional

SPPSmethods, both with respect to time and

performance.

Optimized AFPS enables routine access

to single-domain protein chains

To demonstrate general applicability of our

AFPS protocol, the synthesis of additional pro-

tein chains ranging from ~70 to ~170 amino

acidswas performed (Fig. 3A and SMsection 5).

These sequences were chosen to enable com-

parison with literature data. We chose not only

historically relevant targets for drug discovery,

such as HIV-1 protease and murine double

minute 2 (MDM2) (31, 32), but also proteins

that serve as therapeutics themselves, such as

FGF1 and proinsulin (33, 34). Barstar, barnase,

lysozyme, MDM2, and sortase A* allowed for

a direct comparison of recombinant and syn-

thetic proteins. The ability of AFPS technol-

ogy to rapidly and simultaneously incorporate

noncanonical amino acids in greater number

and of greater diversity than biological meth-

ods was tested by synthesizing derivatives of

barnase and HIV-1 protease containing site-

directed mutations. In the case of barnase, we

incorporated p-bromophenylalanine at a site

previously investigated for mutational toler-

ance (35). Then, we produced synthetic HIV-1

protease in which two methionine and one

cysteine residues were replaced as previously

described with norleucine and aminobutyric

acid, respectively (Fig. 3B), to avoid potential

oxidation side products and increase synthetic

efficiency (30). All sequences were successfully

synthesized in 3.5 to 6.5 hours.

The desired proteinwas themain product in

every synthesis, andHPLC purification yielded

milligramquantities of product. Isolated yields

after HPLC purification ranged from 2.2 to

19.0 mg (1 to 5%), a sufficient amount of mate-

rial for folding and evaluation of tertiary struc-

ture and biological function (Fig. 3B and SM

section5). In conclusion, optimizedAFPSallows

for the routine stepwise chemical synthesis of

peptide chains of up to ~170 amino acids and

therefore substantially decreases time and

labor associatedwith the chemical production

of single-domain proteins.

The structure and function of folded

synthetic proteins are comparable

to recombinant samples

Determining the purity of long synthetic pep-

tides is challenging because of difficulties asso-

ciated with identification and quantification

of by-products by standard analytical tech-

niques. In a physiological environment, the

native folded structure of a globular protein,

which gives rise to its distinctive biological

activity, is determined by its amino acid se-

quence (36). As a consequence, the tertiary

structure of a protein can be used as ameasure

of the chemical integrity of the primary amino

acid sequence (37).

We folded and purified selected synthetic

proteins by size exclusion chromatography and

ion exchange chromatography and character-

ized their tertiary structure with biophysical

and functional assays, alongside recombinant

protein standards.Our goalwas to demonstrate

the fidelity of our AFPS protocol in delivering

synthetic proteins of defined covalent struc-

ture and high chiral integrity. To this aim, we

thoroughly characterized barnase and further
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investigated barstar, sortase A*, MDM2, and

HIV-1 protease. Folding of the synthetic pro-

teinswas case-specific andwas achieved either

by following a literature protocol or by screen-

ing various conditions.

Chemical denaturation is diagnostic for as-

sessing structural integrity and stability of syn-

thetic proteins. The globular protein barnase,

a bacterial ribonuclease (RNase) isolated from

Bacillus amyloliquefaciens, is a model system

to investigate protein folding, denaturation,

and binding to its inhibitor protein barstar

(Fig. 4A) (38, 39). The primary structures of

synthetic and recombinant barnase were in-

distinguishable by LC-MS andHPLCmethods
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Fig. 3. AFPS enables

high-fidelity production of

long amino acid sequences

in hours. (A) Sequences

produced using an AFPS

instrument. Sequences high-

lighted in gray were folded and

purified, and their structure

and biological activity were

evaluated. All sequences were

synthesized using the same

standard recipe. PDB 1AY7

(barstar) (59), 2KQP

(proinsulin) (58), 1CGD

(collagen) (60), 2JE4

(HIV-1 protease dimer with

inhibitor) (30), 1BRS (barnase)

(57), 3G03 (MDM2) (61),

2NWD (lysozyme) (62),

4Q9G (FGF1) (63), and 2KID

(sortase A) (64) were used.

(B) Analytical data for

the purified sequences of

proinsulin, barstar, collagen,

HIV-1 protease, MDM2[1–118],

lysozyme, FGF1, and sortase

A*. For all cases, analytical

HPLC data of the purified

protein chains are presented as

the main chromatographic

trace with absorbance detec-

tion at 214 nm. The gradient for

analytical HPLC was 5 to

65% B. A linear gradient of

acetonitrile with 0.08%

trifluoroacetic acid (TFA) added

(solvent B) in water with 0.1%

TFA added (solvent A) was

used in all cases. Electrospray

ionization (ESI) mass spectrum

(upper left) and deconvoluted

mass spectrum (upper right)

are also shown in each case.

Both spectra were obtained by

summation of the entire

LC peak; additional details

on purification and analytical

methods are in the SM section 5.
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(Fig. 4B). We used a chemical denaturation

fluorometric assay as a readout for the in-

tegrity of the tertiary structure (Fig. 4C). In

this assay, tryptophan fluorescence was used

to monitor the folding equilibrium, as the

concentration of urea was varied. Synthetic

barnase exhibited a transition midpoint (the

concentration at which half of the sample is

unfolded, [D]50%) that compared well to both

the authentic recombinant sample and liter-

ature value {[D]50%, synthetic = 4.68 ± 0.06 M;

[D]50%, recombinant= 4.63 ± 0.04M (mean ± SE);

[D]50%, literature = 4.57 M} (39). More impor-

tantly, the m values obtained in the experi-

ment, which describe the slope of the unfolding

transition and are a sensitive measure of struc-

tural homogeneity, were similar [msynthetic =

1.82 ± 0.25 kcalmol
−1
M
−1
;mrecombinant= 1.88 ±
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Fig. 4. Synthetic barnase

and synthetic barstar fold

into the native tertiary

structure and display

enzymatic activity compara-

ble to recombinant samples.

(A) Conceptual overview

of production and analysis

methods. (B) Comparison

of primary structures obtained

from AFPS and recombinant

expression. For both cases,

analytical HPLC data of the

purified barnase are presented

as the main chromatographic

trace with absorbance

detection at 214 nm

(additional details in the SM).

ESI mass spectrum and

deconvoluted mass spectrum

of the purified peptide

samples are displayed in the

upper-left and the upper-right

insets, respectively. Both

spectra were obtained by

summation over the entire LC

peak in the chromatogram.

(C) Structural evaluation

of barnase in a chemical

denaturation assay using urea

as denaturant performed in

triplicate; results are reported

as mean ± SE. Error bars

on the graph indicate SE.

(D) Quantitative enzymatic

activity assay performed

in triplicate; error bars are not

displayed for clarity. Details

are outlined in the SM. kcat/KM
values are reported as mean ±

SE. (E) Barnase inhibition

and binding assay using

recombinant and synthetic

barstar. 3.4 nM barnase

was used in all conditions.

Details are outlined in

the SM. PDB 1BRS (barnase)

(57) and 1AY7 (barstar)

(59) were used.
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0.21 kcal mol
−1
M

−1
(mean ± SE);mliterature =

2.06 kcal mol
−1

M
−1
] (39). If the synthetic

protein were microheterogeneous (e.g., con-

tained a distribution of isomers or deletion

coproducts), then the apparentm valuemay be

altered owing to the distribution of [D]50%
values represented within the mixture. There-

fore, because the synthetic sample exhibited

anm value within the error of the recombinant

sample, we concluded thatmicroheterogeneity

was negligible.

Enzymatic assays show comparable activity

of synthetic proteins obtained by AFPS and

their recombinant equivalents. Enzymatic ca-

talysis is sensitive to minor changes in the

enzyme’s tertiary structure, for which even

single point mutations can have a major im-

pact (40, 41). We evaluated the native activity

of three synthetic variants of well-studied en-

zymes: barnase, HIV-1 protease, and sortase A*.

Barnase catalyzes hydrolysis at diribonucleotide

GpN sites. Its specific activity can be measured

bymonitoring hydrolysis of a DNA-RNA hybrid

containing a Förster resonance energy transfer

fluorophore pair (42). The enzymatic efficiency

of synthetic barnase was kcat/KM = (7.6 ± 0.2) ×

10
6
M
−1
s
−1
(mean± SE), which is comparable to

that of recombinant barnase [kcat/KM = (9.0 ±

0.3) × 10
6
M

−1
s
−1

(mean ± SE)] determined

using the same assay (Fig. 4D).

The primary structure of HIV-1 protease

was confirmed by LC-MS and HPLCmethods

(Fig. 5B). HIV-1 protease hydrolyzes the pep-

tides of HIV, and using a fluorogenic peptide

allows for quantification of its proteolytic ac-

tivity (43). Synthetic HIV-1 protease displays

a Michaelis constant of KM = 20.9 ± 1.0 mM

(mean ± SE) and a turnover number of kcat =

29.6 ± 4.1 s
−1
(mean ± SE), close to literature

values published for a similar synthetic sam-

ple obtained by SPPS (Fig. 5C) (30). Incuba-

tion of the synthetic protease with a model

substrate peptide results in wild type–like

specificity with exclusive cleavage at a single

Phe-Pro site (Fig. 5D) (29).

Sortase A59–206 is a transpeptidase produced

by Gram-positive bacteria that catalyzes a cell

wall sorting reaction at a threonine-glycine

bond in the LPXTGmotif (Leu-Pro-X-Thr-Gly,

where X is any amino acid) (44). We syn-

thesized the 164–amino acid–long sortase A*

variant (P94S/D160N/K196T; P, Pro; S, Ser; D,

Asp; N, Asn; K, Lys; T, Thr) to allow for direct

comparison to a recombinant standard (45, 46).

At a concentration of 0.01 mg/ml, synthetic

sortase A* led to 47%product formation by LC-

MS within 24 hours (starting from 0.2 mg/ml

GGGGGLY and AQALPETGEE as test sub-

strates; G, Gly; L, Leu; Y, Tyr; A, Ala; Q, Gln;

E, Glu) (fig. S23). This conversion value is com-

parable to that determined for the recombi-

nant protein (50% product formation within

24hours). Enzymatic activity assays of synthetic

proteins accessed by AFPS therefore confirmed

both the high substrate specificity and com-

parable activity to recombinant enzymes and

literature values.

Binding studies of synthetic MDM2 and

barnase confirmed specific affinities for their

respective substrates. Barnase binds selec-

tively and with high affinity to its inhibitor

barstar. In a gel-based assay, recombinant

barstar inhibited RNase activity of synthetic

and recombinant barnase in a concentration-

dependent manner (Fig. 4E) (47). In addition,

synthetic barstar obtained with AFPS per-

formed comparably to recombinant barstar.

To quantify binding of a synthetic protein

to a known ligand, we also characterized the

N-terminal binding domain of MDM2
[1–118]

(32). The binding of MDM2 to p53 is a key in-

teraction in multiple pathways up-regulated in

cancer (48, 49). We foldedmilligram quantities

of syntheticMDM2
[1–118]

and characterized its

binding to immobilized p53
[14–29]

usingbiolayer

interferometry (figs. S24 and S25). Synthetic

MDM2
[1–118]

displayed an affinity toward p53

[dissociation constant (Kd) = 6.25 mM] compa-

rable to the literature value (Kd = 5.45 mM) ob-

tained under the same folding conditions.
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Fig. 5. Synthetic HIV-1 protease

containing three noncanonical

amino acids folds into the native

dimer structure and displays

enzymatic activity and substrate

specificity comparable to literature

samples. (A) Crystal structure of

HIV-1 protease dimer with highlighted

noncanonical amino acids aminobutyric

acid (Abu, blue) and norleucine

(Nle, red). PDB 2JE4 (HIV-1 protease

dimer with inhibitor) (30) was used.

(B) Primary structure obtained

from AFPS. Analytical HPLC data of

the purified HIV-1 protease is presented

as the main chromatographic trace

with absorbance detection at 214 nm

(additional details in the SM). ESI mass

spectrum and deconvoluted mass

spectrum of the purified sample

are displayed in the upper-left and

the upper-right insets, respectively.

Both spectra were obtained by

summation over the entire LC peak in

the chromatogram. (C) Quantitative

enzymatic activity assay performed in

triplicate for the determination of

kcat and KM values. Results are

reported as mean ± SE. Error bars on

the graph indicate SE. Lit., literature.

(D) Qualitative substrate specificity assay with model substrate p12nt, in which HIV-1 protease exclusively cleaves at a single Phe-Pro site whereas bovine serum

albumin (BSA) stays intact; details are outlined in the SM.
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Discussion

The optimized AFPS protocol demonstrates

advantages of flow chemistry over common

batch methods, yielding peptide chains more

than three times longer than previously ac-

cessible by routine standard SPPS (6). An

improvement to existing flow protocols was

achieved by rapid screening of variables in a

reproducible reaction setup. Even though in

this study AFPS yields superior results over

traditional SPPS methods in terms of total syn-

thesis time and crude product quality, general

challenges associated with peptide synthesis,

such as low atom economy and the use of DMF

as a solvent, remain unsolved. A potentially

limiting feature of our setup is synthesis scale.

The capacity of the reactor used in our study

allows up to 200 mg of resin with a loading

of 0.49 mmol/g. Increased production output

can be achieved by incorporating a larger

reactor in the current system, but such a modi-

fication will likely require specific optimiza-

tion, toward which we performed preliminary

investigations (19). Sincewe implementedAFPS,

we have produced more than 5000 peptides

and automatically collected in-line analysis

data for all syntheses. Moving forward, this

extensive, high-quality dataset could be lever-

aged to further improve peptide synthesis in

flow using machine learning and other com-

putational methods. Ultimately, we intend for

this report to serve as a blueprint for the auto-

mated flow synthesis of other biopolymers

and artificial sequence-defined polymers (50).

A robust, widely available routine method

for chemical production of proteins is poised

to have a strong impact on chemical biology

and the development of new therapeutics. Our

advances provide a viable solution to reliably

assemble long linear peptide chains, shifting

the focus in the field of chemical protein syn-

thesis to improving folding protocols and,

most importantly, applications. Combinedwith

chemical ligation, rapid stepwise production

of single-domain proteins by AFPS technology

will extend the practical applications of total

chemical synthesis to the majority of human

proteins (those with a mass of up to ~30 kDa)

(10, 51). In this respect, we envisage adapting

to our AFPS protocol the incorporation of

peptide hydrazides for thioester-based liga-

tion, an approach previously achieved with

manual flow instrumentation (52). Additional

research avenues opened by our method in-

clude rapid access to mirror-image proteins,

posttranslationally modified proteins, and de

novo–designed, abiotic proteins. Introduction

of noncanonical amino acids as point muta-

tions in native proteins will make accessible

variants with considerably altered biological

function, for example, catalytic activity (53, 54).

Finally, AFPS has the potential to enable on-

demand production of time-sensitive and po-

tentially life-saving personalized medicine,

such as for enzyme replacement therapy or

neoantigen cancer vaccines (55, 56).
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OCEAN CIRCULATION

Strengthening of the Kuroshio current by intensifying
tropical cyclones
Yu Zhang1*, Zhengguang Zhang1, Dake Chen2,3, Bo Qiu4, Wei Wang1

A positive feedback mechanism between tropical cyclones (TCs) and climate warming can be

seen by examining TC-induced energy and potential vorticity (PV) changes of oceanic geostrophic

eddies. We found that substantial dissipation of eddies, with a strong bias toward dissipation of

anticyclonic eddies, is directly linked to TC activity. East of Taiwan, where TCs show a remarkable

intensifying trend in recent decades, the ocean exhibits a corresponding upward trend of positive

PV anomalies. Carried westward by eddies, increasing numbers of positive PV anomalies impinge on

the Kuroshio current, causing the mean current to accelerate downstream. This acts in opposition

to decreasing basin-scale wind stress and has a potentially important warming impact on the

extratropical ocean and climate.

I
n a warming climate, very intense tropical

cyclones (TCs; categories 4 and 5 on the

Saffir-Simpson scale) are becomingmore

intense and frequent, as proposed by theo-

retical and modeling studies (1–4) and

supported by observations (5, 6). This behavior

raises the question of what feedbacks can be

induced by TC changes on climate.Much prior

work has been focused on TCs’ interaction

with the quiescent upper ocean. For example,

the decay of cold ocean wakes produced by

storm-driven mixing causes net heating of

the upper ocean and has been suggested to

have important effects on global climate (7, 8).

The ocean is anything but quiescent or uni-

form, though, and is full of dynamical struc-

tures of different scales. Among them, rotating

structures with spatial scales of order O (10 to

100 km), temporal scales of order O (100 days),

and vertical extents of 1000m ormore, usually

referred to as mesoscale eddies, are the most

ubiquitous and energetic; they play an essen-

tial role in transporting material and energy,

and they modulate large-scale ocean circula-

tion (9–11).

Because mesoscale eddies are ubiquitous,

their encounters with TCs are not rare. By

modulating subsurface density as well as ther-

mal conditions, these synoptic-scale structures

have been found to greatly affect the evo-

lution of a storm’s strength, posing a big

challenge for operational prediction of TC in-

tensity (12–15). Meanwhile, TCs can also have

a large impact on eddies through more than

one mechanism and in different or opposite

ways. For example, in central areas of TCs,

strong and positive wind stress curl domi-

nates, producing divergent surface currents,

forcing cool water upward from below, and

elevating isopycnals asmuch as 100m, in the

same sense as the circulation of cyclonic eddies

and the associated upward displacements of

isopycnals. Hence, oceanic cyclonic eddies can

be enhanced or generated (16–18) while their

mirror images, anticyclonic eddies, can be

weakened. In outer regions of TCs, the wind

stress curl is negative and veryweak. Although

the effects are to strengthen anticyclonic ed-

dies yet weaken cyclonic eddies, opposite to

those inside TCs’ cores, the amplitudes are

much reduced. In themeantime, at the small-

est scale satisfying geostrophy, mesoscale eddies

are always close to geostrophic balance. If this

balance is disturbed through processes such as

the shoaling of isopycnals by strong storms,

the flow will adjust itself back to a state of

geostrophic balance. This process, known as

geostrophic adjustment, was first considered

by Rossby in 1938 (19) and has since been in-

vestigated in a variety of contexts both linear

and nonlinear (20–23). Common to all those

studies is that the flows in question hold less

energy at their end states than they do initially,

and energy is dispersed in the form of inertial

gravity waves (19, 24). It is therefore antici-

pated that eddies under the influence of strong

storms may be perturbed and subsequently

undertake adjustment processes that atten-

uate them (25).

Evidence continues to mount that both

mechanisms described above exist, working

together to reduce the strength of anticyclonic

eddies but acting against each other in chang-

ing cyclonic eddies. Which process dominates,

and what overall influence the TCs exert on an

underlying eddy field, remains unclear. To this

end, a survey of eddies’ lifetime evolution—in

particular, immediately after their meeting

with TCs—is necessary. The advent of satellite

altimetry has enabled global and synoptic

mapping of eddies with prominent surface

signatures (26). The later combination of data

from two altimeters has provided a time-series

record of global maps of ocean eddies at high

spatial and temporal resolutions [DT-2014daily

“two-sat merged” gridded product provided

by archiving, validation, and interpretation

of satellite oceanographic data (AVISO) (27)].

On the basis of that record, an eddy-tracking

data archive was constructed, providing at

daily frequency the center, amplitude, polar-

ity, radius, and rotational velocity for those

eddies identified and tracked by altimetry (28).

In addition, Argo floats have provided depth

profiles of temperature and salinity, fromwhich

eddies’ vertical structures can be extracted

(29). Taking advantage of both AVISO and

Argo data, a law for the universal structure of

eddies was uncovered (30), making it possible
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Fig. 1. Changing rate of eddy energy

versus distance from TC center.

Mean changing rate of eddies’ total

energy is plotted against radial dis-

tance, averaged over 15 days after

passing of TCs, for anticyclonic eddies

(red curves) and cyclonic eddies (blue

curves). Curves with circles are for all

TCs in the western North Pacific Ocean

between 1993 and 2014; those with

squares are for more intense winds with

speed greater than 40 m s–1.
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to accurately infer an eddy’s three-dimensional

structure from its surface signal. Using 20 years

of these datasets in combination with TC ob-

servations in the western North Pacific, we

carried out an analysis of the evolution of

three-dimensional eddy energy and potential

vorticity fields with a special focus on storm

effects. [Potential vorticity (PV) is a dynam-

ically conserved quantity depicting the ten-

dency of a rotating fluid to spin.] Our results

indicate that the interaction with TCs can in-

troduce an important, newly recognized fea-

ture of the eddy field, which, together with

the strengthening trend of TCs in a warming

climate, has potentially strong influence on

large-scale ocean circulation and climate.

Eddy response to TCs

Figure 1 shows the results of a survey of the

rates of energy change of eddies during the

15-day period after their encounters with TCs

in the western North Pacific Ocean (see sup-

plementary materials). The rate of change de-

pends on factors including storm wind speed,

eddy polarity, and the radial distance, r, be-

tween an eddy and the storm’s center at the

time of meeting.

Cyclonic and anticyclonic eddies show ob-

vious differences with little asymmetry about

the storm track (see supplementarymaterials),

especially under strong winds. Anticyclonic ed-

dies that have passed within ~1000 km of the

storm center generally experience substantial

weakening afterward. On average, the energy

decay rate declines from the storm centermono-

tonically outward, asymptotically approaching

the background dissipation level that is weaker

than the central maximum value by a factor of

2 to 3 (red curves in Fig. 1). Cyclonic eddies’

responses, although close to those of anticy-

clonic eddies’ responses farther away from the

storm, exhibit a tendency to strengthen pro-

gressively as they approach the storms’ centers

(blue curves in Fig. 1). Thus, TCs not only cause

the entire eddy field to decay substantially

more quickly than otherwise might have oc-

curred but also make cyclonic eddies relatively

stronger than anticyclonic eddies.

As seasonal phenomena, TCs develop mostly

during the months of June through November,

with peak activity occurring usually in late sum-

mer (31). If TCs’ effect is dominant in driving

eddy dissipation, the year-round energy evolu-

tion of eddies should exhibit similar seasonality.

In the North Pacific Ocean, only two areas

demonstrate strong seasonal variation of the

decay rates of eddies (Fig. 2A), and both are

near the western boundary: One located at

20° to 30°N and 120° to 130°E, east of Taiwan,

coincides with the region of the strongest TC

activity (solid contours in Fig. 2A); the other

one is located in the Kuroshio Extension. Both

regions are prominent for vigorous eddy fields,

but they differ fromeach other in two important

aspects. First, their energetic eddy fields have

different origins. In the Kuroshio Extension

region, a high eddy kinetic energy level arises

from the meandering of the current itself (32),

while along latitudes around 25°N, eddies are

generated in the shearing flows between the

eastward Subtropical Counter Current located

in the 18° to 25°N band and the underlying

westwardNorth Equatorial Current (33). After

generation, these eddies propagatemainly west-

ward at speeds of a few centimeters per second,

evolve as they move, enter and pass through the

region of strong TC activity, and finally collide

with the Kuroshio before they disappear (32).

Second, seasonal variations of the eddies’ decay

rates in the two regions have different origins.

In the TC-active region, the seasonal variation

of the decay rate is in phase with that of TC

activity (Fig. 2B), and so is the difference of

decay rates between anticyclonic and cyclonic

eddies (see supplementary materials). Both

pieces of evidence indicate TCs’ vital role in

causing eddy dissipation. In the Kuroshio Ex-

tension region, the seasonal variation of the

decay rate is almost 180° out of phase with

that in the south, being strong in winter and

spring but weak in summer and autumn (Fig.

2C). A closer look at different factors con-

tributing to eddies’ energy evolution reveals

that the seasonality of the decay rate in this

area is primarily due to the seasonally varying

ocean stratification. Following the seasonal

variation of solar irradiance, the buoyancy flux

across the air-sea interface changes, as does

the stratification in the ocean interior, which,
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Fig. 2. Seasonal variation of eddy energy

changing rate. (A) Seasonal variation ampli-

tude of eddy energy changing rate in the

North Pacific Ocean (color scale). TC inten-

sity, defined as annual accumulated power

input of TCs to the ocean,
P

v
3 (where v is

the local instantaneous wind speed from

the Best Track Dataset of Tropical Cyclones),

is shown as solid contours. Seasonal variation

amplitudes of oceanic stratification are

shown as dashed contours. See supplemen-

tary materials for details. (B and C) Sea-

sonal variation of eddy energy changing rate

(blue) as compared with seasonal variation

of oceanic stratification (red) in the

TC-active region (120° to 130°E, 20° to

30°N) (B) and the Kuroshio Extension region

(C). A 3-month running mean smoothing

was applied to the time series.
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as one of the most essential environmental

factors shaping eddy characteristics, further

modulates their energy and the associated

evolution process. Near the tropics, both solar

heating and ocean stratification change less

across different seasons than they do at higher

latitudes (dashed contours in Fig. 2A), whereas

TC activity is much stronger, leaving TCs’

seasonal forcing largely responsible for the

seasonality of eddies’ decay.

Our eddy energy analysis is performed in a

Lagrangian framework (see supplementary

materials): For each eddy identified by altim-

etry, the sum of kinetic and available potential

energy is calculated on a daily basis along its

track, and the 15-day low-pass–filtered chang-

ing rate is subsequently computed. More im-

portant, the volume integration instead of the

surface component of energy is evaluated so as

to include the effect of ocean stratification in

driving the seasonality of the energy decay.

The TC-active region east of Taiwan (20° to

30°N, 120° to 130°E) not only has the strongest

storms on average but also has displayed an

obvious trend in TC intensity over the past

decades, primarily due to intensified very

strong storms (winds with speed above 40m s
–1
;

Fig. 3A). Because intense TCs are inclined to

induce greater dissipation of anticyclonic ed-

dies but to causemoderate to weak dissipation,

or even discernible strengthening, of cyclonic

eddies, we anticipate relatively more energetic

cyclonic eddies than anticyclonic eddies under

intensifying TC activity. This expectation is con-

firmed by a trend analysis of energy difference

between cyclonic and anticyclonic eddies in

the entire basin. The result yields two regions

of peak signals (Fig. 3B); the southern one

located around 25°N displays a strong positive

trend resulting from the strengthening of

cyclonic eddies and the concurrent weaken-

ing of anticyclonic eddies (Fig. 3C). The re-

gion is nearly contiguous with the TC-active

area (solid contours in Fig. 3B). Furthermore,

its remarkable amplitude makes it distinct

and isolated from both the neighboring areas

and the latitudinal band farther to the east,

from where eddies seen in this region are

propagating. Therefore, the difference be-

tween the two types of eddies in this region

is unlikely to be the result of any remote

forcing. Instead, the strengthening of local

TC activity introduces this new feature of the

eddy field.

The Kuroshio Extension shows distinctly dif-

ferent trends between cyclonic eddies and

anticyclonic eddies but with signs alternating

zonally along the flow axis (Fig. 3B). Because

eddies here are formedmostly by the pinch-off

process of meanders, eddies generated from

northward meanders are anticyclonic eddies

with anomalous warm water at the core, and

those generated from southward meanders

are cyclonic eddies with cold cores. In other

words, north of the flow axis, anticyclonic eddies

tend to dominate, whereas to the south cyclonic

eddies prevail; however, with the meridional

migration of the flow axis, the relative strength

of the two types of eddies will be changed. For

example, a region previously dominated by

anticyclonic eddies will be filled with more

cyclonic eddies as the axis moves to the north.

Presumably the strong signals with alternating

signs are related to spatial migration of the

current axis, which is inhomogeneous in the

zonal direction (34); these signals result from

the redistribution of eddies but do not reflect

net changes of the eddy field as a whole. There-

fore, the only robust strengthening trend of

cyclonic eddies relative to anticyclonic eddies

in the North Pacific Ocean is the TC-driven

trend east of Taiwan.

Strengthening of the Kuroshio current by eddies

The Kuroshio is primarily wind-driven. As

the western boundary current of the North

Pacific subtropical gyre, it acts as the return

limb for the southward interior Sverdrup flow

that is controlled by the basin-scale wind

stress curl (32). Nonetheless, many other fac-

tors besides the basin-scale wind, such as the

El Niño–Southern Oscillation (ENSO), the

Pacific Decadal Oscillation (PDO), and the local

990 29 MAY 2020 • VOL 368 ISSUE 6494 sciencemag.org SCIENCE

Fig. 3. Time series of TC intensity and energy

difference between cyclonic eddies and anti-

cyclonic eddies. (A) Time series of TC intensity,

defined as annual accumulated power input

in the TC-active area with winds below 40 m s–1

(blue) and above 40 m s–1 (red), from 1993 to

2014. (B) Linear trend of energy difference

between cyclonic eddies and anticyclonic eddies

in the North Pacific Ocean (color scale). Linear

trend of TCs’ annual accumulated power input is

shown by contours. (C) Time series of normal-

ized volume-integrated energy of cyclonic eddies

(upper, blue dots) and anticyclonic eddies

(lower, red dots) in the TC-active area. Linear

trends are shown by solid lines. A 3-year running

mean smoothing was applied to the time series.

Each time series was normalized by dividing

by its own 20-year mean.
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wind stress and topography, influence it as

well (35–37). In particular, eddy activity has

been suggested as a main modulator of the

Kuroshio east of Taiwan (37, 38). Because

this segment of the Kuroshio is also on the

western edge of the TC-active region, a ques-

tion naturally arises as to how the current is

affected by the strengthening trend of cyclon-

ic eddies relative to anticyclonic eddies dis-

cussed above.

The eddy flux of potential vorticity (PV) is

the key to answering this question, because

it comprehensively reflects the dynamical

and thermodynamical links between themean

and eddy components of the flow field (39).

A crucial difference between a cyclonic and

an anticyclonic eddy is that the former has a

positive PV anomaly while the latter has a

negative one, both of which are carried west-

ward like passive tracers by these fairly non-

linear and isolated eddies. Because cyclonic

eddies are relatively stronger than anticyclonic

eddies, the associated positive PV anomaly

prevails (Fig. 4A), leading to a westward flux

of net positive PV anomaly toward the mean

current. According to the turbulent Sverdrup

balance theorized by Rhines and Holland in

1979 (40), the westward positive eddy PV flux

works to increase the PV of the mean com-

ponent by accelerating the current northward

(see supplementary materials). As shown be-

low, this is the underlying mechanism for the

downstream acceleration of the Kuroshio in

recent decades.

In the past two decades (1994–2013), Kuroshio

transport east and downstream of Taiwan has

undergone an obvious decreasing trend. The

trend has been ascribed to the weakening of

the subtropical wind stress curl (41), which,

according to the classical Sverdrup balance,

sets the transport of the western boundary

current (42), but apparently this is not the

whole story. For example, across both section

3 and section 9, the Kuroshio transport was

noticeably weakened, but the upstream tran-

sport was reduced more remarkably: a 13%

decrease at section 3 (Fig. 4B) versus a 3%

decline at section 9 (Fig. 4C). Meanwhile, the

strength of the basin-scale wind stress curl

within this latitudinal band experienced a

much greater decline than that of the Kuroshio

transport, and the reduction amplitude slightly

strengthened northward: a 27% decrease around

the latitudes of section 3 (Fig. 4D) versus amore

vigorous one, 31%, at section 9 (Fig. 4E). There-

fore, some other factors must be accelerating

the Kuroshio and counteracting the decelerat-

ing effects of the basin-scale wind.

To get a clearer picture, we take the dif-

ference between the two sections. The differ-

ence of Kuroshio transport reveals a large

positive trend suggesting that the flow has

increased downstream in the past 20 years

(Fig. 5A). The difference of the strength of the

basin-scale wind stress curl, however, demon-

strates a slight downward trend, correspond-

ing to a tendency for downstreamdeceleration

of the current (Fig. 5B). Hence, the classical

Sverdrup balance depicting the dominant role

of the basin-scale wind field cannot explain the

observed acceleration of the current, and there-

fore, consistent with the turbulent Sverdrup

balance theory, eddy PV flux is implicated.

Calculation of the eddy PV flux (see supple-

mentary materials) between the two sections

yields a curve (Fig. 5C) that is in good agreement

with the downstream transport change (cor-

relation coefficient of 0.69) in terms of both

the interannual variability and the long-term

upward trend. Moreover, at other locations

along the current axis from south of Taiwan

toward south of Japan (red dots in Fig. 4A),

trends of the downstream change of Kuroshio

transport and trends of the corresponding

eddy PV flux (Fig. 5D) show a linear relation

between the two that is consistent with our

theoretical prediction.
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Fig. 4. Variation of Kuroshio transport along its path. (A) Linear trend of

eddy potential vorticity (PV) anomaly in the western North Pacific Ocean

(color scale). Mean velocity (arrow directions and lengths indicate direction and

magnitude of velocity), coastlines (contour), and locations of cross sections

(red dots) are shown. Sections 3 and 9 are denoted by solid blue lines. (B) Time

series of normalized Kuroshio transport across section 3 (blue). (C) Same as

(B) but for section 9 (red). (D) Time series of normalized strength of the wind

stress curl (blue) zonally averaged across the basin and meridionally within the

latitudinal range of section 3 (20° to 25°N). (E) Same as (D) but for section 9

(25° to 30°N). Dots denote annual mean values with a 3-year running mean

smoothing applied; solid lines denote linear trends. The Kuroshio transport across

each section was calculated as the along-section integration of perpendicular

surface geostrophic velocity. In (B) to (E), each time series was normalized by

dividing by its own 20-year mean.
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All the above pieces of evidence point to

the eddy effect as the reason for the increas-

ing strength of Kuroshio transport despite

the weakening basin-scale wind stress curl,

indicating a linkage between TC activity and

the Kuroshio transport change. Relative to

TCs, oceanic eddies usually have much lon-

ger life spans and much slower translation

speeds. Thus, eddies facilitate slow oceanic

responses to TCs’more rapid forcing, which

would further feed back onto the longer-term

variations of the large-scale ocean circulation

and climate change through eddy–mean flow

interactions.

Conclusions

The kinetic energy of the ocean circulation

is dominated by mesoscale eddies, which have

been receiving much attention since they were

first discovered in the early 1960s. Here, we

have demonstrated a linkage between TC forc-

ing and the substantial decay of the underly-

ing eddy field, from which energy is transferred

progressively downscale to smaller scales

that are vulnerable to dissipation and mixing

processes. Moreover, this decay process has

pronounced seasonality due to the seasonal

variation of TC occurrence, which paces the

downscale energy cascade as well as the en-

hancement of the related mixing in the deep

ocean. Finally, we have shown that the modifi-

cation of the eddy field by TCs results in a

positive feedback between TCs and climate

change by modifying Kuroshio transport.

As the western boundary current of the

North Pacific Ocean, the Kuroshio serves as a

conduit for transporting warm water north-

ward from its equatorial source region, thus

playing a crucial role in modulating the ocean

and climate in mid- to high latitudes (43, 44).

As a result of global warming in recent decades,

the western Pacific Warm Pool has warmed

notably, which may cause more heat to be

carried northward by the Kuroshio, although

to some extent this could be moderated by

the weakening of Kuroshio transport. Global

warming alsomay causemore intense TCs to

occur at a higher frequency, which should

increase the ratio of cyclonic eddies to anticy-

clonic eddies and thereby increase the trend

of positive eddy-PV flux impinging onto the

Kuroshio. That should accelerate downstream

transport and contribute to further warming

at higher latitudes. Notwithstanding the lack

of a quantitative determination of the warm-

ing effect of TCs, it seems quite likely that

overlooking this positive feedback mechanism

could induce measurable bias in climate pre-

dictions. For a proper representation of eddies

in climatemodels, more theoretical andmodel-

ing studies are needed to improve our under-

standing of the physical processes involved in

the interactions among eddies, TCs, and large-

scale ocean circulation.
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SYNTHETIC BIOLOGY

Electrogenetic cellular insulin release for real-time
glycemic control in type 1 diabetic mice
Krzysztof Krawczyk1*, Shuai Xue1,2, Peter Buchmann1, Ghislaine Charpin-El-Hamri3, Pratik Saxena1,

Marie-Didiée Hussherr1, Jiawei Shao2,4, Haifeng Ye2, Mingqi Xie1,4, Martin Fussenegger1,5†

Sophisticated devices for remote-controlled medical interventions require an electrogenetic interface

that uses digital electronic input to directly program cellular behavior. We present a cofactor-free

bioelectronic interface that directly links wireless-powered electrical stimulation of human cells to either

synthetic promoter–driven transgene expression or rapid secretion of constitutively expressed protein

therapeutics from vesicular stores. Electrogenetic control was achieved by coupling ectopic expression

of the L-type voltage-gated channel CaV1.2 and the inwardly rectifying potassium channel Kir2.1 to the

desired output through endogenous calcium signaling. Focusing on type 1 diabetes, we engineered

electrosensitive human b cells (Electrob cells). Wireless electrical stimulation of Electrob cells inside a

custom-built bioelectronic device provided real-time control of vesicular insulin release; insulin levels

peaked within 10 minutes. When subcutaneously implanted, this electrotriggered vesicular release

system restored normoglycemia in type 1 diabetic mice.

P
recise control of dosage is essential for

the success of any drug-based therapy

(1–4). However, taking pills or admin-

istering biopharmaceuticals at regular

intervals based on body weight, as is

standard medical practice, is far from being

precise and does not reflect the dynamics

required for sophisticated metabolic inter-

ventions (1–4). Cell-based therapies capital-

izing on implanted encapsulated designer

cells engineered to fine-tune in situ produc-

tion and systemic delivery of protein thera-

peutics in response to chemical and physical

cues have shown promising results in proof-

of-concept studies (5, 6). Because chemical

control input is often limited, traceless phys-

ical cues such as light (optogenetics) (7–10) or

heat [transmitted by magnetic fields (mag-

netogenetics) or radio waves (radiogenetics)

(11–14)] are attractive for achieving rapid re-

mote control of therapeutic transgene expres-

sion because they avoid the side effects of

chemical trigger compounds (15, 16) as well

as the challenges they may present with re-

spect to bioavailability or pharmacodynamics

(17–20). However, available physically trig-

gered gene switchesmay require a high energy

input (6, 7, 9), often involve complex chemical

or inorganic cofactors (12, 21), andmay require

fine-tuning of the transcription of the ther-

apeutic transgenes, which slows down the

overall response dynamics (5, 6, 9, 12, 22).

Thus, direct cofactor-free wireless electrical

stimulation of engineered cells to control ve-

sicular secretion of protein therapeutics in a

robust, adjustable, and repeatable manner

would offer substantial advantages for medical

applications by enabling direct communication

between electronic devices and designer cells.

Alhough cellular metabolism and human-

made electronics share similar operating prin-

ciples in terms of input sensing, information

processing, and output production, the core

information transfer and processing functions

of living and electronic systems are different,

which limits their interoperability. Humans

use ion gradients across insulated membranes

to simultaneously process slow analog chem-

ical reactions and communicate information

in multicellular systems through soluble or

gaseous molecular signals. In contrast, elec-

tronic systems use multicore central processing

units to control the flow of electrons through

insulated metal wires with gigahertz frequency

and communicate information across networks

via wired or wireless connections. Thus, direct

electrical stimulation of gene expression or

vesicular secretion requires a bioelectronic

interface that manages electrical conduction

between electrodes and electrosensitive designer

cells, as well as conversion of electronic in-

formation via depolarization to protein pro-

duction and release.

The first attempts to create an electrogenetic

interface were reported more than a decade

ago (23, 24), but that interface was neither

direct nor usable under physiological condi-

tions. More recently, a SoxR-based redox

system that can control gene expression in

Escherichia coli was reported (25), but this

was also indirect and was too toxic for in vivo

application. Thus, despite decades of expertise

in converting trigger-inducible bacterial and

fungal repressor-operator interactions into

synthetic mammalian gene switches, simple

translation of bacterial electrogenetics into a

mammalian cellular context has been un-

successful because of the cytotoxicity, limited

bioavailability, and poor clinical compatibility

of electrosensitive redox compounds (23).
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With the advent of optogenetics, it became

possible to use illumination to control target

gene expression remotely, and thus to indi-

rectly link electrical stimulation via a light

source with cellular transcription control (6, 10).

This enabled glycemic control of experimen-

tal type 2 diabetes by controlling an opto-

genetic biomedical implant with a smartphone

to upload instructions for designer cells to

produce and systemically deliver a therapeutic

dose of an insulinogenic peptide (6). How-

ever, the optogenetic device requires a consid-

erable amount of energy to operate the light

source (6, 10). The power efficiency associated

with direct electrical stimulation is a major

reason why clinically licensed pacemakers

can be battery-powered for a lifespan of at

least 15 years (26). Other major challenges to

the clinical application of optogenetic tech-

nology include illumination-based cytotox-

icity (27), the use of bacterial components

(6, 10, 18–20), and the need for sophisticated

chemical or inorganic cofactors that have

side effects (28–30), poor bioavailability, or

short half-lives in vivo (31). Other traceless

physical control technologies based on electro-

induced heat transmission, such as magneto-

and radiogenetics, share the same challenges

(12, 21, 32, 33).

Diabetes is a common, chronic condition,

and so is an attractive target for individualized

precision treatment. Regulation of blood glu-

cose levels is a closed-loop homeostatic pro-

cess. Glucose-stimulated insulin release by

pancreatic b cells involves uptake and me-

tabolism of glucose, adenosine triphosphate–

mediated closure of potassium channels,

depolarization of the plasma membrane, and

opening of the voltage-gated calcium chan-

nels, which results in an intracellular Ca
2+

surge and concurrent rapid release of insulin

from intracellular storage vesicles (34). For

intervention in this process, we aimed to de-

sign a bioelectronic interface consisting of an

implantable platform that combines electron-

ics and electrosensitive designer cells that can

release insulin on demand. The implantwould

incorporate a cell chamber containing semi-

permeable membranes that permit nutri-

ent supply and product delivery via fibrous

connective tissue,while protecting the designer

cells from cellular host responses (35, 36) and

securely containing them for safety reasons

(37). To address this need, we describe here a

direct cofactor-free electrogenetic interface

to trigger vesicular secretion of insulin by

using electrical stimulation to modulate the

membrane polarization of human b cells en-

gineered for ectopic expression of calcium

and potassium channels (Electrob cells). Further-

more, to validate our approach, we incorpo-

rated these electrosensitive designer cells into

a bioelectronics implant and evaluated its per-

formance in a mouse model of type 1 diabetes.

Membrane depolarization–based

transcriptional control in mammalian cells

L-type voltage-gated calcium channels consist

of a1, a2, d, and b subunits and are essential for

the functioning of cardiomyocytes, neurons,

and endocrine cells (38). These channels open

upon membrane depolarization, and the re-

sulting calcium influx regulates muscle con-

traction, vesicular secretion of hormones, and

NFAT (nuclear factor of activated T cells)–

driven induction of target genes (39).

To design amammalian transcription-control

circuit responsive tomembrane depolarization,

we cotransfected human embryonic kidney

(HEK) 293T cells with one of the three L-type

voltage-gated calciumchannels—CaV1.2, CaV1.342A,

or CaV1.3D42—encoded by the common a2/d1
(pCaVa2d1, PhCMV-a2/d1-pA) and b3 (pCaVb3,
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Fig. 1. Design of the electrogenetic circuit in mammalian cells. (A) Schematic representation of the

electrogenetic circuit. The inwardly rectifying potassium channel lowers the resting membrane potential of

HEK-293T cells, and electrical pulses depolarize the plasma membrane and open the L-type voltage-gated

calcium channel. Calcium influx activates the calmodulin/calcineurin pathway, which leads to dephosphorylation of

NFAT and its translocation to the nucleus, where it activates the NFAT-sensitive promoter and triggers transgene

expression. (B) Comparative performance of three L-type voltage-gated calcium channels. Cells were cotrans-

fected with PNFAT3-driven SEAP reporter plasmid (pMX57), plasmids encoding a2/d1 (pCaVa2d1, PhCMV-a2/d1-pA)

and b3 (pCaVb3, PhCMV-b3-pA), and one of the pore-forming subunits: a1C (pCaV1.2, PhCMV-a1C-pA), a1D42A
(pCaV1.342A, PhCMV-a1D42A-pA), and a1DD42 (pCaV1.3D42, PhCMV-a1DD42-pA), to form CaV1.2, CaV1.342A, and

CaV1.3D42, respectively. pcDNA3.1(+) was used as a mock plasmid. The cell membrane was depolarized with

40 mM potassium chloride (red bars); after 24 hours, SEAP was quantified in the supernatant. Blue bars

show negative controls. (C) Coexpression of L-type voltage-gated calcium channel CaV1.2 and inwardly

rectifying potassium channel Kir2.1. Cells were cotransfected with pCaV1.2 (PhCMV-a1C-pA), pCaVa2d1 (PhCMV-

a2/d1-pA), pCaVb3 (PhCMV-b3-pA), pKK05 (PhCMV-Kir2.1-pA), and pMX57 (PNFAT3-SEAP-pA) in the molar

proportions 1:1:1:1:3. Cells were depolarized with 40 mM KCl for 24 hours (red bars) and SEAP was quantified

in supernatant samples. Data are means ± SEM; n = 3. **P < 0.01, ***P < 0.001 (versus control).
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PhCMV-b3-pA) subunits and the respective

channel-forming subunits a1C (pCaV1.2, PhCMV-a1C-

pA), a1D42A (pCaV1.342A, PhCMV-a1D42A-pA), or

a1DD42 (pCaV1.3D42, PhCMV-a1DD42-pA), as well

as the reporter plasmid pMX57 encoding the

human placental secreted alkaline phosphatase

(SEAP) driven by the PNFAT3 promoter (pMX57,

PNFAT3-SEAP-pA) (Fig. 1A). Depolarization of

channel-transgenicHEK-293T cellswith 40mM

KCl revealed that ectopic expression of CaV1.2

showed the highest depolarization-triggered

SEAP induction (Fig. 1B).

Coexpression of the inwardly rectifying po-

tassium channel Kir2.1 (pKir2.1, PhCMV-Kir2.1-

pA), which has been reported to decrease the

resting membrane potential of mammalian

cells (40), substantially decreased basal SEAP

expression and improved the overall induction

profile of the depolarization-triggered CaV1.2-

mediated transcription control device (Fig.

1C). Combinatorial analysis of the importance

of CaV1.2’s individual components for overall

depolarization-triggered transcription control

revealed that the channel-forming a1C subunit

was essential, whereas a2/d1 and b3 were not,

although their absence reduced the maximum

SEAP expression (fig. S1). Therefore, we used

cells expressing the full CaV1.2 with the a1C,

a2/d1, and b3 components as well as Kir2.1, re-

ferred to as ElectroHEK, in all follow-up ex-

periments. Note that ElectroHEK cells are not

activated by physiological ion concentrations,

not even at life-threatening levels of KCl [6.5mM

(27)] or at CaCl2 levels representing a medical

emergency [3.5 mM (28)] (fig. S2).

Design and characterization of a

synthetic electrogenetic mammalian

transcription-control device

To test whether transgene expression could

be directly triggered by electrically stimulated

membrane depolarization, we used voltage-

controlled square unipolar pulses with alternate

polarization to electrostimulate the ElectroHEK

cells transfected with the PNFAT3-driven SEAP

expression vector (pMX57, PNFAT3-SEAP-pA)

(41–43) (Fig. 2A). Indeed, electric pulse stim-

ulation triggered pMX57-transgenic ElectroHEK

cells to produce high levels of SEAP (Fig. 2, B to

D). The electrostimulated transgene expression

could be fine-tuned by voltage (maximum

SEAP induction at 50 V) (Fig. 2B) and could

also be adjusted by altering the pulse length

(maximum SEAP induction at 2 ms) (Fig. 2C).

Full activation of the systemwas reached after

4 hours of stimulation (Fig. 2D). Electrostim-

ulation efficiency did not depend on the puls-

ing frequency within the range of 0.5 to 10 Hz

(Fig. 2E). The parameter set used for effective

electrostimulation did not decrease cell via-

bility (fig. S3, A to D). Additionally, CaV1.2-

deficient HEK-293T cells were insensitive to

electrostimulation (fig. S3E). Kinetic experi-

ments revealed maximum SEAP expression

7 hours after the beginning of stimulation

(fig. S4A) and confirmed the reversibility of

the system (fig. S4B).

Design of the bioelectronic implant

Translation of electrostimulated gene expres-

sion into a clinical proof-of-concept bioelec-

tronic implant required a more compact design

for electrodes and electrostimulation. Simple

miniaturization of the free-hanging electrodes

used in the device described above did not

provide efficient electrostimulation. Thus, we

designed a custom-engineered cell culture in-

sert containing electrodes on either side of a

semipermeable membrane harboring a mono-

layer of electrosensitive ElectroHEKcells (Fig. 3A).

Electrostimulation of pMX57 (PNFAT3-SEAP-

pA)–transfected ElectroHEK cells resulted in peak

SEAP levels at 7.5 V (Fig. 3, B and C), which is

one order of magnitude lower than that of the
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Fig. 2. Characterization of the electro-

genetic circuit in vitro. (A) Schematic

representation of electrical stimulation

setup. Cells were stimulated with carbon

hanging electrodes producing monopolar

pulses with alternate polarization.

(B to E) Cells were cotransfected with

pCaV1.2 (PhCMV-a1C-pA), pCaVa2d1
(PhCMV-a2/d1-pA), pCaVb3 (PhCMV-b3-pA),

pKK05 (PhCMV-Kir2.1-pA), and pMX57

(PNFAT3-SEAP-pA) in the molar proportions

1:1:1:1:3. SEAP assay was performed

24 hours after the beginning of the

electrical stimulation procedure. Blue,

orange, and red bars respectively denote

unstimulated controls, electrically stimu-

lated samples, and cells depolarized with

40 mM KCl. (B) Voltage dependence.

Electrical stimulation was performed for

1 hour with 2-ms pulses at 10 Hz and

the indicated voltage. (C) Pulse length

effect. Electrical stimulation was performed

for 1 hour at 10 Hz, 50 V, and the indicated

pulse length. (D) Time course. Electrical

stimulation was performed for the indi-

cated period of time with 2-ms pulses at

0.5 Hz and 50 V. (E) Frequency effect.

Electrical stimulation was performed

for 1 hour with 2-ms pulses at 50 V and

at the indicated frequency. Data are

means ± SEM; n = 3. *P < 0.05, **P <

0.01, ***P < 0.001 (versus control); ns,

not significant.
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previous free-hanging electrode arrangement,

and at shorter pulse length (Fig. 3, D and E);

both factors are important for high power

efficiency of any electrostimulation device.

To enable electrostimulated transgene ex-

pression by electrosensitive cells in vivo, we

designed a wireless-powered bioelectronic

implant. The custom-engineered cell culture

insert equippedwith the electrodes was clicked

into a 3D-printed FDA-licensed polyamide

casing (Fig. 4, A and B) containing a sealed

electronic switchboard (figs. S5 and S6) that

generated the square unipolar pulses for electro-

stimulation of the encapsulated ElectroHEK

cells. The implant’s electronic circuitry was

inductively powered and controlled by an

extracorporeal field generator that wirelessly

communicated with the bioelectronic implant

at the ISM (industrial, scientific, and medical)

frequency of 13.56 MHz (Fig. 4B and figs. S7

and S8). The voltage of the square pulses gen-

erated by the implant was dependent on the

distance to the center of the field generator

(fig. S9). The electronic circuit was insensitive

to temperatures between 25° and 50°C (table

S1). A control run of the bioelectronic implant

validated wireless-controlled electrostimulated

SEAPexpressionofpMX57-transfected ElectroHEK

cells (Fig. 4C). We confirmed that the bio-

electronic implants are rated IPX7 waterproof

(International Protection Marking, IEC stan-

dard 60529) and show no cell leakage in a

5-day in vitro experiment (table S2).

Electrob cells provide electrostimulated

vesicular secretion

Because ElectroHEK-based insulin production

is transcription-based, it lacks the rapid release

dynamics of vesicular secretion characteristic

of native pancreatic b cells (5). To engineer

mammalian cells for electrostimulated vesic-

ular release of insulin (Fig. 5A), we derived a

monoclonal population, INSVesc, from the

pancreatic b cell line 1.1E7 (44) by selection

for deficiency in glucose sensitivity (Fig. 6, E

and F), but with retention of the vesicular

insulin secretion machinery. Indeed, electron

micrographs of Electrob cells, an INSVesc var-

iant stably transgenic for constitutive expres-

sion of CaV1.2 and Kir2.1 channels (pKK66,

PhEF1a-a1C-P2A-Kir2.1-pA; pMX251, PhEF1a-a2/

d1-P2A-b3-pA) as well as Proinsulin-NanoLuc,

a designer construct engineered to co-secrete

insulin and the Oplophorus gracilirostris

luciferase (NanoLuc) at an equimolar ratio in

endocrine cell types (45) (Fig. 5A), revealed storage

vesicles reminiscent of insulin-containing

granules of human islet-derived b cells (Fig. 5,

D and E). Additionally, Electrob cells showed

well-correlated vesicular insulin and NanoLuc

secretion in response to KCl-mediated (Fig. 5,

B and C) or electrostimulated (Fig. 6, A and

B) membrane depolarization. The stability

and functionality of the Electrob cell line were

confirmed over at least 30 passages during 3

months in continuous culture (fig. S10).

We profiled the depolarization-based in-

sulin release dynamics by electrostimulating

Electrob cells and recording the correspond-

ing NanoLuc-mediated luminescence in the

culture supernatant (Fig. 6C). Peak NanoLuc

levels were reached within 10 min after electro-

stimulation (Fig. 6C), whereas transcription-

based insulin production and secretion by

ElectroHEK, HEK-b (5), and OptoHEK cells (9)

required 8 hours (fig. S11). When repeatedly
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Fig. 3. Design and functionality of the bioelectronic implant in vitro. (A) Schematic representation of

the stimulation setup in a cell culture insert. Two platinum electrodes (blue) were placed on opposite sides of

the porous membrane covered with cells, and electrical pulse stimulation was applied. SEAP was quantified

24 hours after stimulation in the supernatants of the cell culture insert (above the membrane) and the well of

the cell culture plate (below the membrane) to confirm that the secreted protein diffused across the

membrane of the cell culture insert. (B and C) Voltage-dependent response of electrically stimulated pMX57-

transfected ElectroHEK cells grown in a cell culture insert. Cells were stimulated with 2-ms pulses at 1 Hz for

1 hour (orange bars). SEAP was measured in supernatant samples from the cell culture insert (above the

membrane) (B) and from the cell culture well (below the membrane) (C). Blue bars denote negative controls. (D and

E) Pulse length dependence. Cells were stimulated with 7.5 V pulses at 1 Hz for 1 hour (orange bars). SEAP was

measured from supernatant samples from above (D) and below the cell layer (E). Blue bars denote negative controls.

Data are means ± SEM; n = 3. *P < 0.05, **P < 0.01, ***P < 0.001 (versus unstimulated control).
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electrostimulated, Electrob cells recovered full

secretory capacity after 4 hours (Fig. 6D).

Most important, Electrob cells did not show

any glucose-sensitive insulin production,

which ensures exclusive electrostimulation

control of vesicular insulin secretion without

interference from blood glucose levels (Fig. 6,

E and F). Overall, Electrob cells showed electro-

stimulation parameters similar to those of

ElectroHEK cells (fig. S12, A to D). To illustrate

the broad applicability of our approach, we

also demonstrated electrostimulated vesicular

secretion of glucagon by pancreatic alpha

cells, which secrete the insulin counterregula-

tory hormone glucagon by calcium-triggered

vesicular release (46) (fig. S13); this is akin to b

cell–mediated insulin secretion.

Wireless electrostimulated vesicular secretion

of insulin provides rapid glycemic control

in type 1 diabetic mice

Native pancreatic b cells release the insulin

stored in granules via a process known as ve-

sicular secretion (34). The immediate release of

stored insulin improves the response dynamics

and rapidly restores blood glucose homeo-

stasis in response to postprandial excursions.

So far, designer cell–based proof-of-concept

strategies to treat experimental diabetes have

focused on transcriptional control, which is

considered too slow to cope with postprandial

blood glucose surges (5, 6, 12, 14, 21). For

example, previously reported HEK-b cells (5),

which rely on transcriptional control and

the classical secretory pathway for insulin re-

lease, require up to 24 hours to reach phys-

iological blood insulin levels (fig. S14). Similar

performance was observed for OptoHEK cells

(9). In contrast, when placed into the wireless-

powered bioelectronic implant (Fig. 4), Electrob

cells could reestablish postprandial glucose

metabolism in insulin-deficient type 1 dia-

betic mice after a brief electrostimulation

without causing hypoglycemic excursions

(Fig. 7A) and could rapidly decrease blood

glucose levels to restore normoglycemia after

electrostimulation (Fig. 7B). Notably, the re-

sults of glucose tolerance tests revealed com-

parable performance between Electrob cells

andhumanpancreatic islets, which are known

to release insulin by vesicular secretion upon

glucose sensing (fig. S7A). Fast vesicular secre-

tion was also confirmed by blood luminescence

quantification (47), which showed a peak

signal just 1 hour after electrostimulation,

returning to baseline after 2 hours (Fig. 7C).

Glycemia could also be controlled over longer

periods of time without any sign of hypo-

glycemia (Fig. 7D).

Biocompatibility and functional longevity

of the bioelectronic implant

To validate the biocompatibility of the bioelec-

tronic implants, we analyzed treated animals

as well as explanted devices at 3 weeks after

implantation, according to ISO 10993 (48),

and we observed no material cytotoxicity, sys-

temic kidney or liver toxicity, or alteration of

hematologic profile or systemic immune re-

sponses; in addition, we saw no local immune-

cell infiltration or substantial fibrotic tissue

formation at the implant-tissue interface. There

was no apparent indication of implant-related

cytotoxicity (fig. S15) or systemic toxicity (table

S3), and no apparent difference in hemato-

logic profiles among cell-containing and cell-

free bioelectronic implants and biocompatible

control implants (table S4). Likewise, we found

no marked difference in the well-vascularized

fibrous capsule surrounding the implants

(fig. S16) or in immune-cell infiltration (fig.

S17 and table S5) among cell-containing, cell-

free, and biocompatible control implants.

Mice implanted with Electrob cell–containing

bioelectronic devices showed no change of

body weight relative to untreated animals; also,

signs of irritation or inflammation, as well as

serum levels of inflammatory cytokines, were
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Fig. 4. Bioelectronic implant in vitro. (A) Three-dimensional model of a disassembled bioelectronic

implant. A ring containing a porous membrane on one side can be assembled with a 3D-printed polyamide

frame to form a cell chamber. The electronic switchboard is placed on the other side of the frame. The

active platinum electrode (placed in the cell chamber; invisible in the model) is soldered to a connector on a

switchboard. The ground electrode, made out of thin stainless steel mesh, is connected to the second

connector on a switchboard. The bioelectronic implant can be placed subcutaneously on the dorsal

side of the mouse, with the cell chamber facing down. The field generator provides wireless energy trans-

mission. A red diode enables implant function monitoring. (B) Photograph of two bioelectronic implants

with a coin (diameter 27.4 mm) for comparison. (C) Comparison of external generator–powered and implant-

powered electrostimulation of pMX57-transfected ElectroHEK cells. SEAP was measured in supernatant

samples from above the cell layer. Data are means ± SEM; n = 3. ***P < 0.001 (versus control).

RESEARCH | RESEARCH ARTICLES



998 29 MAY 2020 • VOL 368 ISSUE 6494 sciencemag.org SCIENCE

Fig. 5. Electrogenetic engineer-

ing of b cells. (A) Schematic

representation of the electrically

inducible insulin secretion

pathway. The inwardly rectifying

potassium channel Kir2.1 lowers

the resting membrane potential,

which keeps the voltage-gated

calcium channel CaV1.2 closed.

Electrical pulse stimulation causes

membrane depolarization, open-

ing of CaV1.2, and calcium influx,

which stimulates vesicle secre-

tion. Vesicles are loaded with

pre-produced insulin (red dots)

and NanoLuc (yellow dots).

(B and C) Comparison of insulin

secretion by INSVesc and Electrob

cells. Vesicle secretion was

quantified by insulin-specific

enzyme-linked immunosorbent

assay (ELISA) (B) and lumines-

cence (C) before (blue bars)

and after depolarization with

40 mM KCl (red bars). BDL,

below detection limit. Data are

means ± SEM; n = 3. ***P <

0.001 (versus control). (D) Trans-

mission electron microscopy

(TEM) image of Electrob cells.

White arrow indicates an insulin-

containing vesicle. (E) TEM

image of primary b cells from

human pancreatic islets. White

arrow indicates an insulin-

containing vesicle.
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similar to or lower than those of animals treated

with cell-free or biocompatible reference im-

plants (figs. S18 and S19). Visual inspection

of explanted bioelectronic devices showed

no decomposition and no apparent erosion

(fig. S20).

In view of the need for clinical translation

toward a lifestyle-compatible therapeutic

product, we adapted the bioelectronic im-

plant architecture to allow repetitive exchange

of individual cell batches over time (fig. S20A).

Sequential in situ “refilling” of the implanted

bioelectronic device with fresh batches of

Electrob cells without the need for surgical

removal or replacement of the implant will

reduce cost as well as implant-associated in-

fections, while increasing patients’ conve-

nience and treatment longevity. Insulin levels

of type 1 diabetic mice, which had the Electrob

cells of their bioelectronic implants replaced

once a week for a period of 3 weeks, were

restored after remote-controlled electrostimu-

lated insulin release by Electrob cells (fig. S20, B

and C). Together, these results suggest that the

bioelectronic implant successfully integrates

the advantages of electronics-based (49) and

cell-based counterparts (5) and represents a

promising approach to diabetes treatment.

Discussion

In this work, we have eliminated the need to

use light as a converter between electronics

and genetics, advancing optogenetics into

electrogenetics by engineering a direct, cofactor-

free electrogenetic interface that enables elec-

tronics to directly program gene expression

as well as vesicular secretion in human cells.

Furthermore, by incorporating electrogenetic

designer cells (Electrob) containing this inter-

face into a bioelectronic implant, we have

successfully implemented a proof-of-concept

device providing rapid electrostimulated insu-

lin release for the treatment of experimental
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Fig. 6. Functionality of Electrob cells in vitro. (A and B) Electrostimulation of

Electrob cells. Cells were seeded into cell culture inserts, and 24 hours later they

were stimulated with electrical pulses (orange bars) or with 40 mM KCl (red

bars). Blue bars denote negative controls. (A) Insulin content in the supernatant

from inside the insert (above the cell layer) was measured by ELISA; n = 3. (B)

Luminescence was measured in supernatant samples taken from inside the

insert (above the cell layer); n = 3. (C) Secretion kinetics. Electrob cells were

seeded into cell culture inserts and stimulated with electrical pulses (red frame).

Luminescence was measured in supernatant samples every 10 min; n = 4.

(D) Reversibility assay. Electrob cells were electrostimulated for 15 min twice, with

4-hour time intervals between the first and second electrostimulation; n = 4.

(E) Glucose-induced insulin release. Electrob cells were incubated with various

concentrations of glucose for 15 min (blue bar, 2.8 mM glucose; orange bars,

elevated glucose; red bar, 2.8 mM glucose with 40 mM KCl). Luminescence was

measured in supernatant samples; n = 3. (F) Glucose-induced insulin release.

INSVesc cells were incubated with various concentrations of glucose for 60 min

(blue bar, 2.8 mM glucose; orange bars, elevated glucose; red bar, 2.8 mM

glucose with 40 mM KCl). Insulin content was quantified in supernatant

samples; n = 3. Data are means ± SEM. *P < 0.05, **P < 0.01, ***P < 0.001

(versus control).
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type 1 diabetes. The overall slow response dy-

namics associated with transcription-based

control systems (5, 6, 9, 10, 12, 15, 16, 18–21)

highlights the importance of vesicular secre-

tion for the treatment of diabetes, which re-

quires quick vesicular release of insulin to

respond rapidly to postprandial blood glucose

surges (50, 51). Indeed, we found that wireless

electrical stimulation of vesicular insulin release

from our engineered Electrob cells encapsulated

in a bioelectronic implant could attenuate post-

prandial hyperglycemia in type 1 diabeticmice

with performance comparable to that of trans-

planted human pancreatic islets.

Taking account of the importance of eco-

nomical manufacturing, we integrated all

components of the bioelectronic implant into

a 3D-printed polyamide casing. Although the

bioelectronic implant could in principle be

powered by batteries (52) (table S4), for prac-

tical reasons, including the limited space for

implantation and the intrusiveness of animal

experimentation, we chose to power the de-

vice inductively at 13.56 MHz, an FCC-licensed
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Fig. 7. Comparative analyses of Electrob-containing bioelectronic implants

in type 1 diabetic mice. Type 1 diabetic mice implanted on the back with

Electrob-containing bioelectronic devices were profiled for blood glucose dynamics.

(A) Glucose tolerance test. At 48 hours after implantation, the Electrob cells inside

the bioelectronic implant were electrostimulated for 60 min (red line), then

the animals were given intraperitoneal glucose injections and their blood glucose

levels were monitored. All groups received intraperitoneal glucose injection

(2 g per kg body weight). Wild type, n = 8; T1D, implant electrostimulated

(type 1 diabetes, activated implant), n = 6; T1D, empty implant (type 1 diabetes,

implant without cells), n = 10; islets (human pancreatic beta islets), n = 3.

Statistical significance of differences between the electrostimulated and mock

groups was calculated. (B) Real-time glycemia measurement. Fasted type

1 diabetic mice implanted with Electrob-containing bioelectronic implants were

electrostimulated for 30 min and their glycemic profile was recorded.

Nonstimulated control (T1D, implanted mice), n = 6; stimulated group (T1D,

implanted mice), n = 7; wild-type controls, n = 6. The green frame indicates the

normoglycemic range (4.4 to 7.2 mM). Statistical significance was calculated

between electrostimulated mice and nonstimulated controls. (C) Blood luciferase

kinetics of animals implanted with Electrob cell–containing implants electrostimulated

for 30 min (red line; n = 6). NanoLuc was quantified from microliter-scale

blood samples every 30 min. The blue line indicates the nonelectrostimulated

negative control (n = 5); red frame indicates electrostimulation time. Statistical

significance of differences versus time point 0 was calculated with a paired t test.

(D) Fasting glycemia. Type 1 diabetic mice were implanted with Electrob-containing

bioelectronic implants and fasting glycemia was recorded for more than

1 week. Orange line indicates the initial level of average glycemia. Statistical

significance of differences versus time point 0 was calculated with a paired t test.

Data are means ± SEM. *P < 0.05, **P < 0.01, ***P < 0.001.
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radio frequency that is reserved internation-

ally for industrial, scientific, and medical devices

and does not interfere with telecommunica-

tions. Because of the power efficiency of the

implant, we speculate that wireless-powered

control by wearable devices such as smart-

phones and smartwatches might be feasible

in the near future.

However, reaching the full therapeutic po-

tential of electrogenetics will require closed-loop

control. Whereas classical medical interven-

tions are open-loop, because the dose is largely

determined by the physician on the basis of

body weight, closed-loop systems enable feed-

back control that coordinates biomarker input

to therapeutic output and provides an autono-

mous and self-sufficient interface with patients’

metabolism. For electrogenetic type 1 diabe-

tes control, this wouldmean using electronic

blood glucose sensors to directly control elec-

trostimulated insulin release in real time,

much like the concepts currently being ex-

plored for prototypes of the bionic pancreas

(53). However, electronic closed-loop systems

operating in the bionic pancreas require fre-

quent calibration and have a short lifespan

of only a few days (49). On the other hand,

incorporation of a microcontroller and/or a

glucometer into our bioelectronic implant to

achieve closed-loop insulin control should

be a straightforward electrical engineering

implementation. Most important, the de-

layed resorption of insulin from subcuta-

neous tissues to which insulin is delivered

by the bionic pancreas requires dual-hormone

control using glucagon to counteract or pre-

vent insulin-mediated hypoglycemia (54, 55).

We show here that glucagon can be released

from pancreatic a cells by vesicular secretion,

just as insulin is from b cells; this suggests that

a dual-hormone electrogenetic system using

two types of engineered cells would be fea-

sible. Nonetheless, dual-hormone control is

not expected to be necessary with our electro-

genetic system because, as noted above, the

dynamics of electrostimulated vesicular in-

sulin secretion from Electrob cells appear to be

comparable with those of human pancreatic

islets. Furthermore, the demonstration that

our system works in two different types of

cells suggests broad potential applicability of

electrogenetics for electrostimulated hor-

mone release in future cell-based therapies.

As in the case of the bionic pancreas (53),

long-term functionality of cellular implants

remains a major challenge in designing next-

generation encapsulated cell-based thera-

peutic devices (56). A recent clinical trial using

encapsulated pancreatic progenitor cells, the

precursor phenotype of insulin-secreting b

cells (ViaCyte’s VC-01), confirmed the need

for further technological development to pro-

mote engraftment (57). Long-term function-

ality of cells inside implants remains among

the challenges facing translation of academic

proof-of-concept studies into clinical reality. In

this context, the first initiatives to improve via-

bility (Beta-O2 Technologies Ltd.; bAir) as well

as vascularization of encapsulated cells (58)

(e.g., ViaCyte’s PEC Direct or Sernova’s Cell

Pouch System) have already begun in industry.

We have shown that wireless electrical stim-

ulation of insulin release by electrosensitive

designer cells inside a bioelectronic implant

was able to rapidly restore normoglycemia in

type 1 diabetic mice. The adoption of wireless

electronic devices that can program the re-

lease of biopharmaceuticals, either via the

secretory pathway or vesicular secretion, by

means of direct communication between the

device and implanted cells is expected to open

up many new opportunities for advanced pre-

cision healthcare optimized for individuals.
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Control of zeolite pore interior for chemoselective
alkyne/olefin separations
Yuchao Chai1*, Xue Han2*, Weiyao Li2, Shanshan Liu1, Sikai Yao1, Chong Wang3, Wei Shi4,

Ivan da-Silva5, Pascal Manuel5, Yongqiang Cheng6, Luke D. Daemen6, Anibal J. Ramirez-Cuesta6,

Chiu C. Tang7, Ling Jiang3, Sihai Yang2†, Naijia Guan1,4, Landong Li1,4†

The efficient removal of alkyne impurities for the production of polymer-grade lower olefins remains an

important and challenging goal for many industries. We report a strategy to control the pore interior

of faujasite (FAU) zeolites by the confinement of isolated open nickel(II) sites in their six-membered

rings. Under ambient conditions, Ni@FAU showed remarkable adsorption of alkynes and efficient

separations of acetylene/ethylene, propyne/propylene, and butyne/1,3-butadiene mixtures, with

unprecedented dynamic separation selectivities of 100, 92, and 83, respectively. In situ neutron

diffraction and inelastic neutron scattering revealed that confined nickel(II) sites enabled chemoselective

and reversible binding to acetylene through the formation of metastable [Ni(II)(C2H2)3] complexes.

Control of the chemistry of pore interiors of easily scalable zeolites has unlocked their potential in

challenging industrial separations.

M
ore than 350 million metric tons of

lower olefins (ethylene, propylene, and

1,3-butadiene) are produced each year

through the steam cracking of hydro-

carbons. Separating large quantities of

chemical mixtures into purer forms accounts

for an enormous amount of global energy con-

sumption (1). To obtain polymer-grade olefins,

the by-products of alkynes (acetylene, propyne,

and butyne) in the stream must be reduced

to <5 parts per million (ppm), because these

alkynes irreversibly poison the catalysts for

polymerization (2). State-of-the-art techniques

to purify olefins are based on the partial hy-

drogenation of alkynes over supported Pd-

catalysts; however, such methods suffer from

poor selectivity and high costs (3). Emerging

porous sorbents, notably metal-organic frame-

works (MOFs), show preferential adsorption

of alkynes over olefins, suggesting alternative

adsorption-based purification processes for

ethylene (4–8) and propylene (9–11).

However, such processes have yet to be com-

mercialized because of the inherently limited

stability and high production costs of MOFs.

Additionally, the primary physisorptionmech-

anism in MOFs that drives separations results

in a trade-off between adsorption selectivity

and capacity.

Zeolites have structural robustness and low-

cost production, and they are widely used for

industrial separations on the basis of their

molecular sieving property (12), but they are

not effective for alkyne/olefin separations be-

cause thesemolecules have similarmolecular

sizes and volatilities (13). Zeolites can act as

useful scaffolds to stabilize active metal sites

to uncover previously unidentified functions

and properties. In this work, we confine iso-

lated Ni(II) sites into faujasite (FAU) zeolite

to achieve remarkable adsorption of alkynes

from a range of alkyne/olefin mixtures. The

strong yet fully reversible binding between

alkyne and the open Ni(II) sites results in the

formation of metastable [Ni(alkyne)3] com-

plexes under dynamic conditions and enables

the complete removal of alkynes from olefins

(alkynes <1 ppm). The facile production and

high stability of Ni@FAUreinforce its potential

in the industrial purification of lower olefins.

M@FAUzeolites [M=Ni(II),Cu(II), andZn(II)]

were synthesized fromhydrothermal reactions

of mixed gels {molar ratio of SiO2:Al2O3:Na2O:

M-TAPTS:H2O = 7.8:1.0:2.2:0.6:174; TAPTS =

3-[2-(2-aminoethylamino)ethylamino]propyl-

trimethoxysilane} and subsequent processing

(yield, 77 to 85%). The TAPTS ligand was used

to coordinate Ni(II) ions for their inclusion in

the zeolite pore structure at locations that can

be difficult to access during conventional post-

synthesis ion-exchange. Similar approaches

based on (3-mercaptopropyl)trimethoxysilane

ligand have been reported to introduce metal

sites or clusters into desirable sites of various

zeolites, showing excellent catalytic activities

(14, 15). Synchrotron x-ray powder diffraction

data confirmed that M@FAU zeolites crystal-

lize in the cubic space group, Fd�3m, adopting

the FAU-topology, and there is an absence of

bulk phase ofmetal oxides (fig. S1 and table S1).

The homogeneous distribution of transition-

metal cations throughout the M@FAU crystals

(3 to 5 mm) were confirmed by electron micro-

scopy (figs. S2 and S3). Under ambient condi-

tions, the pores of M@FAU samples were filled

with water molecules that could be removed

completely by heating to 623 K (fig. S4). The

divalent oxidation state of the confinedmetal

ions was confirmed by x-ray photoelectron

spectroscopy (fig. S5), and the primary loca-

tion of confined Ni(II) sites in FAU zeolite was

studied using density functional theory (DFT)

calculations (fig. S6) and in situ neutron pow-

der diffraction (NPD) studies.

The adsorption capacities of desolvated

M@FAU and the parent Na-FAU were first

evaluated by measuring the adsorption iso-

therms of C2H2 and C2H4 (Fig. 1A and figs.

S7 and S8). At 1 bar and 298 K, Ni@FAU,

[Ni12Na20(Al44Si148O384)], showed lower over-

all uptakes of C2H2 [3.48 mmol/g; equiva-

lent to ~3.7 C2H2 per Ni(II) site] and C2H4

(2.36mmol/g) comparedwith that of Na-FAU

(5.15 and 4.06mmol/g, respectively), because of

the moderate decrease of Brunauer-Emmett-

Teller surface areas on incorporation of Ni(II)

sites (from 710 to 531 m
2
/g; fig. S9). Notably,

2.0 mmol/g of C2H2 uptake was recorded in

Ni@FAUat 0.02 bar, a pressure that is relevant

to the partial pressure of C2H2 impurity in in-

dustrial C2H4 streams. The steep C2H2 uptake of

Ni@FAUat lowpressurewas consistentwith its

higher heat of adsorption (48.6 kJ/mol) than

that ofNa-FAU (21.7 kJ/mol) andofC2H4uptake

in Ni@FAU (25.8 kJ/mol), which were deter-

minedbydifferential scanning calorimetry (figs.

S10 to S21, table S2, and supplementary text).

Temperature-programmeddesorption (TPD)

profilesofC2H2- andC2H4-loadedNi@FAUrevealed

higher adsorption uptake of C2H2 (1.75mmol/g)

than of C2H4 (0.51 mmol/g) and showed de-

sorption peaks centered at 363 and 329 K, re-

spectively.When coadsorbedwith an equimolar

mixtureofC2H2/C2H4, theTPDprofile resembled

that of C2H2-loadedNi@FAU, and little desorp-

tion of C2H4was observed. Moreover, the pre-

adsorbed C2H4 molecules in Ni@FAU could

be readily displaced by C2H2 under dynamic

conditions (Fig. 1B). The presence of strongly

bound C2H2molecules in Ni@FAU is also con-

firmed by in situ Fourier transform infrared

(FTIR) studies at 298 K (Fig. 1C). On adsorp-

tion in Ni@FAU, nas(CH) and ns(CH) bands of

C2H2 red-shifted to 2925 and 3010 cm
−1
, respec-

tively, compared with gaseous or physisorbed

C2H2 (3100 to 3400 cm
−1
) (16, 17), whereas no

shiftwas observed for adsorbedC2H4molecules.
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Infrared bands of bound C2H2molecules were

observed in the equimolar C2H2/C2H4 co-

adsorbed Ni@FAU, demonstrating the selective

uptake of C2H2 under competitive adsorption.

The adsorption species in C2H2- and C2H4-

loaded Ni@FAUwere identified bymass spec-

trometry (18). The pulsed laser vaporization of

Ni@FAU target in He produced a series of

fragments, and Ni-containing fragments can

be distinguished by the characteristic isotope

ratio of nickel (
58
Ni:

60
Ni = 68%:26%). On the

basis of the control experiment of metallic

Ni and Na-FAU (figs. S22 and S23), fragments

corresponding toNi(C2H2)3 specieswere identi-

fied as a key species in C2H2-adsorbed Ni@FAU

(Fig. 1D), whereas no Ni(C2H4)n (n = 1 to 4) spe-

cieswere observed for C2H4-adsorbedNi@FAU.

These results demonstrated the highly selective

adsorption of C2H2 inNi@FAUand its high capa-

bility to remove trace C2H2 from theC2H4 stream.

The ability ofM@FAU (M=Ni, Cu, and Zn)

to separate C2H2/C2H4mixtures under dynam-

ic conditions was evaluated by breakthrough

experiments. All of the samples showed suf-

ficient dynamic adsorption of C2H2 and could

produce ultrapure C2H4 (C2H2<1 ppm) streams

at the outlet of the fixed beds at 298 K (Fig. 2A

and figs. S24 and S25). The dynamic C2H2

uptakes calculated from columnbreakthrough

curves (2% C2H2:2% C2H4) were 0.91, 1.26,

and 1.72mmol/g for Zn@FAU, Cu@FAU, and

Ni@FAU, respectively. The dynamic C2H2 up-

take of Ni@FAU remained the same when the

C2H4 concentration was increased to 50% or

theC2H2 concentrationdecreased to 1% (Fig. 2B).

This capability is distinct to the porous sorbents

functioning solely through physisorption (6),

which show rapid reductions of dynamic

uptakes with decreasing gas concentrations.

Furthermore, this dynamic uptake compared

favorably to the leading MOFs—for example,

1.70 mmol/g of JCM-1 (19), 1.18 mmol/g of

UTSA-200a (20), 1.23 mmol/g of NbU (21), and

0.73mmol/g of SIFSIX-2-Cu-i (4). Additionally,

Ni@FAU showed a higher overall acetylene

productivity (116.8 mmol/g) compared with

that of leading MOFs, such as NKMOF-1-Ni

(96.0 mmol/g) (8), UTSA-200a (85.7 mmol/g)

(20), and SIFSIX-2-Cu-i (53.3 mmol/g) (4). Also,

Ni@FAU exhibited a very low dynamic uptake

of C2H4 (0.02 mmol/g) under the same con-

ditions, and a remarkable C2H2/C2H4 dynamic

selectivity of ~100 was achieved, compared

with reported state-of-the-art sorbents (table

S3). A comparison of experimentally deter-

mined C2H2/C2H4 dynamic selectivity against

the dynamic uptake of C2H2 demonstrated the

remarkable performance of Ni@FAU for C2H2/

C2H4 separation (Fig. 2C).

We observed similar separation capability

withNi@FAUafter increasing the column tem-

perature from 298 to 308 K (fig. S26) or add-

ing CO2 or H2O into the gas stream (fig. S27),

whereas an ~25% decrease in the adsorption

capability of C2H2was observed for aNi@FAU

sample that has been preadsorbed with H2O

(fig. S28). The performance of Ni@FAU was

further evaluated at 5 bar, where excellent

C2H2/C2H4 separations were observed and the

dynamic uptakes of C2H2 and C2H4 increased

to 2.25 and 0.39mmol/g, respectively (fig. S29).

Moreover, Ni@FAU could be used to separate

mixtures of propyne/propylene, butyne/1,3-

butadiene, and acetylene/propylenewith high

dynamic alkyne uptakes of 1.58 to 1.80 mmol/g

SCIENCE sciencemag.org 29 MAY 2020 • VOL 368 ISSUE 6494 1003

Fig. 1. Adsorption data of C2H2 and C2H4 for Ni@FAU. (A) Adsorption

isotherms of C2H2 and C2H4 for Ni@FAU at 298 K. STP, standard temperature

and pressure. (B) TPD profiles of C2H2- and C2H4-adsorbed Ni@FAU after

their individual adsorption, coadsorption, and successive adsorption

(first C2H4 and then switched to C2H2) at 298 K. a.u., arbitrary units.

(C) In situ FTIR spectra of Ni@FAU on adsorption of C2H2 and C2H4

followed by He purging (dotted lines) at 298 K. (D) Mass spectra of

species produced by pulsed laser vaporization of the Ni@FAU target in

the presence of carrier gas He, C2H2 (2%)/He, and C2H4 (2%)/He. m/z,

mass/charge ratio; amu, atomic mass unit.
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and notable breakthrough selectivities of 92, 83,
and 109, respectively, under ambient conditions
(Fig. 2, E to G).
These results signal the potential ofNi@FAU

for the adsorptive removal of alkynes from in-
dustrial olefin streams. Practical sorbentsmust
be recyclable. After 10 cycles of C2H2/C2H4 sepa-
rations with Ni@FAU, we observed no decline
in the retention time and full sorbent regener-
ation at 373 K between each cycle (Fig. 2D). In
contrast, Cu@FAU exhibited poor reversibility
for C2H2/C2H4 separations because of the for-
mation of oligomers on Cu(II) sites blocking
the pores (fig. S30). To understand the role of
Ni(II) in Ni@FAU, we introduced the metal
ions into the FAU zeolites using differentmeth-
ods, such as ion-exchange (denoted asNi-FAU)
or wet impregnation (denoted as NiO/FAU)
(figs. S31 and S32). These two samples exhib-
ited very poor separation of C2H2/C2H4 (Fig.
2A), which suggests that the excellent per-
formance of Ni@FAUoriginates from its bind-
ing environment of the confined Ni(II) sites
within the pores.

In situ NPD studies enabled identification
of the locations of the confined Ni(II) sites and
the adsorbed gas (C2D2, C2D4, C3D4, and C3D6)
moleculeswithinNi@FAU (figs. S33 to S38 and
table S4). Fourier differencemap analysis of the
desolvatedNi@FAU [Ni12Na20(Al44Si148O384)]
confirmed the structural integrity and the ab-
sence of residual nuclear density in the su-
percage. In-depth analysis revealed apparent
residual nuclear density near the six-membered
ring of the sodalite cage, which we assigned
as Ni(II) ions stabilized by framework oxygen
centers (fig. S39). This assignment is consist-
ent with DFT calculations (fig. S6). By contrast,
Ni(II) sites within Ni-FAUwere primarily hex-
agonal prism sites, which were sterically hin-
dered by the highly confined void (diameter of
~2.5 Å) for gas binding. This finding was con-
sistent with its poor separation performance
(fig. S40 and supplementary text).
Upon gas loading, variations in Bragg peak

intensities were observed, and the binding do-
mains of gases were successfully interpreted by
Fourier difference map analysis (Fig. 3, A to E)

and Rietveld refinements. At low loading in
[Ni12Na20(Al44Si148O384)]·(C2D2)12 (equivalent
to ~1mmol/g C2D2 uptake), all adsorbed C2D2

molecules were located at a single site, which
is distributed over six equivalent positions in
the supercage and exhibited a side-on inter-
action to the Ni(II) sites ½C � � � Ni ¼ 3:87 to
4:08Å; ∠C ≡ C � � �Ni ¼ 91:1°�, which suggests
the binding interaction between the C≡C
bond and Ni(II) centers (fig. S41). Addition-
ally, supplementary hydrogen bonds between
DC2D2

and framework oxygen were observed
½D � � � O¼ 2:99Å; ∠C–D � � � O¼ 161°� (Fig. 3B).
A similar host-guest binding mechanism
½C � � �Ni ¼ 3:83 to 4:05Å; ∠C≡C � � �Ni¼ 91:9°�
was observed in [Ni12Na20(Al44Si148O384)]·
(C2D2)26 (equivalent to ~2.3 mmol/g C2D2 up-
take) withweaker hydrogen bonds to the frame-
work oxygen ½D � � � O ¼ 3:27Å; ∠C –D � � � O ¼
151°�. The overall binding geometry is inmarked
agreement with cation-acetylene p complexa-
tion (13, 22). X-ray absorption near-edge struc-
ture (XANES) analysis confirmed the retention
of a divalent oxidation state of Ni(II) sites on

1004 29 MAY 2020 • VOL 368 ISSUE 6494 sciencemag.org SCIENCE

Fig. 2. Column breakthrough

studies for alkyne/olefin

separations. (A) Column

breakthrough curves for a

C2H2/C2H4 (2%/2%) mix-

ture using various zeolite

samples at 298 K. C2H2 and

C2H4 are shown in purple

and orange, respectively.

F, flow rate; F0, initial

flow rate. (B) Effects

of feed gas composition on

C2H2/C2H4 separation over

Ni@FAU at 298 K. (C) Plot of

C2H2/C2H4 dynamic selectiv-

ity against C2H2 dynamic

uptake under ambient

conditions with state-of-the-

art sorbent materials.

(D) View of recyclability

of Ni@FAU for the separation

of C2H2/C2H4 (2%/2%) at

298 K. Sample regeneration

was achieved by treatment

in He at 423 K for 30 min.

(E to G) Column breakthrough

curves for propyne/

propylene (2%/2%) (E),

butyne/1,3-butadiene

(2%/2%) (F), and acetylene/

propylene (2%/2%) (G)

over fixed beds packed with

Ni@FAU at 298 K. Total gas

flow, 6.0 mL/min; sample

weight, 0.2 g.
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Fig. 3. Views of crystal structures for the Ni@FAU zeolite as a

function of gas loading. All structures were derived from Rietveld
refinements of NPD data at 7 K [Si and Al: yellow; O: red; Ni: green;
C: gray; D: white; C2D4 (1) is highlighted in blue for clarity]. The host-guest
interactions are highlighted by dashed lines, and the estimated

standard deviation values for binding distances are typically within
0.02 to 0.08 Å. Views are of binding sites for adsorbed gas molecules
in [Ni12Na20(Al44Si148O384)]·(C2D2)12 (A), [Ni12Na20(Al44Si148O384)]·(C2D2)26
(B), [Ni12Na20(Al44Si148O384)]·(C2D4)17 (C), [Ni12Na20(Al44Si148O384)]·(C3D4)20
(D), and [Ni12Na20(Al44Si148O384)]·(C3D6)26 (E).

Fig. 4. INS spectra for Ni@FAU as a function of gas loading. (A) Comparison
of INS spectra of C2H2-loaded Ni@FAU and that of solid C2H2. (B) Comparison
of INS spectra of C2H4-loaded Ni@FAU and that of solid C2H4. Enlarged details
show the translational or librational and the internal vibrational modes of

adsorbed C2H2 and C2H4 molecules. Difference spectra were produced by
removing signals of the bare zeolite and sample holder. Raw spectra are provided
in the supplementary materials. Peaks are labeled with Roman numerals.
S, dynamic structure factor; Q, momentum transfer; w, frequency change.
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acetylene binding (fig. S42), and no elongation
of C–Cdistance in boundC2D2was found in the
NPD analysis. These results were consistent
with the selective yet reversible sorption.
However, [Ni12Na20(Al44Si148O384)]·(C2D4)17

(equivalent to ~1.5 mmol/g C2D4 uptake) ex-
hibited a different binding geometry with
two distinct sites (1 and 2) in the supercage
(fig. S41). C2D4 (1) molecules (accounting for
~40% of adsorbed C2D4) interact with Ni(II)
½C � � �Ni ¼ 3:11Å; ∠ C ¼ C � � � Ni ¼ 77:8°� in
a similar side-on manner to that of C2D2,
whereas C2D4 (2) (accounting for ~60% of
adsorbed C2D4) showed no interaction with
Ni(II) but did showmultiple hydrogen bonds
to the framework oxygen ½D � � � O ¼ 2:46 to
3:36Å;∠C –D � � � O ¼124to178°�. These NPD
studies revealed the explicit difference be-
tween C2D2 and C2D4 upon adsorption in
Ni@FAU. Additional p electrons in C2D2 and
its linear geometry (and thus low spatial hin-
drance) enabled the formation of metastable
[Ni(II)(C2D2)3] complexes in the supercage of
FAU, which is fully consistent with the mass
spectrometry results. In contrast, the Ni(II)
sites were heavily blocked by the bulky C2D4

by the formation of a dynamic 1:1 adduct,
which led tomost of the adsorbed C2D4mole-
cules being stabilized through weak hydro-
gen bonding and intermolecular guest-guest
interactions. Similar host-guest binding interac-
tions were observed in the structure models
of [Ni12Na20(Al44Si148O384)]·(C3D4)20 and
[Ni12Na20(Al44Si148O384)]·(C3D6)26with C···Ni
distances of 3.96 and 4.56 Å, respectively (only
one binding site observed in eachmodel; Fig. 3,
D and E). Thus, the distinct nature of sorbent-
gas interaction construed the high selectivity
of Ni@FAU toward alkyne adsorption.
To visualize the binding dynamics of ad-

sorbed C2H2 and C2H4 molecules, inelastic
neutron scattering (INS) studies were con-
ducted with Ni@FAU as a function of gas load-
ing at 5 K (figs. S43 to S48). Compared with
the INS spectra of solid C2H2 and C2H4, the dif-
ference INS spectra (i.e., signals of adsorbed gas
molecules) had differences in the low-energy
region (<30 meV) that were correlated to the
translation and libration modes of molecular
vibration. In the solid state, molecules inter-
act with adjacent ones in all three dimensions
(figs. S49 to S54 and table S5), which results
in coupling and dispersion of the modes (23).
When adsorbed onto Ni(II) sites, gas mole-
cules become isolated and restricted in an
anisotropic environment, which results in
distinct INS features. The peak frequencies
and (anisotropic) amplitude were directly
dictated by the Ni(II)-gas interactions and
the local environment.
We assigned the sharp and intense INS

peaks at 3.8 meV for bound C2H2 (peak I) and
2.5 to 3.8 meV for adsorbed C2H4 (peaks I′ and
II′) to the motion of gas molecules within the

plane perpendicular to the Ni(II)-gas axis, be-
cause these vibrational modes are the least
hindered and had the lowest frequencies and
largest displacement. These INS spectra were
in marked agreement with the binding sites
elucidated by NPD, in terms of peak I corre-
lating to the sole binding site of C2H2, whereas
peaks I′ and II′ resulting from the two C2H4

sites with the former being the major adsorp-
tion site. Peak I for bound C2H2 occurred at a
higher average energy, which confirmed that
the interaction between Ni@FAU and C2H2

was stronger than that of C2H4.
Additionally, adsorbed gas molecules may

rotate or twist around the axis perpendicular
to theNi(II)-gas axis andmove toward or away
from the Ni(II) sites, contributing to the peaks
at 10 to 15 meV and at 15 to 30 meV, respec-
tively. Moreover, the trans- and cis-C–Hbend-
ingmodes for bound C2H2 at 81.5 and 99meV,
respectively, were blue-shifted compared with
those of solid C2H2 (80 and 95 meV, respec-
tively; Fig. 4A), which indicates that these in-
ternal modes were strongly hindered upon
binding on the Ni(II) sites. In contrast, no
apparent shift was observed for the in-plane
C–H rocking mode of C2H4 at 102 meV upon
adsorption (Fig. 4B). Overall, the INS study
showedmarked agreement with NPD, adsorp-
tion, and breakthrough results, and it identified
the crucial role of confined Ni(II) sites on the
chemoselective binding of C2H2 in Ni@FAU.
Solid-sorbent–based techniques hold in-

creasing promise to improve the operational
efficiency of existing separation processes in
petrochemical industries, and the separation
of alkyne impurities from olefins can only be
realized by exploiting the differences in their
properties, such as dimensions (24, 25), shapes
(26), conformation (27), polarisabilities (4), co-
ordination abilities (28), binding affinity (29),
and the geometry-matching with the sorbent
pores (30). Zeolites with well-defined channels
have been considered to be viable candidates
for gas separation for decades, primarily on the
basis of their molecular sieving property (12).
By confining atomically dispersed Ni(II) sites
in the FAU zeolite channels, the discrimina-
tion between alkyne and olefin binding was
amplified in Ni@FAU, which enabled the pro-
duction of polymer-grade olefins under condi-
tions relevant to practical processes. Combining
its facile synthesis at large scale and its notable
stability, theNi@FAU sorbent offers a potential
practical solution to the challenging alkyne/
olefin separations.
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ORGANIC CHEMISTRY

Total synthesis of bryostatin 3
Barry M. Trost*, Youliang Wang, Andreas K. Buckl, Zhongxing Huang,

Minh H. Nguyen, Olesya Kuzmina

Bryostatins are a family of 21 complex marine natural products with a wide range of potent biological

activities. Among all the 21 bryostatins, bryostatin 3 is structurally the most complex. Whereas nine

total syntheses of bryostatins have been achieved to date, bryostatin 3 has only been targeted once

and required the highest number of steps to synthesize (43 steps in the longest linear sequence

and 88 total steps). Here, we report a concise total synthesis of bryostatin 3 using 22 steps in the

longest linear sequence and 31 total steps through a highly convergent synthetic plan by the use of

highly atom-economical and chemoselective transformations in which alkynes played a major role in

reducing step count.

T
he bryostatins, first isolated by Pettit et al.

(1, 2) from the marine bryozoan Bugula

neritina, are a family of 21 macrolides

(3–6) with potent antineoplastic (7, 8),

immunopotentiating (9), synaptogenesis-

inducing (10), and latent HIV–modulating (11)

activity. Beneficial effects as a post-stroke treat-

ment (12) and for restoring the blood-brain

barrier after traumatic blast injuries (13) have

also been demonstrated. Although the exact

mechanism of action remains an ongoing

area of research (14), it has become clear that

bryostatins act as agonists of protein kinase C

(PKC), with low nanomolar affinities for their

target. Their pharmacological potential to-

gether with their intriguingly complex struc-

tures have attracted the attention of numerous

synthetic organic chemists over thepast 30 years.

To date, nine completed total syntheses have

been reported (Fig. 1): bryostatin 1 (Keck, 2011;

Wender, 2017) (15, 16), bryostatin 2 (Evans,

1999) (17), bryostatin 3 (Yamamura, 2000) (18),

bryostatin 7 (Masamune, 1990; Krische, 2011)

(19, 20), bryostatin 8 (Song, 2018) (21), bryostatin

9 (Wender, 2011) (22), and bryostatin 16 (Trost,

2008) (23). In addition, Hale has developed a

formal synthesis of bryostatin 7 (24–27), and

other groups also have made important con-

tributions to this area (28–32). All of these

synthetic studies serve as guidelines toward the

ultimate goal of a concise route to bryostatins

that is practical and flexible, addressing the

supply problem and allowing for ready access

to analogs for structure-activity-relationship

(SAR) studies.

Topologically, all bryostatins share a 26-

membered lactone and three highly func-

tionalized tetrahydropyrans integrated in

the macrocycle. Bryostatin 3, 19, and 20 are

rather exceptional because of an additional

butenolide unit directly fused to the macro-

cycle (Fig. 1, bryostatin 3, for example). This

distinguishing butenolide unit is found in

the region of the molecule crucial for binding

to its biological target, PKC (33). Although

changes in this recognition domain substan-

tially attenuated binding affinities in SAR

studies, bryostatin 3 retained low nanomolar

affinity for PKC [inhibition constant (Ki) =

2.75 nM] (33), comparable with that of bryostatin

1 (Ki= 1.35 nM). Froma synthetic perspective, the

butenolide unit renders such bryostatins, espe-

cially bryostatin 3, structurallymore complex and

thus more challenging to synthesize. Among

all the completed syntheses (15–23), only one

targeted the butenolide-containing bryostatin:

the Yamamura group’s synthesis of bryostatin

3 (18). Not surprisingly, both the longest linear

step count (43) and the total step count (88)

are highest of all the bryostatin syntheses.With

the goal of developing practical and flexible

approaches to the bryostatin family by using

atom-economical and selective reactions, we

report a concise total synthesis of bryostatin 3

by using only 22 steps in the longest linear

sequence and 31 total steps.

Retrosynthetically, we proposed that bryo-

statin 3 could be synthesized from the macro-

cyclic intermediate 1 through a late-stage

oxidative functionalization of the dihydro-

pyran ring C and a palladium-catalyzed car-

bonylative esterification of the stereodefined

vinyl bromide (Fig. 2). Intermediate 1 could

then be disassembled into intermediate 2 and

fragment 3 on the basis of three key trans-

formations: the palladium-catalyzed alkyne-

alkyne coupling reaction to construct the

C20–C21 bond, the gold-catalyzed 6-endo-dig

cyclization to generate the dihydropyran ring

C, and the Yamaguchi macrolactonization to

form the macrocycle from the C1 carboxylic

acid and the C25 alcohol. Furthermore, inter-

mediate 2 could be disconnected into frag-

ments 4 and 5 based on another two key

SCIENCE sciencemag.org 29 MAY 2020 • VOL 368 ISSUE 6494 1007
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reactions: the ruthenium-catalyzed alkene-

alkyne coupling reaction to construct the C12-

C13 bond and the intramolecular Michael

addition reaction between the pendant C15

hydroxy group and the in situ generated

enone to furnish the tetrahydropyran ring B.

With this synthetic plan, bryostatin 3 was

envisioned to be accessed from three basic

fragments (3, 4, and 5) with comparable com-

plexity in a highly convergent fashion.

The synthesis of fragment 3 commenced

with the Sharpless asymmetric dihydroxylation

of 3-pentenenitrile to furnish diol 7 (Fig. 3A)

(20). Subsequent protection of the diol as

cyclopentylidene acetal 9 and partial reduction

of the nitrile by diisobutylaluminium hydride

(DIBAL-H) afforded aldehyde 10. Use of the

Stork-modifiedWittig reaction (34) produced

(Z)-vinyl iodide 11 in good yield as a single

geometric isomer, whichwas then cross-coupled

with methyl propiolate to generate alkynoate

12 with no loss of the Z-olefin stereochemistry

(35). Another asymmetric dihydroxylation of

enyne 12 furnished fragment 3 in excellent

yield and moderate diastereoselectivity. Turn-

ing our attention toward diyne fragment4, we

developed a three-step synthesis from 3-methyl

butyne 13. Double lithiation of 13 and succes-

sive quench with N,N′-dimethylformamide

(DMF) and triethylchlorosilane (TESCl) de-

livered the alkynyl aldehyde 14 in exquisite

chemo- and regioselectivity (Fig. 3B). This

intermediate was exposed to a vinyl zinc re-

agent derived from (Z)-1-bromo-2-ethoxyethene

15, followed by elimination under acidic con-

ditions with aqueous sodium bisulfate to give

enal 17. A catalytic enantioselective propar-

gylation of 17 afforded the diyne fragment 4

in 86% yield and 98% enantiomeric excess

(36). The last key fragment 5was prepared in

eight steps according to Krische’s procedure

in their synthesis of Bryostatin 7 (20).

With fragments 3, 4, and 5 in hand, we

proceeded with the fragment couplings and

downstream elaborations. In the first key

coupling, fragments 4 and 5 were assembled

into tetrahydropyran 21 through a ruthenium-

catalyzed alkene-alkyne coupling–Michael addi-

tion cascade (Fig. 3C) (37). The diyne fragment

4underwent the desired coupling reactionwith

perfect chemoselectivity for the sterically more

accessible alkyne. The cascadeMichael addition

reaction to construct the tetrahydropyran ring

B was highly diastereoselective, with a >20/

1 syn/anti ratio. The coupling product 21was

isolated in 48% yield (87% yield based on re-

covered starting material). Attempts to opti-

mize the coupling reaction—including changing

solvents [such as ethyl acetate, 3-pentanone,

cyclopentanone, DMF, tetrahydrofuran (THF),

and CH2Cl2], using additives [such as acetic

acid, camphorsulfonic acid (CSA), acetonitrile,

trimethylacetonitrile, DMF, and 2,6-di-tert-

butyl-4-methylpyridine], and varying reaction

temperature and time—all led to detrimental

effects. Fortunately, although the catalyst turn-

over was not ideal, the reaction was highly

reproducible and easily performed at room

temperature in air without precautions, and

both unreacted coupling partners could be

recovered in good yield and reused for mul-

tiple runs. The resulting vinyl silane 21 was

ipso-brominated with complete retention of

olefin geometry to furnish the vinyl bromide

22. Treatment of the latter with pyridinium

p-toluenesulfonate (PPTS) in methanol afforded

the bis-tetrahydropyran 23 through an acid-

promoted ring-opening transesterification and

ring-closing ketalization sequence. Such a cas-

cade reaction was notably clean and chemo-

selective, with no transesterification of the C7

acetate. Intermediate 23was then treated with

silver(I) nitrate in aqueous THF to achieve a

selective desilylation of the triethylsilyl (TES)–

protected alkyne in the presence of the tert-

butyldimethylsilyl (TBS)–protected C3 alcohol.

The advanced intermediate 2 was isolated in

87% yield.

Intermediate 2 was then merged with frag-

ment 3 by using a palladium-catalyzed alkyne-

alkyne coupling reaction to give the transient

intermediate 24 (Fig. 4) (38). The stereo-

selective nature of the coupling reaction ac-

counted for the geometrically defined enoate

of 24which, in combination with the pendant-

free diol, facilitated a spontaneous ring-closing

transesterification to generate the requisite

butenolide ring D of bryostatin 3 (39). The

process was exclusively chemoselective, with

no six-membered lactone formation, presum-

ably owing to kinetic control of cyclization. The

juxtaposition of the remaining free hydroxyl

group and the alkyne deriving from the alkyne-

alkyne coupling process in intermediate 25 set

the stage for a 6-endo-dig cyclization to form

the dihydropyran ring C in intermediate 26.

Thanks to the relatively acidic and mild con-

ditions of the previous alkyne-alkyne coupling

reaction, a stock solution of cationic gold cat-

alyst could be directly injected to the reaction

flask, without solvent exchange, to implement
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Fig. 2. Retrosynthetic

analysis of bryostatin 3.
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the desired cyclization. After full conversion

was indicated by means of thin-layer chro-

matography (TLC), a stock solution of ZrCl4
in methanol was added to the above crude

reaction mixture, again with no need of sol-

vent removal or exchange, to hydrolyze the

C25-C26 cyclopentylidene acetal in situ. After

the above three orthogonal operations in one

pot, the triol27 could be isolated in 48%overall

yield. Although the C3-OTBS group was de-

silylated during the acetonide deprotection

process, it was reinstalled by subjecting the

triol to silylation conditions that resulted in

bis-silylated product 28 in 60% yield. Moving

forward with intermediate 28, trimethyltin

SCIENCE sciencemag.org 29 MAY 2020 • VOL 368 ISSUE 6494 1009

Fig. 3. Synthesis of 2, 3, and 4. (A) Synthesis of fragment 3. (B) Synthesis of fragment 4. (C) Synthesis of intermediate 2. CSA, camphorsulfonic acid; DIBAL-H,

diisobutylaluminum hydride; NaHMDS, sodium hexamethyldisilazide; dppf, 1,1'-bis(diphenylphosphino)ferrocene; TMEDA, N,N,N',N'-tetramethylethylenediamine;

DMF, N,N′-dimethylformamide; TES, triethylsilyl; NBS, N-bromosuccinimide; PPTS, pyridinium p-toluenesulfonate; THF, tetrahydrofuran.
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hydroxide selectively hydrolyzed the methyl

ester to give seco-acid 29 in 80% yield (40),

which was then cyclized under the modi-

fied Yamaguchi conditions to afford themac-

rocyclic intermediate 1 in near quantitative

yield (41).

With an established route to themacrocyclic

intermediate 1, we proceeded to complete the

total synthesis by means of an oxidative func-

tionalization of the dihydropyran ring C, an

esterification of the B-ring vinyl-bromide, and

a global deprotection (Fig. 5). The dihydropyran

ring C of intermediate 1 was chemoselec-

tively epoxidizedwithmethylrhenium trioxide/

urea hydroperoxide (MTO/UHP) and 1-

methylimidazole under the Yamazaki condi-

tions (42). 1-Methylimidazole proved to be the

superior additive for this process, presumably

by buffering the Lewis acidity of MTO, ac-

celerating the reaction and increasing the

metal complex’s lifetime. Although the reac-

tionwas relatively clean with high conversion

according to nuclear magnetic resonance

(NMR) monitoring of the crude product, the

epoxide 30 was rather acid sensitive, and at-

tempts to purify it only led to low and variable

yields. Thus, after workup, the crude epoxide

was directly subjected to the following acid-

promoted ring-opening methanolysis step to

furnish the a-hydroxyl ketal intermediate 31,

which was again unstable for purification and

storage. Consequently, the crude a-hydroxyl

ketal 31 was esterified immediately through

acylation by using 2,4-octadienoic anhydride

to give a stable intermediate 33, which could

be purified and stored regularly. The three-

step, one-purification process with purifica-

tion only at the end was highly reproducible

and scalable. With the C-ring fully function-

alized, we then turned to the carbonylation of

the B-ring vinyl-bromide to install the requisite

exocyclic vinyl ester. Treatment of the vinyl-

bromide 33with Pd2(dba)3
•
CHCl3 (20mol %)

and Xantphos (60 mol %) under one atmo-

sphere of CO and with MeOH as a cosolvent

furnished the desired vinyl ester 34 in 50%

yield. At this stage, a protected form of bryo-

statin 3, 34, was obtained. All that remained

was deprotection by means of hydrolysis of

the two methyl ketals and removal of the two

silyl groups. Previously, Song’s synthesis of

bryostatin 8 (21) required the same type of

final global deprotection. However, distinct

from their synthesis in which aqueous HF in

acetonitrile enabled the global deprotection

in one pot, the treatment of our intermediate

34 under similar conditions only led to dis-

appointingly complicated mixtures, as indi-

cated by the messy NMR spectra and streaky

TLC plates. Inspired by Yamamura’s synthe-

sis of bryostatin 3 (18), we performed the final

global deprotection in two separate steps: The

protected bryostatin 3 34was first treated with

aqueous hydrofluoride (HF) in acetonitrile to re-

move the two silyl groups and one methyl ketal.

After workup, the crude residue was stirred

in trifluoroacetic acid (TFA)–H2O–CH2Cl2 for

1 hour to hydrolyze the remaining methyl

ketal. Through the two-step deprotection pro-

cedure, 0.9 mg of bryostatin 3 was obtained

in 60% overall yield from 34.

The identification of our synthetic bryo-

statin 3 was initially problematic because

its
1
H-NMRwas observed to be concentration

dependent. Such a property has also been

documented for other bryostatins (15, 16, 43).

We were able to closely compare our synthetic

bryostatin 3 with 1 mg of bryostatin 3 from

K. Ohmori and found that the data of TLC,
1
H-NMR,

13
C-NMR, optical rotation, and high-

performance liquid chromatography matched

excellently (supplementary materials).
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Fig. 4. Coupling of fragment 3 and intermediate 2 and further elaborations. TDMPP, tris(2,6-

dimethoxyphenyl)phosphine; IPr, 1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene; TBS, tert-butyldimethylsilyl;

DCE, 1,2-dichloroethane; DMAP, 4-dimethylaminopyridine; THF, tetrahydrofuran.
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This concise total synthesis showcases the

value of the alkyne functionality that emanates

from its chemoselectivity and its flexibility in

elaborating the required structural details. The

synthetic strategy and synthetic technologies

in this work are expected to have implications

toward the ultimate goal of practical, flexible,

and concise synthesis of bryostatins and their

bioactive analogs.
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CORONAVIRUS

Comparative pathogenesis of COVID-19, MERS,
and SARS in a nonhuman primate model
Barry Rockx1*, Thijs Kuiken1, Sander Herfst1, Theo Bestebroer1, Mart M. Lamers1,

Bas B. Oude Munnink1, Dennis de Meulder1, Geert van Amerongen2, Judith van den Brand1†,

Nisreen M. A. Okba1, Debby Schipper1, Peter van Run1, Lonneke Leijten1, Reina Sikkema1,

Ernst Verschoor3, Babs Verstrepen3, Willy Bogers3, Jan Langermans4,5, Christian Drosten6,

Martje Fentener van Vlissingen7, Ron Fouchier1, Rik de Swart1,

Marion Koopmans1, Bart L. Haagmans1*

The current pandemic coronavirus, severe acute respiratory syndrome–coronavirus 2 (SARS-CoV-2), was

recently identified in patients with an acute respiratory syndrome, coronavirus disease 2019 (COVID-19).

To compare its pathogenesis with that of previously emerging coronaviruses, we inoculated cynomolgus

macaques with SARS-CoV-2 or Middle East respiratory syndrome (MERS)–CoV and compared the

pathology and virology with historical reports of SARS-CoV infections. In SARS-CoV-2–infected

macaques, virus was excreted from nose and throat in the absence of clinical signs and detected in

type I and II pneumocytes in foci of diffuse alveolar damage and in ciliated epithelial cells of nasal,

bronchial, and bronchiolar mucosae. In SARS-CoV infection, lung lesions were typically more severe,

whereas they were milder in MERS-CoV infection, where virus was detected mainly in type II

pneumocytes. These data show that SARS-CoV-2 causes COVID-19–like disease in macaques and

provides a new model to test preventive and therapeutic strategies.

A
fter the first reports of an outbreak of an

acute respiratory syndrome in China in

December2019, anovel coronavirus, severe

acute respiratory syndrome–coronavirus 2

(SARS-CoV-2), was identified (1, 2). As of

14 March 2020, over 140,000 cases were re-

portedworldwidewithmore than 5400deaths,

surpassing the combined number of cases and

deaths of two previously emerging corona-

viruses, SARS-CoV and Middle East respira-

tory syndrome (MERS)–CoV (3). The disease

caused by this virus, coronavirus disease 2019

(COVID-19), is characterized by a range of

symptoms, including fever, cough, dyspnoea,

and myalgia in most cases (2). In severe cases,

bilateral lung involvement with ground-glass

opacity is the most common chest computed

tomography (CT) finding (4). Similarly to the

2002–2003 outbreak of SARS, the severity of

COVID-19 disease is associated with increased

age and/or a comorbidity, although severe dis-

ease is not limited to these risk groups (5).

However, despite the large number of cases

and deaths, limited information is available

on the pathogenesis of this virus infection.

Two reports on the histological examination

of the lungs of three patients showed bilateral

diffuse alveolar damage (DAD), pulmonary

edema, and hyaline membrane formation,

indicative of acute respiratory distress syndrome

(ARDS), as well as characteristic syncytial cells

in the alveolar lumen (6, 7), similar to findings

during the 2002–2003 outbreak of SARS-CoV

(8). The pathogenesis of SARS-CoV infection

was previously studied in a nonhuman primate

model (cynomolgus macaques) where aged

animals were more likely to develop disease

(9–13). In the current study, SARS-CoV-2 in-

fection was characterized in the same animal

model and compared with infection withMERS-

CoV andhistorical data on SARS-CoV (9, 10, 12).

First, two groups of four cynomolgus mac-

aques [both young adult (young), 4 to 5 years

of age; and old adult (aged), 15 to 20 years of

age] were inoculated by a combined intra-

tracheal (IT) and intranasal (IN) route with a

SARS-CoV-2 strain from a German traveler

returning from China. No overt clinical signs

were observed in any of the infected animals,

except for a serous nasal discharge in one aged

animal on day 14 post inoculation (p.i.). No

significant weight loss was observed in any of

the animals during the study. By day 14 p.i., all

remaining animals seroconverted as revealed

by the presence of SARS-CoV-2–specific anti-

bodies against the virus S1 domain and nucleo-

capsid proteins in their sera (fig. S1).

As ameasure of virus shedding, nasal, throat,

and rectal swabs were assayed for virus by

reverse transcription–quantitative polymerase

chain reaction (RT-qPCR) and virus culture.

In nasal swabs, SARS-CoV-2 RNA peaked by

day 2 p.i. in young animals and by day 4 p.i. in

aged animals and was detected up to at least

day 8 p.i. in two out of four animals and up to

day 21 p.i. in one out of four animals (Fig. 1A).

Overall, higher levels of SARS-CoV-2 RNA

were detected in nasal swabs of aged animals

compared with young animals. SARS-CoV-2

RNA in throat swabs peaked at day 1 p.i. in

young and day 4 p.i. in aged animals and

decreased more rapidly over time by compar-

ison with the nasal swabs but could still be

detected intermittently up to day 10 p.i. (Fig.

1B). Low levels of infectious virus were cul-

tured from throat and nasal swabs up to day

2 and 4, respectively (table S1). In support of

virus shedding by these animals, environmental

sampling was performed to determine potential

contamination of surfaces. Environmental

sampling indicated the presence of low levels

of SARS-CoV-2 RNA on surfaces through both

direct contact (hands) and indirect contami-

nation within the isolator (table S2). SARS-

CoV-2 RNA was only detected in a rectal swab

from one animal on day 14 p.i., and no viral

RNA was detected in whole blood at any time

point throughout the study.

On autopsy of four macaques on day 4 p.i.,

two had foci of pulmonary consolidation in

the lungs (Fig. 2A). One animal (aged: 17 years)

showed consolidation in the rightmiddle lobe,

representing less than 5% of the lung tissue.

A second animal (young: 5 years) had two foci

in the left lower lobe, representing about 10%

of the lung tissue (Fig. 2A). The consolidated

lung tissue was well circumscribed, red-purple,

level, and less buoyant than normal. The other

organs in these two macaques, as well as the

respiratory tract and other organs of the other

two animals, were normal.

Virus replication was assessed by RT-qPCR

on day 4 p.i. in tissues from the respiratory,

digestive, urinary, and cardiovascular tracts

and from endocrine and central nervous sys-

tems, as well as from various lymphoid tissues.

Virus replication was primarily restricted to

the respiratory tract (nasal cavity, trachea,

bronchi, and lung lobes) with highest levels of

SARS-CoV-2 RNA in lungs (Fig. 1C). In three

out of four animals, SARS-CoV-2 RNAwas also

detected in ileum and tracheo-bronchial lymph

nodes (Fig. 1C).

The main histological lesion in the con-

solidated pulmonary tissues of both the young

and aged animals involved the alveoli and

bronchioles and consisted of areas with acute

or more advanced DAD (Fig. 2B). In these

areas, the lumina of alveoli and bronchioles

were variably filledwith protein-rich edema fluid,

fibrin, and cellular debris; alveolarmacrophages;

and fewer neutrophils and lymphocytes (Fig.

2, C to E). There was epithelial necrosis with

extensive loss of epithelium from alveolar and

bronchiolar walls. Hyaline membranes were

present in a few damaged alveoli. In areas

withmore advanced lesions, the alveolar walls
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were moderately thickened and lined by cuboi-

dal epithelial cells (type II pneumocyte hyper-

plasia), and the alveolar lumina were empty.

Alveolar and bronchiolar walls were thickened

by edema fluid, mononuclear cells, and neu-

trophils. There were aggregates of lymphocytes

around small pulmonary vessels. Moderate

numbers of lymphocytes andmacrophageswere

present in the lamina propria and submucosa

of the bronchial walls, and a few neutrophils

were detected in the bronchial epithelium.

Regeneration of epitheliumwas seen in some

bronchioles, visible as an irregular layer of

squamous to high cuboidal epithelial cells with

hyperchromatic nuclei. There were occasional

SCIENCE sciencemag.org 29 MAY 2020 • VOL 368 ISSUE 6494 1013

Fig. 1. Virus shedding and virus detection in organs of SARS-CoV-2–inoculated cynomolgus

macaques. Viral RNA was detected in nasal (A) and throat (B) swabs and in tissues (C) of SARS-CoV-2–

infected animals by RT-qPCR. Samples from four animals (days 1 to 4) or two animals (days >4) per

group were tested. The error bars represent the SEM. Virus was detected in tissues from two young and

two aged animals on day 4 by RT-qPCR. Asterisk (*) indicates that infectious virus was isolated.

Table 1. Comparative pathogenesis of SARS-CoV-2, MERS-CoV, and SARS-CoV infections in cynomolgus macaques. Max, maximum; Ref., reference.

Virus
Age

category
No.

Clinical

signs

Max.

excre-

tion from

throat*

Max.

excre-

tion from

nose*

Viral titer

in lung†

Virus in

extra-

respir-

atory

tissues

Pulmonary lesions at 4 days post inoculation

Ref.% affect-

ed lung

Hyaline

mem-

branes

Alveolar

edema

Leuko-

cyte

infiltra-

tion

Cell type

tropism

SARS-

CoV

Young 4 No 10e3.5 10e4.2 10e6.5 No 0–5 No No Yes Type I

& II

pneumo-

cytes

(10–12)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

SARS-

CoV

Aged 4 Yes 10e3.0 10e3.0 10e6.2 Kidney 0–60 Yes Yes Yes Type I

& II

pneumo-

cytes

(10–12)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

MERS-

CoV

Young 4 No 10e5.3 10e4.3 10e4.4 Spleen 0–5 No Yes

(small

amount)

Yes Type II

pneumo-

cytes

This study

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

SARS-

CoV-2

Young 2 No 10e1.8 10e2.4 10e4.0 Ileum,

colon, tonsil

0–10 Yes Yes Yes Type I

& II

pneumo-

cytes

This study

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

SARS-

CoV-2

Aged 2 No 10e2.9 10e3.7 10e3.1 Ileum,

colon, tonsil

0–5 No No Yes Type I

& II

pneumo-

cytes

This study

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*TCID50eq per ml. †TCID50eq per gram of tissue.
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multinucleated giant cells (syncytia) free in

the lumina of bronchioles and alveoli (Fig. 2F)

and, based onpositive pan-keratin staining and

negative CD68 staining, these appeared to

originate from epithelial cells (Fig. 2F, inset).

SARS-CoV-2 antigen expression was de-

tected inmoderate numbers of type I pneumo-

cytes and a few type II pneumocytes within

foci of DAD (Fig. 2, G and H, and fig. S2). The

pattern of staining was similar to that in lung

tissue from SARS-CoV–infected macaques

(positive control). SARS-CoV-2 antigen expres-

sion was not observed in any of the syncytia.

In addition, SARS-CoV-2 antigen expression

was detected in nonlesional tissues of all

lung lobes in three out of fourmacaques (both

young and one aged) in a few type I and II

pneumocytes, bronchial ciliated epithelial

cells, and bronchiolar ciliated epithelial cells.

The other aged macaque, without virological

or pathological evidence of SARS-CoV-2 infec-

tion in the lungs, did have SARS-CoV-2 antigen

expression in ciliated epithelial cells of nasal

septum (Fig. 2I), nasal concha, and palatum

molle, in the absence of associated histopath-

ological changes. No SARS-CoV antigen expres-

sion was detected in other sampled tissues,

including brain and intestine.

To assess the severity of infection with SARS-

CoV-2 compared with MERS-CoV, we inocu-

lated young cynomolgusmacaques (3 to 5 years

of age)withMERS-CoV via the IN and IT route.

All animals remained free of clinical signs. At

day 21 p.i., all remaining animals (n = 2) sero-

converted as revealed by the presence of MERS-

CoV–specific antibodies in their sera by ELISA

(fig. S3).

MERS-CoVRNAwasdetected innasal (Fig. 3A)

and throat swabs (Fig. 3B) on days 1 to 11 p.i.,

with peaks on days 1 and 2 p.i., respectively.

Low levels [between 1 and 85 median tissue

culture infectious dose (TCID50) equivalent/

1014 29 MAY 2020 • VOL 368 ISSUE 6494 sciencemag.org SCIENCE

Fig. 2. Characteristic pathological changes and

virus antigen expression in the lungs of SARS-

CoV-2–inoculated cynomolgus macaques. (A)

Two foci of pulmonary consolidation in the left lower

lung lobe (arrowheads). (B) Area of pneumonia

[staining with hematoxylin and eosin (H&E); bar,

0.5 cm). (C) Edema fluid in alveolar lumina (H&E;

bar, 25 mm). (D) Neutrophils, as well as erythrocytes,

fibrin, and cell debris, in an alveolar lumen flooded

by edema fluid (H&E; bar, 10 mm). (E) Mononuclear

cells, either type II pneumocytes or alveolar macro-

phages, in an alveolar lumen flooded by edema fluid

(H&E; bar, 10 mm). (F) Syncytium in an alveolar

lumen (H&E; 100× objective). Inset: Syncytium

expresses keratin, indicating epithelial cell origin

[immunohistochemistry (IHC) for pankeratin AE1/AE3;

bar, 10 mm]. (G) SARS-CoV-2 antigen expression is

colocalized with areas of diffuse alveolar damage

(IHC for SARS-CoV-nucleocapsid; bar, 50 mm).

(H) Type I (flat) and type II (cuboidal) pneumocytes

in affected lung tissue express SARS-CoV-2 antigen

(IHC for SARS-CoV-nucleocapsid; bar, 25 mm).

(I) Ciliated columnar epithelial cells of respiratory

mucosa in nasal cavity express SARS-CoV-2 antigen

(IHC for SARS-CoV-nucleocapsid; bar, 25 mm).

Fig. 3. Virus shedding and virus detection in organs of MERS-CoV–inoculated cynomolgus macaques. Viral RNA was detected in nasal (A) and throat

(B) swabs and tissues (C) of MERS-CoV–infected animals by RT-qPCR. Samples from four animals per group were tested. The error bars represent the SEM.

Virus was detected in tissues on day 4 by RT-qPCR. Histopathological changes (D) (left) with hypertrophic and hyperplastic type II pneumocytes in the alveolar

septa and increased numbers of alveolar macrophages in the alveolar lumina and virus antigen expression (right) in type II pneumocytes. Bar, 50 mm.
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ml] ofMERS-CoV RNAwere detected in rectal

swabs on days 2 and 3 p.i.

At autopsy of four macaques at day 4 p.i.,

three animals had foci of pulmonary con-

solidation, characterized by slightly depressed

areas in the lungs, representing less than 5%of

the lung tissue (Table 1). Similar to SARS-CoV-2

infection in both young and aged animals,

on day 4 p.i., MERS-CoV RNA was primarily

detected in the respiratory tract of inoculated

animals (Fig. 3C). Infectious virus titers were

comparable to those of SARS-CoV-2 infec-

tion, but lower compared to SARS-CoV infec-

tion, of youngmacaques (Table 1). In addition,

MERS-CoV RNA was detected in the spleen

(Table 1).

Consistent with the presence of virus in the

lower respiratory tract at day 4 p.i., histo-

pathological changes characteristic for DAD

were observed in the lungs of inoculated ani-

mals (Fig. 3D). The alveolar septa were thick-

ened owing to infiltration of neutrophils and

macrophages, and to moderate type II pneu-

mocyte hyperplasia and hypertrophy. In the

alveolar lumina, there were increased num-

bers of alveolar macrophages and some edema

fluid containing fibrin and some neutrophils

(Fig. 3D). Few syncytial cells were seen in the

alveolar lumina. MERS-CoV antigen was not

detected in tissues on day 4 p.i. in any part of

the respiratory tract. We therefore sampled

four young macaques at day 1 p.i. At this time,

we observed multifocal expression of viral anti-

gen, predominantly in type II pneumocytes

and occasionally in type I pneumocytes, bron-

chiolar and bronchial epithelial cells, and some

macrophages (Fig. 3D).

In summary, we inoculated young and aged

cynomolgus macaques with a low-passage clin-

ical isolate of SARS-CoV-2, which resulted in

productive infection in the absence of overt clin-

ical signs. Recent studies in human cases have

shown that presymptomatic and asymptomatic

cases can also shed virus (14, 15). Increased age

did not affect disease outcome, but there was

prolonged viral shedding in the upper respira-

tory tract of aged animals. Prolonged shedding

has been observed in both SARS-CoV-2 and

SARS-CoV patients (16, 17). SARS-CoV-2 shed-

ding in our asymptomatic model peaked early

in the course of infection, similar to what is

seen in symptomatic patients (16). Also, SARS-

CoV-2 antigen was detected in ciliated epithe-

lial cells of nasal mucosae at day 4 p.i., which

was not seen for SARS-CoV (10) or MERS-CoV

infections (this study) in this animal model.

Viral tropism for the nasal mucosa fits with

efficient respiratory transmission, as has been

seen for influenza A virus (18). This early peak

in virus shedding for SARS-CoV-2 is similar to

that of influenza virus shedding (19) and may

explain why case detection and isolation may

not be as effective for SARS-CoV-2 as it was for

the control of SARS-CoV (20). SARS-CoV-2was

primarily detected in tissues of the respiratory

tract; however, SARS-CoV-2 RNA was also

detectable in other tissues such as intestines,

in line with a recent report (21). Similar re-

sults regarding viral shedding and tissue and

cell tropism were recently also reported after

SARS-CoV-2 inoculation in rhesus macaques.

However, unlike in our model, SARS-CoV-2

infection in rhesus macaques does result in

transient respiratory disease and weight loss

(22, 23).

Two out of four animals had foci of DAD on

day 4 p.i. The colocalization of SARS-CoV-2

antigen expression and DAD provides strong

evidence that SARS-CoV-2 infection caused this

lesion. The histological character of the DAD,

including alveolar and bronchiolar epithelial

necrosis, alveolar edema, hyaline membrane

formation, and accumulation of neutrophils,

macrophages, and lymphocytes, corresponds

with the limited pathological analyses of hu-

man COVID-19 cases (6, 7). In particular, the

presence of syncytia in the lung lesions is char-

acteristic of respiratory coronavirus infections.

Whereas MERS-CoV primarily infects type II

pneumocytes in cynomolgus macaques, both

SARS-CoV and SARS-CoV-2 also infect type I

pneumocytes. Injury to type I pneumocytes can

result in pulmonary edema, and formation of

hyaline membranes (24), which may explain

why hyaline membrane formation is a hall-

mark of SARS and COVID-19 (7, 10) but not

frequently reported for MERS (25, 26).

These data show that cynomolgus maca-

ques are permissive to SARS-CoV-2 infection,

shed virus for a prolonged period of time,

and display COVID-19–like disease. In this non-

human primate model, SARS-CoV-2 replicates

efficiently in respiratory epithelial cells through-

out the respiratory tract, including nasal cav-

ity, bronchi, bronchioles, and alveoli. Replication

in the upper respiratory tract fits with efficient

transmission between hosts, whereas repli-

cation in the lower respiratory tract fits with

the development of lung disease. An in-depth

comparison of infectionwith SARS-CoV,MERS-

CoV, and SARS-CoV-2 in this model may iden-

tify key pathways in the pathogenesis of these

emerging viruses. This study provides a new

infection model that will be critical in the

evaluation and licensure of preventive and

therapeutic strategies against SARS-CoV-2

infection for use in humans, as well as for

evaluating the efficacy of repurposing species-

specific existing treatments, such as pegylated

interferon (12).
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CORONAVIRUS

Susceptibility of ferrets, cats, dogs, and other
domesticated animals to SARS–coronavirus 2
Jianzhong Shi1*, Zhiyuan Wen1*, Gongxun Zhong1*, Huanliang Yang1*, Chong Wang1*, Baoying Huang2*,

Renqiang Liu1, Xijun He3, Lei Shuai1, Ziruo Sun1, Yubo Zhao1, Peipei Liu2, Libin Liang1, Pengfei Cui1,

Jinliang Wang1, Xianfeng Zhang3, Yuntao Guan3, Wenjie Tan2, Guizhen Wu2†, Hualan Chen1†, Zhigao Bu1,3†

Severe acute respiratory syndrome–coronavirus 2 (SARS-CoV-2) causes the infectious disease COVID-19

(coronavirus disease 2019), which was first reported in Wuhan, China, in December 2019. Despite extensive

efforts to control the disease, COVID-19 has now spread to more than 100 countries and caused a global

pandemic. SARS-CoV-2 is thought to have originated in bats; however, the intermediate animal sources of the

virus are unknown. In this study, we investigated the susceptibility of ferrets and animals in close contact

with humans to SARS-CoV-2. We found that SARS-CoV-2 replicates poorly in dogs, pigs, chickens, and ducks, but

ferrets and cats are permissive to infection. Additionally, cats are susceptible to airborne transmission. Our

study provides insights into the animal models for SARS-CoV-2 and animal management for COVID-19 control.

I
n late December 2019, an unusual pneumonia

emerged in humans in Wuhan, China, and

rapidly spread internationally, raising global

public health concerns. The causative path-

ogen was identified as a novel corona-

virus (1–16) and named severe acute respiratory

syndrome–coronavirus 2 (SARS-CoV-2) on the

basis of a phylogenetic analysis of related

coronaviruses by the Coronaviridae Study

Group of the International Committee on

Taxonomy of Viruses (17). Subsequently, the

disease caused by this virus was designated

coronavirus disease 2019 (COVID-19) by the

World Health Organization (WHO). Despite

major efforts to control the COVID-19 outbreak,

the disease is still spreading. As of 11 March

2020, SARS-CoV-2 infections have been reported

in more than 100 countries, and 118,326 human

cases have been confirmed, with 4292 fatal-

ities (18). WHO has now officially declared

COVID-19 a pandemic.

Although SARS-CoV-2 shares 96.2% of its

identity at the nucleotide level with the corona-

virus RaTG13—whichwas detected in horseshoe

bats (Rhinolophus spp.) in Yunnan province,

China, in 2013 (3)—it has not previously been

detected in humans or other animals. The

emerging public health crisis raises many

urgent questions. Could the widely dissemi-

nated SARS-CoV-2 be transmitted to other

animal species, which then become reservoirs

of infection? The SARS-CoV-2 infection has a

wide clinical spectrum in humans, ranging

from mild infection to death, but how does
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Fig. 1. Replication of SARS-CoV-2 in ferrets.

Viral RNA in organs or tissues of ferrets inoculated

with (A) F13-E virus strain or (B) CTan-H

strain. Viral titers in organs or tissues of ferrets

inoculated with F13-E (C) and CTan-H (D). The

viral RNA–negative organs indicted in (A) and (B)

were also negative for virus titration [indicated as

“Others” in (C) and (D)]. Viral RNA (E and F)

and viral titer (G and H) in nasal washes of

ferrets inoculated with F13-E [(E) and (G)]

and CTan-H [(F) and (H)]. Antibodies against

SARS-CoV-2 tested by ELISA (I and J) and

neutralization assay (K and L) with sera derived

from ferrets inoculated with F13-E [(I) and (K)]

and CTan-H [(J) and (L)]. Each color bar repre-

sents the value from an individual animal. The

gray bars in (I) to (L) indicate the antibody

values of sera collected from each animal before

inoculation. Asterisks denote animals that

were euthanized on day 13 p.i.; the other four

animals were euthanized on day 20 p.i. The dashed

lines in (I) and (L) show the cutoff value for

seroconversion, and the dashed lines in the

other panels indicate the lower limit of detection.

OD450, optical density measured at 450 nm;

NT antibody, neutralizing antibody.
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the virus behave in other animals? As efforts

progress toward vaccine and antiviral drug

development, which animal(s) can be used to

most accurately model the efficacy of such con-

trol measures in humans? To address these

questions, we evaluated the susceptibility of dif-

ferent model laboratory animals, as well as com-

panion and domestic animals, to SARS-CoV-2.

All experiments with infectious SARS-CoV-2

were performed in the biosafety level 4 and

animal biosafety level 4 facilities in the

Harbin Veterinary Research Institute (HVRI)

of the Chinese Academy of Agricultural Sci-

ences (CAAS), which was approved for such

use by the Ministry of Agriculture and Rural

Affairs of China. Details of the biosafety and

biosecurity measures are provided in the sup-

plementary materials (19). The protocols for

animal study and animal welfare were re-

viewed and approved by the Committee on

the Ethics of Animal Experiments of the HVRI

of CAAS (approval number 2020-01-01JiPi).

Ferrets are commonly used as an animal

model for viral respiratory infections in hu-

mans (20–26). We therefore tested the sus-

ceptibility of ferrets to SARS-CoV-2. Two virus

strains were used in this study: (i) SARS-CoV-

2/F13/environment/2020/Wuhan (F13-E), isolated

from an environmental sample collected in

the Huanan Seafood Market in Wuhan, and

(ii) SARS-CoV-2/CTan/human/2020/Wuhan

(CTan-H), isolated from a human patient.

Pairs of ferrets were inoculated intranasally

with 10
5
plaque-forming units (PFU) of F13-E

or CTan-H and euthanized on day 4 post-

inoculation (p.i.). The nasal turbinate, soft

palate, tonsils, trachea, lung, heart, liver, spleen,

kidneys, pancreas, small intestine, and brain

from each ferret were collected for viral RNA

quantification by quantitative polymerase

chain reaction and virus titration in Vero E6

cells. Viral RNA (Fig. 1, A and B) and infectious

virus (Fig. 1, C and D) were detected in the

nasal turbinate, soft palate, and tonsils of all

four ferrets inoculated with these two viruses

but were not detected in any other organs

tested. These results indicate that SARS-CoV-2

can replicate in the upper respiratory tract

of ferrets, but its replication in other organs

is undetectable.

To investigate the replication dynamics of

these virus strains in ferrets, groups of three

animals were inoculated intranasally with 10
5

PFU of F13-E or CTan-H, and each ferret was

then placed in a separate cage within an iso-

lator. Nasal washes and rectal swabs were col-

lected on days 2, 4, 6, 8, and 10 p.i. from the

ferrets for viral RNA detection and virus ti-

tration. Body temperatures and signs of dis-

ease were monitored for 2 weeks. Viral RNA

was detected in the nasal washes on days 2,

4, 6, and 8 p.i. in all six ferrets inoculated with

the two strains (Fig. 1, E and F). Viral RNAwas

also detected in some of the rectal swabs of

the virus-inoculated ferrets, although the

copy numbers were notably lower than those

in the nasal washes of these ferrets (fig. S1, A

and C). Infectious virus was detected from

the nasal washes of all ferrets (Fig. 1, G and

H) but not from the rectal swabs of any fer-

rets (fig. S1, B and D).

One ferret from each virus-inoculated group

developed fever and loss of appetite on days 10

(CTan-H–inoculated) and 12 p.i. (F13-E–inoculated),

respectively. To investigatewhether these symp-

toms were caused by virus replication in

the lower respiratory tract, we euthanized

the two ferrets on day 13 p.i. and collected

their organs for viral RNA detection. How-

ever, viral RNAwas not detected in any other

tissues or organs of either ferret, except for a

low copy number (10
5.4

copies/g) in the tur-

binate of the ferret inoculated with CTan-H

(fig. S2). Pathological studies revealed severe

lymphoplasmacytic perivasculitis and vascu-

litis; increased numbers of type II pneumo-

cytes, macrophages, and neutrophils in the

alveolar septa and alveolar lumen; and mild

peribronchitis in the lungs of the two ferrets

euthanized on day 13 p.i. (fig. S3). Antibodies
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Fig. 2. Replication of SARS-CoV-2 in cats. Subadult cats and juvenile cats inoculated with CTan-H virus

were euthanized on days 3 and 6 p.i., and their organs were collected for viral RNA detection and virus

titration. (A) Viral RNA and (B) viral titers of subadult cats on day 3 p.i. (C) Viral RNA and (D) viral titers

of subadult cats on day 6 p.i. (E) Viral RNA and (F) viral titers of juvenile cats on day 3 p.i. The values of

red bars in (E) and (F) are from the cat that died on this day. (G) Viral RNA and (H) viral titers of juvenile

cats on day 6 p.i. “Others” represents viral-negative organs, including the brain, heart, submaxillary lymph

nodes, kidneys, spleen, liver, and pancreas. Each color bar represents the value from an individual animal. The

dashed lines indicate the lower limit of detection.
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against SARS-CoV-2 were detected in all fer-

rets by an enzyme-linked immunosorbent assay

(ELISA) and a neutralization assay, although

the antibody titers of the two ferrets that were

euthanized on day 13 p.i. were notably lower

than those of the ferrets euthanized on day 20

p.i. (Fig. 1, I to L).

A virus attachment assay indicated that

SARS-CoV-2 could attach to bronchiolar epi-

thelial cells (fig. S4A) and some type II pneu-

mocytes (fig. S4B) in ferret lungs. To further

investigate whether SARS-CoV-2 replicates in

the lungs of ferrets, we intratracheally inocu-

lated eight ferrets with 10
5
PFU of CTan-H

and euthanized two animals each on days 2,

4, 8, and 14 p.i. to look for viral RNA in the

tissues and organs. Viral RNA was detected

only in the nasal turbinate and soft palate of

one ferret in each pair euthanized on days 2

and 4 p.i.; was detected in the soft palate of

one ferret and in the nasal turbinate, soft

palate, tonsils, and trachea of the other ferret

euthanized on day 8 p.i.; and was not detected

in either of the two ferrets euthanized on

day 14 p.i. (fig. S5). These results indicate that

SARS-CoV-2 can replicate in the upper respira-

tory tract of ferrets for up to 8 days without

causing severe disease or death.

Cats and dogs are in close contact with hu-

mans; therefore, it is important to understand

their susceptibility to SARS-CoV-2. We first

investigated the replication of SARS-CoV-2

in cats. Seven subadult cats (aged 6 to 9months,

outbred domestic cats) were intranasally in-

oculated with 10
5
PFU of CTan-H. Two ani-

mals were scheduled to be euthanized on days 3

and 6 p.i., respectively, to evaluate viral repli-

cation in their organs. Three subadult cats were

placed in separate cages within an isolator. To

monitor respiratory droplet transmission, an

uninfected cat was placed in a cage adjacent to

each of the infected cats. The aggressive be-

havior of the subadult cats made it difficult

to perform regular nasal wash collection. To

avoid possible injury, we only collected feces

from these cats and checked for viral RNA in

their organs after euthanasia.

Viral RNA was detected in the nasal turbi-

nate of one animal, aswell as in the soft palates,

tonsils, tracheas, lungs, and small intestines of

both animals euthanized on day 3 p.i. (Fig. 2A).

In the animals euthanized on day 6 p.i., viral

RNA was detected in the nasal turbinates, soft

palates, and tonsils of both animals; in the

trachea of one animal; and in the small in-

testine of the other. However, viral RNA was

not detected in any lung samples from either

of these animals (Fig. 2C). Infectious virus

was detected in the viral RNA–positive nasal

turbinates, soft palates, tonsils, tracheas, and

lungs of these cats but was not recovered

from the viral RNA–positive small intestines

(Fig. 2, B and D)

In the transmission study, viral RNA was

detected in the feces of two virus-inoculated

subadult cats on day 3 p.i. and in all three

virus-inoculated subadult cats on day 5 p.i.

(Fig. 3A). Viral RNA was detected in the feces

of one exposed cat on day 3 p.i. (Fig. 3A). The

pair of subadult cats with viral RNA–positive

feces was euthanized on day 11 p.i. Viral RNA

was detected in the soft palate and tonsils of

the virus-inoculated animal and in the nasal

turbinate, soft palate, tonsils, and trachea of

the exposed animal (Fig. 3B), indicating that

respiratory droplet transmission had occurred.

We euthanized the other pairs on day 12 p.i.

Viral RNA was detected in the tonsils of one

virus-inoculated subadult cat and in the nasal

turbinate, soft palate, tonsils, and trachea of

the other virus-inoculated subadult cat but was

not detected in any organs or tissues of the

two exposed subadult cats (Fig. 3B). Anti-

bodies against SARS-CoV-2 were detected

in all three virus-inoculated subadult cats and

one exposed cat via an ELISA and neutral-

ization assay (Fig. 3, C and D).

We repeated the replication and transmission

studies in juvenile cats (aged 70 to 100 days)

(Figs. 2, E to H, and 3, E to G, and fig. S6).
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Fig. 3. Transmission of SARS-CoV-2 in cats. Transmission of the CTan-H virus

strain was evaluated in subadult cats (A to D) and juvenile cats (E to G). (A) Viral

RNA in the feces of virus-inoculated or virus-exposed subadult cats. (B) Viral

RNA in tissues or organs of inoculated or exposed subadult cats euthanized on

day 11 p.i. (pair 1, red bars) or day 12 p.i. (pairs 2 and 3). Antibodies against

SARS-CoV-2 in these euthanized subadult cats were detected by ELISA (C) and

neutralization assay (D). (E) Viral RNA in nasal washes of juvenile cats. Sera

from juvenile cats were collected on day 20 p.i., except for sera from one virus-

inoculated animal that died on day 13 p.i. Antibody values for this cat (indicated

by asterisks) were detected from sera collected on day 10 p.i.; antibodies against

SARS-CoV-2 were detected by ELISA (F) and neutralization assay (G). Each

color bar represents the value from an individual animal. The horizontal dashed

lines in (C) and (F) show the cutoff value for seroconversion, and the horizontal

dashed lines in the other panels indicate the lower limit of detection.
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Histopathologic studies performed on sam-

ples from the virus-inoculated juvenile cats that

died or were euthanized on day 3 p.i. revealed

massive lesions in the nasal and tracheal

mucosa epitheliums and lungs (fig. S7). These

results indicate that SARS-CoV-2 can replicate

efficiently in cats and that younger cats are

more vulnerable than older ones. Notably, our

findings also reveal that the virus is transmis-

sible between cats via the airborne route.

We next investigated the replication and

transmission of SARS-CoV-2 in dogs. Five

3-month-old beagles were intranasally in-

oculated with 10
5
PFU of CTan-H and housed

with two uninoculated beagles in a room. Oro-

pharyngeal and rectal swabs from each beagle

were collected on days 2, 4, 6, 8, 10, 12, and

14 p.i. for viral RNA detection and virus titra-

tion in Vero E6 cells. Viral RNA was detected

in the rectal swabs of two virus-inoculated

dogs on day 2 p.i. and in the rectal swab of one

such dog on day 6 p.i. (Table 1). One dog that

was positive for viral RNA by rectal swab on

day 2 p.i. was euthanized on day 4 p.i., but viral

RNAwas not detected in any organs or tissues

collected from this animal (fig. S8). Addition-

ally, infectious virus was not detected in any

swabs collected from any of these dogs. Sera

were collected from all dogs on day 14 p.i. for

antibody detection by an ELISA. Two virus-

inoculated dogs seroconverted; the other two

virus-inoculated dogs and the two contact-

exposed dogs were all seronegative for SARS-

CoV-2 (Table 1 and fig. S9). These results

indicate that dogs have low susceptibility to

SARS-CoV-2.

We also investigated the susceptibility of

pigs, chickens, and ducks to SARS-CoV-2 by

using the same strategy as that used to assess

dogs. However, viral RNA was not detected in

any swabs collected from these virus-inoculated

animals or from naïve contact animals (Table 1).

In addition, all of these animals were sero-

negative for SARS-CoV-2 when tested by ELISA

with sera collected on day 14 p.i. (Table 1). These

results indicate that pigs, chickens, and ducks

are not susceptible to SARS-CoV-2.

In summary, we found that ferrets and cats

are highly susceptible to SARS-CoV-2; dogs have

low susceptibility; and pigs, chickens, and ducks

are not susceptible to the virus. Unlike influ-

enza viruses and the other SARS-coronavirus

known to infect humans (SARS-CoV-1), which

replicate in both the upper and lower respira-

tory tract of ferrets (20, 22–24, 26, 27), SARS-

CoV-2 replicates only in the nasal turbinate,

soft palate, and tonsils of ferrets. SARS-CoV-2

may also replicate in the digestive tract, as

viral RNA was detected in the rectal swabs of

the virus-infected ferrets, but virus was not

detected in lung lobes, even after the ferrets

were intratracheally inoculated with the virus.

It remains unclear whether the virus causes

more severe disease in male ferrets than in fe-

male ferrets, as has been observed among hu-

mans (13, 28).

Several studies have reported that SARS-

CoV-2 uses angiotensin-converting enzyme 2

(ACE2) as its receptor to enter cells (3, 29–31).

ACE2 is mainly expressed in type II pneumo-

cytes and serous epithelial cells of tracheo-

bronchial submucosal glands in ferrets (25).

Ferrets and cats differ by only two amino acids

in the SARS-CoV-2 spike-contacting regions

of ACE2 (table S1); therefore, the underlying

mechanism that prevents the replication of

SARS-CoV-2 in the lower respiratory tract of

ferrets remains to be investigated. The fact

that SARS-CoV-2 replicates efficiently in the

upper respiratory tract of ferrets makes them

a candidate animal model for evaluating the

efficacy of antiviral drugs or vaccines against

COVID-19.

The cats we used in this study were outbred

and were susceptible to SARS-CoV-2, which

replicated efficiently and was transmissible

to naïve cats. Cats inWuhanhave been reported

to be seropositive for SARS-CoV-2 (32). Surveil-

lance for SARS-CoV-2 in cats should be consid-

ered as an adjunct to elimination of COVID-19

in humans.
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ICE SHEETS

Delicate seafloor landforms reveal past Antarctic
grounding-line retreat of kilometers per year
J. A. Dowdeswell1*, C. L. Batchelor1,2, A. Montelli1, D. Ottesen3, F. D. W. Christie1,

E. K. Dowdeswell1, J. Evans4

A suite of grounding-line landforms on the Antarctic seafloor, imaged at submeter horizontal resolution

from an autonomous underwater vehicle, enables calculation of ice sheet retreat rates from a complex

of grounding-zone wedges on the Larsen continental shelf, western Weddell Sea. The landforms are

delicate sets of up to 90 ridges, <1.5 meters high and spaced 20 to 25 meters apart. We interpret

these ridges as the product of squeezing up of soft sediment during the rise and fall of the retreating ice

sheet grounding line during successive tidal cycles. Grounding-line retreat rates of 40 to 50 meters

per day (>10 kilometers per year) are inferred during regional deglaciation of the Larsen shelf. If

repeated today, such rapid mass loss to the ocean would have clear implications for increasing the rate

of global sea level rise.

T
he ice shelves fringing about 75% of the

Antarctic Ice Sheet represent a highly

sensitive interface between ice and ocean,

with potential for rapid grounding-line

retreat and associated mass loss from the

parent ice sheet (1, 2). It is not known, however,

whether modern satellite-derived grounding-

line retreat rates of tens to hundreds of meters

per year, acquired over a time window of about

30 years at most (3, 4), are representative of the

maximum possible magnitude of retreat in, for

example, West AntarcticaÕs Pine Island Bay.

An ice sheet grounding zone is the region

over which seaward-flowing ice decouples

from its underlying bed and becomes a freely

floating ice shelf; the instantaneous, tidally

modulated junction between grounded ice, the

seafloor, and the resulting subÐice shelf ocean-

water cavity beyond is known as the ground-

ing line (5). The former grounding zone is

often identified on high-latitude continental

shelves by the presence of sedimentary depo-

sitional centers, or grounding-zone wedges

(GZWs), which provide a well-preserved geo-

logical archive of the transition zone between

grounded ice sheets and floating ice shelves

(5Ð7). GZWs build up predominantly through

delivery of soft deforming sediments from the

ice sheet interior to the grounding zone along

a line source. There is little space for vertical

accretion in the restricted cavities immediately

beyond the grounding zone (8), and GZWs are

therefore typically subdued, asymmetrical fea-

tures on the seafloor; they generally have a

steeper ice-distal face of a few degrees in slope

angle and a more extensive ice-proximal por-

tion often less than 1° (5, 7). GZW volumes can

be up to several cubic kilometers, with the rate

of formation depending on sediment supply

and the duration of any still-stand during re-

gional grounding-line retreat (5, 9).

We investigated, using an autonomous un-

derwater vehicle (AUV) (10), the morphol-

ogy and shallow stratigraphy of an ~9-km
2

area of five GZWs within a 40-kmÐbyÐ10-km

grounding-zone complex preserved after ice

retreat beneath about 500m of water on the

continental shelf offshore of Larsen Inlet, east-

ern Antarctic Peninsula (Figs. 1 and 2 and fig.

S1) (11). Multibeam echo-sounder data from

the AUV have a horizontal resolution of a few

tens of centimeters (materials and methods),

representing a step-change in our ability to

observe fine-scale landforms preserved on the

seafloor and to understand the highly sen-

sitive setting of a former ice sheet grounding

zone and the processes operating there. The

GZWs were deposited during deglaciation of

the northeasternAntarctic Peninsula continen-

tal shelf following the Last Glacial Maximum

(LGM), probably before the minimum age for

the transition from grounded ice to ice shelf in

the inner Larsen A embayment at 10,700 cali-

brated years before the present [derived by rel-

ative paleomagnetic intensity dating of core

KC023, Fig. 1A (11Ð13)]. They have remained

almost undisturbed since ice retreat, except for

a thin drape of hemipelagic sediment (Fig. 2).

Surface-morphological evidence (Fig. 2A)

and shallow acoustic stratigraphy (Fig. 2,

C and D) demonstrate that the GZWs cross-

cut one another, providing a relative chronol-

ogy for formation (inset of Fig. 2B). Heights

varying between about 10 and 20 mmark the

outer edges of GZWs 3 to 5 and, together with

limited acoustic-stratigraphic evidence (Fig. 2,

C andD), imply that the depocenters are about

10 to 20 m thick. Their asymmetry (Fig. 2, A

and D) is typical of more than 100 GZWs

identified elsewhere in the polar continental-

shelf record (5, 7). GZWs ÒaÓ and 2 to 5 rest on

an older surface (labeled 1 in Fig. 2B) that

includes streamlined landforms (Fig. 2A),

and nearby cores VC318 and VC247 (Fig. 1A)

contain soft (<8 kPa) diamictic subglacial

traction till that has undergone deformation

(11, 14). These elongate sedimentary features,

which are interpreted as mega-scale glacial

lineations (MSGLs) (Fig. 2, A, E, and F), are

orientated in the direction of regional ice

flow (Fig. 1A). The presence ofMSGLs implies
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formation subglacially in soft sediments be-

neath actively flowing andprobably fast-flowing

ice before and during GZW deposition (15, 16).

In addition, the ice-distal margin of the GZWs,

marking former ice sheet grounding zones, con-

tains a number of lobate forms 50 to 100m long

(Fig. 2, E and F) that are interpreted as debris

flows, demonstrating wedge progradation as

deformation till was delivered to the ground-

ing line by active ice.

On the low-gradient GZW surfaces, a com-

plex assemblage of fine-scale landforms is pre-

sent, imaged at submeter resolution (Fig. 2A).

The features are of two types, forming the

appearance of “ladders”with numerous “rungs.”

The sides of each ladder are linear features

typically 2 to 4 m high, hundreds of meters

long, spaced 50 to 200 m apart, and orien-

tated subparallel to the past ice flow direction;

they are interpreted asMSGLs. TheMSGLs are

formedwithin an acoustically semitransparent

unit that is overlain by a thin (about 1 m) drape

of sediment (Fig. 2, C and D). Overprinting the

MSGLs are sets of delicate transverse-to-flow

ridges or rungs that are typically <0.5 m high

and spaced about 20 to 25 m apart (Table 1).

These rungs are of relatively uniformmorphol-

ogy, with many having a steeper ice-distal side

(Fig. 3, B to E).

This delicate submarine glacial landform

assemblage, which we term “ladder and rung

topography,” covers almost the whole imaged

area of each GZW (Figs. 2A and 3). A maxi-

mumof 90 rungs have been identified onGZW

4 (Fig. 3 and Table 1). Although the rungs have

greater seafloor expression in the depressions

betweenMSGL crests, they can often be traced

across the intervening and larger MSGLs, and

series of up to 50 are continuous right across

several of the GZWs (Fig. 3A). This implies that

the rungs are younger than the larger flow-

parallel MSGLs and the GZWs. The rungs are

interpreted to have formed during retreat of

the ice sheet grounding line across the GZW

surface. Their regular spacing implies a cyclical

formation mechanism.

Regularly spaced small transverse ridges

have been observed occasionally at coarser

resolution on high-latitude continental shelves

and in fjords (17, 18). Graham et al. (18), for

example, used anAUV to image distinctive sets

of ridges along several individual transects be-

neath the floating tongue of Pine IslandGlacier,

West Antarctica, at 2-m grid-cell size. The di-

mensions, spacing, and plan-view and cross-

sectional geometry of similar ridges observed

on several Antarctic shelves are compared in

table S1. Many of the sets of small ridges, which

have been referred to previously as corrugation

ridges, have been interpreted as the product of

tidal action that moves ice regularly up and

down on a sedimentary seafloor (19). The ice

can be in the form of iceberg keels, sub–ice

shelf keels, or a wider grounding line (supple-

mentary text and table S1). Where corrugation

ridges are locatedwithin iceberg ploughmarks,

they are likely to have been produced by the

tidal motion of iceberg keels impinging on the

seafloor (17). Corrugation ridges are also pre-

sent within scours that are interpreted to have

been produced by the forward ploughing of ice

keels close to the grounding line (18). Where

these ridges, or rungs, aremore laterally exten-

sive, as we observe over several kilometers

on the Larsen shelf, and where they overprint

MSGLs on the surface of GZWs (Fig. 2A), they

likely form through regular vertical motion of

an ice sheet grounding line that leads to the

squeezing up of deforming soft sediment as

small ridges on each falling tide (18). Indeed,

it has been observed that short-lived pertur-

bations in upstream longitudinal stress and

ice flow, associatedwith tidal-induced flexure

at the grounding zone, can cause small changes

in the surface of the Antarctic Ice Sheet even

tens of kilometers inland of the grounding line

(20, 21). By contrast, recessionalmoraine ridges,

which are typically larger and less regularly

spaced than the rungs reported here (supple-

mentary text and table S1), have been described

from the Ross and Amundsen seas and are

thought to form by short-lived readvances

of the grounding line during overall retreat

(22–24). In Svalbard fjords, such ridges form

during small winter readvances of tidewater

glacier termini during regional glacier reces-

sion (25, 26).

Given their presence overprinting MSGLs

on GZW surfaces, and continuity over at least

5 km, the rungs of our ladder and rung topog-

raphy are interpreted to form by grounding-

line sediment squeezing in successive tidal

cycles (Figs. 2 and 3). Grounding-line retreat

is necessary to preserve individual rungs pro-

duced as the ice presses into the underlying soft

sediment on each falling tide; otherwise, the

delicate rung would be deformed or partially

eroded during the next tidal cycle. The indi-

vidual rungs are generally well developed and

simple in morphology, with little evidence of

subsequent disturbance (Figs. 2 and 3). We

provide a schematic model of the formation

and preservation of ladder and rung topog-

raphy at the retreating grounding line of an ice

shelf (Fig. 4). Although we favor an interpre-

tation in which rung formation occurs at the

grounding line, it is possible that these fea-

tures were produced subglacially, contempo-

raneous with the MSGLs. Subglacial processes

for the formation of subdued transverse ridges

could include sediment squeezing into basal

crevasses as the ice moves forward and/or

water flow over sediment in the depressions

between the MSGLs (18).
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Fig. 1. Map of the study area. (A) Map showing the location of the surveyed GZW complex in Larsen Inlet

(red box). Black lines are GZW crests (11). White arrows show the former ice flow direction. Red circles are

locations of sediment cores KC023, VC247, and VC318. Background land area is from a Sentinel-2b Level-1C

Top of Atmosphere reflectance image acquired on 5 December 2018. Background bathymetry is from the

International Bathymetric Chart of the Southern Ocean (IBCSO) (38). BDE Trough is Bombardier, Dinsmoor

and Edgemoor Trough. The 1986, 1989, and 1995 ice shelf frontal positions are from Cook et al. (39), and

the 1963 ice shelf front position was ascertained from declassified Argon satellite imagery (40). The inset

shows the location of the study area (red box) on the Antarctic Peninsula (AP). The dashed gray line is the

present-day continental shelf break. LC, Larsen C Ice Shelf. (B) Bathymetric image of the GZW complex

beyond Larsen Inlet, acquired from the RRS James Clark Ross in 2002 using a Kongsberg EM120 multibeam

echo sounder with a frequency of 12 kHz. Grid-cell size is 50 m. The image is modified from Evans et al.

(11). Black arrows show GZW crests.
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Our interpretation of ladder and rung topog-

raphy as a product of rapid, tidally modulated

grounding-line migration allows the past rate

of deglacial retreat to be calculated over days

to weeks. This is only possible due to the sub-

meter resolution of our AUV-derived multi-

beam imagery (Figs. 2 and 3). In the absence of

systematic tidal-gauge observations, an inverse

model of Weddell Sea tides by Padman et al.

(27) predicts semidiurnal tidal heights gener-

ally <1.5 m for Larsen area today; maximum

tidal ranges can exceed 3 m in some places.

During ship operations adjacent to Larsen

C Ice Shelf in January 2019, we confirmed a

strong coherency between the predictions of

Padman et al.’s tidal model and our onboard

observations. Although the configuration of

the Weddell Sea during deglaciation will

differ in detail from today owing to isostatic

rebound and the presence of residual inner-

shelf ice, gross basin form will be largely

similar.

The rate of deglacial grounding-line retreat

is derived from the spacing between each rung.

Such an implication would be valid whether

the rungs were produced along a whole section

of the groundling line or by discrete ice-shelf

keels impinging on the seafloor (18), although

we favor the former mechanism for the Larsen

shelf features given their considerable lateral

continuity. Average rung spacing is between 20

and 25m, and the number of observed rungs in

the imaged area of each GZW is between 28

and 90 (Table 1); there are likely to be many

more rungs on the unimaged distal surfaces of

the GZWs. Assuming formation during each

semidiurnal tidal cycle, this yields an average

grounding-line retreat between 40 and 50m/day

over periods between 14 and 45 days. If extrap-

olated over the GZW surfaces landward of our

imaged area, this gives a grounding-line retreat

of about 18 km/year, which might conservatively

be halved to about 10 km if we assume that win-

ter sea ice cover might curtail ice shelf flexure

associated with long-period swell waves for

about half the year (28). This retreat rate of

many kilometers per year is at least an order

of magnitude higher than that observed be-

tween 1992 and 2011 at Pine Island Glacier

(1.6 km/year) (29), which was itself two orders

of magnitude greater than the average retreat

rate for the past 10,000 years (30). Short-lived

phases of very rapid post-LGM retreat, of up to

100 km/year, have also been simulated in nu-

merical experiments by Jamieson et al. (31).

The alternative model of rung formation, in

which the rungs are produced subglacially (18),

implies even higher rates of grounding-line

retreat, because the ice would have to lift off

from its bed near-instantaneously to preserve

the delicate rungs.

The implication is that retreat across the

imaged area of theGZWcomplex on the Larsen

continental shelf could have taken place in

1022 29 MAY 2020 • VOL 368 ISSUE 6494 sciencemag.org SCIENCE

Fig. 2. Geophysical data showing a GZW complex in Larsen Inlet, acquired from an AUV. (A) Bathymetric data

of the GZW complex, derived from an AUV-deployed multibeam echo sounder. Grid-cell size is 1 m. The location

is shown in Fig. 1A. The boxes labeled 2E, 3B, 3C, and 2F show the locations of areas detailed in the corresponding

figure panels. (B) Interpretation of individual GZWs within the grounding-zone complex. The inset is a schematic

diagram showing GZW stratigraphy as derived from multibeam echo-sounder data and sub-bottom profiles. GZWs “a”

and 2 to 5 rest on an older surface (labeled 1). GZW “a” overlies surface 1 and is beneath GZW 5, but its stratigraphic

position relative to GZWs 2 to 4 is unknown. (C and D) Sub-bottom profiles along the GZWs, showing the GZW

stratigraphy and a thin (~0.7 m) uppermost draping unit (pink fill). (E and F) Detail of debris-flow lobes on the

seaward flank of the GZWs.

Table 1. Morphological characteristics of rungs or transverse-to-flow ridges on GZW surfaces in the

study area. GZW thickness is maximum thickness derived from sub-bottom profiles. Dashed lines indicate

where GZW thickness was not able to be ascertained. GZW area is only given for those parts of the GZWs that

were surveyed from the AUV (Fig. 2A); the GZWs most likely extend beyond the study area. Average daily

retreat and retreat duration values are calculated assuming that the ridges were produced by tidally influenced

sit-downs of the grounding line (i.e., two rungs or ridges produced per day).

GZW

surface

GZW

maximum

thickness (m)

GZW

planar

area (km2)

Number

of ridges

Ridge

height (m)

Average

ridge

spacing (m)

Average

daily

retreat (m)

Retreat

duration

(days)

1 (several) — 3.1 71 0.1–0.4 20 40 35
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

a 3 0.4 33 0.2–0.3 24 48 16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

2 — 0.3 28 0.2–0.6 25 50 14
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

3 16 1.4 44 0.3–1.0 20 40 22
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

4 15 2.3 90 0.5–1.5 21 42 45
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

5 9 1.0 40 0.2–0.4 20 40 20
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..
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about 1 year. The multiple sets of GZWs sug-

gest that periods of readvance and still-stand

punctuated overall retreat, demonstrating the

highly dynamic behavior of the grounding

line. Presumably, final rapid retreat would

have exposed the distal sections of the GZW

complex and continued through the remain-

ing 30 km or so of Larsen Inlet, given the

deepening water landward of our study area

(Fig. 1A) and the increasing buoyancy of the

grounding zone that would result. Thus, it

appears that final deglacial retreat from the

still-stand represented by the last of the 10- to

20-m-thick GZWs was very rapid. This explains,

too, why many streamlined glacial landforms,

produced subglacially before deglaciation, are

typically well preserved and not overprinted

by other landforms—retreat is sufficiently rapid

that there is little deposition. Grounding-line

retreat, as inferred here over each tidal cycle,

is not necessarily accompanied by retreat of

the ice shelf frontal margin. For example, Pine

Island Glacier underwent a sustained ground-

ing-line retreat of ~30 km between 1992 and

2011 (3,4) but didnot experience any substantial

change in its ice-shelf frontal position during

that time (32).

The wider importance of our high-resolution

observations of a past ice shelf GZW complex is

to show, using the geological record, that very

high rates of grounding-line retreat are possi-

ble, greater by an order of magnitude than

those reported for ice shelves since satellite

observations began. Thus, a grounding-line

retreat of, for example, 10 km/year along a

5 km length of a 500-m-thick ice streamwould

yield a total ice mass loss of 25 km
3
/year

[23 billion tonnes (Gt)/year using an assumed

ice density of 916.7 kg/m
3
]. A similar calcula-

tion extrapolated across a 30-km-wide and

1-km-thick grounding line, the typical width

and thickness of most ice stream centers in

modern Pine Island Bay in West Antarctica,

yields a total mass loss of 150 km
3
/year (138 Gt/

year). This value is three to five times greater

than mean contemporary (1992–2017) rates

of mass loss integrated over Pine Island

Glacier’s entire drainage basin (31 km
3
/year;

28.4 Gt/year) and the combined Thwaites–

Pope–Smith–Kohler glacier drainage system

(50.3 km
3
/year; 46.1 Gt/year), respectively (33).

This implies that the rapid retreat of even a

single Antarctic outlet glacier could, therefore,

substantially increase the short-term mass

loss from the ice sheet. This is without taking

account of residual ice-dynamic effects asso-

ciated with ice shelf loss (34); the removal of

this buttressing effect provides an additional

mechanism for substantial increases in ice

discharge to the ocean from interior drainage

basins (1, 2, 35). In addition, once retreat at

this pace has begun, the self-stabilizing pro-

cess of continuing subglacial sediment deliv-

ery to the grounding line to offset deglacial

ice shelf thinning and/or sea level rise (36, 37)

ceases to be important given the very short

time, perhaps only a year or two, for sediment

buildup.
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When I started my Ph.D. program, 

I was open with my advisers about 

my career intentions, telling them 

that I wanted to work outside aca-

demia. I enjoyed doing research, 

but I wasn’t interested in sitting at 

a desk writing grants for the rest 

of my career—something I knew 

I’d have to do a lot of if I became a 

professor. 

My university had a program 

that enabled students to take a 

break from their research to do an 

internship at a company or govern-

ment agency. My advisers told me 

about the program early on, and 

they encouraged me to plan on do-

ing an internship during my final 

year. They thought that the expe-

rience would help me build con-

nections and figure out what to do 

after graduation. 

So I started to search for internships during my fourth 

year, at first focusing my search on science policy because 

I’d grown increasingly interested in that career path. I 

was disheartened to find that paid internships in science 

policy in my city were few and far between. I needed a 

solid paycheck and couldn’t afford to relocate to another 

city temporarily, so I widened my search and started to 

look at positions in the biotech industry. My university 

had connections with local companies, so it was easier to 

find industry positions. 

After the orientation session on my first day at the 

company, my manager sat me down to chat. I noticed her 

sneakers, colorful T-shirt, and cool haircut, and I remem-

ber thinking that she didn’t look anything like the cor-

porate representatives I’d listened to that morning. She 

asked me what I wanted to do after I graduated. After 

hearing of my interest in science policy, she asked, “Are 

you sure that the day-to-day experience of science policy 

professionals appeals to you?” I couldn’t come up with 

an answer that felt satisfying; all I could say was that I 

thought the work would be impor-

tant. “You should take on a short-

term position to find out if you’ll 

like it,” she advised. Suddenly, it 

hit me that I’d spent years dream-

ing up potential jobs based on my 

interests, but I didn’t have any ex-

perience to know whether I’d like 

any of them.

Over the past 11 months, I’ve 

learned that her advice to give 

a new career path a try was spot 

on. I’d gone into my company in-

ternship expecting to do standard 

experiments devoid of creative 

thought. I was prepared to get 

bored quickly. But there’s more 

creativity in industry than I imag-

ined. Few products actually make 

it to market, and my company is 

willing to try different ideas and 

experimentation methods, even if 

they ultimately lead to a dead-end. I have been surprised 

by how much I’ve enjoyed my work. 

My experience at the company has been so positive that 

my manager and I agreed to extend my internship to a 

full year. My Ph.D. advisers even allowed me to include 

some of the experiments I performed at the company in 

my dissertation.

I successfully defended my Ph.D. this month, and I am 

on the hunt for my first post-Ph.D. job. I’ve been applying 

for scientist positions in industry—now convinced that in-

dustry is where I would like to work after all. On the side, I 

hope to volunteer for groups that are working in the realm 

of science policy. I haven’t given up on that dream, but I 

understand that you never know whether you’ll like some-

thing until you try it out. j

Tess Torregrosa recently completed her Ph.D. at Northeastern 

University in Boston, and she is in the final month of her internship 

at Biogen. Do you have an interesting career story to share? 

Send it to SciCareerEditor@aaas.org.

“I’d spent years 
dreaming up potential jobs 

based on my interests.”

You never know until you try

O
ne hot July morning, I put on a business casual dress and headed to a biotech company for the 

first day of my internship. It felt daunting. Academia was my safe space; I had never worked any-

where else. When I arrived at the office, I was ushered into an orientation room, where people in 

formal business attire told me about the company’s mission, products, and research areas. As the 

morning wore on, my unease about working for a for-profit company grew. I left the orientation 

wondering whether pausing my Ph.D. research to take on the internship had been a mistake.
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