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EDITORIAL

T
he notion that U.S. colleges and universities will 

open this fall in “normal” mode should not be in 

any forecast. As Dr. Anthony Fauci (of the White 

House’s coronavirus task force) testified last 

week before the Senate, it’s unlikely that a vac-

cine or treatments for coronavirus disease 2019 

(COVID-19) will be available by the time students 

return to campus. I sympathize with the predicament 

of college and university administrators who need to 

reopen in ways that are safe and supportive for all their 

students while also planning for the possibility that 

they won’t be able to reopen in-person classes. To help 

them grapple with this, let’s suspend two things, at least 

temporarily—test scores and rankings.

Although universities that support research, gradu-

ate, and postgraduate training have struggled during 

the pandemic with the shuttering of labs, clinics, and 

academic programs, these func-

tions seem to be on their way back 

and probably can restart safely. I 

worry less about the recovery of 

this sector of higher education 

than I do about undergraduate 

students, of which there are an es-

timated 20 million in the United 

States. We know that their success, 

on multiple fronts, is enhanced by 

completing college.

Recent statements by a few U.S. 

college and university presidents 

about the coming fall semester range from the bull-

ish announcement that Purdue University will open 

with in-person classes to the cautious decision that 

the California State University system will be all-vir-

tual. My guess is that there will be a messy, hybrid 

solution involving mainly virtual instruction, for most 

institutions. In-person classes will require new con-

figurations for housing and dining, smaller lectures, 

and more instructors. Student health centers need to 

prepare for testing, isolation, and mental health sup-

port. And those are just the most obvious needs to be 

addressed, quickly. The chaotic move to virtual classes 

this spring demonstrated that this approach needs to 

be executed much more deliberately in the fall, which 

will require resources to help faculty prepare for a new 

mode of teaching.

My biggest worry is that certain students may get lost 

in the planning debates and that COVID-19 health and 

economic impacts may further exacerbate inequities in 

higher education. The spring semester showed us that 

students had to make quick arrangements to continue 

their education online—a path that was easier for some 

than others. And the large number of students who al-

ready lived off campus—particularly those enrolled in 

community colleges and big urban public universities—

were in the same situation as they were in the prepan-

demic era, but without adequate recognition. Shutting 

down in-person classes and campuses all together com-

pounded student insecurities—from food, shelter, and 

medical to financial and technological. A major concern 

is whether these students will be able to continue (or 

even begin) their higher education in the fall.

For institutional leaders strategizing to reopen, ad-

dressing the imbalances in college access, enrollment, 

and completion of undergraduate education should 

be a priority. High scores in admissions tests and high 

ability to pay tuition are already given too much weight 

by American academic institutions when it comes to 

undergraduate admissions. This 

inequitable behavior is further re-

inforced by the yearly rankings as-

signed to colleges and universities, 

most notoriously by U.S. News and 

World Report (since 1983), which 

university donors and political 

stakeholders study more than they 

should. To any logical scientific 

observer, the fine distinctions of 

where schools show up on this list 

are statistically meaningless—but 

try telling that to a roomful of 

alumni or parents. Countless hours of trustee meetings 

are spent going over the minute details of the formula 

and setting institutional goals. Achieving these goals 

usually means doing things that make the college or 

university less accessible, like admitting more students 

with high standardized test scores.

A truly transformative move in this moment of crisis 

would be to suspend testing requirements and college 

rankings. This is not a time for undergraduate insti-

tutions to be using precious resources to chase these 

numbers. Rather, they need to support struggling stu-

dents and other members of the academic community 

so that education can resume this fall in a manner 

that is fair to all. Some schools are already making test 

scores optional for the time being, and hopefully that 

requirement will never return. Ranking colleges and 

universities changed higher education, mostly for the 

worse. Now is the time for institutions to suspend those 

rankings and, when the crisis is over, bring them back 

in a more progressive form.

–H. Holden Thorp

Suspend tests and rankings

H. Holden Thorp

Editor-in-Chief, 

Science journals. 

hthorp@aaas.org; 

@hholdenthorp

10.1126/science.abc8654
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“…COVID-19…may 
further exacerbate 

inequities in 
higher education.”
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Trump eyes pulling out of WHO
POLITICS |  Public health researchers 

criticized President Donald Trump’s threat 

this week to end U.S. membership in the 

World Health Organization (WHO) and 

permanently withdraw funding. Trump 

has said China did not act quickly enough 

to stop the COVID-19 pandemic; in an 

18 May letter to WHO, he complained 

that it, too, moved too slowly and failed to 

confront China. Scientists said his state-

ments were unjustified and contained 

factual inaccuracies about WHO’s role and 

how the pandemic unfolded. “China and 

the U.S. are fighting it out like divorced 

parents while WHO is the child caught in 

the middle trying not to pick sides,” said 

Devi Sridhar, a professor of global public 

health at the University of Edinburgh.

CDC reopening guidance faulted
POLICY |  The U.S. Centers for Disease 

Control and Prevention (CDC) drew 

controversy last week by releasing a 

set of recommendations, which critics 

complained were watered down, to guide 

the country’s reopening from COVID-19 

lockdowns. The guidelines replaced an 

earlier draft that White House officials P
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Warp Speed leaders are named
VACCINES |  The White House on 15 May 

named a veteran of vaccine development 

and a U.S. Army general to lead a crash, 

$10 billion program to develop vaccines, 

drugs, and diagnostics for COVID-19. It 

aims to deliver one or more vaccines to 

300 million Americans by January 2021, 

a nationalistic goal potentially at odds 

with a call last week by more than 

140 world leaders to equitably distribute 

any vaccine globally. Moncef Slaoui, who 

formerly led global vaccine development 

at GlaxoSmithKline, will guide the sci-

ence for the U.S. effort, called Operation 

Warp Speed, while Gen. Gustave 

Perna will oversee the supply chain 

and delivery of products. The private-

public partnership plans to vaccinate 

Americans first before sharing products 

with other countries. The U.K. govern-

ment took a similar stand last week 

about a vaccine being developed with 

its funding by the University of Oxford. 

And French vaccine manufacturer 

Sanofi, under pressure from French 

leaders, retreated from a claim by its 

CEO last week that it would supply the 

United States first because of early fund-

ing from the U.S. government.

I N  B R I E F
Edited by Jeffrey Brainard

DISPATCHES FROM THE PANDEMIC

Patrons enjoy drinks inside a bar in Bloomington, Indiana, on 16 May after authorities there and in many other U.S. jurisdictions lifted stay-at-home orders.
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had rejected as too prescriptive and 

burdensome on businesses. The replace-

ment consists of six flow charts describing 

safeguards such as cleaning measures 

and employee monitoring that schools, 

offices, and other facilities should begin 

before reopening. Public health experts, 

including Anthony Fauci, head of the 

U.S. National Institute of Allergy and 

Infectious Diseases and a member of the 

White House Coronavirus Task Force, 

continued to warn of disastrous conse-

quences of easing lockdowns prematurely. 

By this week, all but a handful of states 

had reopened retail stores, and many 

began to allow dine-in service to resume 

at restaurants, though nearly all schools 

remain closed for the academic year. 

China’s halt cut pollution deaths
PUBLIC HEALTH |  Even as COVID-19 took 

thousands of lives in China, a reduction in 

air pollution from the country’s lockdown 

saved more lives than those lost to the novel 

coronavirus, a study has estimated. The 

quarantine reduced traffic, leading to a 37% 

decline in emissions of nitrogen dioxide 

and a 30% fall in fine particulate matter 

at the height of China’s quarantine, from 

10 February to 14 March. This prevented 
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an estimated 12,151 deaths from diseases, 

such as stroke, linked to these pollutants, 

compared with 4633 deaths attributed to the 

virus, Yale University researchers reported 

online on 13 May in The Lancet. The findings 

suggest substantial health benefits can arise 

from aggressive control measures for air pol-

lution, the authors wrote. Other researchers 

have reported that air pollution fell during 

COVID-19 lockdowns. A preprint study by 

a Norwegian-German group, for example, 

reported reductions in premature deaths 

and pediatric asthma in China and India 

because of reduced traffic.

Few Spaniards have antibodies
EPIDEMIOLOGY |  A study of blood samples 

from 70,000 people in Spain suggests only 

a small minority have antibodies to the 

virus that causes COVID-19, despite the 

country having had the fifth most deaths 

from the disease. The finding implies 

the population is nowhere near a level of 

immunity that would slow its spread. At 

a 13 May news conference, Spanish health 

officials announced preliminary results 

from their nationwide study of 36,000 

randomly selected households, which 

aimed to find out how many people have 

been infected and already recovered, one 

of the largest such studies in the world to 

date. They estimated that roughly 

2.3 million Spaniards, about 5% of the 

population, have antibodies that might pro-

tect against a future infection. The numbers 

varied widely in different regions: In hard-

hit Madrid, just over 11% of people tested 

positive. In Barcelona it was about 7% but 

less than 2% in several southern regions.

More child deaths forecast
GLOBAL HEALTH |  The COVID-19 pan-

demic is disrupting routine health services 

and food supplies in ways that could kill 

an additional 1.2 million children under 

age 5 and 57,000 mothers worldwide over 

the next 6 months, a study estimates. The 

toll for children would represent a 45% 

increase over the level expected during 

normal times. Mortality rates for COVID-19 

itself appear to be low in children and in 

women of reproductive age, but the disrup-

tion caused by the pandemic is hampering 

the delivery of vaccines as well as treat-

ments for infectious diseases and obstetrics 

care, the authors reported 12 May online 

in The Lancet Global Health. That could 

reverse a 50% decline since 2000 in death 

rates among children under 5.

A
major change to U.S. regulation of biotech will exempt some 

gene-edited plants from government oversight. The new 

policy, published in the Federal Register on 18 May, says that if 

researchers use gene editing to design a plant that could have 

been bred conventionally, the new plant will be exempt from 

regulation. But anything else—such as moving a gene between 

species—will still require a regulatory review. In addition, the gov-

ernment will cease regulating new varieties of already approved GM 

crops, easing their path to market. Industry groups are welcoming 

the new rule, whereas opponents are decrying the reduction of gov-

ernment oversight. Most of the changes go into effect 5 April 2021.

AGRICULTURE

U.S. eases rules for bioengineered plants

NIH head lauded for faith ties
PRIZES |  U.S. National Institutes of 

Health (NIH) Director Francis Collins 

has won the $1.3 million 2020 Templeton 

Prize for his work to reconcile science 

and religion. Collins, 70, who embraced 

Christianity as a medical student, led the 

Human Genome Project to its comple-

tion in 2003 before taking the helm of 

NIH 11 years ago. His 2006 book, The 

Language of God: A Scientist Presents 

Evidence for Belief, became a bestseller, 

and he continues to speak publicly 

about his faith, despite criticism from 

some scientists who find such activities 

inappropriate for the leader of a federal 

science agency. Collins “has demon-

strated how religious faith can motivate 

and inspire rigorous scientific research,” 

the John Templeton Foundation said 

in a release. The prize’s judges selected 

Collins last year, before the COVID-19 

pandemic; since it began, he “has urged 

faith communities to trust science” to 

fight the disease, the organization added. 

The John Templeton Foundation funds 

research as well as projects at the inter-

section of science and religion (including 

at AAAS, which publishes Science).

A boost for geochronology
EARTH SCIENCE |  A blue-ribbon panel 

this week recommended creating a new 

consortium for geochronology, which 

dates the age of rocks, to improve coor-

dination and funding. The idea came 

in a set of recommendations released 

this week by the National Academies 

of Sciences, Engineering, and Medicine 

(NASEM) for the National Science 

Foundation’s (NSF’s) $180 million annual 

budget for earth science this decade. 

At a cost of up to $10 million annually, 

the geochronology consortium would 

SCIENCEMAG.ORG/TAGS/CORONAVIRUS

Read additional Science coverage of the pandemic.

A plant specialist at Monsanto (now Bayer) hand pollinates genetically modified corn plants.
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THREE QS

Witness to a landscape’s recovery
Charlie Crisafulli f rst visited Mount St. Helens 2 months after the 18 May 1980 eruption that 

ripped the top of  the volcano, killed 57 people, and destroyed 600 square kilometers of forests. 

He was a 22-year-old with an undergraduate degree in ecology, accompanying other scientists 

who swarmed to the mountain. Since then, Crisafulli—now an ecologist with the U.S. Forest 

Service—has spent much of each summer taking the mountain’s pulse as life returns. (Read a 

longer version of this interview at https://scim.ag/CrisafulliQA.)

Q: What did you see after the eruption?

A: We were all absolutely blown away by 

the intensity and extent of the disturbance. 

Our design was to take advantage of the 

natural experiment that the volcano created 

because there were dif erent intensities of 

disturbance. … I saw this one sprig, and it 

was a parsley fern. Every spring since then I 

have gone and said hello, greeted that same 

exact plant.

Q: What are some of the key 

scientific insights from the work?

A: The initial impression was that the 

regeneration of the area’s ecology is going 

to come from the edges and from distant 

source populations. Instead what we found is 

that, in some 90% of the landscape, the rule 

was survivorship, albeit at greatly reduced 

numbers and in isolated refugias. And that 

was not something we anticipated.

Q: How has the research informed 

understanding of other volcanoes? 

A: When a volcano starts acting up in Chile, 

or in Japan, or Iceland, or New Zealand, we’re 

often contacted to say, “Help us anticipate 

what’s likely to happen.” What we have seen 

is strikingly similar patterns of ecological 

response. … In all cases, what we found is 

nutrient-impoverished volcanic material. 

And that’s one of the biggest obstacles [to 

ecological recovery]. There seems to be always 

heroes at these volcanoes that play critically 

important roles. At Mount St. Helens, it was 

species such as lupine and alder. They had a 

special association on their roots with bacteria 

that produce nitrogen. So they were able to 

exploit these landscapes, and in doing so, 

they modif ed these sites and facilitated the 

colonization by many other plants and animals.

develop new dating techniques while 

providing dates as a service to NSF-funded 

researchers. The NASEM report also recom-

mends building a $3 million anvil press for 

simulating the pressures in Earth’s core and 

creating a center for geophysicists who study 

hydrology and other phenomena close to the 

planet’s surface. It endorsed development of 

two initiatives that would require new fund-

ing: one to study subduction zones, where 

oceanic crust dives beneath continents, and 

the other to map the continent’s “critical 

zone,” the subsurface layer of soil, rocks, and 

water that fuels life above. 

New head of U.K. funding agency
LEADERSHIP |  Ottoline Leyser, a plant 

biologist at the University of Cambridge, 

will be the next director of the United 

Kingdom’s £7 billion research funding 

agency, UK Research and Innovation 

(UKRI), the government announced 

last week. Leyser directs the Sainsbury 

Laboratory at Cambridge, a leading plant 

research center with about 130 scientists. 

She serves on the prime minister’s Council 

for Science and Technology and has called 

for increasing diversity in science and 

improving research culture. UKRI will see 

large budget increases as the government 

tries to raise R&D investment to 2.4% of 

gross domestic product over 7 years. But 

the implementation of Brexit in December 

has left unanswered questions about U.K. 

participation in the European Union’s 

research funding programs. Leyser takes 

over from Mark Walport next month.

EPA skips regulating pollutant  
ENVIRONMENT |  In the latest twist in a 

decades-old dispute, the U.S. Environmental 

Protection Agency has reportedly decided 

it will not set a drinking water standard 

for perchlorate, a pollutant linked to brain 

damage. The chemical, which is used in 

rocket fuel and other products but also 

occurs naturally, has seeped into numer-

ous water supplies. Environmentalists have 

long pushed for its federal regulation, and 

in 2011 the Obama administration began 

that process. But the Trump administration 

has decided the chemical does not pose a 

serious threat and does not require federal 

oversight because some states already 

regulate it, The New York Times reported 

on 14 May.

THREE QS
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t’s not an AIDS vaccine, but it may be the 

closest thing to one so far. A long-acting 

antiretroviral drug given as an injection 

every 2 months powerfully protected un-

infected people from HIV in a large-scale 

clinical trial. Although it was cut short 

by the COVID-19 pandemic and has not 

been published in a peer-reviewed journal or 

presented at a meeting, the study holds out 

hope of preventing HIV infections in high-

risk groups without the need to take pills 

every day, which many people find difficult.

The trial compared the experimental drug 

cabotegravir with Truvada, a daily pill com-

bining two antiretroviral compounds that is 

the standard regimen for pre-exposure pro-

phylaxis (PrEP), as the strategy of preventing 

infection with drugs is known. Sponsored 

by the U.S. National Institute of Allergy and 

Infectious Diseases (NIAID), the trial began 

in December 2016 and enrolled more than 

4500 men who have sex with men and trans-

gender women. Participants were randomly 

assigned to Truvada, intramuscular injec-

tions of cabotegravir, placebo pills, or dummy 

injections. As of late April, 12 infections oc-

curred in the cabotegravir group versus 

38 in the equally sized group that received 

Truvada: a 0.38% incidence in the cabotegra-

vir arm versus 1.21% in the Truvada one. This 

overall result, reported by press releases on 

18 May, indicates cabotegravir works just as 

well as Truvada, and perhaps better, though 

the trial saw too few infections for that con-

clusion to reach statistical significance.

“It’s really exciting,” says Jared Baeten, an 

epidemiologist at the University of Wash-

ington, Seattle, who conducted a landmark 

PrEP study of anti-HIV pills—including 

Truvada—in Kenya and Uganda. “It gives 

another option for people who can’t or don’t 

want to take daily pills.” That may get more 

people to try PrEP, Baeten adds, noting that 

more women began to use contraception as 

options increased. Epidemiologist Kevin De 

Cock, who heads the Kenya program for the 

U.S. Centers for Disease Control and Preven-

tion, says, “A new vista of HIV prevention has 

been opened.”

Several PrEP studies with Truvada have 

shown that, by and large, people who became 

infected with HIV did not take the daily pills. 

(Blood measurements can reveal levels of 

the drugs.) To address that problem, “Peo-

ple are looking aggressively for long-acting 

agents,” says Myron Cohen, a microbiologist 

at the University of North Carolina School of 

Medicine, who is co–principal investigator 

of the NIAID HIV Prevention Trials Net-

work. Cabotegravir, which has worked well 

as a treatment in clinical trials, is further 

along in development than other long-act-

ing drugs. Made by ViiV Healthcare, a joint 

venture of GlaxoSmithKline, Pfizer, and 

Shionogi that focuses on AIDS drugs, the 

compound targets integrase, an HIV pro-

tein that is essential to its replication.

COVID-19 shut down 11 of the trial’s 

43 sites in seven countries, and participants 

at others increasingly had trouble attend-

ing appointments, says Raphael Landovitz 

of the University of California, Los Angeles, 

the study’s protocol chair. The investigators 

told the study’s independent data and safety 

monitoring board (DSMB) about this prob-

lem in early April and asked that the end-

point of the trial be changed to make sure 

the study had an “undisrupted data set.” 

Instead of evaluating whether the injections 

were superior to the Truvada pills—the origi-

nal goal—they decided to assess a lower stan-

dard of “noninferiority.”

On 14 May, the DSMB members took a 

scheduled interim peek at the data. They 

found that the cabotegravir arm met that 

threshold and that the injections appeared 

safe and mostly well-tolerated. Study orga-

nizers now plan to offer the injections to all 

participants. “With cabotegravir lasting at 

least a couple of months we’re moving in 

the direction of providing people with some 

of the benefits of a vaccine,” Cohen says.

Landovitz says ongoing analyses should 

reveal why people who received shots of the 

drug became infected. Earlier studies found 

that men and transgender women who are 

underweight more rapidly eliminate the 

drug from their blood. Another possibility 

is that participants who got infected may 

have missed some doses of the cabotegravir 

pills they had to take for 5 weeks—for safety 

reasons—before starting the injections. Or 

someone could have been infected with an 

HIV variant that is resistant to cabotegravir.

Injected cabotegravir is also being tested 

in a large study of heterosexual women, 

which could have clear data as early as No-

vember. ViiV said in a statement it is “ac-

tively working with global health partners” 

to make sure that people in resource-limited 

countries have access to cabotegravir injec-

tions, but it did not reveal any information 

about pricing. Cohen says the addition of 

long-acting cabotegravir as PrEP provides 

a powerful new HIV prevention weapon. 

“This agent really could contribute to the 

goal of ending AIDS by 2030.” j

I N  D E P T H

Cabotegravir provided long-term protection 

from HIV when injected intramuscularly.

Long-acting drug acts like 
a short-term AIDS vaccine
Simpler than daily pills, injections to prevent HIV infections 
protect people for 2 months

BIOMEDICINE

By Jon Cohen
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W
hen 61 people met for a choir 

practice in a church in Mount Ver-

non, Washington, on 10 March, 

everything seemed normal. For 

2.5 hours the chorists sang, snacked 

on cookies and oranges, and sang 

some more. But one of them had been suffer-

ing for 3 days from what felt like a cold—and 

turned out to be COVID-19. In the following 

weeks, 53 choir members got sick, three were 

hospitalized, and two died, according to a 

12 May report by the U.S. Centers for Disease 

Control and Prevention (CDC) that meticu-

lously reconstructed the tragedy.

Many similar “superspreading events” 

have occurred in the COVID-19 pandemic. A 

database by Gwenan Knight and colleagues 

at the London School of Hygiene & Tropi-

cal Medicine (LSHTM) lists an outbreak in 

a dormitory for migrant workers in Singa-

pore linked to almost 800 cases; 80 infec-

tions tied to live music venues in Osaka, 

Japan; and a cluster of 65 cases resulting 

from Zumba classes in South Korea. Clus-

ters have also occurred aboard ships and at 

nursing homes, meatpacking plants, ski re-

sorts, churches, restaurants, hospitals, and 

prisons. Sometimes a single person infects 

dozens of people, whereas other clusters 

unfold across several generations of spread, 

in multiple venues.

Other infectious diseases also spread 

in clusters. But COVID-19, like two of its 

cousins, severe acute respiratory syndrome 

(SARS) and Middle East respiratory 

syndrome (MERS), seems especially 

prone to attacking groups of tightly 

connected people while sparing oth-

ers. It’s an encouraging finding, sci-

entists say, because it suggests that 

restricting gatherings where super-

spreading is likely to occur will have 

a major impact on transmission and that 

other restrictions—on outdoor activity, for 

example—might be eased. 

“If you can predict what circumstances 

are giving rise to these events, the math 

shows you can really, very quickly curtail 

the ability of the disease to spread,” says 

Jamie Lloyd-Smith of the University of 

California, Los Angeles, who has studied 

the spread of many pathogens. But super-

spreading events are ill-understood and dif-

ficult to study, and the findings can lead to 

heartbreak and fear of stigma in patients 

who touch them off.

Most of the discussion around the spread 

of SARS-CoV-2 has concentrated on the av-

erage number of new infections caused by 

each patient. Without social distancing, this 

reproduction number (R) is about three. But 

in real life, some people infect many others 

and others don’t spread the disease at all. In 

fact, the latter is the norm, Lloyd-

Smith says: “The consistent pattern 

is that the most common number is 

zero. Most people do not transmit.”

That’s why in addition to R, sci-

entists use a value called the dis-

persion factor (k), which describes 

how much a disease clusters. The 

lower k is, the more transmission comes 

from a small number of people. In a semi-

nal 2005 Nature paper, Lloyd-Smith and 

co-authors estimated that SARS—in which 

superspreading played a major role—had a 

k of 0.16. The estimated k for MERS, which 

emerged in 2012, is about 0.25. In the flu 

pandemic of 1918, in contrast, the value was 

about one, indicating that clusters played 

less of a role.

Estimates of k for SARS-CoV-2 vary. In 

January, researchers at the University of 

Bern simulated the epidemic in China for 

different combinations of R and k and com-

By Kai Kupferschmidt

COVID-19

Why do some patients infect many others, whereas many don’t spread the virus at all?

Science’s

COVID-19 

coverage 

is supported 

by the 

Pulitzer Center.

Large numbers of people working close together in a cold environment may make meatpacking plants fertile ground for the novel coronavirus.

Case clustering emerges as key pandemic puzzle
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pared the outcomes with what had actu-

ally taken place. They concluded that k for 

COVID-19 is somewhat higher than for 

SARS and MERS. But in a March preprint, 

Adam Kucharski of LSHTM estimated it’s 

only 0.1. “Probably about 10% of cases lead 

to 80% of the spread,” Kucharski says.

If he is right, SARS-CoV-2 needs to be 

introduced undetected into a new country 

at least four times to have an even chance 

of establishing itself, Kucharski says. That 

may explain why the virus did not take off 

around the world sooner after it emerged 

in China, and why some very early cases 

elsewhere—such as one in France in late 

December 2019, reported on 3 May—

apparently failed to ignite a wider outbreak. 

If the Chinese epidemic was a big fire that 

sent sparks flying around the world, most of 

the sparks simply fizzled out.

Why coronaviruses cluster so much more 

than other pathogens is “a really interest-

ing open scientific question,” 

says Christophe Fraser of the 

University of Oxford, who has 

studied superspreading in 

Ebola and HIV. Their mode of 

transmission may be one fac-

tor. SARS-CoV-2 appears to 

transmit mostly through drop-

lets, but it does occasionally 

spread through finer aerosols 

that can stay suspended in the 

air, enabling one person to 

infect many. Most published 

large transmission clusters “seem to impli-

cate aerosol transmission,” Fraser says.

Individual patients’ characteristics play a 

role as well. Some people shed far more virus, 

and for a longer period of time, than others, 

perhaps because of differences in their im-

mune system or the distribution of virus re-

ceptors in their body. A 2019 study of healthy 

people showed some breathe out many more 

particles than others when they talk. (The 

volume at which they spoke explained some 

of the variation.) Singing may release more 

virus than speaking, which could help ex-

plain the choir outbreaks. People’s behavior 

also plays a role. Having many social contacts 

or not washing your hands makes you more 

likely to pass on the virus.

Superspreading usually happens indoors. 

Researchers in China studying the spread 

of the coronavirus outside Hubei province—

ground zero for the pandemic—identified 

318 clusters of three or more cases between 

4 January and 11 February, only one of which 

originated outdoors. A study in Japan found 

that the risk of infection indoors is almost 

19 times higher than outdoors. Some situa-

tions may be particularly risky. Meatpacking 

plants are likely vulnerable because many 

people work closely together in spaces where 

low temperature helps the virus survive.

Countries that have beaten back the virus 

to low levels need to be especially vigilant 

for superspreading events, because they can 

easily undo hard-won gains. After South 

Korea relaxed social distancing rules in 

early May, a man who later tested positive 

for COVID-19 visited several clubs in Seoul; 

public health officials scrambled to identify 

thousands of potential contacts and have 

already found 170 new cases.

If public health workers knew where 

clusters are likely to happen, they could try 

to prevent them and avoid shutting down 

broad swaths of society, Kucharski says. 

“Shutdowns are an incredibly blunt tool,” 

he says. “You’re basically saying: We don’t 

know enough about where transmission is 

happening to be able to target it, so we’re 

just going to target all of it.”

But studying large COVID-19 clusters is 

harder than it seems. Many countries have 

not collected the kind of de-

tailed contact tracing data 

needed. And the shutdowns 

have been so effective that 

they also robbed researchers 

of a chance to study super-

spreading events. (Before the 

shutdowns, “there was prob-

ably a 2-week window of op-

portunity when a lot of these 

data could have been col-

lected,” Fraser says.)

The research is also prone to 

bias. People are more likely to remember at-

tending a basketball game than, say, getting 

a haircut, a phenomenon called recall bias 

that may make clusters seem bigger than 

they are. Clusters that have an interesting 

social angle—such as prison outbreaks—may 

get more media coverage and thus jump out 

to researchers, while others remain hidden. 

Clusters of mostly asymptomatic infections 

may be missed altogether.

Privacy is another concern. Untangling 

the links between patients can reveal who 

was at the origin of a cluster or expose in-

formation about people’s private lives. In its 

report about the chorus, CDC left out a seat-

ing map that could show who brought the 

virus to the practice. Some clubs involved in 

the new South Korean cluster were gay ven-

ues, which resulted in an antigay backlash 

and made contact tracing harder.

Fraser, who is tracking HIV transmission 

in Africa by sequencing virus isolates, says 

it is a difficult trade-off, but one that can 

be managed through good oversight and 

engagement with communities. Epidemio-

logists have “a duty” to study clusters, he 

says: “Understanding these processes is go-

ing to improve infection control, and that’s 

going to improve all of our lives.” j

T
cells are among the immune system’s 

most powerful weapons, but their im-

portance for battling SARS-CoV-2, the 

virus that causes COVID-19, has been 

unclear. Now, two studies show in-

fected people harbor T cells that tar-

get the virus—and may help them recover. 

Both studies also found that some people 

never infected with SARS-CoV-2 have these 

cellular defenses, most likely because they 

were previously infected with other corona-

viruses that cause the common cold.

“This is encouraging data,” says viro-

logist Angela Rasmussen of Columbia Uni-

versity, who wasn’t involved in the work. 

Although the studies don’t clarify whether 

people who clear a SARS-CoV-2 infec-

tion can ward off the virus in the future, 

both identified strong T cell responses 

to it, which “bodes well for the develop-

ment of long-term protective immunity,” 

Rasmussen says. The findings could also 

help researchers create better vaccines.

The more than 100 COVID-19 vaccines 

in development mainly focus on triggering 

a different immune response: antibodies. 

Researchers know our B cells make anti-

bodies against SARS-CoV-2, which vaccine 

developers hope can latch onto the virus 

and prevent it from entering cells. But 

T cells can also help thwart infections. 

Helper T cells spur B cells and other im-

mune defenders into action, whereas killer 

T cells target and destroy infected cells. 

The severity of disease can depend on the 

strength of these T cell responses.

To determine whether the new corona-

virus provokes T cells, a team led by Shane 

T cells found 
in coronavirus 
patients ‘bode 
well’ for long-
term immunity
New findings suggest 
past infections may offer 
some protection against 
the novel coronavirus

COVID-19 

By Mitch Leslie“Probably about 
10% of cases 
lead to 80%

of the spread.”
Adam Kucharski, 

London School of Hygiene 

& Tropical Medicine
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Crotty and Alessandro Sette, immuno-

logists at the La Jolla Institute for 

Immunology, used bioinformatics tools to 

predict which segments of the virus’ pro-

teins should stimulate T cells most effec-

tively. They then exposed immune cells from 

10 patients who had recovered from mild 

cases of COVID-19 to these viral snippets.

All of the patients carried helper T cells 

that recognized the SARS-CoV-2 spike pro-

tein, which enables the virus to infiltrate 

our cells. They also harbored helper T cells 

that reacted to other SARS-CoV-2 proteins. 

And in 70% of the subjects, the team de-

tected virus-specific killer T cells, they 

reported last week in Cell. “The immune 

system sees this virus and mounts an effec-

tive immune response,” Sette says.

The results jibe with those of a study 

posted as a preprint on medRxiv on 

22 April by immunologist Andreas Thiel of 

the Charité University Hospital in Berlin 

and colleagues. They identified helper T 

cells targeting the spike protein in 15 out 

of 18 patients hospitalized with COVID-19.

Before these studies, researchers didn’t 

know whether T cells played a role in 

eliminating SARS-CoV-2—or even whether 

they could provoke a dangerous immune 

system overreaction. “These papers are 

really helpful because they start to define 

the T cell component of the immune re-

sponse,” Rasmussen says.

She and other scientists caution that 

the results do not mean people who have 

recovered from COVID-19 are safe from re-

infection. But they do raise hopes that a vac-

cine could give lasting protection against 

the virus. To spark production of antibodies, 

a vaccine needs to stimulate helper T cells, 

Crotty notes. “It is encouraging that we are 

seeing good helper T cell responses against 

SARS-CoV-2 in COVID-19 cases,” he says.

The results have other significant impli-

cations for vaccine design, says molecular 

virologist Rachel Graham of the University 

of North Carolina, Chapel Hill. Most vac-

cines under development aim to elicit an 

immune response against the spike protein, 

but the La Jolla group’s study determined 

that T cells reacted to several viral proteins, 

suggesting vaccines that incite an immune 

response to these proteins as well could be 

more effective. “It is important to not just 

concentrate on one protein,” Graham says.

Both teams also wondered whether 

people who haven’t been infected with 

SARS-CoV-2 also produce T cells that could 

combat it. Thiel and colleagues analyzed 

blood from 68 uninfected people and 

found that 34% hosted helper T cells that 

recognized SARS-CoV-2. The La Jolla team 

studied stored blood samples collected be-

tween 2015 and 2018, well before the cur-

rent pandemic began, and detected these 

cross-reactive helper T cells in about half 

of them. The researchers think these cells 

were likely triggered by past infection with 

one of the four human coronaviruses that 

cause colds; proteins in these viruses re-

semble those of SARS-CoV-2.

The studies don’t show people with this 

cross-reactivity are less likely to become 

ill from COVID-19. But viral immunologist 

Steven Varga of the University of Iowa says 

the results do suggest “one reason that a 

large chunk of the population may be able 

to deal with the virus is that we may have 

some small residual immunity from our ex-

posure to common cold viruses.” j

Immune hunters called T cells can seek and destroy a cell (green) infected with SARS-CoV-2 (yellow).

T
he international alarm about the 

COVID-19 pandemic was sounded first 

not by a human, but by a computer. 

HealthMap, a website run by Boston 

Children’s Hospital, uses artificial in-

telligence (AI) to scan social media, 

news reports, internet search queries, and 

other data for signs of disease outbreaks. 

On 30 December 2019, it spotted a news re-

port of a new type of pneumonia in Wuhan, 

China, and issued a one-line email bulletin 

that seven people were in critical condition, 

rating the urgency at three on a scale of five.

Humans weren’t far behind. Colleagues 

in Taiwan had already alerted Marjorie 

Pollack, a medical epidemiologist in New 

York City, to social media chatter in China 

that reminded her of the 2003 outbreak of 

severe acute respiratory syndrome (SARS), 

which spread to dozens of countries and 

killed 774. “It fit all of the been there, done 

that déjà vu for SARS,” Pollack says. Less 

than 1 hour after the HealthMap alert, she 

posted a more detailed notice to ProMED , 

a list server with 85,000 subscribers for 

which she is a deputy editor.

But the early alarm from HealthMap 

underscores the potential of AI, or ma-

chine learning, to keep watch for conta-

gion. As the COVID-19 pandemic continues 

to spread, AI researchers are teaming with 

tech companies to build automated track-

ing systems that will mine social media, 

news reports, and public health data for 

signs of new outbreaks. AI is no substitute 

for traditional public health monitoring, 

cautions Matthew Biggerstaff, an epidemio-

logist with the U.S. Centers for Disease Con-

trol and Prevention (CDC). “This should be 

viewed as one tool in the toolbox,” he says. 

But it can fill a need, says Elad Yom-Tov, 

a Microsoft computer scientist who has 

worked with public health officials in the 

By Adrian Cho

COVID 19

AI systems aim 
to sniff out 
coronavirus 
outbreaks
Alerts would not substitute 
for on-the-ground sleuthing, 
experts warn
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HealthMap uses artificial intelligence and data mining to spot disease outbreaks (colored dots) and issue alerts. 

United Kingdom. “There’s such a wealth of 

data, we will need some sort of tool … to me 

that tool is machine learning.”

Well before COVID-19 hit, CDC began 

an annual competition to most accurately 

predict the severity and spread of influ-

enza across the United States. The compe-

tition receives dozens of entries each year; 

Biggerstaff says roughly half involve ma-

chine learning algorithms, which learn to 

spot correlations as they are “trained” on 

vast data sets. Roni Rosenfeld, a computer 

scientist at Carnegie Mellon University, and 

colleagues have won the contest five times 

with algorithms that mine data including 

Google searches, Twitter posts, Wikipedia 

page views, and visits to the CDC website.

Teams involved in the flu challenge have 

now pivoted to COVID-19. They are apply-

ing AI in two ways. One aims to spot the first 

signs of a new disease or outbreak, just as 

HealthMap did. That requires the algorithms 

to look for ill-defined signals in a sea of noise, 

a challenge on which a well-trained human 

may still hold the upper hand, Pollack says.

AI could also assess the current state of 

an epidemic—so-called now-casting. The 

Carnegie Mellon team aims to now-cast 

COVID-19 across the United States, using 

data collected through pop-up symptom 

surveys by Google and Facebook, Google 

search data, and other sources in order to 

predict local demand for intensive care 

beds and ventilators 4 weeks out, Rosenfeld 

says. “We’re trying to develop a tool for 

policymakers so that they can fine-tune 

their social distancing restrictions to not 

overwhelm their hospital resources.”

Although automated, AI systems are still 

labor intensive, notes Rozita Dara, a com-

puter scientist at the University of Guelph 

who has tracked avian influenza and is 

turning to COVID-19. “By the time you get 

to AI, it’s the easy part,” she says. To train 

a program to scan Twitter, for example, re-

searchers must first feed it examples of rele-

vant tweets, painstakingly selected by hand, 

Dara says. AI may also struggle in a rapidly 

evolving pandemic, where correlations be-

tween online behavior and illness can shift.

AI has misfired before. From 2009 to 

2015, Google ran an effort called Google 

Flu Trends that mined search query data 

to track the U.S. prevalence of flu. At first 

the system did well, correctly predicting 

CDC tallies roughly 2 weeks ahead of time. 

But from 2011 to 2013, it overestimated flu 

prevalence, largely because researchers 

didn’t retrain the system as people’s search 

behavior evolved, Yom-Tov says. Searches 

for news reports about the flu were mis-

interpreted as signs of infection.

“I don’t think it’s an inherent problem,” 

Yom-Tov adds. “It’s something that we’ve 

learned from.” He and colleagues from Uni-

versity College London recently posted a pa-

per to the arXiv preprint server showing they 

could correct for that media-related bias.

Nations struggling to adequately test 

for the new coronavirus might be tempted 

to use automated surveillance instead. 

Biggerstaff says that would be a mistake. 

When the flu re-emerges this fall, he says, 

only testing will be able to distinguish out-

breaks of it and COVID-19. But AI might help 

policymakers direct more testing to hot spots. 

“The hope is that you would actually have the 

two working together,” says John Brownstein, 

an epidemiologist at Boston Children’s who 

co-founded HealthMap in 2006.

Some researchers question whether 

AI systems will be ready in time to help 

with COVID-19. “AI will not be as useful 

for COVID as it is for the next pandemic,” 

Dara says. Still, machine learning in 

epidemiology seems here to stay. Pollack, 

who sounded the alarm about COVID-19 the 

old-fashioned way, says she, too, is working 

on an AI program to help scan Twitter for 

mentions of the disease. j

O
n 27 May, NASA will launch people 

into space from U.S. soil for the first 

time since 2011, when the space shut-

tle Atlantis roared aloft on its final 

voyage. This time, astronauts will be 

riding to the International Space Sta-

tion (ISS) not on a NASA rocket, but aboard 

vehicles bought from the private space com-

pany SpaceX: the Dragon 2 capsule atop a 

Falcon 9 rocket.

The occasion marks yet another mile-

stone for the private California company, 

which over the past decade has gone from 

underdog to dominator. SpaceX now handles 

about two-thirds of NASA’s launches, includ-

ing many research payloads, with flights as 

cheap as $62 million, roughly half the price 

of a rocket from United Launch Alliance, a 

competitor. SpaceX’s goals are not limited to 

low-Earth orbit: Last month it won a contract 

to build a Moon lander, and it is steadily test-

ing a huge heavy-lift rocket, called Starship, 

that could carry people to Mars.

Researchers see both benefits and risks in 

the company’s increasing power. It has low-

ered the cost of spaceflight through innova-

tions such as reusable stages and fairings, 

saving NASA money. With its outsize capacity, 

Starship could cheaply put large telescopes 

in orbit and heavy science experiments on 

moons and planets. Yet SpaceX, with a fast-

and-loose Silicon Valley mindset, has over-

looked the potential for its technologies to 

contaminate night skies and pristine planets. 

Some worry the company, led by brazen bil-

lionaire Elon Musk, could jeopardize NASA’s 

long-standing culture of safety. “NASA tries 

to model everything to the nth degree,” says 

David Todd, an analyst at Seradata, which 

tracks launches and satellites. “SpaceX works 

on the basis of ‘test it until it breaks.’”

Between 2006 and 2008, the first three 

flights of its Falcon 1 rocket ended in failure. 

Crewed launch 
deepens ties 
between NASA 
and SpaceX
Bold company’s rise 
brings benefits and risks 
for space science

SPACE SCIENCE 

By Adam Mann
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SpaceX pivoted to a larger Falcon 9 rocket 

in 2010, and began to deliver cargo to the 

ISS for NASA 2 years later. Since then, its 

ambitions have grown. “A lot of other space 

companies are trying to win contracts,” says 

Jonathan McDowell, an astrophysicist at 

the Harvard-Smithsonian Center for Astro-

physics (CfA). “SpaceX is trying to get to 

Mars. It turns out that having a goal can be 

economically successful.”

The upcoming crewed flight could displace 

the Russian rockets NASA has hired—at a 

hefty price—to carry humans to the ISS since 

2011. Cheaper, more frequent flights could 

improve the biomedical and physical science 

experiments aboard the station, says indus-

try analyst Laura Forczyk, owner of the space 

consulting firm Astralytical. “More people 

equals more research,” she says.

SpaceX has boosted NASA science in 

other ways, delivering the climate-observing 

Jason-3 satellite and the planet-seeking Tran-

siting Exoplanet Survey Satellite to orbit. In 

2022, it is set to launch the Psyche mission to 

a metallic asteroid, in the first NASA 

launch of a Falcon Heavy, which sits 

between the Falcon 9 and Starship 

in its propulsive power (Science, 

26 January 2018, p. 376). 

But it’s the company’s upcoming 

Starship that has designers of sci-

ence missions salivating. SpaceX 

has not announced a date for an 

inaugural flight, but has built six 

prototypes at a pace of nearly one 

per month. (Three have been acci-

dentally destroyed in testing.) The 

steel alloy capsule and its super-

heavy booster stand  120 meters 

tall, towering over the Saturn V that 

carried people to the Moon. Last 

year, Musk said full reusability and 

thrifty use of propellant would drop 

the cost of each Starship launch to $2 mil-

lion. Todd suggests $10 million per flight 

might be more realistic.

The rocket’s 9-meter-diameter cargo hold 

could easily accommodate giant celestial 

observatories, such as the proposed Habit-

able Exoplanet Observatory, which would 

directly image distant planets. One reason 

for the endless delays afflicting the James 

Webb Space Telescope, the successor to the 

Hubble Space Telescope, has been the need 

to fold up its segmented 6.5-meter mirror to 

fit aboard a European Ariane 5 rocket, says 

CfA astrophysicist Martin Elvis.

A viable Starship could also create politi-

cal pressure to scupper the Space Launch 

System (SLS), the NASA-developed heavy-lift 

rocket that is supposed to power the agency 

back to the Moon and on to Mars at a whop-

ping $900 million per launch—if it ever 

launches. Its debut has repeatedly slipped, 

and is now expected at the end of 2021. Just 

1 or 2 years later, it is supposed to carry as-

tronauts to lunar orbit, but McDowell doubts 

it will remain in production for very 

long. “If Starship works, that’s the 

death knell for SLS,” he says.

SpaceX, along with private com-

panies Blue Origin and Dynetics, 

was chosen in April to design lunar 

landers for astronauts and sup-

plies. SpaceX put forth the Starship 

capsule as its lander, which could 

launch atop its own booster or a 

NASA-built one. There would be 

plenty of room for scientists to piggy-

back experiments, such as a radio 

telescope to peer back to the earli-

est era of galaxy formation from the 

Moon’s far side, says Steve Clarke, 

NASA’s deputy associate adminis-

trator for scientific exploration.

Yet SpaceX’s haste to go big could 

also cause trouble for scientists. The 

Starship lander will be much heavier 

than the spindly lunar module of the Apollo 

missions. The dust and rocks it kicks up could 

rise into lunar orbit, creating an interfering 

haze for other landers and threatening satel-

lites and outposts, Elvis says. The company’s 

long-standing goal to colonize Mars has the 

potential to contaminate the planet with 

terrestrial microbes that could confound re-

searchers, he adds. SpaceX did not respond 

to requests for comment for this article.

In recent months, the company has aroused 

the ire of astronomers with the launch of 

hundreds of Starlink satellites, which are 

intended to deliver high-speed internet to 

remote areas. From the ground, the satellites 

appear surprisingly bright because of their 

low orbits, and they have left disruptive trails 

on the cameras of survey telescopes. “I don’t 

think they intended to screw up people’s 

skies,” says Megan Donahue, president of the 

American Astronomical Society. “It was just 

because nobody asked that question of them.”

SpaceX is trying to mitigate the issue. Some 

satellites in the next batch, set to launch soon 

after the crewed test, will be black-

ened and equipped with visors that 

block sunlight. Donahue praises the 

company for working with research-

ers to address the problems. “We’re 

all into science,” she says.

But the episode has reminded 

space scientists not to under-

estimate SpaceX’s potential impacts 

on their fields. Although Musk is of-

ten too bullish about the time scales 

for his projects, McDowell says, he 

tends to realize his dreams in the 

end. “[Musk] has strengths and 

weaknesses. His overoptimism is 

kind of both.” j

Adam Mann is a journalist in 

Oakland, California.
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*Includes launches with a major NASA payload through April, including failures

Going up 
Since the retirement of the space shuttle in 2011, SpaceX rockets 

have picked up an increasing share of NASA’s launches. 

Next week, SpaceX’s Dragon capsule will carry two NASA astronauts into orbit.
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T
ropical forests have been one of 

Earth’s best defenses against rising 

carbon dioxide levels. The trees suck 

carbon from the atmosphere as they 

grow, and researchers estimate that, 

despite ongoing deforestation, tropi-

cal forests hold more carbon than humanity 

has emitted over the past 30 years by burn-

ing coal, oil, and natural gas. But scientists 

have worried that the ability of tropical 

forests to act as carbon sinks will dimin-

ish and ultimately reverse with continued 

global warming, as trees stressed by heat 

and drought die and release their carbon.

Now, on p. 869, researchers report that 

measurements of carbon stor-

age and growing conditions 

for some 500,000 trees around 

the world suggest some tropi-

cal forests, particularly in Africa 

and Asia, will—if left intact—

continue to sequester large 

amounts of carbon even as global 

temperatures rise. But only up to 

a point. “There are certain levels 

where forests can’t respond,” says 

William Anderegg, a forest eco-

logist at the University of Utah. 

If warming reaches 2°C above 

preindustrial levels, the study 

finds huge swaths of the world’s 

tropical forests will begin to lose 

more carbon than they accumu-

late. Already, the hottest forests 

in South America have reached 

that point.

Trees, with their long lives 

and massive woody trunks, are particularly 

good at storing carbon. But just how much 

carbon tropical forests can capture as the 

planet warms depends on the balance be-

tween tree growth spurred by higher atmo-

spheric carbon levels and tree stress and 

death caused by rising temperatures and 

increasing drought. “It comes down to a 

tug of war,” Anderegg says, “between the 

benefits of carbon dioxide and the poten-

tial impact of climate change.”

To see which side might ultimately win, 

a global team of more than 200 researchers 

measured more than half a million trees 

in 813 forests in 24 countries. The team, 

led by tropical ecologist Oliver Phillips of 

Leeds University and his postdoc Martin 

Sullivan,  calculated how much carbon the 

different forests now store based on the 

height, diameter, and species of each tree. 

Researchers also looked at how carbon 

storage varied from place to place using 

data from 590 long-term monitoring plots.

To forecast how carbon accumulation 

might change in the future, the researchers 

assumed that the hottest forests, which are 

mostly in South America, are bellwethers 

of the future. By comparing carbon storage 

in forests across the range of climates, they 

could use space as a proxy for time. They 

analyzed how changes in temperature and 

precipitation might affect carbon storage, 

looking for those changes that best ex-

plained what they observed in the forests. 

(The analysis takes into account differ-

ences in the forests’ mix of tree species.)

Previous studies had suggested the low-

est temperature a forest experiences at 

night has the biggest impact on its long-

term carbon storage capacity, perhaps 

because warm nights cause trees to boost 

respiration and release more carbon. But 

this study found that the maximum day-

time temperature is most important, per-

haps because on hot days trees slow their 

carbon dioxide intake to reduce water loss 

through pores in their leaves. 

The study showed that, overall, the for-

ests now take up more carbon than they 

lose. But it found that at a tipping point—

when the average daily maximum tempera-

ture during the warmest month of the year 

rises to 32.2°C—long-term carbon storage 

capacity declines steeply and carbon loss 

increases. The decline is even greater in 

drier forests, notes Sullivan, now at Man-

chester Metropolitan University, likely be-

cause the lack of water makes trees more 

vulnerable to stress and death.

The team calculated that, worldwide, 

each 1°C increase in maximum tempera-

ture reduces carbon storage in tropical 

forests by 7 billion tons (roughly equiva-

lent to total U.S. carbon emissions over 

5 years), although much of that loss is cur-

rently offset by increased growth. If global 

temperatures rise 2°C above preindustrial 

levels, however, 71% of tropical forests will 

be pushed past the thermal 

tipping point, the researchers 

found. Carbon losses would be 

four times greater, with South 

America seeing the largest loss.

The “massive data compila-

tion … allows us to draw con-

clusions with much higher 

confidence than individual 

studies would allow,” says Julia 

Pongratz, a climate scientist at 

Ludwig Maximillian Univer-

sity of Munich. But ecosystem 

ecologist Lara Kueppers of the 

University of California, Berke-

ley, worries the study might be 

too optimistic in forecasting 

that cooler forests, especially in 

Asia and Africa, will continue 

to accumulate large quantities 

of carbon as they warm. It’s not 

clear whether those forests will 

behave like their counterparts in South 

America, she notes, or that they can adapt 

to the speed of human-induced climate 

change. “I don’t have confidence that for-

ests are going to be able to adjust on the 

time scale they will need to,” she says.

Other researchers see the findings as a 

wake-up call for action, noting the world 

has already warmed about 1°C above pre-

industrial levels. “Even though tropical 

forest sinks will weaken, conserving them 

is still better than not having them at all 

and turning them into carbon sources,” 

says Richard Betts, a climate modeler spe-

cializing in the global carbon cycle at the 

University of Exeter. “It is not too late,” he 

adds, “to avoid the most severe impacts.” j

By Elizabeth Pennisi

CLIMATE CHANGE 

Tropical forests store carbon despite warming
But if global temperatures reach key threshold, dying trees will release warming gases

NEWS   |   IN DEPTH

Researchers collect leaves to measure carbon storage in an Andean cloud forest. 
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he numbers tell the story of a mas-

ter mentor. Carlos Castillo-Chavez, 

a Mexican-born mathematical bio-

logist, has trained some 50 Ph.D. 

students, two-thirds of whom be-

long to groups historically under-

represented in science. He is es-

pecially proud of what he calls his 

“diamonds in the rough”—students 

from less selective undergraduate programs 

who have ended up with good jobs in aca-

demia, industry, and the public sector.

At Arizona State University (ASU), Tempe, 

where he held the coveted title of regents 

professor and an endowed chair, Castillo-

Chavez presided over a mini-empire of pro-

grams designed to increase diversity within 

the math community. He’s been honored 

by three U.S. presidents for expanding the 

educational horizons of thousands of mi-

nority students. His work has been fueled 

by nearly $50 million in grants from federal 

agencies and the private sector.

But that’s all in the past. On 16 May, 

Castillo-Chavez retired from ASU. It was the 

final step in the dismantling of his empire.

In August 2019, he abruptly resigned as 

FEATURES

Carlos Castillo-Chavez trained 
a record number of minority 

mathematicians—but his tough-
love approach took a toll    

By Jeffrey Mervis and Molly Stellino
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director of the Simon A. Levin Mathemati-

cal, Computational and Modeling Sciences 

Center. He also gave up running two pro-

grams housed there: a graduate program 

in applied math and life and social sciences 

(AMLSS) and the Mathematical and Theo-

retical Biology Institute (MTBI), a summer 

research program for undergraduates. A 

majority of MTBI participants and a signifi-

cant fraction of AMLSS students are from 

underrepresented groups. Castillo-Chavez 

created those programs and ran them with 

a rare degree of autonomy. 

His resignation from those posts, com-

bined with his absence from ASU’s Tempe 

campus since January 2019, have been the 

cause of much speculation. “I was shocked 

when I heard,” says Ricardo Cordero-Soto, 

an associate professor of math at Califor-

nia Baptist University, who trained under 

Castillo-Chavez and who is also active in 

mentoring minority students. “I thought 

only death would retire him.”

ASU OFFICIALS HAVE SAID nothing about 

why Castillo-Chavez gave up his positions. 

“He’s gone, and he won’t be coming back,” 

was ASU President Michael Crow’s terse 

comment in a 4 March interview with 

The State Press, the university’s student-

run newspaper. “He’s no longer in his his-

torical role.”

But Science and The State Press have 

learned Castillo-Chavez was stripped of his 

administrative titles only days after ASU of-

ficials resolved a complaint against him by 

one of his graduate students. The student, 

Maria Martinez, alleged in her April 2019 

complaint that Castillo-Chavez maintained 

a “hostile work environment,” that he “par-

ticipated in workplace harassment,” and 

that he violated federal laws protecting the 

rights of persons with disabilities. After a 

3-month investigation, ASU officials told

Martinez that Castillo-Chavez had agreed

to immediately “resign from all administra-

tive appointments at ASU” and would also

be retiring.

There was no public announcement, and 

ASU officials did not release a report or 

even write up their findings. But in inter-

views, many colleagues and former students 

have spoken about what they regard as a 

dark side to Castillo-Chavez’s passion and 

commitment to diversity: namely, an intol-

erance for disagreement and a penchant for 

bullying students and associates.

“Carlos is equally good at building 

bridges and then burning those bridges,” 

says a mathematician who requested 

anonymity because of a history of conten-

tious relationships with Castillo-Chavez. 

“He can work a room and come out with 

five people who are suddenly his best 

friends—until something 

happens that he doesn’t like. 

And then he turns on them.” 

“What’s sad is that Car-

los did some good work,” 

says mathematician Wayne 

Raskind, a former ASU de-

partment chair who left 

after repeated clashes with 

Castillo-Chavez. “But he was 

allowed to go rogue. He even-

tually became completely 

full of himself and started to 

do some bad things. And the 

more he got away with, the 

more he did.”

Cordero-Soto credits Cas-

tillo-Chavez for “helping me 

realize applied math was 

the right path for me [and] 

for looking out for under-

represented students.” But 

Cordero-Soto says he steered 

one promising student away 

from ASU because of what he 

saw as Castillo-Chavez’s harsh 

approach to mentoring grad-

uate students and he believes 

“compassion” yields better 

results. “I tell my students 

that I will be their advocate 

and their biggest cheerleader 

because I’ve been there my-

self,”  says Cordero-Soto, who 

is active in the Math Alliance, 

a national organization that 

promotes the mentoring of 

minority students. 

The 68-year-old Castillo-

Chavez says he is leaving ASU 

for reasons that have noth-

ing to do with the complaint. 

“I’m exhausted and tired,” he 

says. He shed his administra-

tive duties, he says, because 

he was consumed with car-

ing for his mother, who died 

in November 2019 after a 

long illness. His many off-

campus commitments were 

another distraction, he adds. 

“I’ve been away from Ari-

zona State for much of the 

last 7 or 8 years,” he says. That 

period includes a tumultuous 

2 years at the helm of a new technical univer-

sity in Ecuador, 1 year of cancer treatment in 

Boston, and, most recently, a visiting profes-

sorship at Brown University. “I’ve been try-

ing to handle things from far away, and I’m 

burned out.”

He says he had planned to retire in De-

cember 2020 and simply moved up the date. 

But he acknowledges he could have done a 

better job of addressing the 

issues Martinez raised. 

“I think her complaint 

had some validity,” he says. 

“I did not keep track of the 

potential seriousness of the 

situation. I was responsible 

for her [training], and I ac-

cept that responsibility.”

The past year marks a 

somber end to an improbable 

journey that took Castillo-

Chavez to the pinnacle of 

his profession. Born in 1952 

to a working-class family 

in Mexico City and radical-

ized by the failed 1968 pro-

democracy protests there, 

Castillo-Chavez hoped to use 

community theater as a vehi-

cle for social activism. But he 

pivoted to academia after los-

ing a student acting contest.

Emigrating to the United 

States in 1974, he quickly 

earned a bachelor’s degree 

and started a Ph.D. program 

in math at the University of 

Wisconsin (UW), Milwau-

kee. However, a dinner con-

versation with his adviser 

and other faculty members 

nearly derailed his plans. 

The professors talked dis-

paragingly about a univer-

sity memo that described 

efforts to attract more mi-

nority students, he says, 

adding that it was clear to 

him they thought a Latino 

student wasn’t capable of 

making it on their own. “So, 

I quit,” he told the Lathisms 

podcast in 2018. 

After reconsidering, he 

resumed graduate school 

at UW’s flagship campus 

in Madison and earned his 

Ph.D. in 1984. A postdoc 

at Cornell University led 

to a faculty position—and, 

eventually, a tenured profes-

sorship—in what was then 

the biometrics department.

Hoping to launch others 

on a similar path, Castillo-Chavez founded 

MTBI in 1996. The 8-week summer pro-

gram combines graduate-level courses with 

a group research project that targets a real-

world problem. “What I have done over the 

last 20-plus years is to take students from 

nonselective schools and show them that 

their school of origin is irrelevant,” Castillo-

Chavez told Lathisms.

Asian

Latino African American

WhiteNative American

Students who attended MTBI

Underrepresented minorities 

68%

Total*

437

MTBI participants who went 
to graduate school

Underrepresented minorities

73%

Total*

283

MTBI participants who have 
earned Ph.D.s

Underrepresented minorities 

74%

Total*

132

Men

*Totals represent U.S. citizens
or permanent residents.

Women

Each square 
is a student.

Demographics of Ph.D.s

The institute 

that could
Carlos Castillo-Chavez’s 

undergraduate research 

program, the Mathematical and 

Theoretical Biology Institute 

(MTBI), has boosted math 

diversity since 1996.
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Of the roughly 530 undergraduates from 

around the world who have attended MTBI 

(see graphic, p. 815), more than 160 have 

gone on to earn a Ph.D., he says—nearly 

60% of whom are from groups historically 

underrepresented in science. Those gradu-

ates represent roughly 40% of all Latino 

Ph.D.s in math from U.S. universities in the 

past decade, he says.

“Carlos Castillo-Chavez has been a gi-

ant in the field of STEM [science, technol-

ogy, engineering, and math] education 

with respect to underrepresented minori-

ties over a period of almost 2 decades,” Ted 

Greenwood, a former program officer at the 

Alfred P. Sloan Foundation, which funded 

MTBI for many years, wrote in a 60th birth-

day tribute to him.

MTBI’s reach extended far beyond ASU. 

“Carlos began sending us alumni of his 

MTBI program, most of them Latino,” re-

called Phil Kutzko, an emeritus professor 

of math at the University of Iowa. “Without 

his trust and support, it is unlikely that the 

transformation of our graduate program … 

would have occurred,” Kutzko wrote in a re-

cent essay about the Math Alliance, which 

he co-led for many years. 

Carlos Torre, who earned his Ph.D. un-

der Castillo-Chavez in 2009 and has spent 

the past decade on Wall Street, fell un-

der his spell as a Cornell undergraduate. 

“It was the first time I had a professor 

who looked and sounded like me,” recalls 

Torre, who as an infant immigrated with 

his family from Peru. “He had a very thick 

accent, and a ponytail.”

Torre was intrigued when Castillo-Chavez 

mentioned MTBI one day in class. He lob-

bied for a slot, and over the next several 

years he received several doses of Castillo-

Chavez’s tough-love medicine. 

“He called me out when I should have 

been called out,” Torre says, recalling a 

tongue-lashing he once received after drop-

ping a difficult graduate course that wasn’t 

required for his degree. As punishment, 

Castillo-Chavez barred Torre from doing his 

own research that summer at MTBI.

Torre wasn’t happy, but he thinks 

Castillo-Chavez was right. “It also meant a 

lot to me that somebody cared so much.”

CASTILLO-CHAVEZ WAS RECRUITED to ASU by 

Joaquin Bustoz, a beloved figure and former 

chair of the math department who died in 

a car crash before Castillo-Chavez arrived. 

Castillo-Chavez immediately took over a 

summer program for minority high school 

students that Bustoz had run for almost 

2 decades, adding it to the MTBI program as 

part of his portfolio for increasing diversity.

The next step, he decided, was a 

graduate program in applied math. But 

Castillo-Chavez says he failed to win over his 

colleagues in the math department.

“Carlos had created an enormous 

amount of friction” in trying to obtain 

more resources, recalls one longtime mem-

ber of the department, who requested ano-

nymity. “And the dean decided that could 

not go on. So Carlos was given the oppor-

tunity to start his own program [in a dif-

ferent department]. There were not many 

people in the department who regretted 

seeing him leave.”

The result was the Levin center, located in 

ASU’s School of Human Evolution and Social 

Change. It serves as the administrative home 

for AMLSS, a graduate program for apply-

ing math to model how social forces affect 

the origin and spread of disease. Named to 

honor Simon Levin, a prominent theoreti-

cal biologist and Castillo-Chavez’s mentor 

at Cornell, the center doesn’t have its own 

faculty. Instead, its work is carried out by vis-

iting scholars drawn from Castillo-Chavez’s 

vast network of contacts.

Even as Castillo-Chavez’s empire grew 

and accolades rolled in, so did conflicts with 

colleagues and students. Former colleagues 

say senior ASU officials either ignored re-

ports of questionable behavior or defended 

him because his successful track record bur-

nished the university’s reputation.

Raskind says Castillo-Chavez maligned 

him in emails to top ASU officials, in-

cluding Crow, and threatened to destroy 

his career after Raskind put in a bid for 

a deanship. (Raskind would later serve as 

dean at two other research universities.) 

Raskind says his offense was saying no to 

a request that his department provide com-

puting resources for the new center.

Senior officials ignored Raskind’s com-

plaints about Castillo-Chavez’s behavior, 

he says, “and that’s when I knew it was 

time to leave. I was a tenured professor, so 

he couldn’t ruin my career. But he tried to 

do similar things to some of his students, 

which I think was disgraceful.”

Other former and current colleagues tell 

similar stories. “Where it became toxic is 

that, whenever you would get into a dis-

agreement with Carlos, he would make it 

an issue about minorities,” says one ASU 

faculty member. “He would send emails 

to everybody at the university, insinuating 

that you were a racist.”

One former student, who says he never 

saw Castillo-Chavez act maliciously, thinks 

professional jealousy may have been a fac-

tor in some of those clashes. “The fifth 

floor [of one ASU building] was all Carlos,” 

says Daniel Rios-Dorio, who joined AMLSS 

in 2006 after participating in MTBI as a 

graduating senior from the City Univer-

sity of New York. As many as 20 students 

joined the program every fall, and each got 

a laptop, plenty of space to work, and travel 

funds to attend conferences. “The man was 

clearly doing something right,” says Rios-

Dorio, who earned his Ph.D. in 2010. 

AMLSS has no prescribed set of courses 

and no qualifying exams. Castillo-Chavez 

thought such requirements might penal-

ize students with weaker backgrounds and 

believed a student’s research and publica-

tions were better metrics. But that flexibil-

ity also allowed Castillo-Chavez to make 

random and arbitrary demands, such as 

suddenly announcing that students must 

attend a new course being offered by a vis-

iting colleague.

“He had different requirements for dif-

ferent students, and nobody knew what 

any of those requirements were,” says Jack 

Pringle, a second-year graduate student 

in the program. “As soon as I arrived [in 

2018], it was very clear that everyone was 

terrified of Carlos. But there was also this 

worship of Carlos. And I think he liked 

having that power and dependency.”

Castillo-Chavez says such comments, 

which he says he’s heard for years, mis-

characterize his approach to mentoring.

“I think that some students did not un-

derstand the rigors of the program, and 

that its flexibility created challenges that 

some students were unable to meet,” he 

says. “I have devoted my life, and sacrificed 

my family, to this cause. But if you want to 

stand up and promote diversity and criti-

cize the lack of diversity [at an institution], 

there will be people who accuse you of P
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“I needed 
somebody who would 

believe in me.” 
Maria Martinez, 

Arizona State University, Tempe
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wanting to lower academic standards and 

dilute the quality of the program.” 

ONE FORMER STUDENT, Anarina Murillo, 

says Castillo-Chavez gave her the courage 

to pursue a career she thought was beyond 

her grasp.

“Carlos could tell that I suffered from 

imposter syndrome,” Murillo says, referring 

to the feeling of many minority students 

that they don’t belong and that their short-

comings will be exposed. “So, he told me to 

look in the mirror and say, ‘I’m going to get 

a math Ph.D.’ He told me to say it over and 

over until I believed it.” 

Murillo was a junior at ASU when she ap-

plied for and was accepted into MTBI. “And 

that’s when I fell in love with mathematical 

modeling,” she says.

Her academic career took off from there. 

She earned a Bachelor of Science in 2010 

and then ripped through the AMLSS gradu-

ate program. After doing a postdoc at the 

University of Alabama, Birmingham, she ac-

cepted Castillo-Chavez’s invitation last year 

to join him at Brown University. Within 

months she was hired as an assistant pro-

fessor in Brown’s School of Public Health, 

where she applies her math background to 

the design of clinical pediatric studies.

“I always knew that I wanted to be a pro-

fessor,” she says. “But I never expected it 

to happen.”

Maria Martinez hoped Castillo-Chavez 

might do the same thing for her academic 

career, which was in crisis.

In 2011, Martinez was sexually assaulted 

shortly after starting a Ph.D. program at the 

University of California (UC), Berkeley. The 

injuries she suffered eventually required five 

surgeries and the use of a wheelchair for 

18 months. The experience also led her to 

rethink her decision to pursue a degree in 

theoretical math. 

Martinez says she was moved by 

Castillo-Chavez’s passion for helping mi-

nority students when she heard him speak 

at a Latinx in the Mathematics Sciences 

conference in Los Angeles in March 2018. 

And she thought AMLSS was an ideal set-

ting to pursue her newfound interest in the 

evolution of societal attitudes toward vio-

lence against women.

“This is exactly what I needed,” Martinez 

remembers saying to herself. “The whole idea 

behind his program is to apply mathemat-

ics to problems in the social sciences. I also 

needed somebody who would believe in me.”

Martinez says Castillo-Chavez promised 

her generous funding and “a safe space to 

learn and work.” But her hopes for a brighter 

future faded quickly after she arrived in Au-

gust 2018.

In one case, she says, Castillo-Chavez “be-

came very agitated” and berated her for 

talking to a reporter who wanted to write 

about her experience at UC Berkeley. (No 

story ever appeared.) He repeatedly cited 

her ongoing medical issues in conversa-

tions about her academic status, she adds. 

Castillo-Chavez also threatened to renege 

on a promise to bring her to Brown, she 

says, “because you’ve been sick so often.”

Martinez says Castillo-Chavez ques-

tioned her commitment to the program 

and her ability to complete her degree. 

After denying her request to miss 2 days 

to attend her brother’s medical school 

graduation, she says he told her she was 

“a bad student, … not good at research, … 

undisciplined, and a troublemaker.” In her 

23 April 2019 complaint to Crow, Martinez 

wrote, “Dr. Castillo … created an environ-

ment so tense that I am scared to say any-

thing to anyone.” 

ASU OFFICIALS DECLINED to discuss any 

aspect of their investigation. But emails 

Martinez provided describe how the uni-

versity’s associate general counsel, Becky 

Herbst, sought her approval for an “infor-

mal” resolution of her complaint in which 

Castillo-Chavez would agree to step down 

from his leadership positions and retire. 

The findings of the investigation were 

never made public. Martinez accepted that 

solution, she says, because “he could have 

hurt so many other people if he remained.”

The fate of the empire Castillo-Chavez 

built is “under review,” says Patrick Kenney, 

dean of the College of Liberal Arts and Sci-

ences. “No decisions have been made regard-

ing how we will move forward next year and 

beyond,” Kenney said earlier this month. 

Castillo-Chavez, who has applied for 

emeritus status, will not have a say in 

those decisions. But he is worried about 

what might happen.

 “The future of everything I have created 

is uncertain,” he says. “I’m not sure there’s 

anybody else who would be willing to do 

what I’ve had to do to keep it going.” As one 

faculty member who has clashed with him 

puts it, “a center without Carlos is not some-

thing that anybody has ever considered.” 

The future is equally murky for Martinez, 

who last year moved back to her hometown 

of Los Angeles after finding another adviser 

from a different ASU department. “I’d like 

to teach math at a community college in the 

Los Angeles area if campuses reopen in the 

fall,” she says, noting that she’ll be taking a 

leave of absence at the end of this semester 

to weigh her options. It would be a way to 

give others the chance at a quality education 

that her parents, who were factory workers, 

were denied. 

However, she doesn’t know whether 

she’ll ever finish her dissertation and earn 

a Ph.D. “I want to be a mathematician,” 

she says. “But after my experience with Dr. 

Castillo-Chavez, I don’t know if I can.” j

Molly Stellino graduated from Arizona State 

University, Phoenix, this month and served as 

editor of The State Press Magazine.P
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Carlos Castillo-Chavez (center) with students from his undergraduate summer research program.
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By Yan Zheng

S
evere public health consequences of 

worldwide geogenic arsenic occur-

rence in groundwater have been rec-

ognized since the late 1990s (1). The 

population affected by groundwater 

arsenic from domestic well supplies 

has been frequently stated to exceed 100 mil-

lion. However, this compilation is fraught 

with uncertainties due to incomplete and 

unreliable records on domestic wells that 

supply drinking water and incomplete test-

ing for arsenic. On page 845 of this issue, 

Podgorski and Berg use statistical mod-

els to estimate that 94 million to 220 mil-

lion people, with 94% in Asia, are at risk of 

drinking well water containing arsenic con-

centrations >10 mg/liter (2). In Bangladesh, 

a 2009 national drinking-water quality sur-

vey found that about 20 million and 45 mil-

lion people were exposed to concentrations 

greater than 50 and 10 mg/liter, respectively, 

with an arsenic-related mortality rate of 1 in 

every 18 adult deaths (3). This global threat 

demands multisector solutions.

The 2017 edition of the World Health Or-

ganization’s Guidelines for Drinking-Water 

Quality retained its provisional value of 10 

mg/liter  for inorganic arsenic, a recommen-

dation based on treatment performance 

and analytical achievability. Many countries 

have adopted this value as their drinking-

water quality standard over the past two 

decades. Although the European Union has 

set the standard at 10 mg/liter, Denmark’s 

is more protective at 5 mg/liter. The Asso-

ciation of Dutch Drinking Water Companies 

voluntarily agreed on a guideline of <1 mg/

liter in 2015 (4). The U.S. Environmental 

Protection Agency adopted 10 mg/liter in 

2001 for the federal maximum contaminant 

level (MCL) on the basis of cost-benefit 

analyses, effective 2006. However, the state 

of New Jersey opted for 5 mg/liter effective 

2006, and New Hampshire adopted 5 mg/li-

ter in 2020. The world’s two most populous 

countries, China and India, lowered their 

MCL, effective 2007 and 2012, respectively, 

from 50 to 10 mg/liter. However, 50 mg/liter 

is permissible in the absence of alternate 

sources in India and remains the MCL for 

Bangladesh and for small, dispersed rural 

supplies in China. This order-of-magnitude 

disparity in the MCL is concerning because 

new health evidence suggests that even 

10 mg/liter may not be protective enough, 

especially during early, biologically vulner-

able stages of life. 

PUBLIC HEALTH

Global solutions to a silent poison 
Modeling arsenic in domestic well water highlights large data gaps in testing
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A Bangladeshi woman collects 

potable water from a hand pump.

The health toll from arsenic in 

water justifies global solutions.
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The word arsenic originates from the 

Greek arsenikon, which means valiant, 

bold, or potent. Odorless and tasteless when 

dissolved in water, this silent poison be-

came known as both “the king of poisons” 

and “the poison of kings.” The acute toxicity 

of inorganic arsenic, classified as a group I 

carcinogen by the International Agency for 

Research on Cancer, has been appreciated 

since ancient times. Long-term exposure to 

water containing high concentrations (>100 

mg/liter) of inorganic arsenic (arsenate and 

arsenite) is associated with nonmelanoma 

skin, lung, and bladder cancers, as well as 

noncancer outcomes. The Health Effects 

of Arsenic Longitudinal Study (HEALS) in 

Bangladesh showed dose-response relation-

ships between drinking-water arsenic and 

skin lesions, respiratory symptoms, cardio-

vascular disease, and reduced intellectual 

function in children (5). Long-term expo-

sure to moderate concentrations (<50 mg/

liter) has been associated with cardiovascu-

lar disease incidence and mortality in one of 

the largest studies in the United States (6). 

Epidemiologic evidence, consistent with ex-

perimental evidence, supports that arsenic 

affects birth outcomes and impairs neuro-

development when exposure occurs during 

early life, even at moderate concentrations 

(<50 µg/liter) (5). In utero, arsenic exposure 

has been associated with alterations in gene 

expression pathways related to diabetes 

(7), which may contribute to adult diabetes 

risks. This supports the epigenome as a gen-

eral mechanism involved in arsenic toxicity, 

consistent with evidence from a genome-

wide DNA methylation study of 396 HEALS 

adults (8). Still, not enough is known about 

the mode of action of inorganic arsenic for 

extrapolating dose response to very low 

concentrations (<5 mg/liter). 

Because three-dimensional (longitude, lat-

itude, and depth) mapping of groundwater 

arsenic concentration often lacks the spatial 

resolution to characterize most aquifers, ex-

posure assessment has turned to “predictive” 

models incorporating geo-environmental pre-

dictor variables. Podgorski and Berg utilized 

58,555 aggregated well (<100-m depth) water 

arsenic average values, mapped to 1-km2 grid 

cells based on >200,000 tests from 67 coun-

tries, to develop a random forest machine-

learning model to globally quantify exposed 

populations. This represents a culmination 

of logistic regression (9, 10) and machine-

learning (11) modeling efforts (see the figure). 

The authors’ efforts expose data gaps because 

few countries have conducted a nationwide 

groundwater arsenic survey. Testing data are 

also clustered with uneven and incomplete 

spatial coverage. More arsenic data and de-

tailed predictor datasets will reduce the large 

and partially unknown uncertainties. Eleven 

out of 52 spatially continuous predictor vari-

ables representing various climatic, geologic, 

soil, and other parameters emerged through 

recursive feature elimination to create the 

simplest best model. Additional research is 

required to explain why these are important. 

Statistical models are not meant to predict 

individual well water arsenic concentrations. 

Their greatest value lies in identifying poten-

tial areas at risk that have not had testing.

This public health crisis leads to an ur-

gent call to test all domestic well water for 

arsenic worldwide. Testing should prioritize 

the high-risk areas identified by models. 

Heterogeneous groundwater arsenic spa-

tial distribution (101 to 103 m) should make 

wells that are close to known high-arsenic 

wells testing priorities. The combination of 

arsenic’s toxicity and its wide distribution 

makes this task imperative. Disparities in 

coverage of regulatory requirements in the 

United States have left more than a million 

rural Americans unknowingly exposed to 

arsenic, with a high proportion belonging to 

socioeconomically and behaviorally vulner-

able groups (10, 12). Development of sensi-

tive, reliable, inexpensive, and user-friendly 

testing methods for inorganic arsenic in wa-

ter and urine, preferably with on-site rapid 

measurement capability, can further improve 

screening and identify exposed populations. 

Whereas many countries have succeeded in 

replacing noncompliant arsenic domestic 

wells with alternative supplies or treatment 

to reduce exposure, dispersed rural popula-

tions require sustained attention. Treatment 

of arsenic is not cheap, burdening rural 

households even in high-income countries. 

Geogenic arsenic in well water is forever, but 

our exposure to it should not be. j
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By Wolfgang Domcke1 and

Andrzej L. Sobolewski2

E
xcitation of polyatomic molecules with 

visible or ultraviolet (UV) light to a 

higher-energy electronic state results 

in a complex competition between 

radiative and radiationless electronic 

decay processes and photochemical re-

actions. Although the time evolution of the 

population probability of excited electronic 

states has been extensively explored with 

time-resolved laser spectroscopy in recent 

decades, the accompanying nuclear 

motion could so far not be resolved at 

the fastest (femtosecond) time scales. 

On page 885 of this issue, Yang et al.

(1) report the simultaneous experi-

mental detection of the excited-state

decay and the associated deformation

of the nuclear frame with subpicosec-

ond time resolution and subnanome-

ter structural resolution for the exam-

ple of the pyridine molecule.

The simplest framework for de-

scribing the motion of nuclei and 

electrons in a molecule is the Born-

Oppenheimer (BO) approximation, 

which assumes that the much faster 

electronic motions can be calculated 

separately from the much slower 

nuclear motions. Traditionally, radia-

tionless transitions in polyatomic mol-

ecules were described in a theoretical 

framework that assumes weak devia-

tions of the nuclear motion from the 

BO approximation. This concept was 

appropriate for decay time scales on 

the order of nanoseconds, but femto-

second time-resolved laser spectros-

copy provided ample evidence that 

radiationless transitions can occur 

on ultrafast time scales (just tens of 

femtoseconds) that approach the periods of 

high-frequency vibrations. This evidence re-

quired a profound conceptual revision of the 

description of radiationless transitions. 

The current understanding of ultra-

fast radiationless transitions is that they 

are driven by so-called conical intersec-

tions (CIs), which are manifolds of exact 

degeneracy of electronic potential-energy 

surfaces at which divergent non-BO cou-

plings cause a complete breakdown of the 

BO approximation (2). For example, the 

first excited state and the ground state of 

a molecule have the same energy at a CI 

of these states, but the nuclear motion will 

be subject to different forces. Ultrafast ex-

cited-state deactivation through CIs plays 

an essential role in the protection of fun-

damental biological molecules (such as 

DNA and proteins) from photodamage by 

UV radiation (3).

The photochemistry of benzene and of 

aza-arenes such as pyridine played a para-

digmatic role for the understanding of 

radiationless transitions through the dis-

covery, in the early 1970s, of the so-called 

“channel-three” phenomenon, which is a 

sudden increase in the radiationless decay 

rate at a certain excess energy in the lowest 

excited singlet (S
1
) state (4). Extensive spec-

troscopic studies attributed the channel-

three effect to an abrupt onset of intrastate 

vibrational relaxation (IVR) and a sudden 

shortening of the lifetime of vibrational 

levels (5). The generic mechanism behind 

the channel-three effect was revealed by 

early ab initio calculations for benzene (6, 

7). It involves a low-barrier reaction path 

to a biradical structure which was termed 

“prefulvene” (8) because it is geometrically 

related to the valence isomer fulvene. Along 

the reaction path to prefulvene, a low-lying 

CI exists at which ultrafast decay from the 

S
1
 energy surface to the energy surface of

the electronic ground state (S
0
) can occur.

In pyridine, the lowest singlet excited 

state is of np* character, where n denotes a 

“nonbonding” orbital mainly localized 

on the nitrogen atom and p* denotes 

the lowest unoccupied orbital that is 

delocalized over the six-membered 

ring. Qualitative potential-energy pro-

files along the reaction path to the pre-

fulvenic form of pyridine are displayed 

in the figure. The energy profile of the 
1np* state is crossed by the energy pro-

file of the 1pp* state at a CI marked CI
1
.

Beyond a plateau, the 1
pp* energy in 

turn crosses the energy profile of the S
0

state at the CI marked CI
2
. This specific 

model proposed in the 1990s estab-

lished a direct relation between a pho-

tophysical phenomenon (radiationless 

decay) and a photochemical reaction 

(photoisomerization to fulvene) (9). 

Although this general scenario of 

ultrafast radiationless decay is now 

widely accepted, it has not been con-

firmed so far by direct experimental 

observation. Time-resolved popula-

tion probabilities of electronic states 

can now be measured routinely by 

femtosecond laser spectroscopy with 

a variety of detection schemes. Time 

scales of ultrafast radiationless tran-

sitions have been established for nu-

merous molecular systems, but these 

measurements do not provide information 

on the nuclear motion driving the elec-

tronic transition. Molecular structure can 

be determined with diffraction methods, 

and electron diffraction (ED) can be applied 

to gas-phase samples. In the 1990s, Zewail 

and co-workers pioneered the development 

of nonstationary (time-resolved) ED (10). 

A femtosecond UV pump pulse excites the 

molecular sample, and diffraction of a time-

delayed electron pulse provides structural 

information. However, the time resolution 

was limited to ~10 ps. 

CHEMICAL PHYSICS

Tracking both ultrafast electrons and nuclei 
Electron diffraction correlates the excited-state decay of pyridine with its ring distortion 
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Excitation and decay pathway
Pyridine in its electronic ground state (S0) is photoexcited into 
the np* (red) excited state. Its relaxation pathway bypasses conical 
intersection 1 (CI1) to the pp* (blue) excited state toward the 
prefulvenic structure. At CI2, the transition back to the S0 state occurs.
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Photophysics of pyridine
Yang et al. used ultrafast electron diffraction to reveal both the 

structural and electronic changes that occur when photoexcited 

pyridine relaxes back to the ground state. The excited state has a 

distorted (prefulvenic) structure.
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The recent development of brilliant pulsed 

x-ray sources has generated new opportuni-

ties for time-resolved diffraction experi-

ments in the femtosecond regime. The ex-

periment of Yang et al. is an ED experiment 

performed at the SLAC-MeV-UED facility (11) 

on a target gas of pyridine. The pump laser 

launches a nonstationary wave packet on the 

potential-energy surface of the S
1
(np*) ex-

cited state. Large-angle elastic scattering en-

codes information on the nuclear structure, 

whereas small-angle inelastic scattering is 

sensitive to electron correlation. In the elec-

tronic ground state of pyridine, the localized 

n orbital is doubly occupied, which results 

in strong so-called dynamical electron cor-

relation (the two electrons try to avoid each 

other). In the S
1
(np*) excited state, these two

electrons occupy spatially separated orbitals, 

which reduces dynamical electron correla-

tion. The population of the S
1
(np*) state can

be detected by the reduction of the small-

angle inelastic electron scattering signal in 

the excited state. 

Yang et al. extracted the nuclear struc-

tural dynamics from the simultaneously 

measured large-angle elastic ED, using algo-

rithms that were developed earlier for sta-

tionary ED. Specifically, the main geometric 

parameters are the average bond length of 

the C
5
N ring and the dihedral angle repre-

senting the distortion of one of the atoms 

out of the plane of the six-membered ring. 

The transient structure confirms the preful-

venic distortion predicted earlier by ab ini-

tio calculations (see the figure). The time-

resolved ED data unequivocally reveal that 

the decay of the population of the S
1
(np*)

state and the distortion of the ring occur on 

the same time scale of ~300 fs, resolving a 

decades-old puzzle in molecular spectros-

copy. This work of Yang et al. represents a 

milestone on the path toward the character-

ization of photochemical events with simul-

taneous complete resolution in time as well 

as in atomic structure. j
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TOPOLOGICAL OPTICS

Solitons and topological waves
A laser-fabricated waveguide array creates a nonlinear 
medium that supports solitons

By Mark J. Ablowitz and Justin T. Cole

T
he intense coherent emission from 

lasers enabled the study of light 

propagation in nonlinear media, 

which spurred many important ap-

plications. More recently, the study 

of electromagnetic wave propaga-

tion in periodic media, where linear band 

structures play an important role, has ad-

vanced in new directions. By breaking cer-

tain symmetries, such as time reversal, the 

medium can support so-called 

“topologically protected” modes 

that possess uncommon robust-

ness to material defects. Theory 

has suggested that certain non-

linear waves can inherit the 

topology of associated linear 

waves. On page 856 of this is-

sue, Mukherjee and Rechtsman 

(1) describe experiments where

such nonlinear waves, called

solitons, can now be observed

in the bulk of photonic topo-

logical media. These localized

waves exhibit cyclotronic mo-

tion as the light propagates 

down a specifically engineered waveguide. 

When a different mode is considered—one 

with trivial topology—the waves no longer 

circulate but remain essentially fixed in 

their initial spatial distribution.

Investigations of solitons trace their 

roots back to 1834, when naval architect 

John Scott Russell first recognized their 

remarkable character in the Union Canal 

near Edinburgh, Scotland (2). This wave 

was not oscillatory; it was a solitary sur-

face wave that propagated over surpris-

ingly long distances (2 to 3 km) with fixed 

form. Some years later, mathematicians 

described this solitary wave in terms of ap-

proximate equations derived from the gov-

erning water-wave equations. For nearly 

70 years, this was essentially 

all that was known theoreti-

cally. The situation changed 

in 1965 (3) when it was found 

that two such solitary waves 

have extraordinary interac-

tion properties. Their interac-

tion is elastic in nature, and 

the two waves exit the interac-

tion with the same amplitude 

and speed with which they 

entered. Such solitary waves 

were termed solitons.

 This paper motivated ma-

jor research studies in both 

mathematics and physics. In 

mathematics, it gave rise to a new field of 

study: integrable nonlinear wave systems. 

These are nonlinear partial differential 

equations that are exactly solvable and pos-

sess an infinite number of symmetries and 

conservation laws. In physics, researchers 

have observed solitary waves and solitons 

not only in water waves and nonlinear op-

tics but also in plasmas, electrical circuits, 
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Light propagates down the waveguide and 

cyclically returns to its initial state. If the 

mode was nontopological, it would start and 

remain in a state like the leftmost fgure.

The system is initialized 

by injecting light (yellow) 

into a waveguide (shown 

as gray without light).

Light injection Rotating solitons

“Theory has 
suggested 

that certain 
nonlinear waves 

can inherit 
the topology 

of associated 
linear waves.”

Tracking a topological soliton
Five snapshots (left to right) show a topological soliton as it propagates down an array of waveguides laser-

 fabricated by Mukherjee and Rechtsman. The waveguide is fabricated in such a way that as adjacent waveguides 

come close together, the light transfers in a counterclockwise fashion from one waveguide to the next.
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and Bose-Einstein condensates. These soli-

tary waves do not necessarily have special 

interaction properties.

In a different research direction, it was 

shown (4) that topological properties and 

invariants could be used to explain the in-

teger quantum Hall effect. As an external 

magnetic field is gradually increased, the 

conductivity in materials such as gallium 

arsenide heterostructures decreases by 

quantized jumps. The field 

of topological insulators in 

electromagnetic media can be 

traced to 2008, when topolog-

ically protected modes were 

theoretically identified in 

suitably constructed material 

permittivity (5). By using me-

dia that break time-reversal 

symmetry, linear edge waves 

were found that propagate 

unidirectionally and possess 

nontrivial topological invari-

ants (Chern numbers). 

The first experimental ob-

servation of a topologically 

protected mode in an elec-

tromagnetic system found 

that localized edge waves 

could propagate in suitable 

magnetic media that break 

time-reversal symmetry (6). These linear 

magneto-optical waves propagated unidirec-

tionally without backscatter from defects. 

The topology here is spectral in nature and 

is different from spatial topology observed 

in dark solitons and vortices. 

A few years later, a photonic system was 

constructed (7) that broke time-reversal 

symmetry by creating a helical rotation of 

the lattice waveguides in the propagation 

direction. The media vary periodically in 

the direction of propagation, and models 

of this system involve wave equations with 

coefficients that share this periodicity. The 

mathematician Gaston Floquet studied 

differential equations with periodic coef-

ficients, so this system is referred to as a 

Floquet topological insulator. 

All of these systems are linear. A non-

linear waveguide system was proposed in 

(8) that exhibits a similar type of cyclo-

tronic motion, as has now been observed

by  Mukherjee and Rechtsman (see the first

figure). From a mathematical perspective,

the model used to describe both systems

consists of a discrete nonlinear Schrödinger

(NLS) equation in two spatial dimensions,

with periodic coefficients in the propaga-

tion variable. One-dimensional solitons in

uniform waveguides, but without topology,

were theoretically predicted in (9) and ob-

served a decade later (10). They were sub-

sequently observed in two-dimensional

uniform waveguides (11). These uniform 

systems are modeled by one- and two-

dimensional discrete NLS equations with 

constant coefficients.

Researchers have theoretically predicted 

the existence of solitons (12) on the bound-

ary edge of the helically varying waveguides 

used in the experiments of (7). The linear 

topology and the unidirectional propaga-

tion through defects appear to be naturally 

inherited by the nonlinear 

soliton modes (see the second 

figure). We anticipate future 

research that will continue to 

examine how the presence of 

topology affects the behavior 

of solitons.

An aspect of the work of 

Mukherjee and Rechtsman 

indicates the extent to which 

waveguide fabrication has 

progressed. Early fabricated 

optical structures created 

waveguides with uniform fea-

tures in the late 1990s. This 

approach was extended to 

waveguides with helical struc-

ture in the longitudinal direc-

tion with femtosecond laser 

writing techniques in (7). The 

waveguides used in the pres-

ent study are engineered so that during one 

period, each waveguide couples to its nearest 

neighbors sequentially and one at a time. All 

sorts of truly complex waveguides that could 

demonstrate noteworthy wave features can 

now be constructed, so this observation of 

topological solitons is likely to be one of 

many more. j
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By Brande B. H. Wulff1 and 

Jonathan D. G. Jones2

 E
very year, infection of wheat by the 

fungus Fusarium graminearum re-

sults in losses of ~28 million metric 

tons of wheat grain (1), valued at $5.6 

billion. The fungus reduces yields but 

also contaminates harvests with tri-

chothecene toxins such as deoxynivalenol 

(DON; also called vomitoxin because of its 

effects on mammals) that render grain too 

poisonous to use. The disease is becoming 

more prevalent because of increasing culti-

vation of maize (also a host for the fungus) 

and reduced tillage (ploughing) agriculture, 

which promotes fungal survival on last sea-

son’s plant debris. On page 844 of this issue, 

Wang et al. (2) reveal the molecular identity 

of the Fusarium head blight 7 (Fhb7) gene, 

which encodes a glutathione S-transferase 

that detoxifies DON. This gene was acquired 

through a “natural” fungus-to-plant gene 

transfer in a wild wheat relative. This natu-

rally occurring genetically modified (GM) 

wheat strain is therefore exempt from regu-

lation and can be grown directly by farmers.

Annual yield losses due to Fusarium 

head blight are second only to leaf rust 

(1). Despite screening thousands of wheat 

lines, little resistance to Fusarium has been 

found. Wild grassy relatives of wheat, how-

ever, represent a rich source of genetic di-

versity, which has long been mined for re-

sistance genes by interspecific crossing. The 

Fhb7 gene was introduced into wheat from 

tall wheat grass (Thinopyrum ponticum) 

and provides major, semidominant resis-

tance (2), unlike most Fusarium resistance 

in wheat, which is typically conferred by 

polygenic minor-effect genes that are diffi-

cult for breeders to track (3).

The identification of Fhb7 by Wang et al. 

reveals an enzyme that detoxifies DON by 

PLANT BIOLOGY
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An ancient cross-kingdom 
gene transfer enables wheat 
resistance to a fungal toxin

Defect

Undeterred by 
defects

A topological edge soliton 

localized along the boundary 

 of a waveguide array cannot 

reflect backward and instead 

propagates around a defect.
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conjugating it to glutathione (see the fig-

ure). This explains the resistance conferred 

by Fhb7 because DON is an important viru-

lence factor required for Fusarium growth 

on infected tissue (4). One could now en-

gineer Fhb7 for DON detoxification to in-

crease resistance to Fusarium species that 

cause head blight in other cereals (such as 

barley and rye) or crown rot in wheat and 

ear rot in maize. 

The study of Fusarium head blight in 

wheat has been hindered by a disease re-

sistance trait that is difficult to measure, a 

paucity of variation for resistance, and re-

cent controversy concerning Fhb1, the first 

Fusarium head blight resistance gene to be 

cloned in wheat. Although one study identi-

fied Fhb1 as a pore-forming toxin-like gene, 

two subsequent studies reported a histi-

dine-rich calcium-binding protein but dis-

agreed about the mode of action (5). Given 

the strong evidence presented by Wang et al., 

including gain- and loss-of-function studies 

and a biochemical mechanistic dissection, 

hopefully Fhb7 will evade such controversy. 

Optimal control of wheat head blight may 

require breeders to combine Fhb7 with Fhb1, 

but this remains to be rigorously tested.

The most extraordinary aspect of Fhb7

concerns its origin in Epichloë, a widely 

distributed ascomycete fungal genus that 

colonizes leaves of many grasses. Some spe-

cies make alkaloid neurotoxins that render 

ryegrass poisonous to sheep in New Zealand 

(6). Because Epichloë primarily colonizes 

leaves, how DNA from Epichloë could enter 

the Thinopyrum germ line remains a mys-

tery. The Fhb7 gene was found to have 97% 

identity with its homolog in Epichloë but 

was otherwise absent from grass genomes, 

except within the Thinopyrum genus, sug-

gesting that the gene transfer event arose 

after divergence of Thinopyrum from other 

grasses ~5 million years ago (2). Horizontal 

gene transfer events (the transfer of genetic 

material between species) are rare but have 

been recorded before, for example, between 

Agrobacteria and sweet potato (7) and be-

tween sorghum and parasitic Striga (8). 

In these cases, no beneficial function was 

associated with the transfer. Additional 

such horizontal gene transfers likely exist 

and might be revealed with bioinformatic 

searches. Moreover, why Epichloë evolved a 

DON detoxification gene is unknown; per-

haps it detoxifies one of its own toxins or 

helps Epichloë compete with Fusarium for 

grass colonization.

What does the natural transfer of Fhb7

into a grass mean for the discussion on GM 

crops? This natural GM product may be as 

good as or better than any that could have 

been created in the laboratory (see the fig-

ure), although conceivably, Fhb7 could be 

even more effective if highly expressed from 

other promoters (2). Despite concerns from 

some, GM crop cultivation is increasing. Of 

the world’s arable land, 10% is used for GM 

soy, maize, cotton, and canola (9), which 

along with GM potato, papaya, eggplant 

(aubergine), and sugar beet provide pest, 

disease, and herbicide resistance. In rice, 

many GM traits have now been approved 

(10). However, wheat—the world’s most 

widely grown crop and a source of 20% of 

the calories and protein consumed by hu-

mankind—is a “GM orphan” (11). 

Important opportunities are being 

missed by postponing GM wheat. Pests and 

diseases limit wheat production by ~20% 

globally (1). This number masks regional 

epidemics that can cause complete local 

crop failure, which is devastating for small-

holder farmers in developing countries. It is 

now possible to rapidly discover and clone 

disease resistance genes from wild crop rel-

atives (12) and engineer this resistance into 

domesticated varieties (13). Combinations 

(“stacks”) of multiple broad-spectrum re-

sistance genes will likely provide dura-

ble disease resistance. With conventional 

breeding, such stacks would be almost im-

possible to create and maintain. 

Can Fhb7 be used as an example to sway 

public opinion on anti-GM arguments? If 

plant breeders can take advantage of a nat-

ural horizontal gene transfer such as Fhb7

to reduce crop losses, why not a deliberate 

horizontal gene transfer for the same rea-

son? The world is heading toward a pro-

jected population of 9.6 billion in 2050, 

and increases in crop yields are not keeping 

pace with growing demand. To meet this de-

mand, and sustainably increase agricultural 

output, a concerted effort from breeders, 

agronomists, biotechnologists, and policy- 

makers and effective public engagement 

from scientists about the “naturalness” of 

horizontal gene transfer is needed. j
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The Fhb7 enzyme neutralizes 

deoxynivalenol (DON) by 
conjugating a glutathione (GSH) 
onto its toxic epoxide moiety.
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Two paths to Fusarium-resistant wheat
Fusarium head blight–resistant domesticated wheat has been produced by ancient horizontal transfer of the 

Fusarium head blight 7 (Fhb7) gene between Epichloë, a fungal endophyte, and wild wheatgrass. This gene 

could also be engineered into domesticated wheat but would be regulated as a genetically modified (GM) crop. 

22 MAY 2020 • VOL 368 ISSUE 6493    823

Published by AAAS



sciencemag.org  SCIENCE

P
H

O
T

O
: 

H
A

N
N

IE
R

 P
U

L
ID

O
/

D
E

 M
O

R
A

E
S

 A
N

D
 M

E
S

C
H

E
R

 L
A

B
O

R
A

T
O

R
IE

S

P ollen-starved bumble bees may manipulate plants to fast-forward flowering 

ECOLOGY

The secret lives of bees as horticulturists?

By Lars Chittka

  T
he symbiotic relationship between in-

sect pollinators and flowers is as  tight 

as it is fragile. Plants provide nutrition 

for flower visitors in exchange for pol-

lination services. However, timing is 

critical in this exchange: If pollinators 

are out of sync with the blooming times of 

their favorite flowers, then the plants might 

display their beautiful sex organs in vain, 

and pollinators and their offspring might 

starve (1, 2). Now, on page 881 of this issue, 

Pashalidou  et al. report that bumble bees 

are not passive players in this relationship. 

Rather, the bees have developed a way to has-

ten flowering specifically under conditions 

in which bees are food-deprived early in the 

season (3). 

Climate change threatens the long-estab-

lished synchronization of seasonal pollina-

tor activity and flowering time. Temperature 

strongly affects the emergence of pollinat-

ing insects after hibernation (4). By con-

trast, flowering relies heavily on the time of 

exposure to light (the  photoperiod), which 

is not subject to climate change (5). Thus, 

pollinators might find themselves critically 

short of nutrition early in the season.   

 In contrast to hypothesis-driven research, 

scientific discovery often springs from care-

ful observation of natural phenomena. 

Pashalidou et al.  noticed a previously unre-

ported natural behavior: Using their mouth 

parts, bumble bees deliberately damaged 

leaves of a variety of plant species (see the fig-

ure). The authors suspected that this behav-

ior might be related to a shortage of pollen, 

the bees’ sole source of protein. Therefore, 

the researchers compared the leaf-damaging 

behavior exhibited by experimental pollen-

starved colonies of bumble bees with that of 

worker bees from well-fed nests. The results 

were consistent across years and experimen-

tal situations (laboratory settings as well as 

free-flying colonies): Pollen-starved workers 

made considerable efforts to puncture holes 

in the leaves of flowerless plants, whereas 

workers from well-fed colonies rarely did so. 

But why? Pashalidou et al. then discovered 

a dramatic effect of the leaf-damaging behav-

ior on flowering phenology. When exposed 

to leaf-biting bees, the black mustard plant 
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A bumble bee (Bombus terrestris) 

worker is poised to damage a 

leaf to spur flowering, which 

suggests a phenological synchrony 

between plants and pollinators.
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(Brassica nigra) flowered 2 weeks earlier and 

tomato plants (Solanum lycopersicum)  came 

into flower a month sooner than would nor-

mally be expected. Thus, bumble bees appear 

to perform a low-cost, but highly efficient, 

trick to accelerate flowering in plants around 

their nest under conditions when flower pol-

len resources are most urgently needed for 

colony growth. 

Many intriguing questions surround the 

evolution of leaf-biting behavior as well as 

its adaptive importance. How might this 

behavior have arisen? One possibility is that 

individual bees figured out that leaf-biting 

results in future rewards, and that these 

bees remember the very plants they have 

damaged and return to them weeks later 

to reap the benefits of their efforts. This is 

perhaps not wholly implausible, given that 

bumble bees have developed other impres-

sively innovative solutions to access re-

wards (6), and their spatial memories can 

last a lifetime (7, 8). However, it is unlikely 

that bees can learn that a link exists be-

tween an action and a reward that occurs 

a month later. Also, worker bees in the wild 

rarely survive longer than 1 month (7). 

An alternative explanation for how leaf-

biting first arose is that individual bees re-

ceive an immediate benefit in addition to 

the more long-term one for colony fitness. 

For example, bees might extract a substitute 

protein source from leaf-biting, such as plant 

sap. However, Pashalidou et al. rejected this 

possibility because most leaf-damaging inter-

actions seemed too brief for bees to imbibe 

plant juices in appreciable quantities. 

Perhaps pollen-starved bees just bite plant 

parts indiscriminately in the hope that these 

might conceal some pollen. This too is un-

likely, because even entirely inexperienced 

bees can tell flowers from vegetative parts 

(9). Bumble bees sometimes extract nectar 

from hard-to-access flowers by puncturing 

floral structures, a technique called nectar 

robbing. Inexperienced workers attempt this 

at various flower parts, until they figure out 

the reward location (10).

One might also wonder why bees would 

bite holes in vegetative parts of plants that do 

not even have flowers, instead of searching 

for plants that do. Unselective  perforation of 

leaves in a bee colony’s flight range will not 

confer much profit. For example, spreading 

the perforation treatment too far from the 

native nest might be more likely to benefit 

competing bees with nearby nests. In addi-

tion, many plants, such as mosses or ferns, 

will never provide any useful pollen for bees, 

nor will it be beneficial to bite the leaves 

of plants that are past the blooming stage. 

Perhaps bumble bees can use flower buds as 

cues that flowering is on the horizon. Thus, 

the bees would know that these plants are 

worth their effort to further speed up flow-

ering (11). Future studies should develop a 

plausible  evolutionary scenario for how the 

first mutant bees that began leaf-biting might 

have conferred a sufficient selective colony-

fitness advantage for this trait to spread 

through a population. 

Turning to plants, there are many equally 

fascinating questions relating to why an ad-

equate response to bee-driven leaf damage 

would be to accelerate flower development. 

One possibility is that such damage is inter-

preted by the plants as an ongoing herbivore 

attack; annual plants, therefore, might force 

an earlier flowering period before the plant’s 

untimely demise. Plants are known to speed 

up their flowering as a response to various 

stressors, but there are no known examples 

of such a response to  herbivory (4). An adap-

tive explanation might be that plants “want” 

to respond to bees that are signaling a dearth 

of food, because this also means there might 

be an excess of pollination services available. 

However, there will also be an opposing selec-

tive pressure to synchronize flowering with 

potential mates within plant species (12), 

which would be a disadvantage to individual 

plants that move their flowering forward. 

A further reason why plants might fast-

track flowering is that they are simply ma-

nipulated into doing so against their own 

advantage, but to the benefit of bumble bees. 

Mechanical damage made with metal forceps 

and razors does not have the same effect on 

flowering times as does perforation by bees. 

Thus, it remains possible that bees inject 

chemicals into the plants to promote flower-

ing. If so, scientists might realize a horticul-

turist’s dream by deciphering the molecular 

pathways through which flowering can be 

accelerated by a full month. An encourag-

ing interpretation of the new findings is that 

behavioral adaptations of flower visitors can 

provide pollination systems with more plas-

ticity and resilience to cope with climate 

change than hitherto suspected. j
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METROLOGY

Synchronized 
to an optical 
atomic clock
Microwave generation 
using optical frequency 
comb technology hits 
new milestones

By E. Anne Curtis 

M
etrology, the science of measure-

ment, is at the heart of all scien-

tific endeavors. Of all parameters, 

frequency is the most accurately 

measurable quantity in the scien-

tific portfolio. Tabletop experiments 

can generate highly accurate and stable fre-

quencies that are being used to challenge the 

tenets of fundamental physics (1) as well as 

for specific applications such as the synchro-

nization of large-scale radio telescope arrays 

(2). Optical atomic frequency standards have 

the intrinsic capacity to attain higher levels 

of stability and accuracy than microwave-

based standards. Microwave technology, 

used in every sector of society, would benefit 

greatly from similar performance. On page 

889 of this issue, Nakamura et al. introduce 

an experimental system with the ability to  

transfer the precise phase and accuracy of 

optical clock signals into the electronic do-

main, while demonstrating a fractional fre-

quency instability of one part in 1018 (3). This 

result brings the superior performance of an 

optical frequency standard into the micro-

wave regime. 

The innovation of the femtosecond op-

tical frequency comb (OFC) was a major 

breakthrough in the pursuit of improved 

frequency standards based on optical tran-

sitions (4). Although optical signals oscillate 

much too quickly for their frequencies to be 

counted electronically, an OFC can phase-

coherently link optical frequencies to much 

slower microwave frequencies. The OFC 

is best described as a pulsed-laser device 

whose output is a series of very short-lived 

light pulses, produced at a repetition rate in 

the microwave regime. The output can also 

be observed in the frequency domain, where 

it looks like a comb of evenly spaced fre-

Time & Frequency Department, Optical Frequency 
Metrology, Atomic Clocks & Sensors, Quantum Metrology 
Institute, National Physical Laboratory, Teddington, 
Middlesex TW11 0LW, UK. Email: anne.curtis@npl.co.uk 

22 MAY 2020 • VOL 368 ISSUE 6493    825

Published by AAAS



sciencemag.org  SCIENCE

quencies or tones spanning the 

optical regime. The repetition 

rate can be referenced to the 

microwave-based International 

System of Units (SI) definition 

of the second. Because of a di-

rect relation between the rep-

etition rate and the comb tone 

spacing, the absolute frequency 

of each tone can be determined. 

Measuring the optical beat be-

tween a single comb tone and 

an unknown optical frequency 

provides a method for directly 

linking optical frequencies to 

the microwave reference. The 

inverse should also be true, as 

the stability and accuracy pro-

vided by an optical frequency 

standard can be used as a ref-

erence for the OFC. This means 

locking the comb in step with 

the optical oscillations. The 

comb is then expected to pro-

duce an equally stable output 

in the microwave regime (see 

the figure), and the measure-

ment of this seemed the obvious next step 

(5). The devil was in the details, and it took 

nearly 20 years to come full circle to obtain 

exceptional accuracy and long-term stabil-

ity in microwave generation. 

Stable and accurate microwave signals 

are used in a variety of arenas including 

communication, navigation, radar, radio 

astronomy, and fundamental physics re-

search. Currently, the most accurate and 

stable frequency comparison and dissemi-

nation is achieved with ultrastable lasers 

transmitted by optical fiber networks. These 

systems are being used to lay the ground-

work for a redefinition of the SI second by 

enabling direct optical-to-optical compari-

sons of frequency standards separated by 

large geographical distances. Furthermore, 

frequency transfer networks are used in 

probes of fundamental physics (6) and de-

tection of submarine earthquakes by means 

of deep-sea fiber optic cables (7), among 

other applications.

Maintaining the stability and accuracy of 

microwaves over long distances, whether 

for synchronization, communication, or 

navigation, requires overcoming some ob-

stacles in transmission and signal processing. 

Atmospheric and delay compensation has im-

proved—for example, with two-way satellite 

time and frequency transfer for satellite- and 

ground-based systems. Space-based applica-

tions using ultrastable microwaves avoid the 

issues of atmospheric disturbance altogether. 

By using the ultralong baselines only acces-

sible to space-based systems, radio telescope 

arrays in space synchronized by ultrastable 

microwaves have the potential to greatly in-

crease the resolution of the signals (8). 

Unlike for satellite-based transmission, 

Doppler radar systems can immediately 

take advantage of stability and accuracy 

improvements in microwave reference sig-

nals. These radar systems simply compare 

an outgoing signal and a received echo, us-

ing a single common clock signal and path. 

Upgraded microwave stability directly in-

creases the attainable accuracy, unblurring 

the images of distant and moving targets 

(9). This improved accuracy will help in 

efforts to upgrade navigation and tracking 

systems across multiple sectors.

The directed development of new tech-

nologies as a result of scientific need runs 

through several recent innovations impor-

tant for improved accuracy and stability. 

An essential component for the optical-to-

electrical conversion through OFC is the 

optical detector that turns the regularly 

spaced output pulses of light into a signal 

of ultrastable microwaves. Extensive and 

focused research and development was re-

quired to produce high-speed photodiodes 

with high linearity even when processing 

high peak intensities in the pulse train. 

Exceptionally stable microwave genera-

tion and measurement required exploiting 

the growing field of software-defined radio 

(10), which combines multiple systems of 

microwave hardware devices into one re-

configurable software-driven device. This 

approach is gaining widespread use for fre-

quency production and manipulation. This 

trend highlights a move from analog to 

digital frequency synthesis and 

for integration of signal gen-

eration and processing. Finally, 

innovations in the OFC technol-

ogy itself were key to improved 

microwave generation and can 

now be found in commercially 

available devices. 

Miniaturization and integra-

tion of several technologies 

will be necessary to enable 

widespread stable microwave 

and optical frequency produc-

tion and dissemination. The 

next step likely involves the 

continued development of por-

table atomic clocks and opti-

cal frequency “microcombs” 

(microOFCs) (11). Far-ranging 

operation could involve optical 

clock–level time and frequency 

provided by fully integrated 

systems of miniature optical 

clocks, microOFCs, and noise-

reducing detectors and mi-

crowave electronics. Because 

optical clocks have achieved un-

precedented levels of accuracy (12) and sta-

bility (13), linking the frequencies provided 

by these optical standards with distantly lo-

cated devices would allow direct calibration 

of microwave clocks to the future optical SI 

second. This combination would markedly 

improve synchronization capabilities be-

tween multiple locations and devices, and 

over large distances. 

Like the revolution that OFC technology 

produced in the field of optical frequency 

metrology, Nakamura et al.’s ability to pro-

duce microwaves with the stability and ac-

curacy afforded by an optical clock signal is 

a paradigm shift in the field of microwave 

metrology. The impact will extend to ap-

plications in fundamental physics, com-

munication, navigation, and microwave 

engineering. Growing access to this new 

frontier of ultrastable microwave sources 

will only push these sectors and others to 

new innovative heights. j
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Making microwaves
An optical frequency standard  uses 

a signal generated from an atomic 

excitation to  steer a stabilized 

laser output. Combining this with 

the output  of an optical frequency 

comb produces an interference 

beat. Stabilizing the beat frequency 

forces the repetition rate of the 

comb to lock in step with the 

frequency reference, only with  a 

microwave output.

826    22 MAY 2020 • VOL 368 ISSUE 6493

Published by AAAS



SCIENCE   sciencemag.org

By John E. Dowling  

S
urveys consistently report that peo-

ple fear total blindness more than 

any other disability, and currently 

the major cause of untreatable blind-

ness is retinal disease. The retina, a 

part of the brain that extends into 

the eye during development, initiates vi-

sion by first detecting light with the rod 

and cone photoreceptors. Four classes of 

retinal neurons then begin the analysis of 

visual images. Defects in the optical me-

dia that transmit and focus light rays onto 

the retina (lens and cornea) can usually be 

dealt with surgically, although such treat-

ments are not available in some parts of the 

world, resulting in as many as 20 to 30 mil-

lion legally blind individuals worldwide. 

Untreatable retinal disease potentially 

causes legal or total blindness in more 

than 11 million people in the United 

States alone, but progress in treatments 

raises the possibility of restoring vision 

in several types of retinal blindness (1). 

Retinal neurons comprise bipolar and 

horizontal cells, which are second-order 

neurons that receive signals from the pho-

toreceptors in the outer retina. Third-order 

amacrine and retinal ganglion cells are ac-

tivated in the inner retina by bipolar cells. 

Axons from the ganglion cells form the op-

tic nerve and carry the visual message to the 

rest of the brain (see the figure). The cells 

most susceptible to blinding retinal disease 

are the photoreceptors and ganglion cells. 

Whereas progress has been made in com-

bating blindness caused by photoreceptor 

degeneration, little can be done currently 

to address ganglion cell loss, such as occurs 

in glaucoma.

The approach that has been most suc-

cessful in restoring photoreceptor loss that 

results in complete blindness is the use of 

retinal prosthetic devices, with two now 

approved for clinical use (2). These devices 

electrically stimulate either bipolar or gan-

glion cells. They require goggles that have 

a camera that converts visual stimuli into 

electrical stimuli that activate the device, 

which in turn stimulates the retinal cells. 

Several hundred of these devices have 

been implanted in blind or virtually blind 

individuals, 70 to 80% of whom report im-

provement in quality of life. For those who 

are completely blind, the ability to experi-

ence again at least some visual function is 

viewed as a miracle.

There are substantial limitations to the 

devices, however. The best visual acuity 

attained so far is poor (20/500) and visual 

field size is limited, but many improve-

ments, mainly technical, are being devel-

oped and tested, including the potential use 

of electronic low-vision devices to increase 

visual field size and acuity (3). Retinal pros-

theses are not useful for patients who are 

blind because of loss of ganglion cells and/

or the optic nerve, but prostheses that by-

pass the retina and stimulate more central 

visual structures, including the lateral ge-

niculate nucleus (the intermediary between 

retina and cortex) and visual cortex, are 

being developed and tested in humans (4). 

There remain considerable technical issues, 

but preliminary data indicate that such de-

vices are feasible.

A second approach to treat photorecep-

tor degeneration and potential blindness, 

now in the clinic, is gene therapy (5). This 

involves injecting a viral construct into 

the eye that contains a normal gene to 

replace an abnormal one. Success so far 

has been limited to the treatment of Leber 

congenital amaurosis (LCA) type 2, a rare 

form of retinitis pigmentosa in which the 

gene whose product is required to form the 

correct isomer of vitamin A aldehyde, the 

chromophore of the visual pigments, is mu-

tated. Little of the correct isomer is made 

in LCA patients, resulting in substantial 

loss of photoreceptor light sensitivity. This 

is reversed when viral constructs encoding 

the normal gene are injected deep into the 

eye between the photoreceptors and pig-

ment epithelium. 

Two factors make this approach feasible 

in LCA: The genetic defect is monogenic, 

and many of the photoreceptors in the pa-

tients remain alive, although compromised. 

Thus, how broadly feasible gene therapy 

will be for treating the enormous range of 

inherited retinal diseases now known to ex-

ist (~300) remains to be seen. But at least a 

dozen other gene therapy trials on mono-

genic inherited eye diseases similar to LCA 

are under way (6). Other methods to ma-

nipulate genes are now available, including 

CRISPR-mediated editing of retinal genes. 

So far, the experiments have been mainly on 

isolated cells or retinas, but these powerful 

techniques are likely to have eventual clini-

cal applications.

A variation on the use of gene therapy 

techniques is optogenetics, in which light-

sensitive molecules are introduced into 

non- photosensitive retinal cells. This ap-

proach holds much promise for restoring 

vision to totally blind individuals whose 

photoreceptors have been lost. Using 

viruses to insert genes encoding light-

sensitive molecules into bipolar and 

ganglion cells, as well as surviving 

photoreceptor cells that are no longer 

photosensitive, has been accomplished 

in animals and shown to restore some 

vision (7). Again, technical issues remain: 

The cells made light-sensitive require 

bright light stimuli, and the light-sensitive 

cells do not adapt. That is, whereas pho-

toreceptors normally allow vision over as 

much as 10 log units of light intensity, the 

cells made light-sensitive respond only to a 

range of 2 to 3 log units. Various methods 

to overcome these limitations are now be-

ing developed, and at least one clinical trial 

is under way. Experiments to make cortical 

neurons sensitive to light or  other stimuli 

that better penetrate the skull—magnetic 

fields or ultrasound, for example—are also 

being developed and tested in animals.

Other promising approaches to restore 

vision are being explored. In cold-blooded 

vertebrates, retinal cells (in fish) and even 

the entire retina (in amphibians) can re-

generate endogenously after damage. 

Regeneration of retinal cells in zebrafish is 

now quite well understood (8). The regener-

ated neurons come from the major glial cell 

in the retina, the Müller cell. After retinal 

damage, Müller cells reenter the cell cycle 

and divide asymmetrically to self-renew 

and produce a progenitor cell that prolif-

erates to produce a pool of cells capable of 

differentiating into new retinal cells that 

repair the retina.

A number of transcription factors and 

NEUROSCIENCE

Restoring vision to the blind
Ideas abound to restore vision to people blinded by retinal disease
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other factors identified as being involved in 

retinal regeneration in zebrafish have been 

shown to stimulate some Müller cell prolif-

eration and neuronal regeneration in mice. 

Regenerated bipolar and amacrine cells, 

as well as rod photoreceptors, have so far 

been identified in mouse retinas, and these 

cells are responsive to light stimuli (9, 10). 

Further, cells postsynaptic to the regener-

ated neurons are activated by light stimuli, 

indicating that the regenerated neurons 

have been incorporated into the retinal 

neural circuitry. So far, the regenerative ca-

pacity of mammalian Müller cells is limited, 

but directed differentiation of specific types 

of neurons with a mix of factors appears to 

be a possibility. Regrowth of ganglion cell 

axons after the optic nerve is disrupted is 

also under active investigation, and al-

though the number of axons regrowing is 

low (~10%), those that do regrow establish 

synaptic connections with their correct tar-

gets (11). Therefore, endogenous regenera-

tion is still far from clinical testing, but sub-

stantial progress has occurred.

A long-studied area of research is trans-

plantation of retinal cells, particularly 

photoreceptors, into diseased retinas. In 

experiments with mice, transplanted post-

mitotic rod photoreceptor precursor cells 

derived from embryonic retinas or from 

stem cells appeared to integrate into dis-

eased retinas in reasonable numbers and 

to be functional. A surprising and unex-

pected complication in the interpretation 

of these experiments was recently discov-

ered. Rather than integrating into diseased 

retinas, the donor cells appear to pass 

material (RNA or protein) into remain-

ing host photoreceptor cells, rejuvenating 

them, and these appear to be most of the 

functional cells (12). The current evidence 

suggests that only a small proportion of 

the donor cells integrate, but progress in 

overcoming this setback is being made.

More success has been reported with 

stem cells induced to become pigment epi-

thelial (PE) cells, which  provide essential 

support for photoreceptors. A number of 

blinding retinal diseases relate to the de-

generation of the PE cells, and replacement 

using such cells—in a suspension or on a 

scaffold—is being actively pursued. PE cells 

do not need to integrate synaptically with 

retinal cells; they simply need to contact the 

photoreceptor cells. This is achieved when 

PE cells are placed between the retina and 

the back of the eye. Early clinical trials sug-

gest that the transplants are safe, but reti-

nal detachment, a serious complication, can 

occur and efficacy has yet to be shown (13). 

The finding that donor photoreceptor 

cells can help diseased host retinal cells 

to recover function suggests that certain 

substances can provide neuroprotection. 

Indeed, a substantial number of such neu-

roprotective molecules have been shown to 

affect retinal disease progression, especially 

degeneration of photoreceptor cells. No one 

factor has been shown to be effective gener-

ally, but two have received much attention. 

One, ciliary neurotrophic factor (CNTF), 

promotes photoreceptor survival in light-

induced photoreceptor degeneration and in 

several other models of retinal degeneration 

(14). Some evidence suggests that CNTF acts 

primarily on Müller cells, but how it works, 

and on what cells, is still unclear. The other 

factor, rod-derived cone viability (RDCV) 

factor, has received less research attention, 

but with recent industrial support, it is now 

being advanced to the clinic. Current evi-

dence indicates that RCDV factor protects 

cones after rod degeneration.

Two of the most common retinal dis-

eases in developed countries—age-related 

macular degeneration (AMD), the leading 

cause of legal blindness (visual acuity of 

less than 20/200), and glaucoma, the lead-

ing cause of total blindness—are not mono-

genic diseases, and so genetic treatments 

for them are not obvious. Attempts to un-

derstand the etiology of these diseases are 

under way, but currently their underlying 

causes are still unclear. A difficulty pre-

sented by AMD is that no animal model is 

readily available, because it is a disease of 

the fovea, which mediates high-acuity vi-

sion. Except for primates, other mammals 

do not possess this small critical retinal 

area. Whereas large primates are not fea-

sible for extensive cellular or molecular 

studies, small primates such as marmosets 

that have a fovea are potential models but 

have not been used much to date.

Other approaches for restoring vision 

have been suggested and have even yielded 

some progress. From both normal hu-

mans and those with an inherited retinal 

disease, skin biopsy cells can be induced 

to form tiny retinal eyecups called organ-

oids (15). Containing all retinal cell types, 

these structures could be a source of reti-

nal cells for studying retinal disease devel-

opment and possible therapies, as well as 

for cell transplantation. A fovea has not 

been observed in any organoid so far, but 

this is not beyond the realm of possibility. 

Another suggested approach is to surgi-

cally transplant whole eyes into blind indi-

viduals. This appears feasible, but whether 

there is sufficient optic nerve regrowth re-

mains an open question. j
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The eye and retina
The retina lines the back of the eye and consists of rod and cone photoreceptors, as well as four types of neuron: 

second-order bipolar and horizontal cells and third-order retinal ganglion cells (RGCs) and amacrine cells.  

Müller glial cells fill the spaces between the neurons. The pigment epithelium, critical for photoreceptor function, 

underlies the retina. Photoreceptors and RGCs are most susceptible to blinding retinal disease. Progress in 

combating photoreceptor degeneration has been made, but there are few strategies to address RGC loss.
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By R. Kiplin Guy1, Robert S. DiPaola2, Frank 

Romanelli1, Rebecca E. Dutch2 

I
n late fall 2019, a novel acute respira-

tory disease, called coronavirus disease 

2019 (COVID-19) emerged in Wuhan, 

China. COVID-19 is caused by severe 

acute respiratory syndrome–corona-

virus 2 (SARS-CoV-2) (1, 2). COVID-19 

has been declared a pandemic by the 

World Health Organization and continues 

to spread across the globe. Most patients 

recover within 1 to 3 weeks. However, a 

small proportion (~5%) develop severe ill-

ness that can progress to acute respiratory 

distress syndrome (ARDS), which can lead 

to death. Currently, only supportive care is 

available; patients would greatly benefit 

from the availability of direct therapeu-

tic approaches. One approach to identify-

ing therapeutics is to repurpose approved 

drugs developed for other uses, which 

takes advantage of existing detailed infor-

mation on human pharmacology and toxi-

cology to enable rapid clinical trials and 

regulatory review.

The coronaviruses are single-stranded 

RNA viruses that infect vertebrates and 

move between different host species (3). 

With the emergence of SARS-CoV-2, there 

are now seven coronaviruses that are known 

to infect humans. Four of them (HCoV-

229E, HCoV-OC43, HCoV-NL63, and HCoV-

HKU1) are responsible for ~30% of cases of 

the common cold in humans. Two of them 

caused recent epidemics that had consid-

erable associated mortality: SARS-CoV-1, 

which emerged in 2002–2003 and causes 

~10% mortality, and Middle East respira-

tory syndrome coronavirus (MERS-CoV), 

which emerged in 2012, is still active, and 

causes ~35% mortality. Both epidemics af-

fected a relatively small number of patients 

compared with COVID-19, which is more 

transmissible for several reasons, including 

asymptomatic carriers, long latency period, 

and high infectivity. Before COVID-19, only 

SARS-CoV-1 and MERS-CoV caused severe 

disease. Therefore, coronaviral drug discov-

ery has been a small effort relative to that 

for other viral diseases such as influenza. 

Given the rapid spread of COVID-19 and its 

relatively high mortality, filling the gap for 

coronavirus-specific drugs is urgent. 

The coronavirus life cycle (see the figure) 

involves a number of potentially targetable 

steps, including endocytic entry into host 

cells [involving angiotensin-converting en-

zyme 2 (ACE2) and transmembrane prote-

ase serine 2 (TMPRSS2)], RNA replication 

and transcription [involving helicase and 

RNA-dependent RNA polymerase (RdRp)], 

translation and proteolytic processing of 

viral proteins (involving chymotrypsin-like 

and papain-like proteases), virion assem-

bly, and release of new viruses through the 

exocytic systems (4). In addition to virally 

encoded targets, numerous host targets are 

essential for viral replication and disease 

progression (3).  

The cellular receptor for SARS-CoV-2 

is ACE2 (5). Recombinant human ACE2 

(rhACE2, or APN01) is currently under de-

velopment as a treatment for acute lung 

injury and pulmonary arterial hypertension 

and has proven well tolerated in a phase 

1 trial in healthy volunteers. rhACE2 has 

been shown to significantly reduce viral en-

try into human cell–derived organoids (6), 

presumably by acting as a decoy for virus 

binding. This has lent support to the clini-

cal trials that are investigating blockade of 

viral entry with APN01 for COVID-19 pa-

tients. Successful viral entry requires pro-

teolytic processing of the viral coat spike 

glycoprotein (S), which can be carried out 

by TMPRSS2 (7). The TMPRSS2 inhibitor 

camostat (7) is approved in Japan for the 

treatment of chronic pancreatitis and post-

operative gastric reflux and is generally well 

tolerated, although rare serious side effects 

have been reported. Both camostat and the 

related agent nafamostat (8) block SARS-

CoV-2 replication in TMPRSS2-expressing 

human cells. Camostat has been shown to 

block infection with SARS-CoV-2 in a mouse 

model. Therefore, there is a strong rationale 

to support clinical trials with these drugs 

for COVID-19, which have already been ini-

tiated in the Netherlands and Germany. 

Coronaviruses use the endolysosomal 

pathway to enter the cell before uncoating. 

Chloroquine (CQ) and hydroxychloroquine 

(HCQ) are antimalarial drugs that affect 

endosomal function and block autophago-

some-lysosome fusion (9). Both drugs have 

been shown to inhibit SARS-CoV-2 replica-

tion in cellular models (8, 10). Azithromycin 

(AZ), a widely used broad-spectrum antibi-

otic, also blocks autophagosome clearance in 

human cells (11) and replication of the Zika 

virus and influenza virus in human cells in 

vitro (12). Preliminary results from a small 

randomized trial of HCQ in COVID-19 pa-

tients report a reduction in time to clinical 

resolution (13). A small open-label trial has 

demonstrated increased reduction in viral 

load for COVID-19 patients receiving the 

combination of HCQ and AZ relative to HCQ 

alone, although this study has been heavily 

criticized because of post hoc removal of 

several subjects from the study analysis (14). 

These hypothesis-generating studies have 

justified emergency approval of their use for 

COVID-19 in the United States, where they 

are both being widely used. 

However, both HCQ and AZ have po-

tential cardiac toxicity (QT prolongation, 

which can lead to fatal arrhythmia), and 

HCQ additionally has the potential for 

negative effects on the eye. Understanding 

risk-benefit ratios is paramount if these 

drugs are to become a standard of care for 

COVID-19. Several post hoc analyses car-

ried out in the United States and Europe 

suggest modest benefit, at best, from HCQ 

monotherapy for COVID-19 patients; one 

large post hoc analysis among U.S. veterans 

suggests that there is harm to patients from 

HCQ. Given the mechanistic rationale but 

lack of well-designed clinical studies and 

potential for drug-induced toxicity, there is 

a key need for controlled, randomized trials 

to test the efficacy and safety of these drugs 

for COVID-19 patients. 

After uncoating, the viral genomic RNA is 

used for cap-dependent translation to pro-

duce two polypeptides, which are then auto-

proteolytically processed to produce several 

viral proteins, including RdRp and two pro-

teases. Although the proteases might seem 

attractive targets given the number of viral 

protease inhibitors previously developed for 

HIV and other viruses, they are only distantly 

related to other viral proteases. The combina-

tion of the HIV protease inhibitors lopinavir 

and ritonavir (15) proved clinically ineffec-

tive for COVID-19 patients, as had previously 

been the case for the same combination in 

SARS-CoV-1 disease. Therefore, further re-

purposing with this class of drugs is poorly 

justified—although there are other protease 

inhibitors in early-stage drug discovery that 

are directed to the coronavirus proteases.

 VIEWPOINT: COVID-19

Rapid repurposing of drugs for COVID-19
The emergence of a new coronaviral respiratory disease calls for repurposing existing drugs
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Production of the replication complex pro-

teins, including the helicase and RdRp, al-

lows for genomic replication of the virus and 

for production of subgenomic RNAs, which 

are also translated to produce structural 

and coat proteins. The helicase is theoreti-

cally an attractive target, but it is divergent 

from other viral helicases, and there is no 

evidence that the herpes simplex virus heli-

case inhibitors amenamevir or pretelivir are 

effective against coronaviruses. 

RdRp carries out both replica-

tion and transcription of the vi-

ral RNA, making it a clear target 

for blocking the viral life cycle. 

Because RdRp is a critical pro-

tein for many viruses, a number 

of broad-spectrum RdRp inhibi-

tors are either approved or in 

clinical trials, including remde-

sivir and favipiravir. Remdesivir 

was initially developed to treat 

the flaviviruses that cause Ebola 

and Marburg diseases and has 

proven safe in trials during 

the past two Ebola epidem-

ics. However, it is less effective 

for Ebola than antibody-based 

treatments that prevent the vi-

rus from entering human cells. 

Remdesivir was subsequently 

shown to be active against both 

SARS-CoV-1 and MERS-CoV 

in animal models. Favipiravir 

was developed for influenza 

and approved in Japan in 2014, 

specifically for new pandemic 

influenza outbreaks. Both rem-

desivir and favipiravir are active 

against SARS-CoV-2 in human 

cells in vitro (7). Remdesivir has 

been rapidly advanced into sev-

eral clinical trials for COVID-19, 

and early informal data being 

released from those trials sug-

gest that remdesivir is effective, 

but such datasets need to be 

used cautiously for generaliz-

ing the understanding of either 

safety or efficacy. Further ran-

domized, controlled trials with 

RdRp inhibitors are justified 

and needed. 

The best justified drugs for 

repurposing to treat COVID-19 

patients are the host-factor–

targeted drugs HCQ, AZ, and 

camostat and nafamostat and 

the viral RdRp–targeted drugs 

remdesivir and favipiravir. A 

number of other drugs are also 

being considered, although 

with less supporting evidence 

(see supplementary materi-

als). Additionally, phenotypic screening 

approaches are being developed on the ba-

sis of either viral entry or replication that 

could be used to survey approved drugs and 

drug candidates much more widely. Both of 

these approaches may widen the available 

classes of drugs for consideration. 

The key issue with any of these potential 

treatments is to balance the oppositional 

needs of making treatment decisions for 

individual patients during epidemic peaks 

on the basis of clinical studies that involve 

small numbers of patients with ensuring 

that well-designed, randomized clinical tri-

als are carried out rapidly to provide proof 

that they are safe and efficacious. COVID-19 

is expected to be active permanently, and 

several seasons of disease peaks are likely 

before herd (population) immunity is estab-

lished. The difficulty is to coordinate rapid 

hypothesis-generating studies 

during this first peak to jus-

tify a smaller number of well-

controlled large trials to be ex-

ecuted in later peaks to pro-

vide the data needed for ap-

proval of drugs for COVID-19. 

Researchers, ethics boards, and 

regulators are accustomed to de-

veloping trial plans over months, 

not weeks—a time frame that is 

not afforded during this emer-

gent situation. It is necessary for 

all involved to work faster and 

more efficiently and then posi-

tion the well-justified drugs for 

registration-enabling trials dur-

ing the next peak. j
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Possible targets in the coronavirus life cycle
This simplified coronavirus life cycle shows the processes and proteins that 

could be therapeutically targeted with existing drugs that have the potential to be 

repurposed for the treatment of COVID-19.
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By Matt Baker

J
ohn Horton Conway, renowned math-

ematician of legendary creativity, 

died  on 11 April at age 82. Conway’s 

playful approach to mathematics is 

visible in his game-changing contribu-

tions to a wide variety of mathemati-

cal fields. Conway was also a celebrated and 

gifted educator whose enthusiasm, charisma, 

and inventiveness captured the public’s 

imagination.

Conway was born in Liverpool, England, 

on 26 December 1937. He received his math-

ematics degrees from the University of 

Cambridge: a bachelor’s degree in 1959 and 

a Ph.D. 5 years later. He was subsequently 

hired by the university as an assistant lec-

turer, eventually rising to the rank of pro-

fessor. In 1987, he accepted a position as the 

John von Neumann Professor in Applied and 

Computational Mathematics at Princeton 

University in Princeton, New Jersey, where 

he remained for the rest of his career. 

Conway’s first big mathematical break-

through, in 1968, was the determination of 

the more than eight quintillion symmetries 

of the Leech lattice, an astonishingly sym-

metric mathematical structure that governs 

the tightest and most efficient way to pack 

spheres together in 24 dimensions. (Think 

of an array of stacked oranges in a grocery 

store, except the oranges are 24-dimensional 

and each one touches exactly 196,560 other 

oranges.) Through these investigations in the 

field of group theory, Conway discovered sev-

eral additional groups,  including 3 of the 26 

so-called sporadic groups, which play an im-

portant role in mathematical physics and the 

theory of error-correcting codes.

Conway later spearheaded a collaboration 

that resulted in the Atlas of Finite Groups, 

one of the most important (and longest) 

books ever written on group theory. Together 

with Atlas coauthor Simon Norton, Conway 

put forth a series of fascinating conjectures 

relating the largest of the sporadic groups 

(which Conway dubbed “The Monster”) to 

the theory of modular forms, a previously 

unrelated subject arising in complex vari-

ables and number theory. These conjectures 

became known as “Monstrous Moonshine,” 

and Conway’s former Ph.D. student Richard 

Borcherds won the prestigious Fields Medal 

for verifying them. 

Conway’s most famous invention was un-

doubtedly the Game of Life. An example of 

what is now called a cellular automaton, this 

game uses simple rules that lead to wildly un-

predictable behavior. A Scientific American 

column written by Conway’s lifelong friend 

and champion Martin Gardner turbocharged 

the game’s popularity and vaulted Conway 

to international prominence. The simulation 

became a frequent pastime for budding com-

puter programmers at the dawn of the age of 

personal computers. 

Conway’s proudest mathematical moment 

came about when he parlayed his study of 

the winning strategies for certain two-player 

games into the invention of surreal numbers. 

These numbers contain not only all real num-

bers (i.e., infinite decimals such as pi or the 

square root of 2) but also a staggering cornu-

copia of new numbers, some infinitely large 

and some infinitely small. The unification of 

infinite set theory and the theory of combina-

torial games that resulted from this work was 

hailed by Gardner as “an astonishing feat of 

legerdemain.”

Conway made numerous other contribu-

tions to mathematics in a dizzying array of 

fields. In topology, the Conway polynomial 

is a fundamental tool for studying knots. In 

geometry, Conway and mathematician and 

computer scientist Michael Guy generalized 

Archimedes’ classical enumeration of the 13 

three-dimensional so-called “Archimedean 

solids” to four dimensions. In number 

theory, Conway and his student William 

Schneeberger discovered an important and 

unexpected result called the “15 theorem” 

and formulated a conjectural generalization 

(the “290 theorem”), which was later proved 

correct. In theoretical physics, Conway and 

mathematician Simon Kochen proved a strik-

ing result in quantum mechanics that they 

christened the “free will theorem.” Conway 

phrased the result in layman’s terms as fol-

lows: “If experimenters have free will, then so 

do elementary particles.” 

Conway was a captivating teacher. He 

spent 2 weeks every summer with aspiring 

young mathematicians at the Canada/USA 

Mathcamp, where he would give sponta-

neous lectures on whatever mathematical 

subject the students requested. His lectures 

at Cambridge, and later Princeton, were fa-

mously idiosyncratic. He would balance ob-

jects on his chin, perform magic tricks with 

a piece of rope, recite the digits of pi (he had 

memorized more than 1000 of them), and re-

gale students with his astounding knowledge 

of etymology (a lifelong passion). 

I knew Conway through the biennial 

Gathering 4 Gardner Conference. His no-

toriously outsized ego was occasionally off-

putting, but in the words of biographer 

Siobhan Roberts, “Conway’s is a jocund 

and playful egomania, sweetened by self-

deprecating charm.” Once, while visiting 

Princeton, I ran into Conway, and we ended 

up chatting for almost 2 hours about differ-

ent methods for mentally calculating the day 

of the week for any given date. Conway’s as-

tounding speed (in his prime, he could do it 

in under 2 seconds) made a convincing case 

for his own doomsday rule, one of his famous 

contributions to recreational mathematics. 

Despite his considerable erudition and 

numerous mathematical awards, Conway 

referred to himself as a “professional non-

understander,” claiming that he only com-

prehended things after thinking “for ages 

and [making] them very, very simple.” He fol-

lowed his insatiably peripatetic curiosity no 

matter its direction, and the professional suc-

cess he achieved in this way led him to adopt 

the dictum: “Thou shalt stop worrying and 

feeling guilty; thou shalt do whatever thou 

pleasest.” Another of Conway’s guiding prin-

ciples was to always go multiple steps beyond 

what any reasonable person would do. 

In addition to his scientific breakthroughs, 

Conway transformed the public perception 

of mathematics. His singularly creative ideas 

have inspired generations of mathematicians. 

Although “recreational mathematics” may 

seem like an oxymoron to some, the term 

perfectly captures Conway’s joyful approach 

to both serious and recreational mathemati-

cal discoveries. j

10.1126/science.abc5331

RETROSPECTIVE

John Horton Conway (1937–2020)
Innovative mathematician and passionate educator
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 D
evelopment of an effective vac-

cine is the clearest path to control-

ling the coronavirus disease 2019 

(COVID-19) pandemic. To accel-

erate vaccine development, some 

researchers are pursuing, and 

thousands of people have expressed in-

terest in participating in, controlled hu-

man infection studies (CHIs) with severe 

acute respiratory syndrome–coronavirus 2 

(SARS-CoV-2) (1, 2). In CHIs, a small num-

ber of participants are deliberately exposed 

to a pathogen to study infection and gather 

preliminary efficacy data on experimental 

vaccines or treatments. We have been de-

veloping a comprehensive, state-of-the-art 

ethical framework for CHIs that empha-

sizes their social value as fundamental to 

justifying these studies. The ethics of CHIs 

in general are underexplored (3, 4), and 

ethical examinations of SARS-CoV-2 CHIs 

have largely focused on whether the risks 

are acceptable and participants could give 

valid informed consent (1). The high social 

value of such CHIs has generally been as-

sumed. Based on our framework, we agree 

on the ethical conditions for conducting 

SARS-CoV-2 CHIs (see the table). We differ 

on whether the social value of such CHIs 

is sufficient to justify the risks at present, 

given uncertainty about both in a rapidly 

evolving situation; yet we see none of our 

disagreements as insurmountable. We pro-

vide ethical guidance for research spon-

sors, communities, participants, and the 

essential independent reviewers consider-

ing SARS-CoV-2 CHIs.

SUFFICIENT SOCIAL VALUE

CHIs have a long, complicated history. 

They have contributed to substantial im-

provements in clinical and public health 

practice, including the recent licensure of 

two vaccines (5), but also involved some 

unethical research (3). The first step in 

justifying SARS-CoV-2 CHIs, especially as 

they would involve major uncertainty and 

controversy, is to demonstrate their high 

social value. Crucially, SARS-CoV-2 CHIs 

should address relevant, unresolved scien-

tific questions in rigorously designed and 

conducted experiments.

SARS-CoV-2 CHIs could have high social 

value in several ways. For example, they 

could help prioritize among the almost 

100 investigational vaccines and over 100 

experimental treatments for COVID-19 cur-

rently in development. CHIs could help 

identify the most promising agents, which 

would inform the design of larger trials, 

guide decisions to scale up manufacturing 

early, and thereby accelerate product devel-

opment and implementation. If they saved 

even a few months of vaccine development 

(1), SARS-CoV-2 CHIs would contribute to 

faster control of the pandemic and reduce 

the need for, and associated costs of, physi-

cal distancing measures, providing substan-

tial benefits for much of the world’s popula-

tion (including the most vulnerable).

To achieve high social value in this way, 

coordination of stakeholders is essential. 

Sponsors of SARS-CoV-2 CHIs should de-

lineate a credible path forward from CHIs 

to rigorous field studies, and eventually 

toward scaled-up production. This is a con-

siderable challenge given the rapidly evolv-

ing research response to the pandemic; 

many approaches to accelerating product 

development are already appropriately be-

ing pursued in parallel. It is therefore es-

sential to plan and evaluate SARS-CoV-2 

CHIs as a complement, not an alternative, 

to these other approaches and ensure that 

CHI results are integrated into the dynamic 

COVID-19 research landscape. For example, 

the World Health Organization is convening 

sponsors of SARS-CoV-2 CHIs to increase 

transparency and promote coordination. 

Research sponsors should lead by establish-

ing and enforcing standards for rapid data 

collection, dissemination, and sharing that 

permit aggregation of results across CHIs. 

Medical journals should require compli-

ance with these standards before accepting 

manuscripts. Regulatory agencies should 

collaborate with sponsors, researchers, and 

policy-makers to define how CHI data will 

inform or modify larger trials, licensure, 

and manufacturing. Finally, sponsors and 

governments should implement mecha-

nisms to ensure widespread, equitable ac-

cess to proven products whose development 

was accelerated by SARS-CoV-2 CHIs. Such 

wide-ranging stakeholder coordination is 

difficult but important to demonstrate high 

social value. Though not achieved for pro-

posed Zika virus CHIs during the 2015–2016 

epidemic, it did occur later (6).

SARS-CoV-2 CHIs could have high social 

value in other ways, and individual CHIs 

could address multiple scientific questions. 

For example, CHIs could clarify dynamics 

of infection, viral pathogenesis, and risk of 

vaccine pathogenesis or identify correlates 

of protection—all of which could inform 

the development and implementation of 

vaccines. CHIs could also illuminate poorly 

understood parameters for modeling the 

pandemic and public health responses, in-

cluding who is infectious and when and 

how infections occurred. This information 

is difficult to collect by observation alone, 

and existing animal models do not fully 

replicate clinical disease seen in humans. 

Additionally, if the pandemic wanes before 

larger trials are completed, SARS-CoV-2 

CHIs could be critical for advancing re-

search until the next outbreak, as with Zika 

virus (6). All of these paths to high social 

value would require similar, extensive coor-

dination with relevant stakeholders.

SARS-CoV-2 CHIs admittedly have lim-

ited generalizability, as they would need 

to be conducted with low-risk populations 

(see below) with a non-natural mode of in-

fection. Therefore, although some propose 

replacing efficacy trials with SARS-CoV-2 

CHIs (1), it is more likely that CHIs accel-

erate vaccine or treatment development 

by informing larger trials, not by making 

such trials redundant. Yet almost all disease 

models or trial designs require some ex-

trapolation or further testing. For example, 

field trials with frontline workers could also 

accelerate vaccine development, but they 

would not include older, retired individuals.

Thus, there are many potential ways in 

which SARS-CoV-2 CHIs could have high 

social value. Before their initiation, it is es-

sential that the given social value is judged 

as compelling enough to justify its pursuit.

INSIGHTS

RESEARCH ETHICS: COVID-19

Ethics of controlled human 

infection to address COVID-19
High social value is fundamental to justifying these studies
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REASONABLE RISK–BENEFIT PROFILE
For SARS-CoV-2 CHIs to be ethically per-

missible, risks to participants, study person-

nel, and third parties should be minimized, 

reasonable in relation to the social value 

of the research, and below the upper lim-

its of acceptable risk (7, 8). There are both 

scientific unknowns about SARS-CoV-2 and 

moral disagreements about upper limits to 

risk. Although research inherently involves 

uncertainty, this situation warrants a cau-

tious approach to evaluating SARS-CoV-2 

CHIs and revisiting risk/benefit judgments 

as new evidence emerges.

Risk minimization should focus primarily 

on reducing the likelihood of serious and ir-

reversible harms. To minimize risks to par-

ticipants, SARS-CoV-2 CHIs should recruit 

young people without underlying medical 

conditions who face lower mortality risks 

from COVID-19 (9). Key uncertainties re-

main regarding other potentially serious 

and irreversible harms of SARS-CoV-2 in-

fection in young people, such as cardiac or 

neurological injury. Accordingly, long-term 

follow-up of CHI participants is critical.

To minimize risks to study personnel, par-

ticipants should be in inpatient isolation, 

with contact reduced to the extent possible 

and robust personal protective equipment 

provided. Both participants and personnel 

should be carefully monitored, promptly 

managed when symptomatic, and provided 

any proven targeted treatments or offered 

enrollment into appropriate clinical trials. 

To minimize risks to third parties outside 

the research, researchers should notify pub-

lic health authorities about the studies in 

advance and ensure that participants who 

withdraw take appropriate precautions to 

avoid spread to others.

Participants might benefit from con-

trolled infection and/or vaccination if they 

become immune to SARS-CoV-2. However, 

the degree and duration of naturally ac-

quired and vaccine-derived immunity are 

currently unknown. Some participants 

would also receive placebo vaccines, and 

most investigational vaccines prove inef-

fective. The potential benefits of partici-

pation thus should be given little, if any, 

weight. Instead, risks to participant should 

be justified by the social value of SARS-

CoV-2 CHIs, with higher risks requiring 

higher social value.

Even when research has high social 

value and involves competent consenting 

Ethical framework for SARS-CoV-2 controlled human infection studies (CHIs)

SUFFICIENT SOCIAL VALUE
Identify and address relevant, unresolved scientific questions 

in rigorously designed and conducted experiments

• Use rigorous methods to develop CHI models, including high-

quality manufacturing and process of challenge strains

• Define and regularly review priority scientific questions, e.g., 

selecting the most promising vaccine and treatment candidates; 

identifying correlates of protection; clarifying infection dynamics, 

mechanisms of disease, and possible vaccine pathogenesis

• Coordinate with stakeholders to ensure SARS-CoV-2 CHI results 

will affect future research, clinical, or public health practice and de-

lineate a credible path forward for CHI results to make an impact

• Establish and enforce standards for data collection 

in SARS-CoV-2 CHIs

• Share data, samples, and challenge strains appropriately

• Disseminate SARS-CoV-2 CHI results quickly through open-

access publication

Realize benefits by facilitating equitable access to proven safe 

and effective products

• Use mechanisms such as compulsory licensure under 

Trade-Related Aspects of Intellectual Property Rights (TRIPS) 

agreement, march-in rights against patents under U.S. 

Bayh-Dole Act, U.S. Food and Drug Administration’s priority 

review voucher program

REASONABLE RISK-BENEFIT PROFILE
Identify and reduce risks

• Enroll younger, adult participants without comorbidities; 

refine and update eligibility criteria in light of new evidence

• Monitor closely; provide prompt, free treatment and 

compensation for research-related injury

• Confine participants in in-patient isolation for at least 14 days

• Inform public health officials about study in advance

Ensure reduced risks are ethically acceptable

• Risks should not exceed upper limits

• Risks should be reasonable in relation to social value

CONTEXT-SPECIFIC STAKEHOLDER ENGAGEMENT
Engage public

• Create community advisory boards; use media

to inform and engage

• Gather public input through informed opinion surveys

• Adapt engagement strategies to physical distancing as needed

Coordinate with international research, clinical, public health community

• Engage researchers, sponsors, regulators, ministries of health, 

etc. before, during, and after study implementation

SUITABLE SITE SELECTION
Consider feasibility of recruitment, risk, generalizability, availability of 

infrastructure, potential effects on local health care system

• Select location with available expertise

• Bring in extra resources so as not to unduly compromise 

pandemic response

FAIR PARTICIPANT SELECTION
Enroll low-risk groups with capacity to provide voluntary 

informed consent

• Enroll younger, adult participants without comorbidities

ROBUST INFORMED CONSENT
Ensure participant understanding

• Use evidence-based, context-specific consent materials

• Test participants on understanding of key criteria: 

deliberate infection; risks and burdens; potential social

value; study purpose; uncertainty; restrictions on liberty to

protect others

PROPORTIONATE PAYMENT
Avoid undue influence, exploitation, incentives to withhold information

• Compensate participants for their time to avoid exploitation

and inequities in access to CHIs

• Set objective, verifiable eligibility criteria (in case 

money tempts participants to withhold disqualifying 

information)
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adults, there is substantial consensus that 

risks to participants should not exceed an 

absolute upper limit. Regulations and eth-

ics guidance do not clearly delineate this 

limit. Some commentators have argued 

that it should not exceed a 1% risk of death 

or the risks posed by activities that, like 

research, expose some people to risk to 

benefit others, such as living organ dona-

tion (8, 10). Although these are imperfect 

analogies to research, they provide helpful 

context for evaluating limits of acceptable 

research risk.

Current data on SARS-CoV-2 infec-

tion come from relatively small samples 

with missing data points and are still be-

ing scrutinized. Data suggest that 20- to 

44-year-olds with diagnosed infection—in-

cluding those with underlying conditions—

have a mortality risk less than 0.2% (11).

But diagnostic testing has been limited,

making the number of undiagnosed infec-

tions unknown. One attempt to account

for these limitations estimates that healthy

adults aged 20 to 29 have a 0.03% risk of

death and a 1.1% risk of hospitalizations

(9). These risks could be further reduced

by refining eligibility criteria based on

emerging data. Recognizing the uncertain-

ties, risks from SARS-CoV-2 CHIs appear

comparable to the risks from some other

research and activities similar to research

(table S1). They also seem to fall below the

upper risk limits proposed for research.

For third parties who could be exposed

to infection from CHI participants, there

is no consensus on what level of risk is

acceptable (12); however, with the above

safeguards, these risks could be minimized

to be negligible.

CONTEXT-SPECIFIC STAKEHOLDER 

ENGAGEMENT

CHIs have a checkered history (3), and 

it can be counterintuitive for the public 

that researchers would infect people with 

disease-causing pathogens. Although the 

current pandemic context with widespread 

physical distancing might complicate pub-

lic engagement, it remains important and 

feasible as SARS-CoV-2 CHIs are developed. 

For example, public opinion surveys could 

identify concerns and information deficits, 

and researchers could engage the media 

or convene virtual advisory groups. Main-

taining transparency and accountability 

to diverse communities is important for 

mitigating potential mistrust, especially in 

a pandemic (13). As noted above, engage-

ment with stakeholders in the research 

community, health professionals, and 

policy-makers is also critical for ensuring 

that the results from SARS-CoV-2 CHIs 

translate into social benefits.

SUITABLE SITE SELECTION

Selecting suitable sites for SARS-CoV-2 

CHIs requires considering risks to partici-

pants, study personnel, and third parties; 

feasibility of recruitment; availability of 

necessary infrastructure; and potential ef-

fects on local pandemic responses. Sites 

should be selected for sound scientific 

reasons while avoiding especially vulner-

able populations. For example, performing 

CHIs in locations with high community 

spread of SARS-CoV-2 could be an accept-

able way to reduce relative risks for partici-

pants, provided that high transmission is 

not due to underlying injustices. Given that 

participants would require testing, medi-

cal attention, and treatment, and research 

personnel would require personal protec-

tive equipment, sponsors should also dem-

onstrate to ethics review boards or public 

health authorities that CHIs will not unduly 

compete for scarce resources and thereby 

 compromise the local pandemic response. 

All sites should have sufficient capacity 

to conduct rigorous studies, provide high-

quality care to participants, and minimize 

research risks. Sites experienced with con-

ducting CHIs might be favored to ensure 

that studies and local public engagement 

can be launched quickly, effectively, and 

responsibly.

FAIR PARTICIPANT SELECTION

Selecting participants fairly for SARS-CoV-2 

CHIs primarily requires considering fair 

distribution of research risks and burdens. 

Because of the uncertainty and potential 

high risk involved, participants who are at 

relatively low risk of serious and irrevers-

ible harm and have capacity to give their 

own consent should be selected (i.e., young, 

healthy and competent adults).

ROBUST INFORMED CONSENT

There is widespread consensus on obtain-

ing high-quality informed consent for CHIs 

and using rigorous procedures to maximize 

participant understanding. Evidence-based 

approaches to consent include requiring 

participants to pass a test on key study in-

formation (14). Ongoing informed consent 

will be important as new data emerge, no-

tably on the risks of SARS-CoV-2 infection.

PROPORTIONATE PAYMENT

Members of our group disagree about the 

ethical permissibility of offering payment to 

CHI participants, and there may be relevant 

regulatory limits in different jurisdictions. 

Nevertheless, as SARS-CoV-2 CHIs require 

confinement and follow-up, fairness seems 

to demand offering participants compensa-

tion for their time. This may total several 

thousand dollars in the United States, as-

suming compensation at a fair minimum 

wage for unskilled labor, as in other CHIs. 

By contrast, incentives beyond compensa-

tion could be avoided, given the number 

of people already indicating willingness to 

participate. Concerns that the undue influ-

ence of monetary compensation compro-

mises risk judgments are unsupported by 

the available data, as financial motivations 

are associated with greater attention to risk 

(15). Moreover, a rigorous informed consent 

process could maximize understanding. In 

case payment tempts participants to with-

hold disqualifying information, eligibility 

criteria should be objectively verifiable.

CONCLUSION

Given the extraordinary nature of the pan-

demic, our framework and analysis support 

laying the groundwork for SARS-CoV-2 

CHIs—for example, by developing a chal-

lenge strain, drafting consensus protocols 

that address ethical concerns, and engaging 

stakeholders to enhance their social value, 

minimize risks, and build public trust.        j
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he idea of a life cycle is ubiquitous, 

from industrial resource extraction, 

production, consumption, and dis-

posal to the various stages through 

which biological entities pass. And 

yet there was a time, not so long ago, 

when the concept of a life cycle was foreign. 

Imagine 17th-century observers of the Lepi-

doptera, watching them move from egg to 

caterpillar to butterfly. What did they make 

of these creatures? “Are they two species or 

three?” they might have wondered.

In The Language of Butterflies, Wendy 

Williams chronicles some of the key events 

in the history of butterflies, spanning the 

geologic record to current population de-

clines. The book flits from personal jour-

ney, to the work of scientists, to the biology 

of butterflies, weaving a conversational 

and accessible lyric. The target audience 

is interested naturalists, butterfly lovers, 

and science enthusiasts who want to know 

more about the lives of butterflies and 

those who chase them. 

At her best, Williams digs deeply into 

the lives of both butterflies and scientists—

reporting, for example, on the spectacular 

discoveries, personal life, and writings of 

Maria Sibylla Merian. One of the great nat-

uralists of the 17th century, Merian directly 

observed insects in Europe and Suriname, 

beautifully rendered their life cycles, and 

connected the dots between egg, cater-

pillar, and butterfly in insightful books. 

Williams’s treatment of the accumulation 

of knowledge about butterflies through 

history—from Merian’s journey to the 

current state of biological knowledge—is 

informative and illuminating.

Although The Language of Butterflies

frequently shifts topics and lacks a thesis 

or core message, several threads bear no-

tice. For example, the book advances the 

notion that there is something special 

about color being eye-catching to many 

animals. Unfortunately, Williams fails to 

offer insight into the evolution of color, 

its diversity, and its impact on ecological 

interactions. One is left wondering how 

much of a butterfly’s coloration is dictated 

by the mating benefits it confers, adver-

tisement of toxicity to their predators, and 

evolutionary pressure to absorb particular 

wavelengths of light. Do the contributions 

of these pressures vary among species? 

Midway through the book, the focus 

turns to one of the world’s most popular 

insects, the monarch butterfly. Williams 

narrows in on the smaller California 

population of monarchs, which often re-

ceives less attention than the hordes in the 

east that travel to Mexico. Here, we meet 

schoolchildren and entomologists and 

learn about the coevolutionary interaction 

between monarchs and milkweed, the spe-

cies’ only larval food source.

Sometimes Williams’s poetic license ob-

scures her point, as when she discusses 

the evolution of the Lepidoptera: “When 

flowers evolved, they gradually enslaved 

some of the moths and turned them into 

butterflies, who would perform important 

duties for their flower masters.” Even so, 

as she reveals, there is still much to learn 

about how species such as the monarch 

transform from egg to caterpillar to butter-

fly, about the nature of their long-distance 

migration, and about the causes of their 

population declines in both eastern and 

western North America. 

Although an exclusive focus on mon-

archs would be easy to defend, Williams 

also writes about conservation efforts for 

lesser-known butterflies—for example, the 

Fender’s blue butterfly, which relies on a 

rare lupine to complete its breeding cycle. 

The Fender’s blue conservation project in 

Oregon mirrored an earlier conservation 

success, that of the endangered large blue 

in Europe. In both cases, Williams docu-

ments how unraveling the basic biology 

and entire life cycle was critical to bring-

ing these butterflies back. 

Still, I would have liked to have seen 

stronger comparisons across different spe-

cies. How do the ecologies of monarchs and 

Fender’s blue butterflies differ, for example, 

and what does this mean with regard to 

each species’ role as a conservation case 

study? What have we learned about evolu-

tion from the divergent strategies that dif-

ferent butterfly lineages have taken? 

While The Language of Butterflies unlocks 

no intellectual puzzles, it does extend the 

common view of butterflies beyond mere eye 

candy to connect readers to nature and biol-

ogy in a potentially generative manner. j

10.1126/science.abb3531
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Butterflies and the people 
who love them

By Anurag A. Agrawal

B O O K S  e t  a l .

A meandering investigation hints at how much is left 
to learn about these charismatic insects
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or those of us who travel for a living, the 

coronavirus disease 2019 (COVID-19) 

crisis carries extra bite. Books such 

as Gina Rae La Cerva’s Feasting Wild

offer a balm of sorts, transporting the 

reader out of lockdown and into a 

world of little-known and endangered fla-

vors on the margins of where human soci-

ety rubs against wild ecosystems. 

Feasting Wild is an ambitious book that 

asks a big question: What does it mean to 

eat wild food? Like most big questions, the 

answer can differ depending on the scale. La 

Cerva approaches this question both from a 

personal perspective and through 

the voices of diverse groups, rang-

ing from Polish foresters to urban 

chefs foraging for wild treats in 

graveyards. She shines light on 

the larger context of humanity’s 

relationship with wild foods in 

snippets and glances, giving the 

reader little jewels of introspec-

tion and observation. This is a 

journalistic exploration based on 

phenomenological research—and 

a very good one. 

La Cerva warmly welcomes 

readers along for an intimate 

journey into the world of wild 

food. Together, we visit corners of 

the world’s food system that have 

rarely been explored in print at 

this level of detail—places such 

as Borneo, where La Cerva de-

scribes the exacting preparation of a bird’s 

nest for consumption, and the forests of 

Sweden, where she takes us along on a 

moose hunt and then walks us through the 

difficult work of processing the meat. 

We also vicariously experience some very 

interesting meals. At Noma, a high-end, 

avant-garde restaurant in Copenhagen, for 

example, unusual ferments ranging from 

lacto-fermented raspberries to preserved 

mosses offer a good bridge into the compli-

cated world of bushmeat preparation. 

At times, the intimacy of the book crosses 

into the literal. There is a love affair and 

hints of a free-range childhood, seasoned 

with sketches any field researcher would 

instantly recognize: humidity, uneasy 

interviews, rattling bush planes, and ques-

tionable motorcycle trips. La Cerva reveals 

the landscape in brightly lit detail and 

gives generously of herself, and the result 

makes for a suitably satisfying feast. 

The opening third of the book jumps 

rapidly from Copenhagen to the forests of 

Poland and includes glimpses of La Cerva’s 

childhood in the desert of New Mexico. 

The richness of the book shows through in 

glimmers here, but I felt the overall theme 

of wild food, loss, and change was scat-

tered at first. Some of this was personal. 

I grew up in a town similar to the Danish 

commune of Christiania; the “free society” 

that La Cerva marvels at while exploring 

Copenhagen reminds me of bickering over 

chores, and her sense of wonder falls flat. 

 La Cerva finds her voice in Part Two. 

Her description of the bushmeat trade in 

the Democratic Republic of Congo is one 

of the most tightly crafted and engaging 

pieces of writing I have enjoyed in years. 

Here, the pages flow by like the great riv-

ers of the Congo Basin, taking the reader 

through the realities of the bushmeat trade 

and the desires of the eater. La Cerva is not 

blind to the pressure that bushmeat con-

sumption puts on endangered species or to 

the economic realities that drive the bush-

meat trade. However, she also captures the 

cultural importance of bushmeat, a factor 

we will need to consider as conversations 

regarding the role of wild foods in the 

spread of zoonotic viruses continue. 

We follow the meat as it travels to the 

markets of Paris and, in doing so, fall 

deeper into the author’s life. Her love af-

fair with the man we know only as “the 

Hunter” and the wildness he represents 

provide a counterpoint for the wild foods 

she seeks to capture. 

The final third of the book is a 

fitting denouement. In the woods 

of Sweden, wood smoke and the 

chill of the passing seasons help 

La Cerva tie up open narratives. 

Her sudden shift in this section 

to the exploration of the edible 

bird’s nest industry came as a des-

sert of sorts. Although she does 

not manage to access the wild 

bird caves where edible nests are 

harvested, she does uncover the 

reality of nest farming. When she 

tastes tea brewed from the nests 

and describes its underwhelming 

flavor, we are reminded that in 

the case of wild food, the myth 

often overshadows the tepid re-

ality. I was a little disappointed 

that this section was so short, but 

that is my usual reaction to desserts, both 

real and literary. 

Feasting Wild did have one weakness 

that is worth mentioning. The book cleaves 

tightly to the narrative of wilderness as 

paradise lost, a fallen kingdom. As Wil-

liam Cronon noted in 1995 in the New York 

Times Magazine, prompting a canon of re-

lated literature, wilderness is a profoundly 

human creation, the result of a particular 

set of human cultures at a specific moment 

in their history (1). This is, however, a minor 

quibble, given how deeply this book spoke 

to me as a kindred traveler. j

REFERENCES AND NOTES
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ECOLOGY

By Lenore Newman

Diversity and the dinner plate
An intimate exploration of foraged flavors brings nuance to the wild food discussion

Feasting Wild: In Search 
of the Last Untamed Food
Gina Rae La Cerva
Greystone Books, 2020. 
336 pp.

Quail eggs at Noma evoke the wild foods for which the restaurant is known.

INSIGHTS   |   BOOKS
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as well. With the rapid economic develop-

ment in recent decades, construction of 

hydropower plants, coastal development, 

water pollution, and other human activi-

ties have destroyed the turtles’ habitat 

(8, 9). Meanwhile, the invasion of alien 

turtles threatens the survival of native 

turtles (10). For example, the red-eared 

slider (Trachemys scripta elegans), one 

of the world’s 100 most invasive species, 

is farmed in China and has been widely 

found in the wild, causing serious ecologi-

cal risks (10). 

The Chinese government   must urgently 

implement measures to protect wild 

turtles. Ecological education efforts 

should work to shift the expression of 

cultural love for turtles from consumption 

to conservation. The government should 

also strengthen the enforcement of the 

Wildlife Protection Law of China (11) to 

crack down on poaching and illegal trade 

of wild turtles and to prevent and control 

the invasion risk of alien turtles. Finally, 

despite their endangered status on the 

Red List (1), only one-third of China’s 

wild turtles are currently included on the 

National Key-Protected Species List (12), 

an appendix of the Wildlife Protection 

Law of China that lists species in need of 

protection. To ensure legal and enforce-

able protection, China should update 

the Protected Species List to include all 

endangered turtle species.
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COVID-19 recovery can 
benefit biodiversity
Coronavirus disease 2019 (COVID-19) is 

a global crisis. Severe interruptions to 

international trade and travel are crip-

pling economies and forcing reevaluation 

of economic, health, and environmental 

trajectories. Given that COVID-19 has 

triggered widespread changes in human 

behavior and reductions in pollution (1, 

2), it presents opportunities for further 

positive change. Lockdowns have spurred 

households to rethink consumer needs, 

making now an opportune time to promote 

sustainable consumer choices that will 

become more engrained with prolonged 

exposure (1). How we emerge from the 

state of lockdowns will drive a new world 

economy with lasting effects on global 

biodiversity and supply chains (3, 4).

The COVID-19 pandemic has the 

potential to trigger enormous effects on 

biodiversity and conservation outcomes. 

This virus emerged due to wildlife exploi-

tation (5), and the risk of new diseases 

increases with environmental degradation 

(6). Past events such as pandemics, wars, 

China’s wild turtles 
at risk of extinction
China’s turtle species diversity ranks third 

in the world, with 34 species including 3 

tortoises, 5 sea turtles, and 26 freshwater 

turtles (1). However, with the exception of 

three species that lack sufficient data, all 

of China’s turtle species have been listed as 

Endangered or Critically Endangered on 

the Red List of China’s Vertebrates, making 

them the most endangered group of verte-

brates in the country (1). Evidence suggests 

that most wild populations of turtles in 

China declined by more than 90% between 

1980 and 2012 (2). If China does not take 

steps to mitigate the risks to wild turtles, 

they could face imminent extinction.

The catastrophic decrease of the wild 

turtle population is primarily the result 

of overexploitation (2, 3). Because turtles 

symbolize luck and longevity in Chinese 

culture, they are widely kept as pets and 

used for food and traditional medicine 

(3, 4). To meet the huge consumption 

demand, the turtle farming industry has 

developed rapidly in China since the 1990s 

(5). Farmers purchase wild-caught turtles 

to improve the reproductive capability 

of farmed stocks (6). Some rare species, 

such as box turtles (genus Cuora), are very 

expensive in the black market (7), and 

high profits have stimulated poaching of 

wild turtles (2). 

Wild turtles in China face other threats 

Edited by Jennifer Sills

The rare Chinese box turtle (Cuora flavomarginata) continues to be traded on the black market.
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and financial crises have also triggered 

quantifiable environmental changes (7, 8). 

We can learn from such events to guide 

effective conservation strategy. National 

governments and intergovernmental orga-

nizations should adopt clear strategies to 

safeguard both biodiversity and human 

health throughout the COVID-19 recovery. 

Active promotion and implementation 

of certain strategies could tip the balance 

in favor of positive biodiversity outcomes. 

We can reboot economies while protect-

ing humans and nature by redesigning 

trade networks and supply chains to 

localize and better support sustainable 

consumer options. We can also strengthen 

environmental protections, improve envi-

ronmental monitoring through better use 

of automation, and ensure that conserva-

tion funding schemes remain active. 

Environmental policy has already 

moved in both directions. Although in 

some places, environmental protections 

have weakened (9), in others, govern-

ments have banned animal trade (3, 

10) and aim to localize supply chains to

increase resource security (11). Blanket

wildlife trade bans are not the answer

(3), but appropriately nuanced strategies

that incorporate such measures should

be encouraged. As we progress into a

post–COVID-19 world, recovery strategies

can be optimized to benefit biodiversity

conservation and protect human health.
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COVID-19 spotlights 
medical diagnostics
The coronavirus disease 2019 (COVID-

19) pandemic highlights the importance

of the field of medical diagnostics.

Governments are trying to avert crisis 

conditions by opening makeshift test-

ing units and recruiting nonclinical 

research staff to conduct testing (1), but 

this strategy is not a long-term solu-

tion. To increase the number of medical 

diagnosticians, this career path should 

be encouraged, valued, and adequately 

funded. Diagnostic expertise will likely 

become even more vital as our rapidly 

aging societies continue to challenge a 

strained health care system (2, 3). 

Although constant steps are undertaken 

to improve the working conditions of doc-

tors, paramedics, and nurses [e.g., (4, 5)] 

as well as to promote these career choices 

among the young generations (6, 7), the 

field of medical diagnostics lags (6). 

Medical universities focused on educating 

first-line medical staff  often give nonclini-

cal degree programs lower priority and 

funding. Medical diagnostics graduates, 

saddled with the less prestigious percep-

tion of their profession, rarely request 

higher wages or better working conditions 

(6). Diagnostics facilities play an impor-

tant role in the functioning of health care 

in both everyday and emergency situa-

tions, and yet they are often overlooked 

in budget plans (8–10). Ensuring proper 

training, funding, and esteem for diagnos-

tic personnel and facilities is crucial to a 

successful health care system. 
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metrics exceeded those of 

conventional silicon transistors 

with similar dimensions. —PDS

Science, this issue p. 850

CELL BIOLOGY

Supramolecular attack 
particles
Cytotoxic T cells (CTLs) are at 

the front lines against cancer 

and chronic infection. T cells 

kill by secreting caspase-

activating granzymes and the 

pore-forming protein perforin 

from dense core granules. 

BIOFILMS

Bacteria maintain 
motile reserves
During biofilm formation, bac-

terial cells switch from a motile 

to a generally sessile, matrix-

producing state. However, 

biofilms formed by Bacillus 

subtilis can spread to overtake 

and kill neighboring colonies of 

competitor species. Steinberg 

et al. found that a motile 

subpopulation of cells within 

B. subtilis biofilms was required 

for the biofilms to spread over 

foreign objects. This process 

required the matrix protein 

TasA, which stimulated a sub-

set of cells within the biofilm to 

revert from a matrix-producing 

to a motile state, thus ensuring 

that the colony could spread. 

—AMV

Sci. Signal. 13, eaaw8905 (2020).

DEVICE TECHNOLOGY

Aligning dense carbon 
nanotube arrays
Although semiconducting 

carbon nanotubes (CNTs) 

are promising candidates to 

replace silicon in transistors 

at extremely small dimen-

sions, their purity, density, and 

alignment must be improved. 

Liu et al. combined a multiple 

dispersion sorting process, 

which improves purity, and 

a dimension-limited self-

alignment process to produce 

well-aligned CNT arrays on a 

10-centimeter silicon wafer. 

The density is sufficiently 

high (100 to 200 CNTs per 

micrometer) that large-scale 

integrated circuits could be 

fabricated. With ionic liquid 

gating, the performance 

TROPICAL FORESTS 

Thermal sensitivity of tropical trees 

A 
key uncertainty in climate change models is the thermal sensitivity of tropical 

forests and how this value might influence carbon fluxes. Sullivan et al. mea-

sured carbon stocks and fluxes in permanent forest plots distributed globally. 

This synthesis of plot networks across climatic and biogeographic gradients 

shows that forest thermal sensitivity is dominated by high daytime temperatures. 

This extreme condition depresses growth rates and shortens the time that carbon 

resides in the ecosystem by killing trees under hot, dry conditions. The effect of 

temperature is worse above 32°C, and a greater magnitude of climate change thus 

risks greater loss of tropical forest carbon stocks. Nevertheless, forest carbon stocks 

are likely to remain higher under moderate climate change if they are protected 

from direct impacts such as clearance, logging, or fires. —AMS

Science, this issue p. 869

Throughout the tropics, 

carbon stocks in forests, such 

as this one in Liberia, will be 

reduced in response to higher 

daytime temperatures.

RESEARCH

I N  SC IENCE  J O U R NA L S
Edited by Michael Funk

DNA frame for 
nanotube devices   
Sun et al., p. 874
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However, the structural basis of 

lethal hit delivery has remained 

unknown. Balint et al. enriched 

the synaptic output of CTLs to 

investigate the released form of 

perforin and granzyme B. They 

found that CTLs released per-

forin and granzymes in stable 

particles called supramolecular 

attack complexes or SMAPs. 

The SMAPs were composed of 

a core shell structure and were 

assembled in the CTL dense 

secretory granules before 

release. The released SMAPs 

showed an innate ability to kill 

target cells. —SMH

Science, this issue p. 897

STRUCTURAL BIOLOGY

Transport dependent 
on context
Transporter proteins move 

substrates across a membrane, 

often coupling this activity 

to cellular ion concentration 

gradients. For neurotransmit-

ter transporters, which reside 

in synaptic vesicles that fuse 

with the plasma membrane 

after an action potential, 

transport activity needs to 

be regulated so that they do 

not pump out neurotransmit-

ters after vesicle fusion. Using 

cryo–electron microscopy, Li et 

al. determined the structure of 

a vesicular glutamate trans-

porter from rat that unveils 

some of the distinctive features 

that enable it to function 

properly in two distinct cellular 

environments. An allosteric pH 

sensor, proposed to be a glu-

tamate residue, gates binding 

of the substrate glutamate and 

simultaneously permits binding 

and counterflow of chloride 

ions. This molecular traffic light 

allows for a single ion channel 

to behave appropriately in dif-

ferent contexts. —MAF

Science, this issue p. 893

T CELL MEMORY

Stepping down resident 
memory lane
The antigen-specific CD8+

T cell response to micro-

bial infection includes the 

Edited by Caroline Ash 

and Jesse Smith
IN OTHER JOURNALS

IMMUNOGENETICS

HLA genetics and COVID-19
Human leukocyte antigens (HLAs) 

are proteins encoded by a diverse 

set of human genes in the major 

histocompatibility complex. Most 

people carry between three and 

six different HLA alleles that 

show geographically specific 

distributions. These proteins are 

important for how the immune 

system recognizes and mounts 

immune defenses against infec-

tion. Nguyen et al. examined how 

HLA variation affects the cellular 

immune response to peptides 

from human-infecting corona-

viruses. The authors found that 

HLA-B*46:01 had the fewest pre-

dicted binding sites to the severe 

acute respiratory syndrome–

coronavirus 2 (SARS-CoV-2) 

virus, and HLA-B*15:03 showed 

the greatest capacity to present 

highly conserved shared SARS-

CoV-2 peptides to immune cells. 

HLA typing may therefore offer 

valuable information on how coro-

navirus disease 2019 (COVID-19) 

might manifest in an individual 

and help to prioritize treatment 

options. —LMZ

J. Virol. 10.1128/JVI.00510-20 (2020).

differentiation of a subset of 

CD8+ T cells into tissue-resi-

dent memory (T
RM

) cells that 

stop circulating and become 

confined within a nonlym-

phoid tissue. Kurd et al. used 

single-cell RNA sequencing of 

mouse CD8+ T cells at multiple 

time points during the first 

90 days after viral infection to 

characterize how this differen-

tiation process unfolds in the 

small intestine and to track the 

emergence of heterogeneity 

among T
RM

 cells. They found 

evidence for T
RM

 cell precursors 

in the intestine by 4 days after 

infection and identified several 

putative regulators of T
RM

 cell 

differentiation. The results of 

this study provide a valuable 

transcriptomic atlas that will 

facilitate further investigation 

into the immune functions 

provided by T
RM

 cells. —AB

Sci. Immunol.5, eaaz6894 (2020).

CORONAVIRUS

What happens next?
Four months into the severe 

acute respiratory syndrome–

coronavirus 2 (SARS-CoV-2) 

outbreak, we still do not know 

enough about postrecov-

ery immune protection and 

environmental and seasonal 

influences on transmission to 

predict transmission dynam-

ics accurately. However, we do 

know that humans are season-

ally afflicted by other, less 

severe coronaviruses. Kissler 

et al. used existing data to 

build a deterministic model of 

multiyear interactions between 

existing coronaviruses, with 

a focus on the United States, 

and used this to project the 

potential epidemic dynam-

ics and pressures on critical 

care capacity over the next 5 

years. The long-term dynam-

ics of SARS-CoV-2 strongly 

depends on immune responses 

and immune cross-reactions 

between the coronaviruses, as 

well as the timing of introduc-

tion of the new virus into a 

population. One scenario is 

that a resurgence in SARS-

CoV-2 could occur as far into 

the future as 2025. —CA

Science, this issue p. 860

GLACIERS

Continuity in a gap year

T
he Gravitational Recovery and Climate Experiment 

(GRACE) and GRACE Follow-On (GRACE-FO) satellite 

missions have provided measurements of how much 

mass has been lost from the glaciers of the world since 

GRACE began operation in 2002. However, GRACE 

ended in 2017 and GRACE-FO was not launched until 2018, 

creating a data gap of 1.5 years. Is there an offset of their 

records? Ciracì et al. report that there is not. Using an 

independent dataset, they show that there is continuity in 

the satellite mass balance record. This is important because 

these glaciers, even though they contain far less mass than 

the Greenland or Antarctic ice sheets, were the biggest 

contributor to sea-level rise over the 20th century. —HJS

Geophys. Res. Lett.47, e2019GL086926 (2020).

Illustration of one of the 

twin Gravity Recovery and 

Climate Experiment Follow-On 

(GRACE-FO) satellites

Published by AAAS
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CANCER IMMUNOLOGY

Vaccine potential of 
dendritic cells
The ability of dendritic 

cells (DCs) to process and 

present antigens to the 

immune system makes them 

intriguing candidates for 

the development of cancer 

immunotherapies. Zhou et 

al. investigated whether the 

CD103+ tissue-resident con-

ventional DC1 (cDC1) subset 

could control tumors in mouse 

models. DCs were grown and 

activated in cell culture using 

an immunostimulant called 

polyinosinic:polycytidylic acid 

(poly I:C). The cells were then 

loaded with tumor antigens 

and injected into mice to 

assess their vaccine potential. 

The authors found that in 

vitro–generated CD103+ cDC1s 

restrained melanoma and 

osteosarcoma tumor growth. 

Tumors could be further hin-

dered if the in vitro–generated 

cDC1s were combined with 

immune checkpoint blockade 

treatment. —PNK

J. Immunother. Cancer 8, e000474 

(2020).

HIGH PRESSURE

Diffuse density 
determination
Liquid iron at extreme pressure 

and temperature powers Earth’s 

magnetic field, but its proper-

ties are not well constrained . 

Kuwayama et al. used diffuse 

x-ray scattering to determine 

the density of molten iron 

at conditions near those of 

Earth’s outer core. The authors 

developed a new data analysis 

method to obtain these values, 

which can be combined with 

shock-wave observations to 

determine the thermal equa-

tion of liquid state for iron. The 

results help to constrain the 

amounts of alloying elements in 

Earth’s core and provide a new 

strategy for measuring liquid 

density at high pressures. —BG

Phys. Rev. Lett. 124, 165701 (2020).

OPTOMECHANICS

The coolest of vibrations
Shifts in the resonance fre-

quency of micrometer-sized 

mechanical resonators provide 

a platform for high-resolu-

tion sensing and detection 

applications. To exploit opto-

mechanical resonators for 

quantum technologies, the 

temperature of the system 

needs to be very low, ideally 

well below an occupancy of just 

one phonon, so that the system 

is in its ground state. From 

there, selection and control 

of the transitions between 

quantized energy levels provide 

for quantum-enhanced preci-

sion measurement. Qiu et al. 

demonstrate laser cooling of a 

crystalline silicon optomechani-

cal resonator to its zero-point 

energy. With a mean thermal 

phonon occupancy of just 

~0.09 quantum, corresponding 

to ~92% ground state prob-

ability and –7.4 decibels of the 

zero-point energy, the stage is 

now set for exquisite quantum-

sensing applications as well as 

fundamental tests of quantum 

mechanics.  —ISO

Phys. Rev. Lett. 124, 173601 (2020).

DEVELOPMENTAL BIOLOGY

Atlas of gastrulation
We marvel at the progression 

of a single cell into a complex 

organism, and microscopy has 

long been used to visualize 

early developmental events. 

More recently, molecular 

networks and cellular lin-

eages have been constructed 

by measuring cells’ gene 

expression profile through 

single-cell RNA sequencing 

(scRNA-seq). Sladitschek et 

al. combined scRNA-seq and 

light-sheet imaging of the 

ascidian Phallusia mammillata 

to reveal gene expression in 

all cells of the embryo up to 

the formation of the multilay-

ered gastrula. Every cell was 

followed for all cell divisions in 

18 cell lineages. The result is a 

map of cell spatial position and 

lineage history that reveals 

embryonic bilateral symmetry 

and interembryonic variabil-

ity, as well as the patterned 

expression of cell adhesion 

molecules. This resource can 

be used to examine any num-

ber of molecular mechanisms 

and developmental events 

occurring in the gastrulat-

ing embryo and can serve as 

model for the spatiotemporal 

map. —BAP

Cell 10.1016/j.cell.2020.03.055 

(2020).

SOIL MICROBIOME

Rehydrating peatland 
microbiomes 

P
eatlands are good at storing carbon but are 

destabilized when they dry out. This happens 

because oxygen penetrates the dry peat to 

promote aerobic degradation, releasing carbon 

and nutrients. Destruction of the mossy overlay 

follows, which in an intact functioning bog supplies a 

continuous accumulation of organic matter. Rewetting 

might restore dried-out peatlands, but whether func-

tioning bog communities that draw down carbon are 

restored depends on whether microbial communities 

are restored. Emsens et al. surveyed the micro-

bial communities of undrained, dry, and rewetted 

peatlands. Microbial communities differed between 

undrained and dry peatland. Rewetted peatlands 

showed recovery of microbial communities, although 

loss of organic matter during extended dry times 

seemed to limit microbiome recovery. —PJH

  ISME J. 10.1038/s41396-020-0639-x (2020).

After short periods of drought, rehydration of peat bogs 

allows recovery of their microbial communities.

Published by AAAS
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Social animals need 
connection
 Much research over the past 

decade or so has revealed that 

health and lifespan in humans, 

highly social animals, are 

reduced with social adversity. 

We humans are not the only 

animals that are social, however, 

and similar research has shown 

that other social mammals are 

similarly influenced by isolation 

and adversity. Snyder-Mackler 

et al. reviewed the relationships 

between social environment 

and many aspects of health and 

well-being across nonhuman 

mammals and investigated the 

similarities between these and 

patterns in humans. They found 

many of the same threats and 

responses across social mam-

mals. —SNV

Science, this issue p. 843

MEDICINE

Correcting blindness
Retinal diseases are a major 

cause of blindness but numer-

ous developments offer hope 

that blindness can be reversed. 

In a Perspective, Dowling 

discusses advances in visual 

prostheses to detect light and 

transmit it to the brain, in using 

gene therapy to correct inherited 

blindness, and in applying regen-

erative approaches, including 

the implantation of stem cells, 

to restore visual circuitry. Many 

of these approaches are being 

tested in the clinical setting, and 

if they are successful, sight could 

be restored in a substantial num-

ber of patients blinded by retinal 

diseases. —GKA

Science, this issue p. 827

CORONAVIRUS

Drug repurposing
Given the urgent need to find 

treatments for cases of severe 

coronavirus disease 2019 

(COVID-19), repurposing of exist-

ing drugs known to be safe in 

humans could be a promising 

option. In a Perspective, Guy et 

al. discuss the underlying ratio-

nale for, and how to prioritize, 

testing of drugs developed for 

other applications. Considering 

the coronavirus replication cycle, 

certain drugs such as hydroxy-

chloroquine, chloroquine, and 

remdesivir could have promis-

ing activity against COVID-19. 

However, the authors urge 

caution in relying on studies in 

cells and results from prelimi-

nary clinical trials involving small 

numbers of patients. Moreover, 

the side effects of some of these 

drugs should also be balanced 

against possible gains. —GKA

Science, this issue p. 829

PLANT SCIENCE

Fungal disease meets 
its match
Fusarium head blight (FHB), 

caused by a fungus, reduces 

wheat crop yield and introduces 

toxins into the harvest. From 

the assembly of the genome 

of Thinopyrum elongatum, a 

wild relative of wheat used in 

breeding programs to improve 

cultivated wheat, Wang et 

al. cloned a gene that can 

address both problems (see 

the Perspective by Wulff and 

Jones). The encoded glutathione 

S-transferase detoxifies the 

trichothecene toxin and, when 

expressed in wheat, confers 

resistance to FHB. —PJH

Science, this issue p. 844;

see also p. 822

WATER RESOURCES

Dowsing for danger
Arsenic is a metabolic poison 

that is present in minute quanti-

ties in most rock materials and, 

under certain natural conditions, 

can accumulate in aquifers and 

cause adverse health effects. 

Podgorski and Berg used 

measurements of arsenic in 

groundwater from ~80 previous 

studies to train a machine-

learning model with globally 

continuous predictor variables, 

including climate, soil, and 

topography (see the Perspective 

by Zheng). The output global 

map reveals the potential for 

hazard from arsenic contami-

nation in groundwater, even in 

many places where there are 

sparse or no reported measure-

ments. The highest-risk regions 

include areas of southern and 

central Asia and South America. 

Understanding arsenic hazard 

is especially essential in areas 

facing current or future water 

insecurity. —MAF

Science, this issue p. 845;

see also p. 818

TOPOLOGICAL OPTICS

Topological insulators go 
nonlinear
Whereas solid-state insulators 

tend to be fixed by material 

properties, photonic topologi-

cal insulators can be designed 

at will to mimic a variety of 

scenarios and complex interac-

tions. Mukherjee and Rechtsman 

go beyond the linear optical 

regime that has been studied 

to date and show that photonic 

topological insulators can also 

exhibit nonlinear optical features 

(see the Perspective by Ablowitz 

and Cole). Their array of laser-

written waveguides can support 

solitons, which are also found 

to exhibit topological features, 

performing cyclotron-like orbits 

associated with the topology of 

the lattice. The nonlinear proper-

ties provide a rich playground 

for further exploration, with the 

possibility of mimicking other 

interacting bosonic systems. 

—ISO

Science, this issue p. 856;

see also p. 821

METROLOGY

Good timing for 
microwave technology
Timing standards around the 

world define the second using 

atomic clocks, specifically the 

microwave frequencies emitted 

from trapped atoms. Optical 

clocks, which are based on opti-

cal transitions of atoms, operate 

at much higher frequency and 

have been shown to exhibit 

better stability. Nakamura et al. 

demonstrate a framework that 

carries the improved stability 

of the optical domain over to 

microwaves (see the Perspective 

by Curtis). In addition to 

contributing to the eventual 

redefinition of the second based 

on optical clocks, this work will 

also lead to improvements in 

microwave-based technologies 

such as astronomical imaging 

and geodesy through very long 

baseline interferometry, radar, 

communications, and navigation 

systems. —ISO

Science, this issue p. 889;

see also p. 825

DEVICE TECHNOLOGY

DNA bricks build 
nanotube transistors
Semiconducting carbon nano-

tubes (CNTs) are an attractive 

platform for field-effect tran-

sistors (FETs) because they 

potentially can outperform 

silicon as dimensions shrink. 

Challenges to achieving superior 

performance include creating 

highly aligned and dense arrays 

of nanotubes as well as removing 

coatings that increase contact 

resistance. Sun et al. aligned 

CNTs by wrapping them with 

single-stranded DNA handles and 

binding them into DNA origami 

bricks that formed an array of 

channels with precise intertube 

pitches as small as 10.4 nanome-

ters. Zhao et al. then constructed 

single and multichannel FETs 

by attaching the arrays to a 

polymer-templated silicon wafer. 

After adding metal contacts 

across the CNTs to fix them to 

the substrate, they washed away 

all of the DNA and then deposited 

electrodes and gate dielectrics. 

The FETs showed high on-state 

performance and fast on-off 

switching. —PDS

Science, this issue p. 874, p. 878

Edited by Michael Funk
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CHEMICAL PHYSICS

Electronic and nuclear 
dynamics in one
Because of the complex, ultra-

fast interplay between nuclear 

and electronic degrees of free-

dom, probing both nuclear and 

electronic dynamics in excited 

electronic states within a single 

time-resolved experiment is a 

great challenge. Yang et al. used 

ultrafast electron diffraction in 

combination with ab initio non-

adiabatic molecular dynamics 

and diffraction simulations to 

study the relaxation dynamics of 

isolated pyridine molecules after 

photoexcitation to the S
1
 state 

(see the Perspective by Domcke 

and Sobolewski). They showed 

that electronic state evolu-

tion and molecular structural 

changes can be recorded simul-

taneously and independently 

by tracing a transient signal in 

small-angle inelastic scattering 

and large-angle elastic diffrac-

tion, respectively. —YS

Science, this issue p. 885;

see also p. 820

POLLINATORS

Bumble bee gardeners
Bumble bees rely heavily on 

pollen resources for essential 

nutrients as they build their 

summer colonies. Therefore, 

we might expect that annual 

differences in the availability of 

these resources must simply be 

tolerated, but Pashalidou et al. 

made observations suggesting 

that bees may have strategies 

to cope with irregular seasonal 

flowering (see the Perspective 

by Chittka). When faced with a 

shortage of pollen, bumble bees 

actively damaged plant leaves 

in a characteristic way, and 

this behavior resulted in earlier 

flowering by as much as 30 days. 

Experimenters were not able to 

fully replicate the results with 

their own damage, suggesting 

that there is a distinct method 

that the bees use to stimulate 

earlier flowering. —SNV

Science, this issue p. 881;

see also p. 824

BONE

Screening for side-effect 
susceptibility
Osteoporosis is typically treated 

with nitrogen-containing 

bisphosphonates (N-BPs) to 

inhibit bone resorption; however, 

N-BPs can cause serious side 

effects, including osteonecrosis 

and fracture. To understand sus-

ceptibility to these side effects, 

Surface et al. investigated the 

role of the gene ATRAID in medi-

ating response to N-BPs. Mice 

deficient in this gene had weaker 

bone and did not respond to 

N-BP treatment in models of 

osteoporosis. Patients with 

coding variants in ATRAID taking 

N-BPs presented with fractures 

and osteonecrosis of the jaw. 

The authors determined that 

ATRAID is necessary for inhibi-

tion of osteoclast function by 

N-BPs. It may thus be prudent 

to screen patients for variants 

in ATRAID to avoid N-BP side 

effects. —CC

Sci. Transl. Med. 12, eaav9166 (2020).

Published by AAAS
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Social determinants of health and survival in humans
and other animals
Noah Snyder-Mackler, Joseph Robert Burger, Lauren Gaydosh, Daniel W. Belsky, Grace A. Noppert,
Fernando A. Campos, Alessandro Bartolomucci, Yang Claire Yang, Allison E. Aiello, Angela O’Rand,
Kathleen Mullan Harris, Carol A. Shively, Susan C. Alberts, Jenny Tung*

BACKGROUND: The social environment shapes
human health, producing strong relationships
between social factors, disease risk, and sur-
vival. The strength of these links has drawn
attention from researchers in both the social
and natural sciences, who share common
interests in the biological processes that link
the social environment to disease outcomes
and mortality risk. Social scientists are mo-
tivated by an interest in contributing to policy
that improves human health. Evolutionary
biologists are interested in the origins of so-
ciality and the determinants of Darwinian
fitness. These research agendas have now
converged to demonstrate strong parallels
between the consequences of social adversity
in human populations and in other social
mammals, at least for the social processes that
are most analogous between species. At the
same time, recent studies in experimental

animal models confirm that socially induced
stress is, by itself, sufficient to negatively affect
health and shorten life span. These findings
suggest that some aspects of the social de-
terminants of health—especially those that
can be modeled through studies of direct
social interaction in nonhuman animals—
have deep evolutionary roots. They also present
new opportunities for studying the emergence
of social disparities in health and mortal-
ity risk.

ADVANCES: The relationship between the so-
cial environment and mortality risk has been
known in humans for some time, but studies
in other social mammals have only recently
been able to test for the same general phe-
nomenon. These studies reveal that measures
of social integration, social support, and, to
a lesser extent, social status independently

predict life span in at least four different
mammalian orders. Despite key differences
in the factors that structure the social en-
vironment in humans and other animals, the
effect sizes that relate social status and so-
cial integration to natural life span in other
mammals align with those estimated for

social environmental ef-
fects in humans. Also like
humans, multiple dis-
tinct measures of social
integration have predic-
tive value, and in the taxa
examined thus far, social

adversity in early life is particularly tightly
linked to later-life survival.
Animal models have also been key to ad-

vancing our understanding of the causal links
between social processes and health. Studies
in laboratory animals indicate that socially
induced stress has direct effects on immune
function, disease susceptibility, and life span.
Animal models have revealed pervasive changes
in the response to social adversity that are
detectable at the molecular level. Recent work
in mice has also shown that socially induced
stress shortens natural life spans owing to mul-
tiple causes, including atherosclerosis. This
result echoes those in humans, in which social
adversity predicts increasedmortality risk from
almost all major causes of death.

OUTLOOK: Although not all facets of the social
determinants of health in humans can be ef-
fectively modeled in other social mammals, the
strong evidence that some of these determi-
nants are shared argues that comparative studies
should play a frontline role in the effort to
understand them. Expanding the set of species
studied in nature, as well as the range of human
populations in which the social environment
is well characterized, should be a priority. Such
studies have high potential to shed light on the
pathways that connect social experience to life
course outcomes as well as the evolutionary
logic that accounts for these effects. Studies
that draw on the power and tools afforded by
laboratory model organisms are also crucial
because of their potential for identifying causal
links. Important research directions include
understanding the predictors of interindividual
and intersocietal differences in response to
social adversity, testing the efficacy of poten-
tial interventions, and extending research on
the physiological signatures of social gradients
to the brain and other tissues. Path-breaking
studies in this area will not only integrate
results from different disciplines but also in-
volve cross-disciplinary efforts that begin at
study conception and design.▪
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A comparative perspective on the social determinants of health. Social adversity is closely linked to
health and mortality outcomes in humans, across the life course. These observations have recently been
extended to other social mammals, in which social integration, social status, and early-life adversity
have been shown to predict natural life spans in wild populations and molecular, physiological, and disease
outcomes in experimental animal models.IM
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SOCIAL ENVIRONMENT

Social determinants of health and survival in humans
and other animals
Noah Snyder-Mackler1,2,3,4, Joseph Robert Burger1,5,6,7, Lauren Gaydosh1,8, Daniel W. Belsky1,5,9,10,
Grace A. Noppert1,5,11,12,13, Fernando A. Campos1,14,15, Alessandro Bartolomucci16,
Yang Claire Yang1,12,17,18, Allison E. Aiello1,12,19, Angela O’Rand1,5,11, Kathleen Mullan Harris1,12,17,
Carol A. Shively1,20, Susan C. Alberts1,2,5,11,14,21, Jenny Tung1,2,5,11,14,21*

The social environment, both in early life and adulthood, is one of the strongest predictors of morbidity and
mortality risk in humans. Evidence from long-term studies of other social mammals indicates that this
relationship is similar across many species. In addition, experimental studies show that social interactions
can causally alter animal physiology, disease risk, and life span itself. These findings highlight the
importance of the social environment to health and mortality as well as Darwinian fitness—outcomes of
interest to social scientists and biologists alike. They thus emphasize the utility of cross-species analysis
for understanding the predictors of, and mechanisms underlying, social gradients in health.

I
n social mammals, including our own
species, social conditions powerfully shape
the environment that individuals expe-
rience from day to day. Adverse social
experiences, in particular, elicit biological

responses across social species that influence
health and aging across the life span (1). It is
therefore unsurprising that dimensions of the
social environment—particularly measures of
socioeconomic status, social integration, and
early-life adversity—are among the strongest
and most consistent predictors of health and
survival outcomes (Fig. 1). For example, dif-
ferences in socioeconomic status in theUnited
States (as measured by income) can translate

to differences of a decade or more of life ex-
pectancy (2), and low occupational status trans-
lates to ~2 years of reduced life span across
seven high-income countries (3). Similarly, low
social integration predicts a ~50% increase in
all-cause mortality risk in humans, an effect
that rivals or exceeds mortality risk associated
with obesity, alcoholism, moderate smoking,
or sedentary living (4).
These observations raise a natural question:

What are the biological processes that account
for the strong association between the social
environment, disease, andmortality risk? This
question is relevant to improving disease pre-
diction, prevention, and targeting interventions;
understanding the causes and consequences of
social inequality; and investigating the evolu-
tion of social group living and its relevance
to health. It is also timely. In the past two
decades, socioeconomic disparities in mortal-
ity have become steeper in the United States
(5, 6). Aging populations have also highlighted
the negative effects of social isolation in the
elderly (7, 8); in response, the United Kingdom
appointed its first Minister of Loneliness in
2018, and the World Health Organization has
launched initiatives to focus attention on the
social determinants of health. Prospective stud-
ies have placed early-life conditions at the root
of some of these observations (9, 10). The in-
creasing concern about social disparities in
health indicates that the current array of mea-
sures being used to study and mitigate social
gradients are incomplete. Understanding the
biology underlying social environmental effects
onhealth—especially physiological changes that
precede disease itself—promises to provide new
opportunities for effective intervention.
Addressing this question has been challeng-

ing for at least two reasons. First, considerable
evidence, drawn almost entirely from animal

models, supports the hypothesis that social
interactions directly affect health outcomes
(the “social causation” hypothesis) (11, 12).
However, social gradients in human health
can also be explained by other environmental
mediators (such as diet, smoking, and health
care access) (13–15), and in some cases, poor
health can cause individuals to experiencemore
adverse social exposures (“health selection”).
In many studies of humans, including some
that have been foundational for characteriz-
ing the effects of social adversity, considerable
uncertainty surrounds the relative contribu-
tion of social causation versus health selection
(14, 16–19). This challenge arises because ex-
perimental studies of exposure tomany sources
of social adversity are nearly impossible in
humans. The problem is further compounded
by the absence of information about social and
biological conditions before the start of many
key studies and by the interdependence be-
tween social gradients and health over time.
Longitudinal datasets that include baseline
measures partially address these challenges
(16, 20, 21) but still cannot unambiguously
disentangle causal pathways because of the
difficulty of excluding the effects of correlated
or confounding variables (such as time-varying
confounders) (6, 22). However, some quasi-
experimental studies have found that modest
increases in measures of socioeconomic status
(income and/or neighborhood conditions) can
positively affect physical and mental health,
emphasizing the need for further study (23–25).
Second, associations between the social envi-

ronment and health pose a challenge to typical
strategies for studying the biological mecha-
nisms of disease. Social adversity is linked to a
remarkably broad set of conditions, including
diseases as distinct as tuberculosis, diabetes,
cardiovascular disease, and cancer (Fig. 1, D
to F). The fact that so many different physio-
logical systems are socially patterned makes
choosing an appropriate animal, tissue, or cell-
ular model difficult. This problem is further
complicated by the fact that studies of the so-
cial environment minimally require social in-
teraction in groups or communities, meaning
that social cues cannot be readily modeled in
individually housedorganismsor cell lines. Even
assuming a social causation model, the health
consequences of social adversity fit poorly into
classical host-agent-environmentmodels,which
represent the typical biological approach to
studying disease causation (26, 27). Studies have
instead tended todiscuss the social environment
in terms of a general “predisposing risk factor,”
“social exposure,” or source of “accumulated
wear and tear” (28–30). These are useful con-
ceptual models but provide little guidance for
traditional studies of biological mechanisms.
Thus, despite broad interest in the biological

correlates and consequences of social adversity,
the mechanisms, processes, and pathways
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through which they arise have remained un-
clear. However, new evidence has been crucial
for moving toward clarity on these questions.
First, research in other social mammals indi-
cate that social gradients in human health are
part of a long evolutionary legacy of social
living, at least at the level of local social inter-
actions among coresident individuals (Figs. 2
and 3 and Box 1). These findings suggest that
the consequences of social adversity transcend
the effects of the modern human environment
and point to evolutionary comparative studies
as a source of important insight. Second, emerg-
ing data sets, especially controlled experimental
studies in other social mammals, strongly sup-
port direct social environmental effects on phy-
siological function (social causation). Together
with the release of unprecedentedly large, in-
tegrated data sets from human populations
(2, 3, 31), these findings lay the groundwork
for understanding how social adversity makes
us vulnerable.

Here, we review key themes emerging from
this evidence, with an emphasis on recentwork
that highlights the role of social experience
across the life course and findings of shared
interest across disciplines. Because this inter-
section necessarily links to multiple fields, we
do not attempt to summarize the full scope of
research on either the social determinants of
health in humans (which also involve socio-
economic structures not applicable to animal
models) or the fitness consequences of social
behavior in humans and other animals; in-
stead,we refer readers to excellent reviews,with
a within-discipline focus here (6, 11, 32–36). Our
goal in this Review is to emphasize emerging
parallels and insights from studies of social
mammals, in the context of observations ini-
tially made in human populations. We focus
on social mammals—particularly those that
obligately live in groups—because of their close
evolutionary relationship to humans. However,
social environmental effects on health and fit-

ness have also been of interest in other species,
especially birds and social insects (37). The
degree to which these more distantly related
species can be used to understand the social
determinants of health in humans remains an
important question for future work.

Social adversity and mortality
in social mammals

In the social sciences, research on the social
determinants of health is motivated by an
interest in contributing to policy that reduces
health disparities and improves human health
span, life span, or life expectancy. This work
has a long tradition; social gradients have been
described in the sociological literature for at
least 120 years (38). In parallel, evolutionary
biologists and behavioral ecologists study social
interactions with an eye toward understanding
the origins of sociality and its consequences for
reproductive fitness. This research program
is also old; Darwin himself puzzled over the
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Fig. 1. Social adversity predicts morbidity and mortality in humans. (A to
F) The largest data sets on the health correlates of social adversity come from
human populations. Together, they demonstrate that high social adversity is a
major predictor of [(A) to (C)] life expectancy and [(D) to (F)] susceptibility to a
broad range of diseases. (A) Expected life span at age 40 for men and women in
the United States as a function of income at age 40 (n = 1.4 billion person-years)
(2). (B) Proportion of study subjects alive after a 9-year follow up, for adult men
and women in Alameda County, California, as a function of a composite index of
social relationships (n = 6298 individuals) (46). (C) Mean age at death as a function
of early adversity in the ACEs study on adult patients at the Kaiser Permanente

San Diego Health Appraisal Clinic (n = 17,337 individuals, n = 1539 who had died
by follow up) (173). (D) Disease prevalence among adult Americans by income
based on the 2015 Centers for Disease Control National Health Interview Survey
(n = 242,501 individuals) (174). (E) Disease risk (log odds ratios adjusted for
age, sex, and race) as a function of a composite measure of social integration for
adult men and women in the United States in the National Health and Nutrition
Examination Survey III (n = 18,716 individuals) (31). (F) Disease risk (log odds
ratios adjusted for age, sex, race, and educational attainment) by number
of ACEs for patients visiting Kaiser Permanente’s San Diego Health Appraisal
Clinic (n = 9508 individuals) (9).
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adaptive value of social behavior (39), which
is thought to have imparted strong enough
selective pressure to drive major morphologi-
cal and physiological innovations, including
advanced cognitive abilities in humans and
other primates (40, 41).
Over the past decade, the historically distinct

agendas of social science and evolutionary bio-
logy have begun to converge. In particular, se-
veral long-term studies in wild social mammals
now contain enough data to support full life
course analyses and have revealed unexpect-
edly strong links between the social environ-
ment and mortality risk that parallel those
from long-term studies in humans (Figs. 2 and
3). These findings simultaneously connect
to the motivating questions for evolutionary
biologists—life span is often the most impor-
tant predictor of Darwinian fitness (reproduc-
tive success, the determinant of an individual
genome’s representation in future generations)
in long-lived mammals (42)—and place obser-
vations in humans on a biological continuum
with other species. Together, they illustrate
several patterns that consistently shape social
gradients in humans and other social mam-
mals and provide crucial justification for study-
ing the biology of social gradients in other
species.
Below, we review the evidence for this con-

vergence in connectionwith three dimensions
of the social environment: (i) social integra-
tion, defined as an individual’s ability to in-
vest in and maintain affiliative or supportive
interactions (whether shaped by intrinsic abil-
ity or by the constraints of its environment)
(43); (ii) social status, a construct that cap-
tures stable or semistable differences in access
to resources, whether material (such as food,
health care or access to mates) or otherwise
(such as psychological capital or social sup-
port); and (iii) early-life adversity, with an
emphasis on social and familial adversity that
occurs during sensitive periods in development.
In animals, all three dimensions are captured
through observations of direct social interac-
tions. This is an important point of divergence
from human studies, in which researchers
often measure engagement in larger social,
cultural, and economic structures that can knit
individuals into a shared socioeconomic frame-
work, even if they never meet. Such structures
do not have a clear parallel in animal models;
for example, it is difficult to put animals from
different geographic locations on a single sta-
tus scale because they do not interact (al-
though it is possible to ask whether relatively
low-status animals in different groups do
worse on average, and some researchers have
investigated the relative “status” of distinct
social groups in relation to one another) (44).
The relative simplicity of nonhuman animal
societies is thus both an advantage—it rules
out some potential confounders and causal

pathways that complicate interpretation in
humans—and a limitation, as not all aspects
of the social determinants of health can be
effectively modeled in nonhuman animals.
Nevertheless, as in humans, multiple, non-
mutually exclusive pathways link social fac-
tors to each other and to health and fitness
outcomes (Box 1).

Social integration and survival

In humans, the evidence for a link between
social isolation and mortality risk is extensive
and remarkably consistent across geograph-
ically, temporally, and socioeconomically di-
verse populations (although the current data
are largely limited to societies in the developed
world) (4, 45). The earliest population-based
studies to investigate this relationship esti-
mated that social integration increased the
odds of survival by 30 to 80% (odds ratio be-
tween 1.3 and 1.8) (46). Recent meta-analyses
have included several orders of magnitude
more study subjects but nevertheless en-
compass these original values, with odds ratios
ranging from 1.19 to 1.91 depending on mea-
surement approach and inclusion criteria
(4, 8).
Emerging results from wild mammals are

strikingly similar to those in humans. The first
wild animal study to demonstrate a relation-
ship between individual-based measures of
social integration and adult survival, in wild
baboons, was published a decade ago (47).
Since then, similar results have been reported
for a variety of other social mammals, in-
cluding independent replication in a second
population of baboons (Fig. 2) (48). In some
species, juvenile survival may also be linked to
the ability to socially integrate into mixed-age
social groups (49, 50). An important caveat to
these studies is that some are based on very
small sample sizes, others do not control for
group size or population density (which could
affect survival throughmechanisms other than
the opportunity for affiliative social inter-
actions) (51), and the direction of causation
cannot be easily determined. Further, a few
exceptions stand out. For example, in yellow-
belliedmarmots, females whoweremore well-
integrated into a social network died earlier;
this difference from other social mammals may
be linked to the fact that social group living is
not obligate in this species, unlike the others
that have been studied (52, 53). In other cases,
the results depend on specific measures of so-
cial integration: In blue monkeys, females who
maintained strong and consistent social bonds
with the same partners lived longest, but those
with strong and inconsistent bonds fared the
worst (54). Thus, caution should be exercised
in painting a homogeneous picture across all
social mammals. Nonetheless, the pattern of
greater survival with greater social integration
appears relatively consistent in studies of wild

mammals thus far and is remarkably close to
the effect sizes in humans, with odds ratios in
the range of 1.23 to 1.72 (Fig. 2). These studies
include representatives from five mammalian
orders and capturemultiple independent evo-
lutionary transitions to social living (inprimates,
rodents, odd-toed ungulates, even-toed un-
gulates, and hyracoids or their ancestors) (55).
These observations suggest a convergent rela-
tionship between affiliative social interactions
and survival that is detectable across tens of
millions of years of evolutionary time.
In keeping with studies in humans, this

pattern is evident despite substantial variation
inmeasurement approaches. Although allmea-
sures are based on direct observation of social
interactions, some have relied on social net-
work analyses of affiliative interactions or prox-
imity to “neighbors,” whereas others have
focused on pairwise interactions (such as bond
strength, consistency, or the relative frequency
of interactions). These studies represent a mix
of what are called, in studies of humans,
“structural” measures (such as the number of
social ties or the position of an individual in a
network) and “functional” measures (such as
the extent to which social ties provide partic-
ular resources, including perceived social sup-
port in humans). In humans, structural and
functional measures are only moderately cor-
related with each other but have similar as-
sociations with survival, and multidimensional
measuresmake the best predictors (4,43, 56, 57).
No study has yet examined the relationship
between structural and functional measures
in wild mammals, although both types of data
have been analyzed. For example, the thermo-
regulatory benefit of social huddling in Barbary
macaques (58) and vervet monkeys (59) is a
functional measure; network centrality in big-
horn sheep (60) and orcas (61) is a structural
measure (centrality is a measure of the contri-
bution an individual makes to a social network’s
overall connectivity) (62). However, several
studies indicate that measures of affiliative
social relationships vary in predictive power
(63, 64), and a recent comparative analysis in
rhesus macaques points to the particular im-
portance of bond strength and consistency, as
opposed to affiliative behavior (such as groom-
ing) per se (65). As the number and power of
available studies grow, comparisons of struc-
tural and functional measures across species
should further refine the aspects of social in-
tegration that are most consistently important.

Social status and survival

Like social integration and support, the overall
link between socioeconomic status and survival
rates in human populations is well established
and cuts across cultural and national bounda-
ries (66, 67). The earliest data on this phenom-
enon, from the United Kingdom starting in
1931, showed that the risk of death from heart
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disease wasmore than twofold higher for men
in the lowest social class than in the highest
(68). Fifty years later, the Whitehall studies
of British civil servants revealed more than a
threefold difference among white-collar
British workers (69). Today, we know that
low socioeconomic status is linked to in-
creased mortality risk from nearly all causes,
including chronic disease and infectious di-
sease as well as accidents and violent death
(Fig. 1) (2, 34, 66, 70, 71). The consistency of
this relationship over time and space has mo-
tivated some researchers to label socioeconomic
status inequalities as a “fundamental cause” of
disease (28).
Social status in other social mammals is

much simpler. Hierarchies do not extend beyond
the members of a coresident social group or
population, and a single measure of status—

typically dominance rank, which is commonly
defined as the ability to win social conflicts or
to displace conspecifics from resources (1)—is
usually sufficient to capture stable differences
in resource access (although within species,
dominance rank can be sex specific). However,
in other social mammals, too, social status is
often linked to survival and can predict phys-
iological differences that strongly parallel
those observed in humans (32, 33, 72–74).
Despite long-standing interest in its causes
and consequences, the relationship between
social status and fertility has been more inten-
sively studied than its relationship with survi-
val (75–77), and the literature on social status
and life span remains somewhat biased toward
long-term studies of primates. Nonetheless,
results are generally consistent with those ob-
served in humans; to date, studies of wild rab-

bits (78),meerkats (79), baboons (47, 80), rhesus
macaques (81), and long-tailed (cynomolgus)
macaques (82) all show a survival advantage to
higher social rank (although not always in a
linear fashion).
As with studies of social integration and

survival, comparative analyses may help iden-
tify factors that influence the link between
social status and survival. For physiological
outcomes, comparative studies in animals al-
ready emphasize that the costs of low status
are moderated by social context. Low-status
animals tend to exhibit higher levels of stress-
associated glucocorticoid hormones when they
belong to strictly enforced hierarchies and lack
access to social support (83), suggesting that
social status and social integration may have
interrelated effects on health outcomes (Box 1).
One study of wild female baboons showed
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population. (A) The social integration-survival relationship has been evaluated in
at least 12 species, including humans, which together represent multiple
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small symbols indicate juveniles. Sample size for humans is based on a
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social integration tested. (E) Direction of the observed effect. Blue arrows
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Barbary macaques, affiliative networks were unrelated to survival; for orca, social
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that social status did not directly predict sur-
vival, but social affiliation did. However, higher-
ranking females were more socially affiliated
to males, suggesting an indirect effect of social
status on survival (48). The survival advantage
for dominantmeerkats is also explained by the
effects of social status on social integration:
Subordinates were less well-integrated into the
group and hence more exposed to extrinsic
mortality risks, such as predators (79). Last,
studies in social mammals highlight how var-
iation in the nature of social status attainment
and maintenance can produce distinct biolog-
ical outcomes (84). For example, some hierar-
chies are determined by physical strength and
are therefore dynamic over time (such as male
baboons and male red deer), whereas others
are largely determined by the social status of
close kin (such as female baboons and female
spotted hyenas). In the latter case, hierarchies
can persist overmultiple generations (85, 86),
providing what is perhaps the closest non-
human analog to structurally embedded social
hierarchies in humans.

The long-term effects of early-life adversity
Early development is a period of substantial
sensitivity to environmental adversity, including
social as well as physical hardship. In humans,
extensive evidence supports a relationship be-
tween social adversity in early-life and later-life
health outcomes, including reproductive tim-
ing, cardiovascular disease, viral infection, and
premature mortality (87–90). For example, low
socioeconomic status in early life is associated
with amore than twofold increased probability
of early-onset coronary heart disease, even
among study subjects who achieved high socio-
economic status as adults (91). Similarly, racial
and ethnic minorities who climb the social lad-
der to higher status in young adulthood never-
theless experience early adversity-associated
costs to health (92–95). Such observations sug-
gest that the social roots of later-life health gra-
dients can be established many years earlier
and may be refractory to later life change, per-
haps because of biological embedding (30).
Early-life effects are also well studied in

other animals [including in many nonmam-

mals (96, 97)]. However, although the early-
life social environment has long been linked to
physiological, growth-associated, and cogni-
tive traits (98), its relationship to adult health
and survival—especially after a long interven-
ing period—has only recently been investigated
in natural populations. In the first study in
animals to use the adverse childhood expe-
riences (ACEs) framework, which tallies the
number of discrete insults experienced early
in life (an ACE represents a potentially trau-
matic or developmentally disruptive environ-
mental exposure in early life, such as physical
abuse or familial separation in humans), yellow
baboon females who experienced more early-
life adversity were shown to experience subs-
tantially shorter life spans (99). Females who
experienced three or more major insults (of six
studied, including low social status, maternal
social isolation, maternal loss, high resource
competition, a short interval until the birth of a
younger sibling, and early-life drought) died
approximately a decade earlier than those who
experienced none, an effect size even larger
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than those documented in humanpopulations
(Fig. 1F). Most of the sources of early adversity
had a social component, and the two with the
largest predictive effects—maternal loss and
the birth of a close-in-age younger sibling—
specifically point to the importance ofmothers
as a source of early-life social support. Recent
work in wild spotted hyenas, a highly social
carnivore, corroborates these findings (100). In
hyenas, a cumulative adversity index incor-
porating maternal social status, maternal loss
in the infant–juvenile period, and an animal’s
own deviation from expected social status early
in life also strongly predicts life span, again on a
time scale of years.
These results both fit with and enrichmodels

of early adversity developed for human pop-
ulations that attempt to account for ACEs-
related results (101). For example,
consistent with the accumulation of
risksmodel (102, 103), they indicate
that sequential deleterious expo-
sures combine to have especially
negative effects. However, although
sources of early adversity in humans
are often correlated—for example,
children living in poverty are also
likely to live in households with a
missing parent (104)—in wild animal
populations, correlations between
different sources of adversity may
be weak or absent altogether (99).
This structure facilitates exami-
nation of the cumulative effects of
early adverse experiences as well as
discrimination between the effects
of individual exposures. In some
cases, longitudinal animal studies
can also provide data to test the
sensitive-period hypothesis, which
posits that early-life social adversity
affects later-life health in a manner
that is only partially modifiable by
later-life experience (105). Strong
tests of this hypothesis are diffi-
cult to conduct in humans because
exposure to early adversity tends to
be correlatedwith later-life exposure
to adversity (for example, because
of limited social mobility) (106). In
animal societies, however, social con-
ditions in adulthood are not always
well predicted by social conditions in
early life or intergenerationally (99).
This decoupling has been leveraged
in baboons to show that early ad-
versity in one generation predicts
reduced juvenile survival in the next,
independently of the juvenile’s own
early-life experience (107).
Last, studies in animals support

the hypothesis that the effects of
early adversity on life span among
humans are not fully explained by

health care access or health risk be-
haviors such as smoking, alcohol-
ism, or illicit drug use (because these
are distinctly human variables). In-
stead, these studies highlight alter-
native mechanisms with potential
relevance to human studies. For
example, female baboons who ex-
perienced high levels of early adver-
sity also tend to be more socially
isolated from other females later
in life (99). In parallel, orphaned
elephants have reduced social con-
tact with high-quality social part-
ners (mature adults) comparedwith
nonorphans (108). Given the strong
association between affiliative so-
cial relationships andmortality risk,
these observations suggest that
early social adversitymay influence
later-life outcomes in part through
patterning social interactions in
adulthood. Such a model is rem-
iniscent of the pathway model pro-
posed for humans: that childhood
circumstances affect adult health
risk indirectly by putting individ-
uals on trajectories that structure
future exposure to later adversity
(87, 109).

Biological pathways from social
adversity to health

Cross-species comparisons thus
suggest that social environments,
both in early life and adulthood,
are key determinants of life span
variation in humans and other so-
cial mammals. These parallel find-
ings point to opportunities to draw
on data from other social mammals
to address outstanding questions
about the social determinants of
health in humans. Animal models
for social gradients in human health
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Fig. 4. Pathways linking social factors to health in nonhuman primates.

Box 1. Multiple pathways link social factors to health: Evidence
from nonhuman primates.

In humans, the social environment is influenced by a complex set of
factors, including income, education, occupation, social prestige, and
larger cultural and institutional structures. As defined by the World Health
Organization, the social determinants of health are “shaped by the dis-
tribution of money, power and resources at global, national and local
levels” (188). Social status and social integration also intersect with, and
can be influenced by, other social identities, such as race, ethnicity, and
gender. By comparison, social environments in nonhuman animals are much
simpler and are best studied—and probably most relevant to health, repro-
duction, and survival—at the local level, where coresident individuals directly
interact. Social hierarchies can thus often be summarized by using single-
dimensional measures (189).

Nevertheless, as in humans, multiple pathways connect social factors to
health and Darwinian fitness in other animals. Several of these pathways are
analogous to those developed for human populations (16, 190–192). Social
causation (Fig. 4, arrow 1) is strongly supported by studies that manipulate
exposure to chronic social stress while holding other aspects of the environ-
ment constant (131, 132). By contrast, in species for which social status is
determined by physical competition, changes in body condition and phys-
iological measures of endocrine and immune function can precede changes
in status (“health selection”) (Fig. 4, arrow 2) (84, 193, 194). Social environ-
mental links to life span can also be mediated through other environ-
mental exposures (Fig. 4, arrow 3). For example, by influencing huddling
behavior, social integration affects winter thermoregulation in Barbary
macaques (195). Last, early-life adversity can generate social gradients in
adulthood (Fig. 4, arrows 4 and 5). In wild female baboons, for example,
early maternal loss predicts reduced social integration in adulthood,
lower-than-expected adult social status, and shortened life span (85, 99).

As in humans, social status and social relationships can also be in-
terrelated in complex ways (Fig. 4, blue and purple circles). Social status
can be relatively independent from social integration, as is the case
among wild female baboons (48). Alternatively, social status can
structure affiliative social relationships (48, 196, 197); in these cases,
high status usually predicts increased social integration, and evidence from
captive primates indicates that the effects of status on health-related
outcomes may be mediated in part by a path through increased integration
(131). Last, developing supportive social relationships can predict subse-
quent changes in social status. For example, male Assamese macaques that
formed stronger social bonds with other males subsequently rose in the
dominance hierarchy and also fathered more young (198).
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can (i) reduce the complexity of human social
environments; (ii) open the door to prospec-
tive and intergenerational study designs that
can be executed on a much faster time scale;
and (iii) in some cases, allow for direct experi-
mental manipulation and invasive sampling.
Below, we focus on several emerging themes
that draw on one or more of these features,
beginning with links between social adversity
and health across the life course, and then
potential proximate (mechanistic) and ultimate
(evolutionary) pathways that could account for
these observations. Because the relevant liter-
ature is broad, we also point interested readers
to taxon- and discipline-specific perspectives
reviewed elsewhere (33, 110–114).

Social adversity and health outcomes across
the life course

Studies that relate the social environment to
health in humans are larger, better replicated,
and more representative than their counter-
parts in any other species (although studies
that investigate non-Western nations are still
lacking and may influence the types of social
conditions classified as “adverse”). However,
because they are largely correlational, ques-
tions about causal direction persist that can
only be partially addressed by using longitu-
dinal or cohort designs (115). One of themost
important contributions of studies of social
adversity in other social mammals therefore
stems from their interpretive clarity, especially
in cases in which the social environment itself
can bemanipulated in controlled experiments:
the “gold standard” for inferring causality.
Such studies have long supported a role for

social causation, not only for physiological
changes that are precursors to disease but also
for disease outcomes themselves. For example,
low social status more than doubles the rate
of coronary artery atherosclerosis and hyper-
insulinemia in diet-controlled female long-
tailed (cynomolgus) macaques (116, 117). In
males, low status and/or social instability also
predicts increased prevalence of coronary ar-
tery stenosis, and low status (but not social
instability) increases susceptibility to exper-
imentally administered adenovirus (118, 119).
Relevant to cancer outcomes, lower levels of
social reciprocity in female rats predict both
earlier tumor onset and shortened life span,
and social isolation leads to a 30-fold increase
in primary tumor metastasis in mice (120).
Thus, manipulation of the social environment
in captivity recapitulates social gradients in
the leading causes of death in humans, includ-
ing heart disease, diabetes, and respiratory in-
fections (121).
However, these studies have been short term,

relying on genetically predisposed strains or
environmental manipulations to accelerate
disease outcomes. Only recently have animal
studies attempted to model the pattern ob-

served in humans: social gradients that lead to
poorer health or elevated mortality from mul-
tiple causes, manifested over the life course.
In one case, researchers aggregated almost a
decade’s worth of data to demonstrate that
rhesus macaques randomized into an early
maternal loss treatment experienced poorer
health later in life, despite standardized hous-
ing conditions in adulthood (122). Similarly
broad effects have been observed in an ex-
perimental mouse model of social status. In
the first study to investigate the consequences
of chronic stress across natural life spans, per-
sistent exposure to socially dominant animals
was shown to shorten the median life spans of
socially subordinate male mice by 12.4% (12),
an effect size comparable with that of dietary
restriction in the same strains (123). Low-
status animals also experienced earlier onset
of multiorgan lesions, including tumors. In a
subset of 17-month-oldmice, subordinates had
elevated p53 and p16Ink4a markers of cellular
senescence and, remarkably, 50% prevalence
of early-stage atherosclerotic lesions, which
generally occur only in genetically predisposed
strains exposed to highly atherogenic diets. By
contrast, no lesions were observed in domi-
nant mice.
Replication of these findings will be crucial

for assessing their generalizability. Neverthe-
less, they strongly support the idea that chronic
social stress can be sufficiently toxic to explain
multiple pathological outcomes, including ac-
celerated senescence (124). In the mouse life
span study, for instance, subordinates were
housed in proximity to, but physically sep-
arated from, dominant mice (12). However,
subordinates exhibited close to a twofold in-
crease in glucocorticoid levels, suggesting that
simple exposure to threat from an aggressive
social partner can induce broad physiological
changes (12).

Molecular signatures of social adversity

If social causation contributes to the rela-
tionship between social adversity, health, and
mortality risk, what are the physiological and
molecular changes that mediate this relation-
ship? Efforts to identify these mechanisms
have historically focused on neuroendocrine
signaling, particularly the contribution of the
hypothalamic-pituitary-adrenal (HPA) axis and
the sympathetic nervous system (73, 125). Ex-
perimental animal models generally support
the idea that these pathways are altered by
social adversity–induced stress (73, 125, 126),
with some corroborating evidence from studies
in wild mammals (83, 127). However, the pur-
pose of social adversity–associated changes in
neuroendocrine signaling is to communicate
a threat to, and regulate the return to, phys-
iological homeostasis. To explain pathophys-
iology (for example, as a consequence of chronic
signaling) (126), social adversity–associated

changes must also lead to changes in target
cells and tissues. Understanding how social
adversity connects tomolecular changeswithin
the cell has become an increasing focus of re-
search, building on a broader sociogenomics
literature that shows that social interactions can
substantially alter gene regulation (128–130).
Thus far, we know the most about social ad-

versity and gene regulation in peripheral blood
cells, which are the most commonly collected
sample type in humans and other social mam-
mals. These studies yield a rapidly developing
picture of how social adversity causally alters
the regulation of the immune system in ex-
perimental animal models (131, 132). Themost
consistent finding from experimental manip-
ulations of the social environment in nonhuman
animals is that increased social adversity drives
increased expression of genes linked to inflam-
mation, including those that regulate, code for,
or interact with biomarkers of chronic stress
[such as interleukin-6 (IL6) and IL-1b]. These
changes appear to be shaped by socially
patterned differences in the use of immune
defense–modulating transcription factors, es-
pecially nuclear factor kB (NFkB), a master
regulator of inflammation (131). In animal
models of early social adversity and social
status, predicted DNA binding sites for NFkB
are enriched near genes that are more tran-
scriptionally active in socially stressed indi-
viduals (131). Further, in rhesus macaques,
regions of the genome that are more physi-
cally accessible to transcription factor bind-
ing in low-status animals also tend to contain
NFkB-binding sites (133). BecauseNFkB can be
prevented from interacting with DNA through
glucocorticoid signaling, this observation sug-
gests a link between functional genomic studies
and previous work on stress neuroendocrinol-
ogy (125). Glucocorticoid resistance—a hall-
mark of chronic stress—is also associated with
increased expression of proinflammatory tran-
scription factors (126).
These patterns parallel those observed in re-

search on social adversity in humans. Although
studies in human populations are necessarily
correlational, the animal-model work suggests
that socially induced stressors are also likely
to causally alter gene regulation and the HPA
axis in our own species. A growing body of re-
search supports a link between exposure to so-
cial adversity and DNAmethylation and gene
expression markers associated with glucocor-
ticoid signaling and inflammation (134–136).
If so, gene regulatory signatures of social
adversity may be broadly conserved in social
mammals (137). Because relatively few species
have been studied at this point, this hypothe-
sis requires data from a broader range of spe-
cies to test; even in the species studied thus far,
often only one sex has beenwell characterized.
Nevertheless, it is notable that cross-species
analyses of other aspects of social behavior,
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such as territorial aggression and social mo-
nogamy, have identified conserved roles for
the same gene regulatory pathways in taxa as
diverse as rodents, songbirds, frogs, and fish
(128, 129).
At the same time, social environmental ef-

fects on gene regulation are also context depen-
dent. For example, in rhesus macaque females,
the effects of experimentally manipulated so-
cial status are magnified in immune cells after
exposure to lipopolysaccharide, which stim-
ulates the innate immune response against
bacteria (131). Consistentwith correlative studies
in humans, low-status animals up-regulate pro-
inflammatory, NFkB-regulated pathways rela-
tive to high-status animals,whereas high status
predicts higher expression of antiviral genes.
This pattern has been interpreted as a stress-
mediated trade-off between antibacterial and
antiviral defense (137). However, recent work
indicates that this pattern is contingent on the
local cellular environment: Key regulators of
antiviral defense that are positively correlated
with social status after exposure to bacterial
compounds actually become negatively corre-
lated with social status in the same animals,
after challenge with a viral mimic (138). Such
studiesmay provide awindow into understand-
ing why the effects of social adversity differ
across settings and into the basis of cumulative
risk and multiple hit models (102, 103). How-
ever, they also caution against the idea that
there is a simple map between social environ-
mental effects on immune gene expression and
differential susceptibility to specific pathogens.

Evolutionary frameworks for the social
determinants of health

The studies above focus on the proximate
physiological andmolecularmechanisms that
explain the social determinants of health.
However, the congruence between findings
in humans and observations in other social
mammals not only suggests that nonhuman
species can serve as effective models for hu-
mans but also that social gradients in health
may be coupled with the evolution of social
living itself. Comparative studies can there-
fore also contribute by highlighting the evolu-
tionary logic that explains social gradients
(83, 139, 140). Such studies have already been
key to understanding the evolutionary costs
and benefits of transitions to group living
(55, 141, 142).
Social gradientswithin species arise because

social costs and benefits are not equally dis-
tributed across individuals coresiding in the
same social group. Consistent, species-level
differences in the steepness of social hierar-
chies and the stability of social bonds emerge
from the need to resolve this tension, as dis-
cussed in a longhistory of comparativework on
the emergence of egalitarian versus “despotic”
animal societies (140, 143). However, individu-

als are likely subject to additional selection for
sensitivity to the quality of social relationships
within social groups (144). For example, the
concept of the “dominance behavioral system,”
developed in evolutionary psychology, argues
that humans and other social animals have
evolved finely tuned biological sensors to eval-
uate their and others’ relative social status
(145). In support of this argument, work in
mice has identified specific sensory and neural
substrates for assessing dominance and social
integration (146–149). However, we knowof no
case to date in which the fitness consequences
of variation in social sensitivity has been eval-
uated in a natural social mammal population.
Doing so would require measuring interindi-
vidual differences in the response to a com-
mon social environment, accurately assessing
the “appropriate” social response, and poten-
tially measuring subjective social experience.
The increasing availability of life course data
from wild mammals as well as new methods
for quantifying perceived social stress (such as
in captive rhesus macaques) (150) may make
such studies feasible in the near future.
By contrast, data fromwild socialmammals

have already brought clarity to evolutionary
hypotheses about the long-term health effects
of early adversity. For example, an extensive
body of theory has been developed to account
for observations of such effects in humans
(151–154). The most commonly invoked ideas
focus on predictive adaptive responses (PARs),
which propose that early-life effects evolved be-
cause natural selection favors organisms that
tailor their later-life phenotype to the environ-
mental cues they experience in early life. PAR
models argue that it is the mismatch between
early adverse conditions and later, more be-
nign conditions that produces the adverse
health effects of early adversity. However, be-
cause predictive models assume that early-life
environmental cuesmust be reliable indicators
of the later-life environment, theoretical work
suggests that PARs are unlikely to evolve in
long-lived species (155). In nonhuman animals,
the best empirical support for PARs comes
from short-lived species (156, 157). By contrast,
studies in long-lived mammals provide better
support for an alternative set of models: devel-
opmental constraints (158–161). Developmental
constraints models posit that early-life effects
evolve because they allow immediate survival,
at the expense of optimal development, even if
they incur later-life costs; they are the result of
natural selection on the ability to “make the
best of a bad situation.” If so, individuals who
experienced early adversity may perform quite
poorly when faced with adverse environments
in adulthood—a conclusion with substantially
different intervention and policy implications
than those of the PAR model.
Tests of more refined PAR models are on-

going (162, 163). However, the above work

already illustrates the value of studies in non-
human species for testing evolutionary argu-
ments relevant to social gradients in health
(164, 165). It also highlights the challenges
in clearly discriminating adaptive from non-
adaptive responses: Apparently costly responses
to social adversity can be favored by natural
selection if they are better than no phenotypic
adjustment at all (166).

Conclusions and new directions

The available evidence indicates that social
impacts on life span are a shared phenomenon
across humans and other social mammals and
that the health-related outcomes of social ad-
versity in nonhuman animals parallel socially
patterned pathologies in humans. To some
degree, the mechanisms that underlie these
observations are also similar across species:
Social conditions that promote chronic stress
also predict increased inflammation, HPA axis
dysregulation, and changes to sympathetic
nervous system signaling (126). These find-
ings suggest a shared biology underlying the
influence of social gradients and a coherent
evolutionary logic for when these gradients
tend to be shallower versus steeper—arguments
that have beenmade in various forms over the
years (32). Only recently, however, have they
been supported by both experimental tests
for causal outcomes and data on natural mor-
tality, with correspondingly refined estimates
fromvery large studies inhumans (4, 12, 99, 131).
A shared biology in turn suggests that inte-

grating human and nonhuman animal studies
can help address longstanding questions about
the social determinants of health. Research at
this interface should open several new oppor-
tunities. First, the findings outlined here argue
that the social determinants of health should
be of central interest to biologists as well as so-
cial scientists. This is not yet the case for many
disciplines; for example, the field of genomics
was recently taken to task for ignoring the
literature on social gradients in health and,
as a consequence, redefining health disparities
in terms of population genetic diversity (a ge-
netic explanation) instead of recognizing its
fundamental origins in the social environment
(167). Research with natural links to the social
determinants of health has been similarly lim-
ited in other disciplines; for example, recent
studies that compare genetic and nonheritable
predictors of immune function consider age,
sex, and past pathogen exposure as environ-
mental factors but not the social environment
(168). Broadening this perspective presents an
opportunity to leverage new methodological
advances to understand the causes and conse-
quences of social gradients, including scope for
potential intervention. Animal model studies
may be ideal for testing proposed interventions
because they ensure compliance and eliminate
other confounding factors.

Snyder-Mackler et al., Science 368, eaax9553 (2020) 22 May 2020 8 of 12

RESEARCH | REVIEW



Second, the parallels between studies high-
light untapped opportunities to translate
biological outcome measures across fields,
especially molecular and physiological mark-
ers of social adversity and health. One impor-
tant gap to fill involves the fact that nearly all
of the evidence that social adversity compro-
mises natural life span in social mammals
comes from natural populations. By contrast,
the best evidence for social causation of spe-
cific physiological or health outcomes comes
from laboratory studies. Demonstrating that
such findings are not artifacts of captivity—
for example, by translating these outcome
measures to natural populations—is crucial
for understanding whether the relationship
between social adversity and life span in na-
ture can be explained, at least in part, by the
mechanisms being identified in experimental
studies. For example, although the prevail-
ing model for social causation in laboratory
studies invokes exposure to chronic social
stress, some researchers have argued that ani-
mals in their natural environments are unlikely
to experience chronic stress, or at least not to
the degree that it could shorten life span (169).
Last, researchers must expand the set of

study systems to other species and tissue types
(especially the brain) and to amore diverse set
of human populations. Increased diversity will
help reveal how variation in social gradients
emerge. For example, differences in the routes
throughwhich status is attained, the steepness
and regularity of hierarchy enforcement, and
the availability of coping outlets have all been
proposed to modify the severity of social gra-
dients (1, 32, 139). In humans and at least six
other primates, increased life span equality is
positively correlated with increased life expect-
ancy overall, in support of the idea that mem-
bers of more egalitarian groups tend to have
longer survival (170, 171). In some species, the
canonical direction of social gradients may also
be reversed. In species in which competition
for high status is energetically demanding, as
it is in hierarchies that are based on physical
competition (83, 127), high-ranking individuals
have been shown to exhibit higher glucocor-
ticoid levels, up-regulate inflammation-related
pathways, and experience accelerated “biologi-
cal aging” (based on telomere shortening and
epigenetic clock prediction) (79, 84, 127, 172).
Such results stress that different types of so-
cial systems can produce different kinds of
gradients. Understanding why—for example,
by use of evolutionary comparative methods
across species—may suggest ways to decouple
social environmental variation from its nega-
tive health consequences in humans.
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Horizontal gene transfer of Fhb7 from fungus
underlies Fusarium head blight resistance in wheat
Hongwei Wang*†, Silong Sun*, Wenyang Ge*, Lanfei Zhao*, Bingqian Hou*, Kai Wang*,
Zhongfan Lyu*, Liyang Chen, Shoushen Xu, Jun Guo, Min Li, Peisen Su, Xuefeng Li, Guiping Wang,
Cunyao Bo, Xiaojian Fang, Wenwen Zhuang, Xinxin Cheng, Jianwen Wu, Luhao Dong, Wuying Chen,
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Guihua Bai, Eviatar Nevo, Caixia Gao, Herbert Ohm, Lingrang Kong†

INTRODUCTION: Fusarium head blight (FHB)
is a fungal disease that devastates global wheat
production, with losses of billions of dollars
annually. Unlike foliar diseases, FHB occurs
directly on wheat spikes (inflorescences). The
infection lowers grain yield and also causes
the grain to be contaminated by mycotoxins
produced by the Fusarium pathogen, thus im-
posing health threats to humans and livestock.
Although plant breeders have improved wheat
resistance to FHB, the lack of wheat strains
with stable FHB resistance has limited progress.

RATIONALE:Many genetic loci in wheat affect
FHB resistance but most only have minor

effects; only a few exhibit a stablemajor effect
on resistance. Wheat relatives in the Triticeae
tribe carry resistant genes to different diseases
including FHB and thus can be alternative
sources of FHB resistance for wheat breed-
ing. Thinopyrumwheatgrass has been used
as a source of beneficial genes transferable
to wheat by distant hybridization breeding
since the 1930s. Fhb7, a gene transferred from
Thinopyrum to wheat, showed a stable large
effect on FHB resistance. However, the lack of
a Thinopyrum reference genome hampered
gene cloning andmarker development, delay-
ing the use of Fhb7 in wheat breeding. Here,
we cloned Fhb7 using a reference assembly

that we generated for Th. elongatum and char-
acterized its resistance mechanisms and evo-
lutionary history.

RESULTS: Using sequence data from Th.
elongatum, we assembled the Triticeae E
reference genomewith 44,474 high-confidence
genes annotated. Using this reference, we
genetically mapped Fhb7 and located it to a
245-kb genomic region.We determined a gene

encoding a glutathione
S-transferase (GST) asFhb7
by virus-induced gene si-
lencing and evaluated
mutants and transgenic
plants.Wediscovered that
Fhb7 detoxifies pathogen-

produced trichothecene toxins by conjugating
a glutathione (GSH) unit onto the epoxide
moieties of type A and B trichothecenes. Fhb7
GSThomologs are absent in theplant kingdom,
but one sequence showing ~97% identity with
Fhb7 was found in endophytic fungi of an
Epichloë species that establishes symbiosis
with temperate grasses. This result suggests
that Fhb7 might have been transferred from
Epichloë to Th. elongatum through horizontal
gene transfer. Finally, we demonstrated that
Fhb7, when introgressed into diverse wheat
backgrounds by distant hybridization, confers
broad resistance to both FHB and crown rot
without penalizing wheat yield. Our results
suggest a source of Fusarium resistance for
wheat improvement.

CONCLUSION: Th. elongatum carries biotic and
abiotic resistance genes and is a useful re-
source for wheat breeding. The assembled
Th. elongatum reference genome can aid iden-
tification and cloning of such genes for wheat
improvement. Cloning of Fhb7 revealed that it
encodes a GST that can detoxify trichothecene
toxins. Thus, Fhb7 resistance differs from Fhb1
resistance, which depends on a reduction of
pathogen growth in spikes, although both
confer durable resistance. The ability of Fhb7
to detoxify multiple mycotoxins produced by
various Fusarium species demonstrates its
potential as a source of resistance to the various
diseases for which Fusarium trichothecenes
are virulence factors. The deployment of Fhb7
in commercial wheat cultivars could alleviate
both the food safety issue for consumers and
the yield loss problem for growers. Sequence
homologies between fungal and plant Fhb7
suggested that horizontal gene transfer may
help to shape plant genomes.▪
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Fhb7 confers FHB resistance by detoxifying trichothecenes. (A) Fhb7 in Th. elongatum genome likely
came from an Epichloë fungus through horizontal gene transfer. Fhb7 drives FHB resistance when introgressed
from Thinopyrum into wheat. (B) Fhb7 encodes a GST that detoxifies Fusarium-produced trichothecenes by
conjugating GSH (blue) to the epoxy group (red). R1 to R5 refer to the variable groups in trichothecenes.
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Fusarium head blight (FHB), a fungal disease caused by Fusarium species that produce food toxins,
currently devastates wheat production worldwide, yet few resistance resources have been discovered
in wheat germplasm. Here, we cloned the FHB resistance gene Fhb7 by assembling the genome of
Thinopyrum elongatum, a species used in wheat distant hybridization breeding. Fhb7 encodes a
glutathione S-transferase (GST) and confers broad resistance to Fusarium species by detoxifying
trichothecenes through de-epoxidation. Fhb7 GST homologs are absent in plants, and our evidence
supports that Th. elongatum has gained Fhb7 through horizontal gene transfer (HGT) from an endophytic
Epichloë species. Fhb7 introgressions in wheat confers resistance to both FHB and crown rot in diverse
wheat backgrounds without yield penalty, providing a solution for Fusarium resistance breeding.

W
heat (Triticum aestivum L.) is a lead-
ing source of calories for the human
population (1). The prevalence and
widespread outbreaks of the devas-
tating Fusarium head blight (FHB)

disease, exacerbated by recent changes in
climate and certain cropping practices, has
posed a threat for global wheat production
and food safety. Fusarium species cause not
only FHB in wheat, barley, and oat, but also
crown rot in wheat and ear rot in maize. How-
ever, F. graminearum is the prominent patho-
gen of wheat FHB in China, the United States,
Canada, Europe, and many other countries
(2). Fusariumproduces epoxy-sesquiterpenoid
compounds known as trichothecenes, some
examples of which are deoxynivalenol (DON),
T-2 toxin, HT-2 toxin, and nivalenol (NIV),
among others; these compounds are inhib-

itors of protein synthesis and virulence factors
for pathogenicity (2). Trichothecene contami-
nation in cereal grain results in immunotox-
icity and cytotoxicity in humans and animals
and thus has aroused public safety concerns
(3). Despite global screening efforts examining
tens of thousands of wheat accessions, a lim-
ited number of quantitative trait loci (QTLs)
have been verified to confer a stable effect on
FHB resistance (4). Fhb1 on chromosome 3B is
the only QTL that has been used in breeding
programs worldwide. Although it has been
cloned from different Chinese wheat sources,
its molecular identity and resistance mecha-
nisms remain equivocal (5–8).
Wheat relatives have proven to be alterna-

tive sources for improvement of resistance to
both biotic and abiotic stresses in wheat (9).
Distant hybridization, the practice of making
crosses between two different species, genera,
or higher-ranking taxa, makes it possible to
transfer alien genes from Triticeae tribe rela-
tives to wheat (9–11). Tall and intermediate
wheatgrasses of the Thinopyrum genus (forage
grasses) are sources of resistance to salinity,
drought, and disease for wheat. Several dis-
ease resistance genes, including stem rust
(e.g., Sr24, Sr25, Sr26, Sr43, Sr44, and SrB),
leaf rust (Lr19, Lr24, Lr29, and Lr38), pow-
dery mildew (Pm40 and Pm43), barley yellow
dwarf virus (Bdv2 and Bdv3), and Fusarium
head blight (Fhb7), have been introduced from
Thinopyrum into wheat for resistance breeding
(10, 12–16).
Fhb7 is a QTL introduced from Thinopyrum

elongatum and shows a similar effect on FHB re-

sistance asFhb1.Th. elongatum (syn.Agropyron
elongatum or Lophopyrum elongatum), a
grass of the Triticeae family with a diploid E
genome (2n = 2x = 14), is native to Eurasia
and is thought to be a genome donor species
for various tetra-, hexa-, and even decaploid
species in theThinopyrum genus (14). The lack
of a reference sequence for the E genome has
impeded the process of cloning and the de-
velopment of diagnosticmarkers for thedeploy-
ment of Fhb7 and other E genome–derived
resistance genes. Here, we report the assembly
of a reference genome for Th. elongatum and
describe the cloning and biomolecular charac-
terization of Fhb7. Using the newly assembled
Egenome reference,we identified aGSTgene as
a candidate for Fhb7 by map-based cloning and
confirmed its function in FHB resistance using
transgenics. Fhb7 can detoxify trichothecenes
by catalyzing the conjugation of a glutathione
(GSH) unit onto their toxic epoxide moiety.
Fhb7’s coding sequence has no obvious homol-
ogy to any known sequence in the entire plant
kingdom but shares 97% sequence identity
with a species of endophytic fungus (Epichloë
aotearoae) known to infect temperate grasses,
which provides evidence that Fhb7 in the
Th. elongatum genomemight be derived from
the fungus through HGT. We demonstrate
here that Fhb7 confers resistance to both FHB
and crown rot without yield penalty inwheat.

Results
Th. elongatum genome assembly and evolution

To sequence and assemble the genome of
Th. elongatum, 1.1 Tb of high-quality sequence
reads were generated from a series of li-
braries, which is about 236× coverage of the
Th. elongatum genome (table S1). We initially
assembled the short sequence reads using
DeNovoMAGICTM3.0 software (NRGene) and
then filled the gaps using ~145 Gb (~31×)
PacBio SMRT reads. The initial assembly was
finely tuned using high-quality paired-end
polymerase chain reaction (PCR)–free reads.
Two Bionano optical maps (based on enzymes
BspQI and DLE1 data) were further used to
extend the scaffolds (tables S2 and S3), which
resulted in a 4.63-Gb assembly with a contig
N50 size of 2.15Mb and a scaffold N50 size of
73.24 Mb (Table 1).
To construct the pseudochromosomes, high-

throughput chromosome conformation cap-
ture (Hi-C) data were used to categorize and
order the assembled scaffolds (table S4). A total
of 141 scaffolds were anchored and oriented
onto seven pseudochromosomes, which ac-
count for 95% of the estimated genome size
(4.78 Gb; fig. S1) and 98% of the assembled
genome sequences (fig. S2). About 97.6%
complete and 1.3% fragmented Embryophyta
genes were detected in our assembly accord-
ing toBUSCO [BenchmarkingUniversal Single-
Copy Orthologs (17)], proportions comparable
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to other Triticum genomes (table S5). The
quality of the E genome assembly was vali-
dated by assessment of the long terminal re-
peat (LTR) completeness using LTRAssembly
Index (LAI) software (18) (table S6), by ge-
nomic alignment with 61 randomly selected
bacterial artificial chromosome (BAC) clones
(fig. S3 and table S7), and by the consistency
of our assembly with a high-density genetic
map from a hexaploid Thinopyrum species
(19) (fig. S4).
Repetitive elements are dispersed through-

out the E genome, with ~81.29% of the Th.
elongatum assembly being annotated as re-
petitive elements, including retrotransposons
(62.39%), DNA transposons (17.83%), and un-
classified elements (1.07%) (table S8 and table
S9). Analysis of the Cereba and Quinta LTR
retrotransposons supported that the centro-
mere regions were appropriately assembled
(fig. S5). The composition of different classes
of repetitive DNA in the E genome was sim-
ilar to those of the wheat A, B, or D sub-
genomes (fig. S6). No recent LTR burst was
detected in the E or common wheat genomes
(fig. S7), suggesting relatively stable genomes
and helping to explain the success of distant
hybridization breeding efforts using these
materials. A total of 44,474 high-confidence
protein-coding genes were predicted on the
basis of a combination of methods [ab initio,
protein homology based, andRNA-sequencing
(RNA-seq) based], and 44,144 (99.3%) of the
predicted genes were anchored onto the seven
assembled pseudochromosomes (figs. S8 and
S9 and tables S10 to S12).
Gene family analysis identified 32,048

orthologous genes between the E genome and
the wheat A, B, or D genome or the barley
genome (fig. S10). A synonymous substitution
rate (Ks) value was calculated using amoving-

averagemodelwith the ortholog dataset, which
revealed similar Ks peak values between the
E genome and the wheat subgenomes (E and
A: 0.0645, E and B: 0.0645, E and D: 0.062),
indicating a branching time for Th. elongatum
and Triticum of ~4.77 to 4.96million years ago
when a nucleotide substitution rate of 6.5*10−9

was used (Fig. 1A) (20).
We also compared the E genomewith other

Triticeae genomes that have been used for
distant hybridization based on a maximum
likelihood tree built using single-copy genes
from available Triticeae genome assemblies;
the tree also incorporated transcript data for
several diploid species, including the Triticeae
R,Q, V, F, andNs genomes (table S13). The three
wheat subgenomes are more closely related to
the E genome of Th. elongatum than they are
to the R genome of rye, another species fre-
quently used in wheat distant hybridization
(Fig. 1A). A syntenic block analysis indicated
genome-wide colinearity between the E ge-
nome and the A, B, or D genomes, which
helps to explain the success of E-genome–
based distant hybridization breeding in wheat
(Fig. 1B and data S1). Substantial colinearity
notwithstanding, we did identify 18 fragmen-
tal inversions between the E genome and the
wheat subgenomes, with sizes ranging from
1.5 to 18 Mb, which is supported by both the
Bionano maps and Hi-C data (fig. S11 and
table S14).

Map-based cloning of the Fusarium resistance
gene Fhb7

A total of 1897 resistance gene analogs (RGA)
were annotated in the E genome (fig. S12 and
table S15). An apparent RGA expansion, espe-
cially for CC-NBS-LRR (CNL), on the distal
end of the long arm of chromosome 7E (7EL)
is accompanied with the expansion of this

genomic region (fig. S13 and table S16). Some
of the alien resistance gene introgressions into
wheat are located in this region, includingLr19,
Sr25, Bdv3, and Fhb7 (10, 13, 14).
Previously, wemapped the Fhb7 to the distal

end of the 7EL (based on recombination be-
tween 7E1 and 7E2 in a common wheat back-
ground) using a recombinant inbred line (RIL)
population from a cross between an FHB-
susceptible substitution line (7E1/7D) and
an FHB-resistant substitution line (7E2/7D)
(13, 21). For further mapping of this gene, we
developed a segregation population derived
from BC6F1 with the same cross, in which FHB
resistance was tracked as monogenic trait for
validation of phenotypes. We also developed a
population to promote 7E recombination by
introducing the CS ph1bph1b locus (fig. S14).
Because of the semidominant nature of Fhb7,
the homozygous offspring of the recombinants
were evaluated for FHB resistance. With analy-
sis of 258 recombinants (between theXBE45653
and XsdauK67markers) screened from 19,200
progeny of BC6F1 population, we confirmed
that Fhb7 is positioned between theXSdauK79
and XSdauK80markers within an ~1.2-Mb re-
gion based on the E reference genome (Fig. 1C
and fig. S15).
Analysis of the RNA-seq data of E reference

genome from Th. elongatum spikes identified
eight expressed genes in theFhb7 region (Fig. 1C
and table S17). However, when conducting
transcriptomics analysis of the parental lines
of 7E1/7D (S) and 7E2/7D (R), we found that
only two candidate genes (Tel7E01T1020600.1
and Tel7E01T1021800.1) were expressed in a
manner specific to the 7E2 genome (the resist-
ant parent) and E reference genome [which
also confers FHB resistance (12, 22)] (Fig. 1C
and tables S18 and S19). BAC clones contain-
ing Tel7E01T1020600.1 were identified from
the resistant donor line and new markers
(XsdauK86 and XsdauK87) derived from the
BAC ends were developed to screen recombi-
nants among 5760 progeny of the segrega-
tion population harboring the CS ph1bph1b
locus (Fig. 1C, fig. S14, and table S20). Anal-
ysis of phenotypic data of the three key
recombinants verified that Fhb7 is located
between the XsdauK86 and XsdauK88mark-
ers, thereby delineating this locus to a 245-kb
region containing a single expressed gene:
Tel7E01T1020600.1 (Fig. 1C). This gene is
present in the E reference genome and 7E2
genome but absent in the susceptible 7E1
genome based on analysis of genomics and
transcriptomics data (table S19 and table S21).
Gene expression analysis using quantitative

PCR indicated that Tel7E01T1020600.1 was
constitutively expressed in all tissues examined,
including root, leaf, shoot, and spike (fig. S16).
Moreover, barley stripe mosaic virus (BSMV)–
induced gene silencing of Tel7E01T1020600.1
in wheat leaves revealed that it conferred
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Table 1. Summary statistics for Th. elongatum genome assembly.

Assembly characteristics Values

Estimated genome size 4.78 Gb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total length of contigs 4.58 Gb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

N50 length of contigs 2.15 Mb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total number of contigs 12,262
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Longest contigs 11.6 Mb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total length of scaffolds 4.63 Gb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

N50 length of scaffolds 73.24 Mb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total number of scaffolds 783
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Longest scaffolds 258.71 Mb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total gap size 52.78 Mb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total sequences anchored to the pseudochromosomes 4.54 Gb
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Number of annotated high-confidence genes 44,474
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Percentage of repeat sequences 81.29%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Complete BUSCOs 97.6%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Fragmented BUSCOs 1.3%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Missed BUSCOs 1.1%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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resistance to F. graminearum, supporting that
this gene represents Fhb7 (fig. S17). Sequence
analysis of 22 ethylmethanesulfonate (EMS)–
induced mutants identified five amino acids
that were implicated in Fhb7’s FHB resistance–
related function: S34F, T48I, A98V, A9V, and
P106L (fig. S18 and data S2). Moreover, two
stop-gain mutations at position 209 or 243 led
to reduced resistance to F. graminearum (fig.
S18 anddata S2). To confirmTel7E01T1020600.1
as Fhb7, we transgenically introduced a con-
struct with the native promoter and the
846–base pair (bp) coding sequence of this
gene into the FHB-disease–susceptible wheat
cultivar KN199 and assessed three indepen-

dent T3-transgenic plants. The Fusarium-
inoculated transgenic plants exhibited lower
FHB symptom with substantially fewer dis-
eased spikelets per spike than the control
(Fig. 1D).

Evolutionary history and molecular function
of Fhb7

Protein domain–based functional annotation
predicted that Fhb7 likely encodes a GST en-
zyme. A BLAST search of the Fhb7 sequence
against the National Center for Biotechnology
Information (NCBI)GenBankdatabase (23) did
not find any homolog of Fhb7 in the Triticum
genus or in the entire plant kingdom. How-

ever, there is a homolog sharing 97% identity
in the genome of E. aotearoae (Fig. 2A and fig.
S19). A phylogenetic analysis of the Fhb7 se-
quence revealed its distribution amongEpichloë
species, endophytic fungi of temperate grasses
(Fig. 2A). Thus, the occurrence of the Fhb7 gene
in the Th. elongatum genomemight be caused
by fungus-to-plant HGT (FP-HGT) event. Be-
cause the Fhb7 locus is present both in the
diploid E genome of Th. elongatum and in
7E2 fromdecaploidTh. ponticum, this FP-HGT
event apparently occurred after the divergence
of the E genome from Triticum sp. but before
the formation of the decaploid Th. ponticum
(Fig. 2A).
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Fig. 1. Genome evolution of Th. elongatum and cloning of Fhb7. (A) Maximum
likelihood phylogenetic tree of the genomes of Triticeae species and the Ks
distributions of ortholog genes between the E genome and the wheat Chinese
Spring A, B, and D subgenomes. mya, million years ago. (B) Syntenic blocks
between the E genome and the three wheat subgenomes. The representative
inversion fragment is indicated in green; chromosomal translocations for the wheat
A subgenome compared with the E genome are also indicated in blue. (C) Map-
based cloning of Fhb7 at the distal region of chromosome 7E. Using the BC6F1
population derived from the cross between two wheat-Thinopyrum substitution lines,
7E1/7D and 7E2/7D, Fhb7 was initially mapped to an interval between the markers
XsdauK79 and XsdauK80 (~1.2 Mb on the E reference genome) (second bar from
the top). The expressed genes are labeled as follows: gray refers to no expression in
the E reference genome; blue refers to E reference genome–specific expression;

orange refers to expression in the E reference, 7E1 and 7E2 genomes; red refers
to expression in FHB-resistant donor genomes of 7E2 and E reference (third bar
from the top). BAC clones containing Tel7E01T1020600.1 were identified from
the substitution line 7E2/7D, based on which genetic markers (XsdauK86
and XsdauK87) were developed for recombinant screening of the CS ph1bph1b
population. Finally, Fhb7 was genetically confirmed within a 245-kb region between
markers XsdauK86 and XsdauK88, with only the candidate gene Tel7E01T1020600.1
encoding a GST [CDS is shown in red; untranslated region is shown in gray]
(fourth bar from the top). (D) FHB was evaluated for wild-type (WT, KN199) and
transgenic wheat KN199 expressing the native promoter and the 846-bp open
reading frame of Fhb7. T3 plants containing Fhb7 from three different lines were
evaluated for FHB resistance using single floret inoculation (35). The FHB was scored
for at least five spikes per repeat, with at least three repeats for each transgenic line.
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The horizontal transfer of theFhb7 sequence
did not occur as a part of a gene cluster (pre-
suming that it is from E. aotearoae as the
donor genome; this is the species harboring
the closest identified homolog of Fhb7) (fig.
S20). On the basis of sequence similarity, the
sequence was transferred into the diploid E
genome as a short fragment, including the
846-bp coding sequence for Fhb7, a 32-bp
sequence before the start codon, and a 19-bp
sequence after the stop codon (Fig. 2B). At the

position 535 bp upstream of Fhb7’s start codon
in theE genome, another 90-bp sequence shows
high identity to a sequence in E. aotearoae (Fig.
2B), suggesting the possibility that a larger se-
quencewas initially transferred toTh. elongatum
but late mutations occurred in the transferred
sequence. The insertion of theEpichloë genome
fragment in the E genome was also identified
in a BAC clone harboring Fhb7 (Fig. 1C anddata
S3), confirming that the sequence is not an
artifact from the genome assembly process.

Phylogenetic analysis of the GST superfamily
showed that Fhb7 belongs to the fungal GTE
(glutathione transferase etherase–related)
subfamily (fig. S21 and tables S22 and S23),
wherein allmembers contain aLigEdomain, but
none of which has been functionally charac-
terized to date (24). The Fhb7 gene is conserved
inEpichloë species and inmultipleThinopyrum
species, emphasizing its role in protecting
organisms from the cytotoxic damage caused
by Fusarium species (Fig. 2A and fig. S20).
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Fig. 2. Fhb7 confers FHB resistance by detoxifying DON. (A) Maximum
likelihood phylogenetic tree of the closest homologs of Fhb7 from plants and fungi.
The DNA sequence similarity with Fhb7 is marked in red. (B) Horizontal gene transfer
of Fhb7. The transcripts CDS (purple), and possible untranslated regions (yellow)
of Fhb7 are shown along chromosome 7E, and the sequence sharing high similarity
with the E. aotearoae genome is presented as a gray block. The genomic fragment
(897 bp) containing full CDS and partial untranslated region of Fhb7 showed
97% identity between the two genomes. (C) DON tolerance of Fhb7-transgenic
wheat. Seedlings (4 days old) were moved to a petri dish containing 25 mg L−1 DON
and seedling length was evaluated 7 d after the DON treatment at room temperature.
(D) Extracted ion chromatograms (EICs) at m/z 604.2173 revealing the presence
of two DON-glutathione adducts. The Fhb7 NIL, Fhb7-transgenic wheat, and

Fhb7-transgenic yeast (P. pastoris) cultures were treated with 25 mg L−1 DON for
24 hours. A product that elutes at 1.68 min accumulated in Fhb7(+) samples
and a known, nonenzymatically produced DON-glutathione adduct product that
elutes at 2.4 min accumulated in the corresponding Fhb7(–) control samples.
(E) Relative abundances of the de-epoxidated Fhb7-catalyzed DON-glutathione
(green) adduct and the known nonenzymatic DON-glutathione adduct (blue) in
spikes of Fusarium-challenged NIL plants contrasting in Fhb7. After inoculation of
F. graminearum on spike glumes, the Fhb7(+) NIL accumulated a copious amount of
de-epoxidated DON-glutathione adduct. By contrast, the DON substrate reduced
the accumulation in Fhb7(+) NIL compared with that in Fhb7(–) NIL, as shown in the
bottom bar chart. (F) Molecular structure of the de-epoxidated DON-glutathione
adduct catalyzed by Fhb7.
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Gene expression analysis in a time course of
Fusarium infection in Th. elongatum and the
7E2/7D substitution line (table S18) showed
that the transcription levels of Fhb7 were in-
duced at 48 hours after infection (fig. S22).
Research in plant pathology about the pro-

gression of F. graminearum infection inwheat
has established that the fungus starts to pro-
duce its DONmycotoxin, an inhibitor of protein
synthesis that targets ribosomal machinery,
by the 48-hour infection time point (25). We
therefore conducted DON assays on wheat
seedlings of the 7E2/7D substitution line. The
results showed that the expression of Fhb7
can be induced within 6 hours after DON
treatment (fig. S22), suggesting that this pu-
tative GST enzyme may have a role in xeno-
biotic detoxification. To test this hypothesis,
we conducted a growth inhibition assay by
growing Fhb7 near-isogenic lines (NILs) and
Fhb7-transgenic wheat seedlings inmedia con-
taining DON and found that the plants with
Fhb7 grew better (assessed as seedling length)
than the plants without Fhb7 (Fig. 2C and fig.
S23). We also expressed Fhb7 in yeast to test its
growth on DON-containing media and found
that both the Fhb7(+) and Fhb7(–) yeasts grew
well in the absence of DON; however, only the
Fhb7(+) yeast grew normally on the media
containing 400 mg L−1 DON (fig. S24).
Further evidence for the involvement of Fhb7

in detoxification was demonstrated by its di-
rect use of DON as a substrate.We treated the
seedlings of NILs, Fhb7-transgenic wheat, and
Fhb7-expressing yeast cultures with DON, and
found that the presence of Fhb7 in wheat
and yeast caused accumulation of a chromato-
graphic peak at 1.68 min, but the accumula-
tion was not detected in the corresponding
control samples without Fhb7 (Fig. 2D). This
peak had amass/charge (m/z) value of 604.2173
(± 3 ppm) under positive ion mode, which is
equal to the value for the molecule comprising
DON (296.1259), a glutathione group (307.0838),
andahydrogen atom (1.0078), therefore suggest-
ing that Fhb7 confers GST activity to form a
glutathione adduct ofDON (DON-GSH) (Fig. 2D
and fig. S25).
Previous studies on FHB- andDON-associated

chemistry (26, 27) using nuclear magnetic reso-
nance spectroscopy confirmed the nonenzy-
matic formation of a DON-GSH adduct that
was formed through a reaction with the double
bond at C10 on DON’s first planar ring. This
product was mainly detected in the DON-
treated Fhb7(–) yeast cultures and Fhb7(–)
wheat samples with the peak at 2.4 min (Fig.
2D and fig. S25). Although the two detected
DON-GSH isomers had identical m/z values,
tandem mass spectrometry with collision-
induced dissociation experiments unequivocally
supported that the Fhb7(+) samples produce
a de-epoxidated DON-GSH adduct (figs. S25
to S28); that is, the GSH group added by Fhb7

is attached to the C13 carbon, which disrupts
the epoxy group known to be critical in DON’s
toxicity (Fig. 2F) (28). Further, we used liquid
chromatography–high-resolution mass spec-
trometry (LC-HRMS) to profile DON-treated
spikes from 37 diverse wheat germplasm ac-
cessions and cultivars without Fhb7. We de-
tected the DON-GSH (C10) peak at 2.4 min
in all of these plants but did not detect the
1.68-minde-epoxidatedDON-GSH (C13) adduct
in any of them (fig. S29).
Fusarium species produce a series of tri-

chothecene mycotoxins, including DON, 3-
ADON, 15-ADON, T-2, HT-2, fusarenon-X, NIV,
diacetoxyscirpenol, and others, the distribution
of which varies among Fusarium chemotypes
(24, 26). Considering the common occurrence
of epoxy groups in these trichothecene com-
pounds, we hypothesized that Fhb7 may be
able to detoxify trichothecenes other thanDON.
Indeed, LC-HRMS analysis of trichothecene-
treated wheat samples revealed the presence
of GSH adducts for all the trichothecenes that
we tested in this study (figs. S30 to S37). In
light of Fhb7’s wide catalytic spectrum for these
mycotoxins, we investigated whether it can
confer resistance to other Fusarium chemo-
types, including F. pseudograminearum for
crown rot and F. asiaticum, a predominant
FHB-causing strain in south China. Assays
using detached wheat leaves showed that the
Fhb7-transgenic plants exhibited smaller lesions
thanwild-type plants for all the testedFusarium
species (fig. S38). F. pseudograminearum was
also inoculated on the base of wheat seedlings,
and the results confirmed that the transgenic
plants also exhibit improved crown rot resist-
ance comparedwith thenontransgenic controls
(fig. S39). These results further demonstrate
howTh. elongatumbenefits from Fhb7 through
the FP-HGT event, which protects plants from
Fusarium-caused cytotoxic damage by detox-
ifying trichothecene through de-epoxidation
(fig. S20).

Application of Fhb7 in Fusarium resistance
breeding

Considering Fhb7’s functionality, specifically
in the enzymatic conversion of trichothecenes,
we speculated that incorporating the Fhb7 locus
into wheat may confer resistance in different
genetic backgrounds without affecting yield
traits. Indeed, the translocation of a short frag-
ment [with ~16% of the 7E long arm (13)] on
wheat 7D resulted in wheat lines with broad
resistance to both FHB and crown rot (Fig. 3, A
to C). Detailed characterization of NILs (LX99
background) in field conditions showed no
significant difference in agronomic yield traits
(e.g., thousand grain weight, flag leaf length,
etc.; Fig. 3, D and E). Obvious yield penalty
caused by Fhb7 resistance was also not detected
when it was transferred into seven additional
genetic backgrounds (Fig. 3F and fig. S40).

These results demonstrated the advantages
of Fhb7-mediated resistance over other QTLs,
including high resistance to both FHB and
crown rot and detoxifying DONwithout yield
penalty, and thus highlighted the potential
utility of the Fhb7 locus in future wheat breed-
ing for improved FHB resistance and good
yield traits.

Discussion

Fusarium diseases are economically impactful
because of their effects on the production of
cereal crops. In this study, the successful cloning
of Fhb7 from the Triticeae E genome and char-
acterization of its molecular mechanism ad-
vances the knowledge on the essential role of
trichothecenes in the pathogenesis of Fusarium.
We have demonstrated that Fhb7 confers FHB
resistance in diverse wheat genetic backgrounds
without yield penalty and Fhb7 is able to bio-
chemically detoxify trichothecene mycotoxins
produced by multiple Fusarium species, which
highlights the value of Fhb7 in combating FHB
and reducingDONcontamination inwheat and
other cereal crops through breeding.
The epoxides at the C12/13 of trichothecene

mycotoxins are the key contributors to their
toxicity. However, to date, genes or proteins
with de-epoxidation function have not been
identified (3). Fusarium species can reduce
DON toxicity by adding an acetyl group on
the hydroxyl group at C3 and C15, forming
3-ADON and 15-ADON, respectively; however,
the reduction of cytotoxicity for these DON
derivatives is modest in plant cells (3). In
planta, glucosylation at C3 has been docu-
mented to detoxify DON by forming DON-
3-glucoside (D3G), which is reversible in
animals, causing release of DON during di-
gestion (29). Here, beyond our identification
of an FHB resistance gene, the broad detoxifi-
cation spectrumof Fhb7 throughde-epoxidation
of trichothecenes suggests the potential utility
of the GST enzyme in the biomedicine, feed,
and food industries in addition to reducing
DON content in wheat grain.
HGT, the transfer of genes between non-

mating species, is thought to occur frequently
in prokaryotes, but much less so in eukaryotes
(30). There is accumulating evidence illustrat-
ing instances of HGT events involving bacteria
or the organellar genomes of another plant as
donor (31). For instance, two Agrobacterium
geneswere found to be inserted in the genome
(with transfer DNA borders) of a cultivated
sweet potato [Ipomoea batatas (L.) Lam.], re-
vealing a naturally occurring transgenic food
crop (32). However, there is little evidence for
HGT events involving nuclear DNA trans-
mission from fungi or other eukaryotes, and
such transmission has been thought to be in-
significant (33). Fundamentally, our results
highlight the roles that FP-HGT has had in
shaping plant genomes, which advances the
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knowledge on disease resistance gene evolu-
tion and opens a new avenue for the identi-
fication of plant resistance genes.
The endophyticNeotyphodium andEpichloë

fungi often form mutualistic symbiotic asso-
ciations with forage grasses and offer hosts
bioprotective benefits against pathogens and
abiotic stresses, presumably owing to the
fungus-mediated anabolism and catabolism
of various natural product compounds (34).
Here, we showed that the GST encoded by
Fhb7 is conserved in Epichloë species and is
able to detoxify the trichothecene mycotoxins
secreted by Fusarium species. Thus, transfer
of this fungal gene into a plant genome could
be beneficial to plants, perhaps even eliminat-
ing the need for the symbiotic association per
se. The finding of Fhb7-mediated resistance to
both FHB and crown rot diseases further em-
phasizes the importance of this HGT in ben-
efiting the perennial Th. elongatum, which is

perhaps reflected by constitutive expression
of Fhb7 in all examined tissues. However, the
molecularmachinery that enabled the FP-HGT
of Fhb7 and the nature of the promoter evo-
lution underlying the expression of Fhb7 re-
main to be elucidated.

Methods summary

TheTh. elongatum genomewas first sequenced
by Illumina short-read sequencing and was
de novo assembled using the software pack-
age DeNovoMAGICTM3.0. PacBio SMRT long
reads were used to fill the gaps in the assem-
bly and Bionano optical maps were then used
to correct and extend the scaffold sequences.
The assemblywas anchored into seven pseudo-
chromosomes using Hi-C data. The assembly
was validated using independent BAC se-
quences, genetic maps of related species, and
commonly used software programs. Genes,
repetitive DNA, and other genomic features

in the assembly were annotated to reveal the
landscape of the species and to examine their
relationship with wheat and other related spe-
cies by in-depth comparative analyses. Genetic
markers in the Fhb7 region were developed
by means of the reference genome sequence
and used to screen recombinants for finemap-
ping to identify the Fhb7 candidate gene. The
candidate gene was functionally validated
by virus-induced gene silencing, EMS-induced
mutation, and transgenic approaches. FHB
resistance was evaluated by inoculation of
Fusarium conidial suspensions on wheat
spikes, leaves, or crowns. LC-HRMS(/MS) anal-
ysis was used to infer the biochemical structure
of trichothecene-glutathione adducts catalyzed
by Fhb7. Fhb7 was introgressed into diverse
wheat backgrounds using distant hybridization
and conventional breeding, and the presence
of alien chromatin in wheat was validated by
genomic in situ hybridization.
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Fig. 3. Application prospects for Fhb7 in wheat resistance breeding. (A) Genomic
in situ hybridization analysis (left panel) showing a translocation of the distal
region of 7E (containing Fhb7) from an E genome donor into wheat. Scale bar,
20 mm. Also shown are images of Fusarium-infected spikes (middle panel)
and crown rot (right panel) of LX99 NILs contrasting in Fhb7. (B) FHB resistance of
Fhb7 in eight different wheat genetic backgrounds evaluated at 21 d after inoculation
in field conditions. (C) Crown rot phenotypes were recorded as the death ratio
after growth in soil containing F. pseudograminearum at 30 days postinfection.

(D) Field plant photographs of two Fhb7(+) NILs and one Fhb7(–) NIL in the LX99
background. (E) Comparison of the yield traits among the two Fhb7(+) NILs and
one Fhb7(–) NIL in the LX99 background evaluated in the 2017 field experiment.
FLL, flag leaf length (cm); FLW, flag leaf width (cm); SL, spike length (cm); KPS,
kernels per spike; IS, infertile spikelets; GL, grain length (mm); GW, grain width
(mm); TGW, thousand grain weight (g). (F) Comparison of the grain yield among
eight Fhb7 translocation lines in different wheat genetic backgrounds. The grain yield
was measured from a 1-m2 plot in the 2017 and 2018 field experiments.
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WATER RESOURCES

Global threat of arsenic in groundwater
Joel Podgorski1,2* and Michael Berg1,3*

Naturally occurring arsenic in groundwater affects millions of people worldwide. We created a global
prediction map of groundwater arsenic exceeding 10 micrograms per liter using a random forest
machine-learning model based on 11 geospatial environmental parameters and more than 50,000
aggregated data points of measured groundwater arsenic concentration. Our global prediction map
includes known arsenic-affected areas and previously undocumented areas of concern. By combining the
global arsenic prediction model with household groundwater-usage statistics, we estimate that
94 million to 220 million people are potentially exposed to high arsenic concentrations in groundwater,
the vast majority (94%) being in Asia. Because groundwater is increasingly used to support growing
populations and buffer against water scarcity due to changing climate, this work is important to raise
awareness, identify areas for safe wells, and help prioritize testing.

T
he natural, or geogenic, occurrence of
arsenic in groundwater is a global prob-
lem with wide-ranging health effects for
humans and wildlife. Because it is toxic
and does not serve any beneficial meta-

bolic function, inorganic arsenic (the species
present in groundwater) can lead to disorders
of the skin and vascular and nervous systems,

as well as cancer (1, 2). The major source of
inorganic arsenic in the diet is through arsenic-
contaminated water, although ingestion through
food, particularly rice, represents another im-
portant route of exposure (3). As a consequence,
the World Health Organization (WHO) has set
a guideline arsenic concentration of 10 mg/liter
in drinking water (4).
At least trace amounts of arsenic occur in

virtually all rocks and sediments around the
world (5). However, in most of the large-scale
cases of geogenic arsenic contamination in
groundwater, arsenic accumulates in aquifers
composed of recently deposited alluvial sedi-
ments. Under anoxic conditions, arsenic is
released from the microbial and/or chemical
reductive dissolution of arsenic-bearing iron(III)
minerals in the aquifer sediments (6–9). Un-

der oxidizing, high-pH conditions, arsenic
can also desorb from iron and aluminum
hydroxides (10). Furthermore, aquifers in
flat-lying sedimentary sequences generally
have a small hydraulic gradient, causing ground-
water to flow slowly. This longer groundwater
residence time allows dissolved arsenic to ac-
cumulate and its concentration to increase.
Other processes responsible for arsenic release
into groundwater include oxidation of arsenic-
bearing sulfide minerals as well as release from
arsenic-enriched geothermal deposits.
That arsenic is generally not included in the

standard suite of tested water quality param-
eters (11) and is not detected by the human
senses means that arsenic is regularly being
discovered in new areas. Since one of the
greatest occurrences of geogenic groundwater
arsenic was discovered in 1993 in the Bengal
delta (5, 12, 13), high arsenic concentrations
have been detected all around the world, with
hot spots including Argentina (14–17), Cam-
bodia (18, 19), China (20–22), India (23–25),
Mexico (26, 27), Pakistan (28, 29), the United
States (30, 31), and Vietnam (32, 33).
To help identify areas likely to contain high

concentrations of arsenic in groundwater, sev-
eral researchers have used statistical learning
methods to create arsenic predictionmaps based
on available datasets of measured arsenic con-
centrations and relevant geospatial parameters.
Previous studies have focused on Burkina Faso
(34), China (21, 35), South Asia (29, 36), South-
east Asia (37), the United States (31, 38, 39), and
the Red River delta in Vietnam (33), as well as
sedimentary basins around the world (40). The
predictor variables used in these studies gener-
ally include various climate and soil parame-
ters, geology, and topography (table S3).
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Fig. 1. Arsenic concentrations, excluding those known to originate from a depth greater than 100 m. Values are from the sources listed in table S1. The
geographical distribution of data is indicated by continent.



Taking advantage of the increasing avail-
ability of high-resolution datasets of relevant
environmental parameters, we use statistical
learning to model what to our knowledge is
the most spatially extensive compilation of
arsenic measurements in groundwater as-
sembled, which makes a global model possi-
ble. To focus on health risks, we consider the
probability of arsenic in groundwater exceeding
theWHOguideline. For this,wehave chosen the
random forest method, which our preliminary
tests showed to be highly effective in address-
ing this classification problem. We use the re-
sulting model to produce themost accurate and
detailed global prediction map to date of geo-
genic groundwater arsenic, which can be used
to help identify previously unknown areas of
arsenic contamination as well as more clearly

delineate the scope of this global problem and
considerably increase awareness.

Results
Random forest modeling

We aggregated data from nearly 80 studies of
arsenic in groundwater (see table S1 for refer-
ences and statistics) into a single dataset (n >
200,000). Averaging into 1-km2 pixels resulted
inmore than 55,000 arsenic data points for use
inmodeling based on groundwater samples not
known to originate from greater than 100-m
depth (Fig. 1).
To create the simplest and most accurate

model, an initial set of 52 potentially relevant
environmental predictor variables was itera-
tively reduced in consideration of their rela-
tive importance and impact on the accuracy

of a succession of random forest models. The
final selection of 11 predictor variables (table
S2) includes several soil parameters (topsoil
clay, subsoil sand, pH, and fluvisols), all of
the climate variables (precipitation, actual
and potential evapotranspiration, and com-
binations thereof, as well as temperature),
and the topographic wetness index. By con-
trast, none of the geology variables proved to
be statistically important. This is not to imply
that geology does not play a role in geogenic
arsenic accumulation, but rather that the par-
ticular geology variables tested were not as
relevant as the other variables. This may be
due to the coarse nature of the geologicalmaps,
which are standardized for the entire world.
Although the number of predictor variables
was reduced by nearly 80%, both the area
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Fig. 2. Global prediction of groundwater arsenic. (A to F) Modeled probability of arsenic concentration in groundwater exceeding 10 mg/liter for the entire globe
(A) along with zoomed-in sections of the main more densely populated affected areas (B) to (F). The model is based on the arsenic data points in Fig. 1 and the predictor
variables in table S2. Figs. S2 to S8 provide more detailed views of the prediction map.
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under the curve (AUC, 0.89) andCohen’s kappa
statistic (0.55) remained unchanged.
The final random forest model was created

based on the compiled global dataset of high
and low arsenic concentrations along with the
11 predictor variables. The standard number of
variables to be made available at each branch
of each tree is between three and four (see
methods). Because our tests showed the value
of three performing better than four and higher
values (though error and performance rates
varied only within ~1%), we set this parameter
to three. The global map produced from this
model is displayed in Fig. 2A along with more
detailed views of the more populated affected
continental regions shown in Fig. 2, B to F. It
indicates the probability of the concentration
of arsenic in groundwater in a given 1-km2 cell
exceeding 10 mg/liter. The uncertainty of the
model is inherent in the probabilities them-
selves, because they are simply the average of
the votes or predictions of high or low values
of each of the 10,001 trees grown. That is, each
tree casts a vote of 0 or 1 (“no” or “yes” to As >
10 mg/liter) for each cell based on the values of
the predictor variables in that cell. Figures S2

to S8 also provide more detailed views of the
prediction map for each of the inhabited
continents.
The importance of each of the 11 predictor

variables in terms of mean decrease in ac-
curacy and mean decrease in the Gini index
is listed in fig. S1. Relative to the initial set of
52 variables, the values of these two statistics
for most of the 11 final predictor variables ap-
pear to fall within a fairly narrow range, in-
dicating comparable importance. Exceptions
include fluvisols and soil pH, which have
somewhat greater importance, and temper-
ature, which, according to both statistics, is
the least important of the 11 variables. Soil
pH was also found to be an important pre-
dictor variable in arid, oxidizing environments
in Pakistan (29). Although widespread arsenic
dissolution occurs in Holocene fluvial sedi-
ments (5–7, 9, 37), this geological epoch has
not been consistently mapped around the
world. However, the global dataset of fluvisols
provides a very suitable alternative (29), which
may even bemore appropriate because fluvisols
by definition encompass recent fluvial sedi-
ments and not, for example, aeolian Holocene

sediments that are generally not relevant for
arsenic release. The generally high model im-
portance of climate variables, as evidenced by
them all being selected for the final model,
highlights the strong control that climate has
on arsenic release in aquifers. In particular,
precipitation and evapotranspiration have a
direct role in creating conditions conducive
for arsenic release under reducing condi-
tions (e.g., waterlogged soils) as well as high
aridity associated with oxidizing, high-pH
conditions.
The performance of the random forest

model on the test dataset (20% of the data,
which was randomly selected while maintain-
ing the relative distribution of high and low
values) is summarized in the confusionmatrix
in Table 1. Despite a prevalence of high values
(>10 mg/liter) of only 22% in the dataset, the
model performs well in predicting both high
values (sensitivity: 0.79) and low values (spec-
ificity: 0.85) at a probability cutoff of 0.50. The
average of these two figures, known as balanced
accuracy, is correspondingly high at 0.82. Like-
wise, the model’s AUC, which considers the full
range of possible cutoffs, has a very high value
of 0.89 with the test dataset (Table 1). For
comparison, the AUC of a random forest using
all 52 original predictor variables is also 0.89.
The model was also tested on a dataset of

more than 49,000 arsenic data points origi-
nating from known depths greater than 100m
(average 562 m, standard deviation 623 m).
Although the model was not trained on any
measurements from these depths and the fact
that only surface parameters were used as pre-
dictor variables, the model nevertheless per-
formed quite well in predicting the arsenic
concentrations of these deep groundwater
sources, as evidenced by an AUC of 0.77.

Regions and populations at risk

Areas predicted to have high arsenic concen-
trations in groundwater exist on all continents,
withmost being located in Central, South, and
Southeast Asia; parts of Africa; and North and
SouthAmerica (Fig. 2 and figs. S2 to S8). Known
areas of groundwater arsenic contamination
are generally well captured by the global arsenic
predictionmap, for example, parts of thewestern
United States, central Mexico, Argentina, the
Pannonian Basin, Inner Mongolia, the Indus
Valley, the Ganges-Brahmaputra delta, and
the Mekong River and Red River deltas. Areas
of increased arsenic hazard where little con-
centration data exist include parts of Central
Asia, particularly Kazakhstan, Mongolia, and
Uzbekistan; the Sahel region; andbroad areas of
the Arctic and sub-Arctic. Of these, the Central
Asian hazard areas are better constrained, as
evidenced by higher probabilities.
Probability threshold values of 0.57 from

the sensitivity-specificity comparison and 0.72
from the positive predictive value (PPV)–negative
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Fig. 3. Proportions of land area and population potentially affected by arsenic concentrations in
groundwater exceeding 10 mg/liter by continent.

Table 1. Confusion matrix and other statistics summarizing the results of applying the random
forest model to the test dataset at a probability cutoff of 0.50.

Model output Value

Predicted As ≤ 10 mg/liter
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Measured As ≤ 10 mg/liter 7710
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Measured As > 10 mg/liter 555
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Predicted As > 10 mg/liter
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Measured As ≤ 10 mg/liter 1394
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Measured As > 10 mg/liter 2037
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Sensitivity 0.79
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Specificity 0.85
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PPV 0.59
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

NPV 0.93
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Prevalence 0.22
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Balanced accuracy 0.82
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Cohen’s kappa 0.55
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

AUC 0.89
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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predictive value (NPV) comparison were found
using the full dataset (combined training and
test datasets) of arsenic concentrations. The
proportions of high modeled arsenic hazard
by continent associated with each of these
probabilities are shown in Fig. 3. Global maps
of the potentially affected population in the
risk areas, as determined by these two thresh-
olds, are shown in Fig. 4. As described in the
methods, these maps were then used to esti-
mate the population potentially affected by
drinking groundwater with arsenic concen-
trations exceeding 10 mg/liter.
The resulting global arsenic risk assessment

indicates that about 94 million to 220 million
people around the world (of which 85 to 90%
are inSouthAsia) arepotentially exposed tohigh
concentrations of arsenic in groundwater from
their domestic water supply (tables S4 and S5).
This range is consistentwith the previousmost
comprehensive literature compilations, that is,
140 million people (41) and 225 million people
(42). Household groundwater-use statistics
were not available for ~6 to 8% of the affected
countries (depending on the cutoff), for which
the less detailed statistics derived from the
AQUASTAT database of the Food and Agricul-
ture Organization of the United Nations were
used instead (seemethods for details). To deter-
mine the amount of error that using these
more general groundwater-use statistics might
introduce to the overall population figures,
the global potentially affected populations
were recalculated with these countries’ (those
lacking household groundwater-use statistics)
groundwater-use rates set to the extreme values
of 0 and 100%. Because this applied to relatively
few countries and arsenic-affected areas, doing
so affected the overall global population figures
by an inconsequential amount (±0.1%), indicat-
ing that using the AQUASTAT groundwater-
use rates, where necessary, is an acceptable
approximation.
This estimate of risk takes into account

only the proportion of households utilizing
unprocessed groundwater and assumes uniform
rates throughout the urban and nonurban areas
of each country. The uncertainties of these rates
are unknown. The population in each cell was
reduced by the uncertainty of the cell’s predic-
tion, which is justified based on the heteroge-
neity inherent in the accumulation of arsenic in
an aquifer, which is generally at a much finer
scale than that of the 1-km2 resolution of the
arsenic hazard map. Because the arsenic pre-
diction for a cell represents the average outcome
for that cell, we can take themodeledprobability
as a first-order approximation of the proportion
of an aquifer in that cell containing high arsenic
concentrations. Only cells exceeding the proba-
bility threshold (i.e., 0.57 or 0.72) were con-
sidered. The global estimate of 94 million to
220million people potentially affected by con-
suming arsenic-contaminated groundwater is

Podgorski et al., Science 368, 845–850 (2020) 22 May 2020 4 of 6

Fig. 4. Estimated population at risk. (A to L) Population in risk areas potentially containing aquifers
with arsenic concentrations >10 mg/liter using probability cutoffs of 0.57 (A), at which sensitivity
and specificity are equal [inset in (A)] as applied to the full (training and test) dataset, and 0.72 (G),
at which PPV and NPV are equal [inset in (G)] using the full dataset. The detailed areas of Fig. 2 are also
repeated here for both models (B) to (F) and (H) to (L).
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broken downby continent and country in tables
S4 and S5, respectively, and represents the
most accurate and consistent global estimate
available.

Discussion

The accuracy of the global groundwater arsenic
predictionmodel presented here, as indicated,
for example, with an AUC of 0.89 calculated
with the test dataset, exceeds that found in
previous arsenic prediction studies (table S3).
The dominance of climate and soil parame-
ters in the final model is indicative of their
direct influence or at least strong association
with the processes of arsenic accumulation in
groundwater.
With respect to previous arsenic prediction

maps of global sedimentary basins (40, 43),
the new model represents a substantial ad-
vancement on a few different levels. First, the
new model presented here provides predic-
tions for all areas of the inhabited continents,
whereas the previous first-generation statisti-
cal model covered only about half of the land
areas. In addition, a 10-fold increase in mea-
surement points has allowed arsenic concen-
trations to be incorporated from many more
areas of the globe. The greatly expanded avail-
ability and quality of global predictor datasets
over the past 10 years has enabled new variables
to be considered, such as soil type (e.g., fluvisols),
as well as provided a 10- to 60-fold greater
spatial resolution (i.e., 30 arc-sec versus 5 to
30 arc-min). However, the presence of high
arsenic in groundwater at a given location is of
course predicated on the existence of an aquifer
in the first place, which may not be so in the
case of unfractured solid rock, steep terrain, or
very dry conditions. Models are only as good
as the data onwhich they are based. As accurate
as the new arsenic model is, it could be further
improved as more arsenic data and more de-
tailed predictor datasets come into existence.
Particularly in sedimentary aquifers, arsenic

concentration is often highly dependent on
depth, that is, on specific sedimentary sequen-
ces that differ in the concentration of arsenic
in sediments as well as the geochemical con-
ditions conducive to arsenic release. To better
characterize this relationship in a given sedi-
mentary basin, detailed depth information of
groundwater samples would need to be incor-
porated in a separate basin-level study. Unfor-
tunately, it is not feasible in a global-scale
study to account for all of the diversity of the
sedimentary basins of the world, especially
because depth information of groundwater
samples is often not available. As such, we
have relied on a statistical analysis of model
performance against depth ranges of samples
(where present) to determine model sensitiv-
ity to depth.
Our approach in the risk assessment of po-

tentially affected populations is relatively dis-

cerning and/or conservative. As such, the
resulting population estimates may in some
cases be lower than those found in earlier
studies. One reason for this is that we used
country-specific statistics of rural and urban
domestic groundwater usage, which allowed
us to subtract the proportion of the population
that uses surface water, tap water, or other
sources. This was not the case, for example, in
a previous study of China that estimated that
19.6 million people were affected in the coun-
try (21), whereas our estimate is considerably
lower at 4.3 million to 12.1 million. Further-
more, we consider only areas in which the prob-
ability of high arsenic exceeds the statistically
determined cutoffs, that is, 0.57 and 0.72. Taking
the United States as an example, applying this
criterion left only 0.2 to 2% of the area of the
country over which to sum the potentially af-
fected population (≤0.21 million, this study).
In a previous arsenic risk assessment of the
United States (31), the entire country was used
to estimate affected population (2.1 million),
that is, not only the high-risk areas.
The actual proportion of groundwater usage

varies spatially throughout a country, and so
more detailed usage statistics beyond only
urban versus rural would improve the accuracy
of a risk assessment. In addition, more ground-
water samples (ideally including depth infor-
mation) from areas that currently have poor
coverage would benefit future modeling efforts
by allowing the model to be better adapted to
those areas.
The presented arsenic probability maps

should be used as a guide to further ground-
water arsenic testing, for example, in Central
Asia, the Sahel, and other regions of Africa.
Only actual groundwater quality testing can
definitively determine the suitability of ground-
water with respect to arsenic, particularly
because of small-scale (<1 km) aquifer hetero-
geneities that cannot bemodeledwith existing
global datasets (9, 44). The hazard maps high-
light areas at risk and provide a basis for
targeted surveys, which continue to be impor-
tant. The already large number of people po-
tentially affected can be expected to increase
as groundwater use expands with a growing
population and increasing irrigation, especially
in the light of water scarcity associated with
warmer and drier conditions related to climate
change. The maps can also help aid mitigation
measures, such as awareness raising, coordi-
nation of government and financial support,
health intervention programs, securing alter-
native drinking water resources, and arsenic
removal options tailored to the local ground-
water conditions as well as social setting.
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DEVICE TECHNOLOGY

Aligned, high-density semiconducting carbon
nanotube arrays for high-performance electronics
Lijun Liu1*, Jie Han1*, Lin Xu1, Jianshuo Zhou1, Chenyi Zhao1, Sujuan Ding2,3, Huiwen Shi1,
Mengmeng Xiao1, Li Ding1, Ze Ma1, Chuanhong Jin2,3, Zhiyong Zhang1,2,4†, Lian-Mao Peng1,2,4†

Single-walled carbon nanotubes (CNTs) may enable the fabrication of integrated circuits smaller than
10 nanometers, but this would require scalable production of dense and electronically pure semiconducting
nanotube arrays on wafers. We developed a multiple dispersion and sorting process that resulted in
extremely high semiconducting purity and a dimension-limited self-alignment (DLSA) procedure for
preparing well-aligned CNT arrays (within alignment of 9 degrees) with a tunable density of 100 to 200 CNTs
per micrometer on a 10-centimeter silicon wafer. Top-gate field-effect transistors (FETs) fabricated on the
CNT array show better performance than that of commercial silicon metal oxide–semiconductor FETs with similar
gate length, in particular an on-state current of 1.3 milliamperes per micrometer and a recorded transconductance
of 0.9 millisiemens per micrometer for a power supply of 1 volt, while maintaining a low room-temperature
subthreshold swing of <90 millivolts per decade using an ionic-liquid gate. Batch-fabricated top-gate
five-stage ring oscillators exhibited a highest maximum oscillating frequency of >8 gigahertz.

T
he development of modern integrated
circuits (ICs) has required scaling of
field-effect transistors (FETs) to provide
increased density, performance, and en-
ergy efficiency (1). Ultrathin semicon-

ducting channels with high carrier mobility
minimize the short-channel effect in aggres-
sively scaled FETs (such as sub–10 nm technol-
ogy nodes) (2). Single-walled carbon nanotubes
(CNTs) can be 10 times as energy-efficient as
conventional complementary metal oxide–
semiconductor (CMOS) FETs because electron
transport is ballistic, and CNTs have excellent
electrostatic properties (2–5). Furthermore,
prototype transistors built on individual CNTs
with gate lengths as short as 5 nm outperform
Si CMOS transistors in terms of both intrinsic
performance and power consumption (5).
However, CNT FETs with real performance

exceeding that of Si CMOS FETs have not been
realized at similar technology nodes because
CNT materials available for research are still
far from ideal for electronics. As a building
block for high-performance digital electronics,
the extremely scaled CNT FET (with a channel
width of several tens of nanometers; Fig. 1A)
should containmultiple semiconducting CNTs
in the channel to provide sufficient driving
ability (2–6). A high-density aligned semi-
conducting CNT array is required as the chan-
nel material for fabricating large-scale ICs.

The ideal material system is well established
to be aligned CNT (A-CNT) arrays with a well-
defined and consistent 5- to 10-nm pitch (100
to 200 CNTs/mm), a semiconducting purity es-
timated to be >99.9999%, and a narrow diam-
eter distribution around 1.5 nm (Fig. 1B) (3).
Although A-CNTs have been produced

through chemical vapor deposition (CVD)
growth of nanotubes on quartz or sapphire
with high density (up to 100 CNTs/mm) or high
semiconducting purity obtained through post-
treatment (up to 99.9999%) (7–9), arrays with
both high density and high purity have not yet
been demonstrated. As a result, FETs built on
CVD-grown CNT arrays suffer from either a
low current on/off ratio (because of low purity)
or a lowdriving current (because of lowdensity)
(2, 3). Also, each device based on CVD-grown

CNT arrays contains an undefined number
of nanotubes, also known as an inconsistent
pitch, which contributes to large device-to-
device variation (2, 10, 11).
“Purified-and-placed” solution-processed

CNT materials can provide CNTs with high
semiconducting purity. This approach is sim-
ple and scalable, and it could provide wafer-
scale assembly capability (12–18), but challenges
remain. The current level of semiconducting
purity of 99.99%must be improved to 99.9999%
by further sorting CNTs and upgrading the
purity characterization method. The solution-
derived CNTsmust be aligned into arrays with
a 5- to 10-nm consistent pitch and full wafer
coverage (2, 3, 5, 18, 19). A variety of methods
have been developed to assemble solution-
processed CNTs into arrays on substrates
(20–25).
Arnold and colleagues (20, 21) reported a

method to produce CNT arrays with a density
of 47 CNTs/mm and built quasi-ballistic FETs
with a high on-state current. However, the
FETs thus fabricated suffered from low trans-
conductance (0.1 mS/mm) because of low CNT
density and poor gate efficiency, and the CNT
arrays used had a strip-like shape that could
not fully cover the substrate. Additionally,
high-density and full-coverage CNT arrays
have been prepared through methods such
as the Langmuir-Schaefer–basedmethod (23)
or the vacuum filtrationmethod (26). However,
the CNT arrays thus obtained typically have a
very high CNT array density of >400 CNTs/mm,
resulting in a low on-state performance (in
terms of transconductance gm and on-state cur-
rent Ion per tube) and a low current on/off ratio
because of inefficientmetal contactswithCNTs
as well as serious screening effects from del-
eterious intertube interactions (3, 21, 27). To
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Fig. 1. Transistor structure and material target for CNT FET–based digital IC technology. (A) Schematic
diagram showing a CNT-based top-gate FET with an ideal 5- to 10-nm CNT pitch. S, source; D, drain.
(B) Semiconducting purity versus density of CNT arrays. The utility region is marked as a blue hollow box,
and our results are located in the pink region, with a typical one marked as a red star. The extracted
data (blue rectangles and orange diamonds) are listed in table S1 (7–9, 17, 20–23, 29, 32–44).
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Fig. 2. Preparation and characterization of an A-CNTarray. (A to D) Schematic
images showing the process of preparing a wafer-scale A-CNT array. (E) Optical
image showing the dip-coating setup used for coating CNTs on a 4-inch silicon
wafer. (F to H) SEM images showing an as-deposited CNT array obtained using an
optimal CNT solution concentration (40 mg/ml) at different magnifications.
(I) Cross-section TEM image of a CNT array obtained using the highest CNT
solution concentration of 60 mg/ml. The CNTs clearly show a density of at least
200 CNTs/mm (<5 nm pitch); even at this high CNT density, our CNT arrays still

present a good monolayer property, which is crucial for electronics applications.
(J) Diameter distribution of 200 CNTs measured by TEM. (K) Polarized Raman
spectra of CNTs for different incident angles d. The polarization angle of the
incident light was changed through rotating a l/2 wave plate during the
measurements, and the reference (zero angle) is not exactly parallel to the CNT
array. Inset: The Raman intensity is extracted and fitted in polar coordinates.
(L) Benchmarking of the degree of alignment as a function of CNT density. All data
used here are listed in table S2 (9, 20, 23, 25, 49, 50).
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date, as themost important performancemetric
for FETs (28), the value of gm in all fabricated
FETsbasedonCNTarrays is usually<0.4mS/mm
(29), versus 0.5 mS/mm for Si CMOS FETs at a
similar characteristic length. As a result, the
stage delay of A-CNT ICs (consisting of FETs
with a 100-nm channel length) measured with
a ring oscillator (RO) was ~355 ps (30), which
is at least one order of magnitude slower than
that of similar silicon ICs or randomly oriented
CNT film ICs of similar size (15, 16, 31).
Here, we report a multiple-dispersion sort-

ing process to achieve a solution containing
CNTswith a diameter distribution of 1.45 ±0.23
nm and a semiconducting purity of >99.9999%
according to a series of spectroscopy charac-
terizations (fig. S1) and electrical measurements
of 1300 FETs containing at least 2million CNTs
(figs. S2 to S4). A dimension-limited self-
alignment (DLSA) procedure was developed
to prepare well-aligned CNT arrays on a
4-inch (10 cm) wafer with a tunable density
ranging from 100 to 200 CNTs/mm, which
meets the fundamental requirements for
CNTs to be useful for large-scale (but not
industrial) IC fabrication as shown in Fig. 1B
(7–9, 17, 20–23, 29, 32–44). The FETs and ICs
based on the DLSA-processed A-CNT arrays
with optimized structure and process exhibit
real performance exceeding that of conven-
tional Si CMOS transistors.

Semiconducting CNT arrays with ultrahigh
purity and tunable density
In our multiple-dispersion sorting process for
preparing CNTs of ultrahigh semiconducting
purity (fig. S1) (45), raw CNTs are dispersed
and sorted in toluene solvent by using conju-
gated PCz (poly[9-(1-octylonoyl)-9H-carbazole-
2,7-diyl]) molecules (shown schematically in
fig. S1A) (46). This method was previously
demonstrated to provide high selectivity for
semiconducting CNTs (see the absorbance
spectrum of PCz-sorted CNTs in toluene sol-
vent in fig. S1D), with diameters narrowly
distributed around 1.5 nm (46). After washing
with tetrahydrofuran, the PCz-wrapped semi-
conducting CNTs were then redispersed in
1,1,2-trichloroethane (fig. S1C), and these pro-
cesses were repeated twice. The second and
third dispersion processes were crucial for
removing excess PCz molecules to provide
high electrical quality and monodispersed
CNTs and to prevent the formation of CNT
aggregates in solution, which was important
for the subsequent alignment of CNTs into
arrays. During each of the repeated dispersion
processes, semiconducting CNTs could be fur-
ther selected and purified (see fig. S1D for the
absorbance spectra of redispersed CNTs in the
target solvent) to achieve an extremely high
semiconducting purity of >99.9999% (after
multiple dispersion) according to statistical

electrical characterization of a total of 1300
wide-channel A-CNT FETs (figs. S2 to S4) (45).
The purity of the resulting CNTs could in
principle be further improved by increasing
the number of dispersion processes.
We developed a DLSA procedure to assem-

ble A-CNT arrays on a 4-inch wafer (Fig. 2, A
to D). After a wafer was vertically inserted in
the CNT solution, a thin layer was formed on
the top surface by dropping 40 ml of 2-butene-
1,4-diol (C4H8O2) close to the wafer, and this
layer quickly spread around thewafer [see (45)
for selection criteria of the top layer (C4H8O2)
and more details on DLSA]. The possible for-
mation of hydrogen bonds (Fig. 2A) between
PCzmolecules (N atoms) and C4H8O2 (H atoms
in hydroxyl) allowed the PCz-wrapped CNTs
with three-dimensional random orientations
in the lower solvent to randomly walk into the
surface region and become confined on the
two-dimensional interface between the C4H8O2

and the 1,1,2-trichloroethane solution. As the
wafer was slowly pulled out (Fig. 2C), those
CNTs confined on the interface then assembled
onto the wafer surface through the strong
affinity of C4H8O2 and SiO2. CNTs were self-
assembled along the contact line (horizontal
orientation) between the wafer and interface
by dimension-limited rotational degrees of
freedom (20, 22), hence the name DLSA for
this process.
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Fig. 3. Characteristics and bench-
marking of A-CNT array–based
top-gate FETs. (A) SEM image with a
detailed channel region and top-view
structure of a typical CNT FET.
(B and C) Transfer characteristics
(B) and output characteristics (C) of
the CNT FET. (D) Low-bias (Vds =
–0.1 V) linear region conductance
Gon and peak transconductance gm in
the saturated region (Vds = –1 V),
showing very high on-state performance
of the device. (E) Benchmarking
of gm versus Lg of our results with
reported champion CNT FETs and
conventional commercial Si PMOS tran-
sistors (15, 21, 29, 31, 32, 53–55).

RESEARCH | RESEARCH ARTICLE



The CNTs in the 1,1,2-trichloroethane solu-
tion did not adhere to the surface of the Si/
SiO2 wafer (fig. S5), which is the precondition
for the DLSA method to work. Unlike the pre-
viously reported floating evaporative self-
assembly method (20, 21), the DLSA method
provided full CNT coverage across the entire
substrate (Fig. 2D) because the CNTs in the
lower 1,1,2-trichloroethane solvent were of
sufficient quantity to serve as a continuous
supply of CNTs to the interface of the binary
liquid system. This solution-based DLSA pro-
cedure can be maintained in quasi-dynamic
equilibrium, and the substrate withdrawal
speed can thus be customized at a suitable
range that depends on the interface absorp-
tion rate of CNTs. The density of the CNT
array can thus be controlled through the CNT
concentration in the 1,1,2-trichloroethane solu-
tion (fig. S6).
An optical image of the dip-coating me-

chanical apparatus for preparingA-CNT arrays
on a 4-inch Si wafer with the DLSA method
is shown in Fig. 2E, with the CNT coverage
region marked in blue. The zoomed-in scan-
ning electron microscopy (SEM) images (Fig.
2, F to H) of the CNT arrays show details of
these arrays, in particular an excellent uni-
formity across hundreds of micrometers (figs.
S7 to S9). The high-resolution SEM image (Fig.
2H) shows a typical CNT array (using a CNT
solution concentration of 40 mg/ml) covered
by a 10-nmHfO2 thin film [grown by atomic-
layer deposition (ALD)], with an optimal CNT
density of ~120CNTs/mm, or tube-to-tube sepa-
ration of 8 nm (fig. S6).
The cross-sectional high-resolution trans-

mission electron microscopy (TEM) image
(Fig. 2I) revealed that the prepared CNT array
remained as amonolayer, evenwhen the array
density was increased to 200 to 250 CNTs/mm
(by using the highest CNT solution concentra-
tion, 60 mg/ml, in 1,1,2-trichloroethane).Mono-
layer formation is crucial to ensure excellent
electrostatic properties for CNT-array FET
applications [atomic force microscope (AFM)
characterization in fig. S10 further verified the
monolayer property of the CNT arrays]. Ex-
tensive characterizations confirmed that the
DLSAmethod can produce the requiredmono-
layer CNT array with a suitable density for
high-performance electronics applications,
which is predicted to be in the range of 100 to
200CNTs/mm(corresponding to a CNT spacing
of 5 to 10 nm) (2, 3). Detailed TEMexamination
of hundreds of CNTs revealed that the CNTs in
the devices had a narrow diameter distribu-
tion of 1.45 ± 0.23 nm (Fig. 2J, measured by
TEM), which lies well within the diameter re-
quirement of 1.2 to 1.7 nm for realizing good
ohmic contacts with relevant n- and p-type
contact metals (2, 47, 48).
The polarized Raman spectra of CNTs for

different incident angles d (Fig. 2K) through

rotating the optics and the Raman intensity
plot in polar coordinates (Fig. 2K, inset) in-
dicate a large intensity ratio of 45 between the
maximum Raman intensity (Imax) and mini-
mum Raman intensity (Imin). This finding
shows that the alignment between CNTs in
the array was excellent at 8.3° [see (45) for
calculation details; see fig. S11 for more in-
formation on the alignment uniformity across
the wafer]. According to the benchmarking of
the degree of alignment (Fig. 2L), the DLSA-
prepared CNT arrays showed a narrower
angular distribution and a higher CNT density
than other reported CNT arrays produced by
different methods (9, 20, 23, 25, 49, 50).

Top-gate CNT-array FETs with performance
exceeding that of silicon FETs

Top-gate FETs were fabricated to explore the
potential of theDLSA-prepared CNT arrays for
electronics applications. Figure 3A shows a SEM
image of a typical top-gate CNT FET [see (45)

and fig. S12 for detailed fabrication process
flow]. Unlike the fabrication of usual CNT
thin-film FETs, cleaning the as-produced CNT
arrays before device fabrication was impor-
tant for DLSA-prepared CNT-array FETs. In
particular, our processes included a 600°C
annealing process and a yttrium oxide–based
coating and decoating process (15, 16, 51). In
addition, we used an asymmetrical partial gate
(with a gate length as short as 100 nm; see
Figs. 1A and 3A) structure to improve the
current on/off ratio at high voltage bias of
–1 V (52). The height fluctuation in our mono-
layer CNT array channel was small (an AFM
height profile is shown in fig. S10), so an ALD-
grown HfO2 gate insulator was thinned down
to 7.3 nm (with a dielectric constant of ~16.8) to
provide a high gate efficiency.
Our DLSA-prepared CNT-array FETs exhib-

ited an on-state current exceeding 1.3 mA/mm
under a bias voltage of –1 V and a low bias
(Vds = –0.1 V) current on/off ratio greater than

Liu et al., Science 368, 850–856 (2020) 22 May 2020 4 of 7

Fig. 4. Ionic-liquid gate CNT-array FETs. (A) Transfer characteristics of a typical FET with Lch = 290 nm.
Inset: Structure diagram of the ionic-liquid FET. (B) SS distribution of 30 ionic-liquid gate devices. Inset: Transfer
characteristics of all 30 FETs. (C) Direct comparison of the transfer characteristics between a CNT-array FET
and a Si high-performance standard PMOS FET (54). (D) Theoretically predicted transfer characteristics
of CNT-array FETs with different interface state densities compared with the experimental results obtained
from a top-gate CNT FET (corresponding to Fig. 3B). Inset: Device structure for both experiment and simulation.
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105 (Fig. 3, B and C). The peak transconduct-
ance gmof the FET reached 0.9mS/mm(atVds =
–1 V; Fig. 3D), which is much higher than that
of all reported CNT-based high-performance
FETs (15, 16, 18, 21, 23–25, 29, 30, 32). Consider-
ing that the CNT density was ~100 CNTs/mm,
the peak gm was converted to ~9 mS per CNT,
which is the highest among all CNT film tran-
sistors (15, 16, 18, 21, 23–25, 29, 30, 32). This
value suggested that the outstanding perform-
ance of the CNT-array FET originated from
contributions of all CNTs in the array, even
for such a high array density. These typical
CNT-array FETs exhibited higher gm than that
of Si FETs with similar gate length, includ-
ing 0.13-, 0.18-, 0.25-, and 0.35-mmnodes (high-
performance standards; Fig. 3E) (31, 53–55).
When benchmarked against other reported
high-performance CNT-based FETs (with cur-
rent on/off ratio at least two orders of mag-
nitude) (15, 21, 29, 32), our device showed not
only much higher gm but also lower sub-
threshold swing (SS) (see fig. S13). The simul-
taneous high gm and low SS resulted from
excellent CNT-array films with high density,
good alignment, and high semiconducting
purity, as well as an optimized device fabri-
cation procedure that leads to very clean
materials, excellent contacts, and a high gate
efficiency for every CNT in the channel.
The SS of the top-gate CNT-array FET

ranged from 100 to 200mV/decade, which is
better than that of most high-performance
CNT-based FETs. However, this value still falls
below the standard SS requirement (below
100 mV/decade) for digital ICs and is much

higher than that based on individual CNTs
with similar gate efficiency (5). One important
factor that contributes to the SS degradation is
the diameter variations of the CNTs in the
arrays used in the FET channels. By a simple
theoretical analysis using the virtual source
model andMonte Carlomethod, we found that
the variation arising from the diameter distri-
bution of our CNTs (1.45 ± 0.23 nm)would only
degrade SS down to ~65 mV/decade for the
top-gate CNT-array FETs (fig. S14). However,
the interface-trapped charge density around
the CNT channel degraded SS because these
trapped chargesmay severely screen the elec-
tric field and lower the gate efficiency.
The effect of the interface-trapped charges

on the SS of a typical FET can be discussed
using the formula

SS ¼ dVg

dðlogIdsÞ

¼ 2:3
mkT

q
≈ 2:3 1þ qNit

Cg

� �
kT

q
ð1Þ

(56), where q is the elementary charge, k is
the Boltzmann constant, T is temperature,
and m is referred to as the ideality factor,
which is determined mainly by the interface
state fixed charge density (Nit) and gate ca-
pacitance Cg. Nit is well established to be on
the order of 1012 eV–1 cm–2 in solution-derived
CNT film FETs (56), which is two orders of
magnitude higher than that in conventional
Si CMOS FETs (57).

This large charge density Nit contributes
to the nonideal subthreshold performance
of the CNT-array FET or large SS. Lowering
Nit during device fabrication is difficult because
it mainly results from the polymer residues
wrapping the CNTs. The most effective way
to improve SS would be to further improve
the gate efficiency (i.e., increase Cg). We thus
constructed ionic liquid (IL)–gated FETs based
on the DLSA-prepared CNT arrays (Fig. 4),
where the electric double layers at the IL/solid
interface act as nanogap capacitors with ex-
tremely large capacitance (58–60) [see (45)
and fig. S15 for the fabrication and measure-
ment setup].
The adoption of an ultrahigh-efficiency IL

gate improved the switching-off property of
CNT-array FETs. In particular, it lowered the
SS of a typical CNT-array FET to 75mV/decade
(Fig. 4A). The SS values of 30 IL-gate devices
were distributed in a narrow range, with an
average value of ~90mV/decade (Fig. 4B), and
the SS values of some devices even approached
the 60 mV/decade theoretical limit at room
temperature. A direct comparison of the trans-
fer characteristics of an IL-gated CNT-array
FET (Lch = 290 nm) and those of a commercial
Si PMOS (p-type metal-oxide semiconductor)
FET with similar gate length (0.25-mm node
with physical gate length of 0.18 mm; Fig. 4C)
(54) showed that the CNT-array FET exhibited
better on-state current and similar off-state
current in a smaller Vgs range than that of the
Si PMOS FET.
Although the IL gate is not suitable for

scalable integration of solid-state devices, it
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Fig. 5. Structure and characteristics
of CNT five-stage ROs. (A) Optical
image of batch-fabricated CNT
five-stage ROs. Scale bar, 1.5 mm.
(B and C) False-colored SEM images of
a RO. The inset of (C) shows the
gate structure of the CNT FET used
for constructing the RO. (D) Power
spectra of 65 CNT ROs under
Vdd = 2.5 V; the inset shows statistical
results of the switching frequency.
(E) Power spectrum from the champion
RO with the highest stage switching
speed of 80.6 GHz. (F) Benchmarking
of the stage delay of our champion
ROs with state-of-the-art “0.18 mm”

silicon inverters and other champion
CNT ROs with similar gate lengths
(15, 16, 31).
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reflects the potential of CNT-array FETs with
enhanced gate efficiency or lowered interface
state density. Quantitative simulations revealed
that if the interface state density could be
lowered to 1011 eV–1 cm–2 (still higher than that
in Si CMOS FETs), then the CNT-array FET
with a solid-state gate dielectric could improve
SS from 190 to 70 mV/decade (Fig. 4D and
table S3) (45).

CNT array–based ring oscillators with a
frequency of >8 GHz

Relative to a randomly oriented CNT film, an
aligned CNT array with high purity and suit-
able density should provide better circuit per-
formance due to notably enhanced current
driving ability as well as smaller intrinsic
capacitance. To demonstrate this, we used
our DLSA-prepared, wafer-scale CNT arrays
to construct high-performance ICs, particu-
larly the RO circuit, which is a special stan-
dard test IC for assessing the performance
and uniformity of new IC technology. We fab-
ricated hundreds of top-gate five-stage ROs in
a 5 mm × 5 mm region [see the optical image
and SEM images in Fig. 5, A to C; see (45) and
fig. S16 for the fabrication process flow] to
directly test the stage propagation delay of
inverters by characterizing the actual switch-
ing frequency of ROs. The top-gate structure
used here was optimized to reduce parasitic
capacitances between the gate and source/
drain (with a 30-nm air gap on each side of
the gate) and to reduce the gate resistance
(tall metal gate) (15, 16).
The channel and gate lengths of the CNT-

array FETs used for constructing ROs were
designed to be 225 and 165 nm, respectively.
Typical output and transfer characteristics of
the FETs are shown in fig. S17, with an on-
state current of ~0.75 mA/mm and a peak gm
of >0.5 mS/mm. We measured 128 five-stage
ROs in one region of thewafer (Fig. 5A), among
which 65 ROs functioned successfully, indicat-
ing a yield of >50%, which is a relatively high
yield among laboratory-fabricatedROs. (15, 30)
The frequency spectra of these ROs are shown
in Fig. 5D; the corresponding oscillating fre-
quency fo ranged from 4.7 to 8 GHz, with
an average RO switching frequency of fo =
6.25GHz under supply voltageVdd = 2.5 V. The
ROs also oscillated well ( fo = 7 GHz) under
much lower Vdd (down to 1.8 V; see fig. S18).
The highest fo reached 8.06 GHz at Vdd =
2.6 V (Fig. 5E), corresponding to a stage-
switching speed of 80.6 GHz and a stage
delay of 12.4 ps.
We benchmarked these results with the ac-

tual speed of several representative types of
IC technologies based on themeasured stage
delay according to different benchmarking
conditions (Vdd or gate length Lg; Fig. 5F and
fig. S18B). The DLSA-prepared CNT array–
based ROs displayed lower gate delays than

all reported nanomaterials-based ROs with
similar gate lengths and under lower Vdd. In
addition, our CNT array–based ICs exhibited
real performance (speed) exceeding that of
conventional Si CMOS ICs under similar gate
lengths (Fig. 5F) (31).

Outlook

We showed, by combiningmultiple-dispersion
sorting and DLSA methods, that well-aligned
(within 9° of alignment), high-purity (better
than 99.9999%), and high-density (tunable
between 100 and 200CNTs/mm) arrays of CNTs
can be prepared on 4-inch silicon wafers with
full wafer coverage; these CNT arrays meet the
fundamental requirements for large-scale fab-
rication of digital ICs. Preliminary demonstra-
tions using DLSA-prepared CNT arrays show
that these CNT-array FETs and ICs outper-
form those of silicon technology with similar
characteristic lengths in several key perform-
ance metrics.
Further development of this CNT-based plat-

form will require optimization of both the
material preparation and corresponding de-
vice fabrication processes. First, further im-
provement of the uniformity of the tube-to-tube
pitch, direction, and diameter of CNTs on a
large scale (such as on an 8-inch wafer) is nec-
essary for ultralarge-scale integration of CNT
ICs, particularly for sub–10 nm technology
nodes. Moreover, the CNTs in the array need
to be further cleaned. A certain amount of
polymer residue remains wrapped around the
CNTs; this prevents the formation of better
contacts with smaller resistance at the source/
drain and contributes to the high interface
charge density (Nit) in the gate stack of CNT
FETs (15, 16, 51). Decoupling the polymer res-
idues from the CNT arrays while not introduc-
ing additional damage is an important issue
for the fabrication of high-performance, high-
reliability transistors using DLSA-prepared
CNT arrays. The adoption of the multilayer
interconnect technology widely used in Si
technology and the optimization of the de-
vice structure would also be expected to
further improve the working speed of CNT-
based ICs.
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TOPOLOGICAL OPTICS

Observation of Floquet solitons in a
topological bandgap
Sebabrata Mukherjee* and Mikael C. Rechtsman*

Topological protection is a universal phenomenon that applies to electronic, photonic, ultracold atomic,
mechanical, and other systems. The vast majority of research in these systems has explored the
linear domain, where interparticle interactions are negligible. We experimentally observed solitons—
waves that propagate without changing shape as a result of nonlinearity—in a photonic Floquet
topological insulator. These solitons exhibited distinct behavior in that they executed cyclotron-like
orbits associated with the underlying topology. Specifically, we used a waveguide array with periodic
variations along the waveguide axis, giving rise to nonzero winding number, and the nonlinearity arose
from the optical Kerr effect. This result applies to a range of bosonic systems because it is described
by the focusing nonlinear Schrödinger equation (equivalently, the attractive Gross-Pitaevskii equation).

T
he discovery of the integer quantumHall
effect (1) and its topological interpreta-
tion (2) initiated extensive research into
exotic topological materials in a wide
variety of platforms (3–14). The predic-

tion of quantum Hall-like states for light (3)
has led to wide interest (15, 16) in the interplay
between topological protection and photonic
properties, especially effects that are not real-
ized for electrons in solids. After its first ob-
servation in a gyromagnetic photonic crystal
at microwave frequencies (4), topological edge
stateswere demonstrated at optical frequencies
in waveguide lattices (5) and in ring resonators
(6). The investigation into topological states
in electromagnetic systems has been largely
limited to the linear domain, where photons
propagate independently, governedbyMaxwell’s
equations. These topological states are described
as a system of noninteracting particles with
topologically nontrivial bands, characterized
by integer-valued invariants such as Chern
numbers.
Among the most fundamental effects in

nonlinear optics is the Kerr effect: a variation

of the refractive index proportional to the local
intensity of light. This intensity-dependent
refractive index is a manifestation of the non-
linear dielectric polarization induced by opti-
cal fields. Thus, at high intensity, photons can
effectively interact, mediated by the ambient
medium. Indeed, the nonlinear Schrödinger
equation describing the propagation of light
through a nonlinear medium is equivalent
to the Gross-Pitaevskii equation, which de-
scribes bosonic interactions in a Bose-Einstein
condensate in the mean-field limit. Hence,
photonic lattices are a natural platform for
studying the interplay of topology and in-
terparticle interactions.
Here, we observed optical spatial solitons

(17–22) in an anomalous Floquet topological
insulator (23–25), realized using a periodi-
cally modulated waveguide lattice. For such
a topological phase, the Floquet driving gives
rise to a nonzero winding number, implying
the presence of topological edge modes (23);
however, the standard topological invariants
(e.g., Chern numbers) are zero (hence the name
“anomalous”). A family of solitons spectrally

resides in the topological bandgap, and during
propagation, the solitons execute cyclotron-
like rotations inherited from the linear host
lattice (we henceforth refer to a soliton in a
topological bandgap as a “topological soliton”).
Consistent with previous theoretical predic-
tions of topological solitons, these solitons
show behavior that arises from the topologi-
cal nature of the system (26–29). Indeed, the
cyclotron-like motion defines the topological
character of the solitons: In the quantum Hall
effect, the cyclotron motion gives rise to the
“skipping orbits” that describe protected edge
states (30). In that sense, these solitons are
of a different nature from that of previously
observed bandgap solitons.
In the presence of the optical Kerr effect,

light propagation through a photonic lattice
with nearest-neighbor evanescent coupling is
describedby the discrete nonlinear Schrödinger
equation, under the paraxial approximation:

i
@

@z
fsðzÞ ¼

X
hs′i

Hss′fs′ � jfsj2fs ð1Þ

where the propagation distance (z) plays the
role of time (z↔ t), andHss′ is the linear tight-
binding Hamiltonian (the summation is over
neighboring sites only). We define |fs|

2 = g|ys|
2

where |ys|
2 is the optical power at the sth

waveguide and g is determined by the non-
linear refractive index coefficient, the effec-
tive area of the waveguide modes, and the
wavelength. At sufficiently low optical power,
the nonlinear term of Eq. 1 is negligible. Here,
we have used the self-focusing nonlinearity
(corresponding to attractive interactions in
the Gross-Pitaevskii equation), which was ex-
perimentally validated for the nonlinear me-
dium used here (31). In the absence of optical
losses, the total energy and the renormalized
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Fig. 1. Photonic implementation of an anomalous Floquet topological insulator. (A) A periodically driven square lattice where the four equal couplings Jm(z)
[m = 1, …, 4] are switched on and off in a cyclic (spatially and z periodic) manner. (B) Schematic showing how this driving protocol is implemented using
three-dimensional waveguide arrays. Only four sites are shown here for one complete driving period, z0. (C) Quasi-energy spectrum in the linear regime
(for the experimentally realized parameters) showing two ungapped bulk bands with zero net Chern number and chiral edge modes. (D) Micrograph of the
facet of a driven photonic square lattice fabricated by femtosecond laser writing.



power (P ≡
P

s|fs|
2) are conserved. Nonlin-

earity in the off-diagonal coupling term is
negligible.
Consider a periodically modulated pho-

tonic square lattice (24, 25, 32) with nearest-
neighbor couplings Jm(z) [m = 1,…, 4] that are
engineered in a cyclic (spatially and z periodic)
manner such that every waveguide is coupled
to only one of its nearest neighbors at a given
propagation distance z (Fig. 1, A and B).
The driving period z0 is split into four equal
steps, and over each quarter of the driving
period, only one of the four couplings is
switched on, with a fixed L = ∫dzJm(z) (the
integral is taken over one coupling opera-
tion). In the linear regime, the quasi-energy
spectrum can be obtained by diagonalizing
the Floquet evolution operator over one period,
defined as

Û ðz0Þ ¼ T exp �i ∫
z0

0
Ĥ ð~zÞd~z

" #
ð2Þ

where T indicates the “time” ordering and
Ĥ ðzÞ ¼ Ĥ ðz þ z0Þ is the periodic linear Ham-
iltonian. This driven lattice supports two
ungapped bulk bands (henceforth referred
to as the bulk band), and the bandwidth is
determined by L: For L = p/2, the bulk band
becomes perfectly flat, and the bandgap closes
at L = {p/4, 3p/4}. To experimentally realize

a weakly dispersive bulk band with an appre-
ciable bandgap, we set L = 1.85 ± 0.05. The
ratio of the bulk bandwidth to the maximal
coupling strength max[J(z)] is estimated to
be ~0.25, which quantifies the flatness of the
band (whereas the bandwidth of a standard
static square lattice is eight times the coupling
strength). Figure 1C showsa spectrumcalculated
for a strip geometry aligned along the vertical
direction and periodic along the horizontal
direction. As a result of the periodicity of
quasi-energy, the edge modes can cross the
bandgap, connecting the top and bottom of
the band structure. A single chiral edge mode
exists above and below the bulk band (prop-
agating in the same direction on a given edge),
which implies that the Chern number of the
bulk band is zero. For such anomalous Floquet
topological insulators (23, 33), the topology
can be captured using a different topological
invariant, thewinding number (31). This scenario
can only arise in the presence of suitable time-
periodic driving; anomalousFloquet topological
insulators have no analog in static systems.
There is only one bandgap in the system
(Fig. 1C), and it is topological.
Using a self-consistency method modified

for Floquet systems (26), we sought localized
nonlinear solutions (solitons) in this modu-
lated photonic square lattice (31). The result is
solitons in the Floquet sense: Because of the
z-periodic driving, the solitons reproduce

themselves after each complete period (up to
a phase factor), althoughmicromotion within
the Floquet cycle is allowed for. The solitons
continuously rotate, performing cyclotron-
like motion (movie S1). Figure 2, B to E, shows
the normalized intensity profile (i.e., |fs|

2/P)
of a soliton at each quarter-period (i.e., z =
{0, 1, 2, 3}z0/4). Figure 2F shows the var-
iation of normalized intensity at the four
sites (1 to 4 in Fig. 2A) where the maximum
optical power of the soliton is supported
during propagation.
The quasi-energy of a soliton is determined

by the overall phase acquired after the propa-
gation of one driving period (e = phase/z0).
The quasi-energy spectrum, plotted as a func-
tion of the renormalized power (Fig. 2G), shows
a family of bandgap solitons (red circles)
bifurcating from the linear band (blue). The
size (i.e., the spatial extent) of the solitons first
decreases as a function of power, showing
maximal localization near the mid-gap quasi-
energy p/z0. When the power is further
increased, these Floquet solitons become de-
localized as they approach the band from the
other side (31)—a behavior unlike that of
standard lattice solitons. In other words, for
a given dispersion of the linear band, the spa-
tial extent of these solitons is determined by
their quasi-energy; solitons closer in energy to
the linear band have a larger spatial extent
(movie S2). Because the solitons are strongly
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Fig. 2. Topological bandgap soliton performing cyclotron-like motion.
(A) Schematic showing the four sites (1 to 4) where the maximum optical power
of a topological soliton is contained during propagation. (B to E) Normalized
intensity profile of a soliton (at P = 0.088 mm–1) rotating counterclockwise
and cycling back to itself after each complete period of driving; the color
map is in log scale. Here, the soliton profile is shown for each quarter
of a complete period—that is, z = {0, 1, 2, 3}z0/4. (F) Variation of

normalized intensity at the four sites [1 to 4 in (A)] showing the dynamics
in a complete period. (G) Quasi-energy as a function of renormalized power,
showing the family of bulk solitons (red circles) on both sides of the linear
modes. (H) A signature of topological solitons: When light is coupled to a
single bulk waveguide, the output intensity pattern at z = 2z0 exhibits a
distinct feature: a peak in the inverse participation ratio (IPR), which is
detected in experiments (see Fig. 3).
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peaked on a single site, it is possible to probe
them in experiments by means of single-site
excitation (i.e., by coupling light into a single
waveguide). A signature of these bandgap
solitons can be experimentally detected by
measuring the degree of localization of the
output intensity patterns as a function of
renormalized power. We plot the inverse par-
ticipation ratio

IPR ≡

X
jfsj4

ðX jfsj2Þ2 ð3Þ

(a measure of localization), after two driving
periods, in Fig. 2H. Here, we observed a clear
peak in the IPR, corresponding to the exis-
tence and strong localization of these gap
solitons. We note that the peak occurs at an
input power higher than the power of the
soliton at its most localized; this is because
we do not input the exact soliton wave func-
tion but rather a single site, meaning that some
power is lost to background radiation in the
lattice. The trend in IPR (i.e., delocalization to
localization to delocalization) is qualitatively
different from the trend in a topologically
trivial static lattice, where IPR continuously in-
creases and then saturates at very high non-
linearity (31).
To demonstrate how topological solitons

are distinct from trivial ones, we examined
the area encircled by the center of mass of the
soliton, which acts as a quantitative mea-
sure of whether the orbit can be considered
“cyclotron-like.” We found that this area is
finite for any soliton in a topologically non-
trivial gap and is zero for any soliton in a
topologically trivial gap; these findings cor-

respond directly to the cyclotron-like nature of
the soliton micromotion in the topological
case. As a stark example of this fact, we give an
example of two different families of solitons
that reside in the same lattice: one in a topo-
logical gap with nonzero encircled area, and
one in a trivial gapwith zero encircled area (31).
To experimentally probe the solitons de-

scribed above, we coupled intense laser pulses
into femtosecond laser–fabricated waveguide
arrays [see (31) for fabrication details]. In this
situation, fs is a function of both propagation
distance and time t: fs = fs(z, t). Because of
the temporal shape of light pulses, self-phase
modulation and chromatic dispersion are rele-
vant. Laser pulses were temporally stretched
(to tp≈ 2 ps) and down-chirped such that these
effects could be ignored (31). Additionally, we
found that the insertion loss is independent of
nonlinearity, implying negligible nonlinear
loss due to multiphoton absorption. To vali-
date these claims, we performed experiments
with a topologically trivial static square lattice
consisting of straight coupled waveguides. We
observed that the output intensity pattern
became increasingly localized as a function
of input power, and finally, all the optical
power was trapped largely in the single site
where the light was launched at the input
(31) (movie S3), as expected. This baseline
experiment clearly demonstrates the forma-
tion of highly localized solitons in a topolog-
ically trivial bandgap (22, 34).
For the topological case, a 76-mm-long pe-

riodically modulated square lattice of 84 sites
was fabricated with the previously mentioned
driving parameters; a micrograph of this lat-
tice (cross section) is shown in Fig. 1D. Initially,

thewaveguideswere separated by 26.5 mmsuch
that the evanescent couplings were negligibly
small. To couple any two desired waveguides,
we first reduced the inter-waveguide separa-
tion by synchronously bending the waveguide
paths, then kept the two waveguides parallel
with 14.5-mmfixed center-to-center spacing, and
finally separated them (Fig. 1B).
Nonlinear characterization of the photonic

lattice is summarized in Fig. 3. For all mea-
surements, we launched light pulses into a
bulk waveguide away from the edges; during
linear diffraction, the light did not reach the
sides of the array, and thus any edge effects
could be neglected. As detailed in (31), the re-
normalized power P at the input of the lattice
was found to be 0.076 mm–1 per unit average
input power in mW (note that P has the same
dimension as the evanescent coupling strength,
for clarity). In the first set of experiments, we
measured output intensity distributions at z =
2z0 as a function of average input power (movie
S4). The variation of IPR with input power is
shown in Fig. 3A. At low optical power (i.e., in
the linear regime), this single-site excitation
overlapped with the weakly dispersive bulk
modes, and light diffracted away from the site
into which it was injected (Fig. 3B). As input
powerwas increased, output intensity patterns
became increasingly localized, exhibiting apeak
in the IPR near average power P = 3.4 mW
(Fig. 3C). Most of the optical power in Fig. 3C
was contained at the site where the light was
initially launched (indicated by the red arrow).
When the power was further increased, the
output showed a marked delocalization (Fig.
3D), as would be expected from the numer-
ical result presented in Fig. 2H.
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Fig. 3. Experimental observation of topological bandgap solitons. (A) IPR
as a function of average input power measured at z = 2z0. The presence
of the peak corresponds to the existence of the topological bandgap solitons.
For these measurements, P at the input of the lattice was found to be
0.076 mm–1 per unit average input power in mW. (B to D) Corresponding output
intensity distributions for three different input powers. The red arrow in each

image indicates the site where the light was launched at the input. (E) Most
localized output intensity distribution measured at z = 1.5z0. Note that the
brightest site in this case is located directly across a diagonal from the site
where the light was launched, corresponding to the cyclotron-like motion of the
solitons. The field of view is smaller than the actual lattice size. Each
experimentally observed intensity pattern is normalized.
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In a second set of experiments, we used a
similar photonic lattice with maximum prop-
agation distance zmax = 1.5z0 instead of 2z0
(movie S5). The IPR in this case exhibited
a similar behavior (i.e., delocalization to
localization to delocalization) to Fig. 3A. The
most localized output intensity pattern was
observed near P = 3.3 mW (see Fig. 3E). In
contrast to Fig. 3C, the brightest site in Fig. 3E
was not located where the light was initially
launched but was in another waveguide that
was directly across a diagonal from the in-
jected site; this constitutes direct evidence
of the cyclotron-like motion of the solitons.
Comparing Fig. 2H and Fig. 3A, the peak of
IPR is experimentally observed at a higher
power (P = 0.26 mm–1) and the contrast of the
peak is lower than what is expected from
theory, as a result of linear loss. Additionally,
the front and rear tails (in time) of the pulses
behaved linearly, producing a small back-
ground and causing a lower contrast in IPR.
That said, the observed peak in IPR is a clear
signature of the topological bandgap solitons.
Our ability to control the “flatness” of the

bulk band by tailoring the coupling parameter
L is key to the observation of these solitons.
In solid-state systems, flat bands play an im-
portant role in enhancing the relative strength
of interactions [a recent example is twisted
bilayer graphene (35)]. This is also true in our
case but in a different way: The width of the
linear band sets the power threshold of soli-
tons in two dimensions. In the extreme case
of a perfectly flat band, all linear Bloch states
are degenerate, and thus localized eigenstates
can be constructed as a superposition of these
states, implying that stationary states exist
even in the linear domain. Thus, in this limit,
solitons have zero power threshold. Operat-
ing near the flat band with an appreciable
bandgap allows us to probe the solitons at an
experimentally accessible power value.
The observation of topological solitons opens

a newavenue in the investigation of topological
nonlinear optics, complementing other plat-
forms such as Rydberg polaritons (36) and

nonlinear circuits (37). Furthermore, non-
linearity can act as a means tomodify (38, 39)
and probe (40, 41) topological photonic struc-
tures. There are many open questions; for
example, the degree of robustness and the
stability properties of chiral edge states in the
presence of nonlinearity are unknown. It will
also be of central importance to define new
invariants that characterize the observable
behavior of nonlinear topological systems. The
interplay of nonlinearity and disorder in topo-
logical systems will be necessary if nonlinear
topological devices are to be of technological
use.We expect that these issues, among others,
will dictate how topological states can be in-
corporated in useful devices based on wave
mechanics, whether in the photonic, acoustic/
phononic, optomechanical, atomic, polaritonic,
or other domains.
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CORONAVIRUS

Projecting the transmission dynamics of SARS-CoV-2
through the postpandemic period
Stephen M. Kissler1*, Christine Tedijanto2*, Edward Goldstein2, Yonatan H. Grad1†‡, Marc Lipsitch2†‡

It is urgent to understand the future of severe acute respiratory syndrome–coronavirus 2
(SARS-CoV-2) transmission. We used estimates of seasonality, immunity, and cross-immunity
for human coronavirus OC43 (HCoV-OC43) and HCoV-HKU1 using time-series data from the
United States to inform a model of SARS-CoV-2 transmission. We projected that recurrent
wintertime outbreaks of SARS-CoV-2 will probably occur after the initial, most severe pandemic
wave. Absent other interventions, a key metric for the success of social distancing is whether
critical care capacities are exceeded. To avoid this, prolonged or intermittent social distancing
may be necessary into 2022. Additional interventions, including expanded critical care capacity
and an effective therapeutic, would improve the success of intermittent distancing and hasten the
acquisition of herd immunity. Longitudinal serological studies are urgently needed to determine
the extent and duration of immunity to SARS-CoV-2. Even in the event of apparent elimination,
SARS-CoV-2 surveillance should be maintained because a resurgence in contagion could be possible
as late as 2024.

T
he ongoing severe acute respiratory
syndrome–coronavirus 2 (SARS-CoV-2)
pandemic has caused nearly 500,000 de-
tected cases of coronavirus disease 2019
(COVID-19) illness and claimed >20,000

lives worldwide as of 26March 2020 (1). Expe-
rience fromChina, Italy, and the United States
demonstrates that COVID-19 can overwhelm
even the healthcare capacities ofwell-resourced
nations (2–4). With no pharmaceutical treat-
ments available, interventions have focused
on contact tracing, quarantine, and social dis-
tancing. The required intensity, duration, and
urgency of these responses will depend both
on how the initial pandemic wave unfolds and
on the subsequent transmission dynamics of
SARS-CoV-2.During this initial pandemicwave,
many countries have adopted social distancing
measures and some, like China, are gradually
lifting them after achieving adequate control
of transmission. However, to mitigate the pos-
sibility of resurgences of infection, prolonged
or intermittent periods of social distancingmay
be required. After the initial pandemic wave,
SARS-CoV-2 might follow its closest genetic
relative, SARS-CoV-1, and be eradicated by in-
tensive public health measures after causing
a brief but intense pandemic (5). Increasingly,
public health authorities consider this sce-
nario unlikely (6). Alternatively, the trans-
mission of SARS-CoV-2 could resemble that
of pandemic influenza by circulating sea-
sonally after causing an initial global wave

of infection (7). Such a scenario could reflect
the previous emergence of known human
coronaviruses (HCoVs) from zoonotic ori-
gins, e.g., HCoV-OC43 (8). Distinguishing be-
tween these scenarios is key for formulating
an effective, sustained public health response
to SARS-CoV-2.
The pandemic and postpandemic transmis-

sion dynamics of SARS-CoV-2 will depend on
factors including the degree of seasonal varia-
tion in transmission, the duration of immunity,
and the degree of cross-immunity between
SARS-CoV-2 and other coronaviruses, aswell as
the intensity and timing of control measures.
SARS-CoV-2 belongs to the Betacoronavirus
genus, which includes the SARS-CoV-1 corona-
virus, the Middle East respiratory syndrome
(MERS) coronavirus, and two other HCoVs,
HCoV-OC43 and HCoV-HKU1. The SARS-CoV-1
and MERS coronaviruses cause severe illness
with approximate case fatality rates of 9 and
36%, respectively, but the transmission of both
has remained limited (9). HCoV-OC43 and
HCoV-HKU1 infectionsmay be asymptomatic
or associated with mild to moderate upper
respiratory tract illness; these HCoVs are con-
sidered the second most common cause of
the common cold (9). HCoV-OC43 andHCoV-
HKU1 cause annual wintertime outbreaks of
respiratory illness in temperate regions (10, 11),
suggesting that wintertime climate and host
behaviors may facilitate transmission, as is
true for influenza (12–14). Immunity to HCoV-
OC43 andHCoV-HKU1 appears towane appre-
ciably within 1 year (15), whereas SARS-CoV-1
infection can induce longer-lasting immunity
(16). The betacoronaviruses can induce immune
responses against one another: SARS-CoV-1
infection can generate neutralizing antibodies
against HCoV-OC43 (16) and HCoV-OC43 in-
fection can generate cross-reactive antibodies

against SARS-CoV-1 (17). Although investi-
gations into the spectrum of illness caused
by SARS-CoV-2 are ongoing, recent evidence
indicates that most patients experiencemild
to moderate illness with more limited occur-
rence of severe lower respiratory infection
(18). Current COVID-19 case fatality rates are
estimated to lie between 0.6 and 3.5% (19, 20),
suggesting lower severity than SARS-CoV-1
and MERS but higher severity than HCoV-
OC43 andHCoV-HKU1. The high infectiousness
near the start of often mild symptomsmakes
SARS-CoV-2 considerably harder to control
with case-based interventions such as inten-
sive testing, isolation, and tracing compared
with the SARS-CoV-1 and MERS corona-
viruses (21).
Intensive testing and case-based interven-

tions have so far formed the centerpiece of con-
trol efforts in some places, including Singapore
andHongKong (22). Many other countries are
adopting measures such as social distancing,
closing schools and workplaces, and limiting
the sizes of gatherings. The goal of these strat-
egies is to reduce the peak intensity of the pan-
demic (i.e., “flatten the curve”) (22), reducing
the risk of overwhelming health systems and
buying time to develop treatments and vac-
cines. For social distancing to have reversed
the pandemic in China, the effective repro-
duction number (Re; defined as the average
number of secondary infections caused by a
single infected individual in the population
after there is some immunity or interventions
have been put in place) must have declined by
at least 50 to 60%, assuming a baseline basic
reproduction number (R0; defined as the aver-
age number of secondary infections caused
by a single infected individual in a completely
susceptible population) between 2 and 2.5 (22).
Through intensive controlmeasures, Shenzhen
was able to reduce the Re by an estimated 85%
(23). However, it is unclear how well these de-
clines in R0 might generalize to other settings:
recent data from Seattle suggest that the R0

has only declined to about 1.4, or by about 30 to
45%, assuming a baseline R0 between 2 and
2.5 (24). Furthermore, social distancing mea-
suresmay need to last formonths to effectively
control transmission and mitigate the possi-
bility of resurgence (25).
A key metric for the success of social dis-

tancing interventions is whether critical care
capacities are exceeded.Modeling studies (26)
and experience from the Wuhan outbreak (2)
indicate that critical care capacities even in
high-income countries can be exceededmany
times over if distancing measures are not
implemented quickly or strongly enough. To
alleviate these problems, approaches to in-
creasing critical care capacity have included
rapid construction or repurposing of hospi-
tal facilities and consideration of increased
manufacturing and distribution of ventilators
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(27–30). Treatments that reduce the proportion
of infections that lead to severe illness could
have a similar effect of reducing burden on
healthcare systems.
Here, we identify viral, environmental, and

immunologic factors that in combination will
determine the dynamics of SARS-CoV-2. We
integrate our findings in amathematicalmodel
to project potential scenarios for SARS-CoV-2
transmission through the pandemic and post-
pandemic periods and identify key data still
needed to determinewhich scenarios are likely
to play out. Then, using the model, we assess
the duration and intensity of social distancing
measures that might be needed to maintain
control of SARS-CoV-2 in the coming months
under both existing and expanded critical care
capacities.

Transmission dynamics of HCoV-OC43 and
HCoV-HKU1

We used data from the United States to model
betacoronavirus transmission in temperate re-
gions and to project the possible dynamics of
SARS-CoV-2 infection through the year 2025.
We first assessed the role of seasonal variation,
duration of immunity, and cross-immunity on
the transmissibility of HCoV-OC43 and HCoV-
HKU1 in the United States. We used the week-
ly percentage of positive laboratory tests for
HCoV-OC43 and HCoV-HKU1 (31) multiplied
by theweekly population-weighted proportion
of physician visits for influenza-like illness (ILI)
(32, 33) to approximate historical betacorona-

virus incidence in the United States to within
a scaling constant. This proxy is proportional to
incidence under a set of assumptions described
in the supplementarymaterials andmethods.
To quantify variation in transmission strength
over time, we estimated the weeklyRe (34, 35).
The Res for each of the betacoronaviruses dis-
played a seasonal pattern, with annual peaks in
the Re slightly preceding those of the incidence
curves (fig. S1). We limited our analysis to “in-
season” estimates thatwere based on adequate
samples, defined asweek 40 throughweek 20
of the following year, roughly October toMay.
For both HCoV-OC43 and HCoV-HKU1, the
Re typically reached its peak between October
andNovember and its troughbetweenFebruary
andMay. Over the five seasons included in our
data (2014 to 2019), the median peak Re was
1.85 (range: 1.61 to 2.21) for HCoV-HKU1 and
1.56 (range: 1.54 to 1.80) for HCoV-OC43 after
removing outliers (five for HCoV-HKU1, zero
for HCoV-OC43). Results were similar using
various choices of incidence proxy and serial
interval distributions (figs. S1 to S3).
To quantify the relative contribution of im-

munity versus seasonal forcing on the trans-
mission dynamics of the betacoronaviruses, we
adapted a regressionmodel (36) that expressed
the Re for each strain (HKU1 and OC43) as the
product of a baseline transmissibility constant
(related to the R0) and the proportion of the
population susceptible (hereafter referred to
as “susceptibles”) at the start of each season,
the depletion of susceptibles because of in-

fection with the same strain, the depletion of
susceptibles because of infection with the
other strain, and a spline to capture further un-
explained seasonal variation in transmission
strength (seasonal forcing). These covariates
were able to explain most of the observed
variability in the Res (adjusted R2: 74.3%). The
estimated multiplicative effects of each of
these covariates on the weekly Re are de-
picted in Fig. 1. As expected, depletion of sus-
ceptibles for each betacoronavirus strain was
negatively correlated with transmissibility
of that strain. Depletion of susceptibles for
each strain was also negatively correlated with
the Re of the other strain, providing evidence
of cross-immunity. Per incidence proxy unit,
the effect of the cross-immunizing strain was
always less than the effect of the strain itself
(table S1), but the overall impact of cross-
immunity on the Re could still be substantial
if the cross-immunizing strain had a large
outbreak (e.g., HCoV-OC43 in 2014–2015 and
2016–2017). The ratio of cross-immunization to
self-immunization effectswas larger forHCoV-
HKU1 than for HCoV-OC43, suggesting that
HCoV-OC43 confers stronger cross-immunity.
Seasonal forcing appears to drive the rise in
transmissibility at the start of the season (late
October through early December), whereas de-
pletion of susceptibles plays a comparatively
larger role in the decline in transmissibility
toward the end of the season. The strain-
season coefficients were fairly consistent
across seasons for each strain and lacked a
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Fig. 1. Effects of depletion of susceptibles and seasonality on Re by strain and season. Shown are the estimated multiplicative effects of HCoV-HKU1 incidence
(red), HCoV-OC43 incidence (blue), and seasonal forcing (gold) on weekly Res of HCoV-HKU1 (top) and HCoV-OC43 (bottom), with 95% confidence intervals.
The black dot (with 95% confidence interval) plotted at the start of each season is the estimated coefficient for that strain and season compared with the 2014–2015
HCoV-HKU1 season. The seasonal forcing spline is set to 1 at the first week of the season (no intercept). On the x-axis, the first “week in season” corresponds
to epidemiological week 40.

RESEARCH | REPORT



clear correlation with incidence in prior sea-
sons, consistent with experimental results
showing substantial waning of immunity
within 1 year (15).
We integrated these findings into a two-strain

ordinary differential equation susceptible-
exposed-infectious-recovered-susceptible
(SEIRS) compartmental model to describe the
transmission dynamics of HCoV-OC43 and
HCoV-HKU1 (fig. S4). The model provided a
good fit to both the weekly incidence proxies
for HCoV-OC43 and HCoV-HKU1 and to the
estimated weekly Res (Fig. 2). According to the
best-fit model parameters, the R0 for HCoV-
OC43 and HCoV-HKU1 varies between 1.7 in
the summer and 2.2 in the winter and peaks
in the secondweek of January, consistent with
the seasonal spline estimated from the data.
Also in agreement with the findings of the
regression model, the duration of immunity
for both strains in the best-fit SEIRS model
is ~45 weeks, and each strain induces cross-
immunity against the other, although the
cross-immunity that HCoV-OC43 infection
induces against HCoV-HKU1 is stronger than
the reverse.

Simulating the transmission of SARS-CoV-2

Next, we incorporated a third betacoronavirus
into the dynamic transmissionmodel to repre-
sent SARS-CoV-2. We assumed a latent period
of 4.6 days (26, 37–39) and an infectious period
of 5 days, informed by the best-fit values for
the other betacoronaviruses (table S8). We
allowed the cross-immunities, duration of im-
munity, maximum R0, and degree of seasonal
variation in R0 to vary. We assumed an estab-
lishment time of sustained transmission on
11 March 2020, when the World Health Orga-

nization declared the SARS-CoV-2 outbreak a
pandemic (40), and we varied the establish-
ment time in a sensitivity analysis (fig. S7).
For a representative set of parameter values,
we determined annual SARS-CoV-2 infections
(tables S2 to S4 and fig. S7) and the peak an-
nual SARS-CoV-2 prevalence (tables S5 to S7
and fig. S7) through 2025. We summarized the
postpandemic SARS-CoV-2 dynamics into the
categories of annual outbreaks, biennial out-
breaks, sporadic outbreaks, or virtual elimina-
tion (tables S2 to S7). Overall, shorter durations
of immunity and smaller degrees of cross-
immunity from the other betacoronaviruses
were associated with greater total incidence
of infection by SARS-CoV-2, and autumnestab-
lishments and smaller seasonal fluctuations
in transmissibility were associated with larger
pandemic peak sizes. Model simulations dem-
onstrated the following key points.

SARS-CoV-2 can proliferate at any time of year

In all modeled scenarios, SARS-CoV-2 was
capable of producing a substantial outbreak
regardless of establishment time. Spring/
summer establishments favored outbreakswith
lower peaks, whereas autumn/winter estab-
lishments led to more acute outbreaks (tables
S5 to S7 and fig. S7). The 5-year cumulative
incidence proxies were comparable for all es-
tablishment times (tables S5 to S7).

If immunity to SARS-CoV-2 is not permanent,
it will likely enter into regular circulation

Much like pandemic influenza,many scenarios
lead to SARS-CoV-2 entering into long-term
circulation alongside the other human beta-
coronaviruses (e.g., Fig. 3, A and B), possibly
in annual, biennial, or sporadic patterns, over

the next 5 years (tables S2 to S4). Short-term
immunity (~40 weeks, similar to HCoV-OC43
and HCoV-HKU1) favors the establishment
of annual SARS-CoV-2 outbreaks, whereas
longer-term immunity (2 years) favors bien-
nial outbreaks.

High seasonal variation in transmission leads to
smaller peak incidence during the initial
pandemic wave but larger recurrent
wintertime outbreaks

The amount of seasonal variation in SARS-
CoV-2 transmission could differ between geo-
graphic locations, as is the case for influenza
(12). TheR0 for influenza inNewYork declines
in the summer by ~40%,whereas in Florida the
decline is closer to 20%, which aligns with the
estimated decline in R0 for HCoV-OC43 and
HCoV-HKU1 (table S8). A 40% summertime
decline in R0 would reduce the unmitigated
peak incidence of the initial SARS-CoV-2
pandemic wave. However, stronger seasonal
forcing leads to a greater accumulation of sus-
ceptible individuals duringperiods of low trans-
mission in the summer, leading to recurrent
outbreaks with higher peaks in the postpan-
demic period (Fig. 3C).

If immunity to SARS-CoV-2 is permanent, the
virus could disappear for 5 or more years
after causing a major outbreak

Long-term immunity consistently led to effec-
tive elimination of SARS-CoV-2 and a lower
overall incidence of infection. If SARS-CoV-2
induces cross-immunity against HCoV-OC43
and HCoV-HKU1, then the incidence of all
betacoronaviruses could decline and even vir-
tually disappear (Fig. 3D). The virtual elimi-
nation of HCoV-OC43 andHCoV-HKU1would
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Fig. 2. Transmission model fits for HCoV-OC43 and HCoV-HKU1. (A) Weekly
percent positive laboratory tests multiplied by percent ILI for HCoV-OC43
(blue) and HCoV-HKU1 (red) in the United States between 5 July 2014 and
29 June 2019 (solid lines) with simulated output from the best-fit SEIRS
transmission model (dashed lines). (B and C) Weekly Re values estimated using
the Wallinga–Teunis method (points) and simulated Re from the best-fit SEIRS

transmission model (line) for HCoV-OC43 and HCoV-HKU1. The opacity of each
point is determined by the relative percent ILI multiplied by percent positive
laboratory tests in that week relative to the maximum percent ILI multiplied
by percent positive laboratory tests for that strain across the study period,
which reflects uncertainty in the Re estimate; estimates are more certain
(darker points) in weeks with higher incidence.
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be possible if SARS-CoV-2 induced 70% cross-
immunity against them, which is the same
estimated level of cross-immunity that HCoV-
OC43 induces against HCoV-HKU1.

Low levels of cross-immunity from the other
betacoronaviruses against SARS-CoV-2 could
make SARS-CoV-2 appear to die out,
only to resurge after a few years

Even if SARS-CoV-2 immunity only lasts for
2 years,mild (30%) cross-immunity fromHCoV-
OC43 and HCoV-HKU1 could effectively elim-
inate the transmission of SARS-CoV-2 for up
to 3 years before a resurgence in 2024, as
long as SARS-CoV-2 does not fully die out
(Fig. 3E).
To illustrate these scenarios (Fig. 3), we used

a maximumwintertime R0 of 2.2, informed by
the estimated R0 for HCoV-OC43 and HCoV-
HKU1 (table S8). This is a low but plausible
estimate of the R0 for SARS-CoV-2 (41). In-
creasing thewintertimeR0 to 2.6 leads tomore
intense outbreaks but the qualitative range of
scenarios remains similar (fig. S8).

Assessing intervention scenarios during the
initial pandemic wave
Regardless of the postpandemic transmission
dynamics of SARS-CoV-2, urgentmeasures are
required to address the ongoing pandemic.
Pharmaceutical treatments and vaccines may
require months to years to develop and test,
leaving nonpharmaceutical interventions as
the only immediate means of curbing SARS-
CoV-2 transmission. Social distancing mea-
sures have been adopted in many countries
with widespread SARS-CoV-2 transmission.
The necessary duration and intensity of these
measures has yet to be characterized. To ad-
dress this, we adapted the SEIRS transmission
model (fig. S9) to capture moderate, mild, or
asymptomatic infections (95.6% of infections),
infections that lead to hospitalization but not
critical care (3.08%), and infections that re-
quire critical care (1.32%) (26).We assumed the
worst-case scenario of no cross-immunity from
HCoV-OC43 and HCoV-HKU1 against SARS-
CoV-2, which makes the SARS-CoV-2 model
unaffected by the transmission dynamics of

those viruses. Informed by the transmission
model fits, we assumed a latent period of
4.6 days and an infectious period of 5 days, in
agreement with estimates from other studies
(26). The mean duration of noncritical hospi-
tal stay was 8 days for those not requiring
critical care and 6 days for those requiring
critical care, and themean duration of critical
care was 10 days (26). We varied the peak (win-
tertime) R0 between 2.2 and 2.6 and allowed
the summertimeR0 to vary between 60% (i.e.,
relatively strong seasonality) and 100% (i.e.,
no seasonality) of the wintertime R0, guided
by the inferred seasonal forcing for HCoV-
OC43 and HCoV-HKU1 (table S8).
We used the open critical care capacity of the

United States, 0.89 free beds per 10,000 adults,
as a benchmark for critical care demand (2).
We simulated pandemic trajectories that were
based on a pandemic establishment time of
11March 2020.We simulated social distancing
by reducing R0 by a fixed proportion, which
ranged between 0 and 60%.We assessed “one-
time” social distancing interventions, forwhich
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Fig. 3. Invasion scenarios for SARS-CoV-2
in temperate regions. These plots depict
the prevalence of SARS-CoV-2 (black, cases
per 1000 people), HCoV-OC43 (blue,
percent positive multiplied by percent ILI),
and HCoV-HKU1 (red, percent positive
multiplied by percent ILI) for a representative
set of possible pandemic and postpandemic
scenarios. The scenarios were obtained by
varying the cross-immunity between SARS-
CoV-2 and HCoVs OC43/HKU1 (c3X) and vice
versa (cX3), the duration of SARS-CoV-2
immunity (1/s3), and the seasonal variation
in R0 (f), assuming an pandemic
establishment time of 11 March 2020
(depicted as a vertical gray bar). Parameter
values used to generate each plot are
listed below; all other parameters were
held at the values listed in table S8.
(A) A short duration (1/s3 = 40 weeks)
of SARS-CoV-2 immunity could yield annual
SARS-CoV-2 outbreaks. (B) Longer-term
SARS-CoV-2 immunity (1/s3 = 104 weeks)
could yield biennial outbreaks, possibly with
smaller outbreaks in the intervening years.
(C) Higher seasonal variation in transmission
(f = 0.4) would reduce the peak size of the
invasion wave but could lead to more severe
wintertime outbreaks thereafter [compare
with (B)]. (D) Long-term immunity (1/s3 =
infinity) to SARS-CoV-2 could lead to elimi-
nation of the virus. (E) However, a resurgence
of SARS-CoV-2 could occur as late as 2024
after a period of apparent elimination if the
duration of immunity is intermediate (1/s3 =
104 weeks) and if HCoV-OC43 and HCoV-HKU1 impart intermediate cross-immunity against SARS-CoV-2 (c3X = 0.3). (A) c3X = 0.3, cX3 = 0, 1/s3 = 40 weeks,
f = 0.2. (B) c3X = 0.7, cX3 = 0, 1/s3 = 104 weeks, f = 0.2. (C) c3X = 0.7, cX3 = 0, 1/s3 = 104 weeks, f = 0.4. (D) c3X = 0.7, cX3 = 0, 1/s3 = infinity, f = 0.2.
(E) c3X = 0.3, cX3 = 0.3, 1/s3 = 104 weeks, f = 0.4.
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R0 was reduced by up to 60% for a fixed du-
ration of time (up to 20 weeks) or indefinitely
starting 2weeks after pandemic establishment.
We also assessed intermittent social distanc-
ing measures, for which social distancing was
turned “on” when the prevalence of infection
rose above a threshold and “off” when it fell
below a second, lower threshold, with the goal
of keeping the number of critical care patients
below 0.89 per 10,000 adults. An “on” thresh-
old of 35 cases per 10,000 people achieved this
goal in both the seasonal and nonseasonal
cases with wintertime R0 = 2.2. We chose five
cases per 10,000 adults as the “off” threshold.
These thresholds were chosen to qualitatively
illustrate the intermittent intervention sce-
nario; in practice, the thresholds will need to
be tuned to local epidemic dynamics and
hospital capacities. We performed a sensitiv-
ity analysis around these threshold values
(figs. S10 and S11) to assess how they affected
the duration and frequency of the interven-
tions.We also implemented amodelwith extra
compartments for the latent period, infectious
period, and each hospitalization period so that
the waiting times in these states were gamma
distributed instead of being exponentially dis-
tributed (see the supplementarymaterials and
methods and figs. S16 and S17). Finally, we
assessed the impact of doubling critical care
capacity (and the associated on/off thresholds)
on the frequency and overall duration of the
social distancing measures.
We evaluated the impact of one-time social

distancing efforts of varying effectiveness and
duration on the peak and timing of the pan-
demicwith andwithout seasonal forcing.When
transmissionwas not subject to seasonal forc-
ing, one-time social distancing measures re-
duced the pandemic peak size (Fig. 4 and fig.
S12). Under all scenarios, there was a resur-
gence of infection when the simulated social
distancingmeasureswere lifted.However, lon-
ger and more stringent temporary social dis-
tancing did not always correlate with greater
reductions in pandemic peak size. In the case
of a 20-week period of social distancing with a
60% reduction inR0, for example (Fig. 4D), the
resurgence peak size was nearly the same as
the peak size of the uncontrolled pandemic:
the social distancing was so effective that vir-
tually no population immunity was built. The
greatest reductions in peak size come from
social distancing intensity and duration that
divide cases approximately equally between
peaks (42).
For simulations with seasonal forcing, the

postintervention resurgent peak could exceed
the size of the unconstrained pandemic (Fig. 5
and fig. S13), both in terms of peak prevalence
and in terms of total number infected. Strong
social distancingmaintains a high proportion
of susceptible individuals in the population,
leading to an intense resurgencewhenR0 rises
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Fig. 4. One-time social distancing scenarios in the absence of seasonality. (A to E) Simulated prevalence
of COVID-19 infections (solid) and critical COVID-19 cases (dashed) after establishment on 11 March 2020
with a period of social distancing (shaded blue region) instated 2 weeks later, with the duration of social
distancing lasting (A) 4 weeks, (B) 8 weeks, (C) 12 weeks, (D) 20 weeks, and (E) indefinitely. There is
no seasonal forcing; R0 was held constant at 2.2 (see fig. S12 for R0 = 2.6). The effectiveness of social
distancing varied from none to a 60% reduction in R0. Cumulative infection sizes are depicted beside each
prevalence plot (F to J) with the herd immunity threshold (horizontal black bar). Of the temporary distancing
scenarios, long-term (20-week), moderately effective (20 to 40%) social distancing yields the smallest
overall peak and total outbreak size.
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in the late autumn and winter. None of the
one-time interventions was effective at main-
taining the prevalence of critical cases below
the critical care capacity.
Intermittent social distancing could pre-

vent critical care capacity from being exceeded
(Fig. 6 and fig. S14). Because of the natural
history of infection, there is an ~3-week lag
between the start of social distancing and
the peak critical care demand.When transmis-
sion is seasonally forced, summertime social
distancing can be less frequent than when R0

remains constant at its maximal wintertime
value throughout the year. The length of time
between distancing measures increases as the
pandemic continues because the accumulation
of immunity in the population slows the re-
surgence of infection. Under current critical
care capacities, however, the overall duration
of the SARS-CoV-2 pandemic could last into
2022, requiring social distancing measures to
be in place between 25% (for wintertimeR0 = 2
and seasonality; fig. S11A) and 75% (for winter-
time R0 = 2.6 and no seasonality; fig. S10C) of
that time.When the latent, infectious, and hos-
pitalization periods are gamma distributed,
incidence risesmore quickly, requiring a lower
threshold for implementing distancing mea-
sures (25 cases per 10,000 individuals for R0 =
2.2 in our model) andmore frequent interven-
tions (fig. S16).
Increasing critical care capacity allows pop-

ulation immunity to be accumulated more
rapidly, reducing the overall duration of the
pandemic and the total length of social dis-
tancing measures (Fig. 6, C and D). Although
the frequency and duration of the social dis-
tancing measures were similar between the
scenarios with current and expanded critical
care capacity, the pandemic would conclude
by July 2022 and social distancing measures
could be fully relaxed by early to mid-2021,
depending again on the degree of seasonal
forcing of transmission (Fig. 6, C and D). In-
troducing a hypothetical treatment that halved
the proportion of infections that required hos-
pitalization had a similar effect as doubling
critical care capacity (fig. S15).

Discussion

Here, we examined a range of likely SARS-
CoV-2 transmission scenarios through 2025
and assessed nonpharmaceutical interventions
that could mitigate the intensity of the current
outbreak. If immunity to SARS-CoV-2 wanes
in the samemanner as related coronaviruses,
then recurrent wintertime outbreaks are likely
to occur in coming years. The total incidence
of SARS-CoV-2 through 2025 will depend cru-
cially on this duration of immunity and, to a
lesser degree, on the amount of cross-immunity
that exists between HCoV-OC43/HCoV-HKU1
and SARS-CoV-2. The intensity of the initial
pandemic wave will depend fundamentally on
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Fig. 5. One-time social distancing scenarios with seasonal transmission. (A to E) Simulated prevalence
assuming strong seasonal forcing (wintertime R0 = 2.2, summertime R0 = 1.3, a 40% decline) of COVID-19
infections (solid) and critical COVID-19 cases (dashed) after establishment on 11 March 2020 with a period of
social distancing (shaded blue region) instated 2 weeks later, with the duration of social distancing lasting (A)
4 weeks, (B) 8 weeks, (C) 12 weeks, (D) 20 weeks, and (E) indefinitely (see fig. S13 for a scenario with wintertime
R0 = 2.6). The effectiveness of social distancing varied from none to a 60% reduction in R0. Cumulative
infection sizes are depicted beside each prevalence plot (F to J) with the herd immunity threshold (horizontal
black bar). Preventing widespread infection during the summer can flatten and prolong the pandemic but can also
lead to a high density of susceptible individuals who could become infected in an intense autumn wave.
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the R0 at the time of pandemic establishment:
If establishment occurs in the autumn when
the Re is rising, which could occur in countries
that maintain pandemic control by contact
tracing and quarantine through the summer,
or if SARS-CoV-2 is not subject to the same
summertime decline in transmissibility as
HCoV-OC43 and HCoV-HKU1, then a high
peak prevalence of infection is likely. One-
time social distancing efforts may push the
SARS-CoV-2 pandemic peak into the autumn,
potentially exacerbating the load on critical

care resources if there is increased wintertime
transmissibility. Intermittent social distancing
might maintain critical care demand within
current thresholds, but widespread surveil-
lance will be required to time the distancing
measures correctly and avoid overshooting crit-
ical care capacity. New therapeutics, vaccines,
or other interventions such as aggressive con-
tact tracing and quarantine—impractical now
in many places but more practical once case
numbers have been reduced and testing scaled
up (43)—could alleviate the need for stringent

social distancing to maintain control of the
pandemic. In the absence of such interven-
tions, surveillance and intermittent distancing
(or sustained distancing if it is highly effective)
may need to be maintained into 2022, which
would present a substantial social and eco-
nomic burden. To shorten the SARS-CoV-2
pandemic and to ensure adequate care for the
critically ill, increasing critical care capacity
and developing additional interventions are
urgent priorities. Meanwhile, serological test-
ing is required to understand the extent and
duration of immunity to SARS-CoV-2, which
will help to determine the postpandemic dy-
namics of the virus. Sustained, widespread
surveillance will be needed both in the short
term to effectively implement intermittent so-
cial distancingmeasures and in the long term
to assess the possibility of resurgences of SARS-
CoV-2 infection, which could occur as late as
2025 even after a prolonged period of appar-
ent elimination.
Our observations are consistent with other

predictions of how SARS-CoV-2 transmission
might unfold and with assessments of the mit-
igation efforts that might be needed to curb
the current outbreak. Amodeling study using
data from Sweden found that seasonal estab-
lishment of SARS-CoV-2 transmission is likely
in the postpandemic period (11). Observational
and modeling studies (2, 26) have found that
early implementation of strong social distanc-
ing is essential for controlling the spread of
SARS-CoV-2 and that, in the absence of the
development of new therapies or preventative
measures such as aggressive case finding and
quarantining (21), intermittent distancing
measures may be the only way to avoid over-
whelming critical care capacity while building
population immunity. The observation that
strong, temporary social distancing can lead
to especially large resurgences agrees with
data from the 1918 influenza pandemic in the
United States (44), in which the size of the
autumn 1918 peak of infection was inversely
associated with that of a subsequent winter
peak after interventions were no longer in
place.
Our study was subject to a variety of lim-

itations. Only five seasons of observational
data on coronaviruseswere available, although
the incidence patterns resemble those from
10 years of data from a hospital in Sweden
(11). We assumed that the spline coefficients
were constant across all seasons but seasonal
forcing likely differed fromyear to year because
of underlying drivers. To keep the transmission
model from becoming unreasonably complex,
we assumed that there was no difference in
the seasonal forcing, per-case force of infec-
tion, latent period, or infectious period across
betacoronaviruses. However, our estimates for
these values lie within the range of estimates
from the literature. Although disease dynamics

Kissler et al., Science 368, 860–868 (2020) 22 May 2020 7 of 9

A

B 

C   

D     

E

F

G

H

P
re

va
le

nc
e/

10
K

 p
eo

pl
e

P
re

va
le

nc
e/

10
K

 p
eo

pl
e

P
re

va
le

nc
e/

10
K

 p
eo

pl
e

P
re

va
le

nc
e/

10
K

 p
eo

pl
e

C
rit

ic
al

 c
as

es
/1

0K
 p

eo
pl

e
C

rit
ic

al
 c

as
es

/1
0K

 p
eo

pl
e

C
rit

ic
al

 c
as

es
/1

0K
 p

eo
pl

e
C

rit
ic

al
 c

as
es

/1
0K

 p
eo

pl
e

C
um

ul
at

iv
e

in
fe

ct
io

ns
C

um
ul

at
iv

e
in

fe
ct

io
ns

C
um

ul
at

iv
e

in
fe

ct
io

ns
C

um
ul

at
iv

e
in

fe
ct

io
ns

Fig. 6. Intermittent social distancing scenarios with current and expanded critical care
capacity. SARS-Cov-2 prevalence (black curves) and critical cases (red curves) under intermittent
social distancing (shaded blue regions) without seasonal forcing (A and C) and with seasonal
forcing (B and D). Distancing yields a 60% reduction in R0. Critical care capacity is depicted by
the solid horizontal black bars, and the on/off thresholds for social distancing are depicted by
the dashed horizontal lines. (A) and (B) are the scenarios with current critical care capacity in the
United States and (C) and (D) are the scenarios with double the current critical care capacity.
The maximal wintertime R0 is 2.2 and for the seasonal scenarios the summertime R0 is 1.3
(40% decline). Prevalence is in black and critical care cases are in red. To the right of each main
plot (E to H), the proportion immune over time is depicted in green with the herd immunity threshold
(horizontal black bar).
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may differ by age, we did not have suffi-
cient data to parameterize an age-structured
model.We also didnot directlymodel any effect
from the opening of schools, which could lead
to an additional boost in transmission strength
in the early autumn (45). The transmission
model is deterministic, so it cannot capture
the possibility of SARS-CoV-2 extinction. It
also does not incorporate geographic struc-
ture, so the possibility of spatially hetero-
geneous transmission cannot be assessed.
The construction of spatially explicit models
will become more feasible as more data on
SARS-CoV-2 incidence become available; these
will help to determine whether there are dif-
ferences in seasonal forcing between geo-
graphic locations, as is the case for influenza
(12), and will also help to assess the possibility
of pandemic extinction while accounting for
reintroductions. The timing and strength of
postpandemic outbreaks may also depend on
stochastic introductions from abroad, which
can be assessed using more complex, global
models.
We used percent test-positive multiplied by

percent ILI to approximate coronavirus inci-
dence up to a proportional constant; results
were similar when using the raw number of
positive tests and the raw percent test-positive
as incidence proxies (fig. S1). Although the
percent test-positive multiplied by percent ILI
has been shown to be one of the best available
proxies for influenza incidence (32), the con-
version between this measure and the true in-
cidence of coronavirus infections is unclear, so
we do not make precise estimates of the over-
all coronavirus incidence. This conversion will
undoubtedly depend on the particular pop-
ulation for which these estimates are being
made. In a recent study, an estimated 4% of
individuals with coronavirus sought medical
care, and only a fraction of these were tested
(46). In addition, the method that we adopted
to estimate the Re depends on the serial in-
terval distribution, which has not been well
studied for commonly circulating human corona-
viruses; we used the best-available evidence
from SARS-CoV-1, the most closely related co-
ronavirus to SARS-CoV-2.
Our findings generalize only to temperate

regions, which contain 60% of the world’s
population (47), and the size and intensity
of outbreaks could be further modulated by
differences in average interpersonal contact
rates by location and the timing and effective-
ness of nonpharmaceutical and pharmaceuti-
cal interventions. The transmission dynamics
of respiratory illnesses in tropical regions can
be much more complex. However, we expect
that if postpandemic transmission of SARS-
CoV-2 does take hold in temperate regions,
there will also be continued transmission in
tropical regions seeded by the seasonal out-
breaks to the north and south. With such re-

seeding, long-term disappearance of any strain
becomes less likely (48), but according to our
model, theRe of SARS-CoV-2 remains<1 during
most of each period when that strain disap-
pears, meaning that reseeding would shorten
these disappearances only modestly.
Our findings indicate key data required to

know how the current SARS-CoV-2 outbreak
will unfold. Most crucially, serological studies
could indicate the extent of population immu-
nity andwhether immunity wanes and at what
rate. In our model, this rate is the key modu-
lator of the total SARS-CoV-2 incidence in the
coming years. Although long-lasting immunity
would lead to lower overall incidence of in-
fection, it would also complicate vaccine effi-
cacy trials by contributing to low case numbers
when those trials are conducted, as occurred
with Zika virus (49). In our assessment of con-
trol measures in the initial pandemic period,
we assumed that SARS-CoV-2 infection induces
immunity that lasts for at least 2 years, but
social distancing measures may need to be
extended if SARS-CoV-2 immunity wanes
more rapidly. In addition, if serological data
reveal the existence of many undocumented
asymptomatic infections that lead to immu-
nity (50), less social distancing may be re-
quired. Serology could also indicate whether
cross-immunity exists among SARS-CoV-2,
HCoV-OC43, and HCoV-HKU1, which could
affect the postpandemic transmission of SARS-
CoV-2. We anticipate that such cross-immunity
would lessen the intensity of SARS-CoV-2 out-
breaks, though some speculate that antibody-
dependent enhancement (ADE) induced by
prior coronavirus infection may increase sus-
ceptibility to SARS-CoV-2 and exacerbate the
severity of infection (51, 52). At present, there
are limited data describing ADE between
coronaviruses, but if it does exist, it may pro-
mote the cocirculation of betacoronavirus
strains.
To implement intermittent social distanc-

ing, it will be necessary to carry out wide-
spread viral testing for surveillance to monitor
when the prevalence thresholds that trigger
the beginning or end of distancing have been
crossed. Without such surveillance, critical
care bed availability might be used as a proxy
for prevalence, but this metric is far from
optimal because the lag between distancing
and peak critical care demand could lead to
frequent overrunning of critical care resources.
Critical care resources are also at greater risk
of being overrun if the infectious, latent, and
hospitalized periods follow peaked distribu-
tions (e.g., gamma versus exponential). Mea-
suring the distributions of these times, and
not just their means, will help to set more ef-
fective thresholds for distancing interventions.
Under some circumstances, intense social dis-
tancing may be able to reduce the prevalence
of COVID-19 enough to warrant a shift in

strategy to contact tracing and containment
efforts, as has occurred inmany parts of China
(21, 23, 53). Still, countries that have achieved
this level of control of the outbreak should
prepare for the possibility of substantial re-
surgences of infection and a return to social
distancing measures, especially if seasonal
forcing contributes to a rise in transmissi-
bility in the winter. Moreover, a winter peak
for COVID-19 would coincide with peak influ-
enza incidence (54), further straining health
care systems.
Treatments or vaccines for SARS-CoV-2

would reduce the duration and intensity of
the social distancing required to maintain
control of the pandemic. Treatments could
reduce the proportion of infections that re-
quire critical care and the duration of infec-
tiousness, which would both directly and
indirectly (through a reduction in R0) reduce
the demand for critical care resources. A vac-
cine would accelerate the accumulation of
immunity in the population, reducing the
overall length of the pandemic and averting
infections that might have resulted in a need
for critical care. Furthermore, if there have
been many undocumented immunizing infec-
tions, then the herd immunity threshold may
be reached sooner than our models suggest.
Nevertheless, SARS-CoV-2 has demonstrated
an ability to challenge robust healthcare sys-
tems, and the development and widespread
adoption of pharmaceutical interventions will
take months at best, so a period of sustained
or intermittent social distancing will almost
certainly be necessary.
In summary, the total incidence of COVID-19

illness over the next 5 years will depend criti-
cally upon whether it enters into regular cir-
culation after the initial pandemicwave, which
in turn depends primarily upon the duration
of immunity that SARS-CoV-2 infection im-
parts. The intensity and timing of pandemic
and postpandemic outbreaks will depend
on the time of year when widespread SARS-
CoV-2 infection becomes established and, to a
lesser degree, upon the magnitude of seasonal
variation in transmissibility and the level of
cross-immunity that exists between the beta-
coronaviruses. Social distancing strategies
could reduce the extent to which SARS-CoV-2
infections strain health care systems. Highly
effective distancing could reduce SARS-CoV-2
incidence enough to make a strategy that is
based on contact tracing and quarantine fea-
sible, as in South Korea and Singapore. Less
effective one-time distancing efforts may re-
sult in a prolonged single-peak pandemic, with
the extent of strain on the healthcare system
and the required duration of distancing de-
pending on the effectiveness. Intermittent
distancing may be required into 2022 unless
critical care capacity is increased substantially
or a treatment or vaccine becomes available.
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The authors are aware that prolonged dis-
tancing, even if intermittent, is likely to have
profoundly negative economic, social, and edu-
cational consequences. Our goal in modeling
such policies is not to endorse them, but rather
to identify likely trajectories of the pandemic
under alternative approaches, to identify com-
plementary interventions such as expanding
ICU capacity and identifying treatments to
reduce ICU demand, and to spur innovative
ideas (55) to expand the list of options to bring
the pandemic under long-term control. Our
model presents a variety of scenarios intended
to anticipate possible SARS-CoV-2 transmis-
sion dynamics under specific assumptions.We
do not take a position on the advisability of
these scenarios given the economic burden
that sustained distancingmay impose, but we
note the potentially catastrophic burden on the
healthcare system that is predicted if distanc-
ing is poorly effective and/or not sustained for
long enough. The model will have to be tai-
lored to local conditions and updated as more
accurate data become available. Longitudinal
serological studies are urgently required to
determine the extent and duration of immu-
nity to SARS-CoV-2, and epidemiological sur-
veillance should bemaintained in the coming
years to anticipate the possibility of resurgence.
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to derive the equilibrium climate controls on forest carbon. Maximum temperature is the most important predictor of aboveground biomass (−9.1 megagrams
of carbon per hectare per degree Celsius), primarily by reducing woody productivity, and has a greater impact per °C in the hottest forests (>32.2°C). Our
results nevertheless reveal greater thermal resilience than observations of short-term variation imply. To realize the long-term climate adaptation potential
of tropical forests requires both protecting them and stabilizing Earth’s climate.

T
he response of tropical terrestrial car-
bon to environmental change is a crit-
ical component of global climate models
(1). Land-atmosphere feedbacks depend
on the balance of positive biomass growth

stimulation by CO2 fertilization (i.e., b) and
negative responses to warmer temperatures
and any change in precipitation (i.e., g). Yet
the climate response is so poorly constrained
that it remains one of the largest uncertainties
in Earth system models (2, 3), with the tem-
perature sensitivity of tropical land carbon

stocks alone differing by >100 Pg C °C−1 among
models (2). Such uncertainty impedes our
understanding of the global carbon cycle, lim-
iting our ability to simulate the future of the
Earth systemunder different long-term climate
mitigation strategies. A critical long-term con-
trol on tropical land-atmosphere feedbacks is
the sensitivity to climate of tropical forests (a
key component of g), where about 40% of the
world’s vegetation carbon resides (4).
The sensitivity to environmental change

of tropical biomass carbon stocks, rates of
production, and the persistence of fixed carbon
can all be estimated by relating their short-term
and interannual responses to variation in climate
(5–7). These sensitivities are then used to con-

strain longer-term projections of climate re-
sponses (2). Such approaches typically find that
higher minimum temperatures are strongly as-
sociated with slower tree growth and reduced
forest carbon stocks, likely owing to increased
respiration at higher temperatures (7–9). Trop-
ical forest carbon is also sensitive to precipita-
tion (10), with, for example, increased tree
mortality occurring during drought events (11).
Yet the sensitivity of ecosystems to inter-

annual fluctuations may be an unreliable guide
to their longer-term responses to climate change.
Such responses will also be influenced by
physiological acclimation (12), changes in dem-
ographic rates (13), and shifts in species com-
position (14). For example, both respiration
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and photosynthesis can acclimate under
sustained temperature increases (15–17), trop-
ical trees exhibit physiological plasticity (18),
and shifts in species composition occur (14)
under sustained drought. These processes
could mean that tropical forests are less sen-
sitive to climate than estimates derived from
interannual variability imply. An alternative,
complementary approach to assessing sensi-
tivity to climate is to measure and analyze
spatial variation in tropical ecosystems across
climate gradients as a space-for-time substi-
tution. Such biome-wide spatial variation in
forest carbon stocks, fluxes, and persistence
offers a distinctive and largely unexplored
window into the potential equilibrium sensi-
tivity of tropical forest vegetation to warming,
because it captures real-world vegetation re-
sponses that allow for physiological and eco-
logical adaptation (12).
To assess the long-term climate controls on

tropical forest growth and carbon stocks, we
assembled, measured, and analyzed a pantrop-
ical network of 590 permanent, long-term in-
ventory plots (Fig. 1; see figs. S1 and S2 for
ability to capture biome climate space). Our
analysis combines standardized measurements
from across South American, African, Asian,
and Australian tropical lowland forests (273,
239, 61, and 17 plots, respectively). For every
plot, we calculated aboveground carbon stocks

(19). Then, to better assess the dynamic controls
on aboveground carbon stocks, we also com-
puted the rate of carbon gained by the system
(aboveground woody carbon production, cal-
culated as tree growth plus newly recruited trees,
in Mg C ha−1 year−1) and the carbon residence
time in living biomass (calculated as the ratio
of living carbon stocks to carbon gains, in years).
We found considerable variation in biomass

carbon among continents, with lower stocks
per unit area in South America comparedwith
the Paleotropics, even after accounting for
environmental variables (Fig. 1). Continents
with high carbon stocks had either large
carbon gains (Asia) or long carbon residence
times (Africa) (Fig. 1). Because of these dif-
ferences among continents, which are poten-
tially due to differences in evolutionary history
(20), we analyzed the environmental drivers of
spatial variation in carbon stocks while ac-
counting for biogeographical differences. We
fitted linearmodels with explanatory variables
representing hypothesized mechanistic con-
trols of climate on tropical forest carbon (table
S1). We also included soil covariates, continent
intercepts, and eigenvectors describing spatial
relationships among plots to account for other
sources of variation (21).
Forest carbon stocks were most strongly

related to maximum temperature [Fig. 2; −5.9%
per 1°C increase in mean daily maximum tem-

perature in the warmest month with a 95%
confidence interval (CI) = −8.6 to −3.1%, which
is equivalent to −9.1 Mg C ha−1 °C−1 for a stand
with the mean carbon stock in our dataset,
154.6 Mg C ha−1] followed by rainfall (Fig. 2;
+2.4% per 100-mm increase in precipitation
in the driest quarter with a 95% CI = 0.6 to
4.3%, equivalent to 0.04 Mg C ha−1 mm−1 for
a stand with the mean carbon stocks in our
dataset), with no statistically significant rela-
tionship with minimum temperature, wind
speed, or cloud cover (Fig. 2). The effects of
maximum temperature and precipitation are
also evident in an analysis considering a wider
suite of climate variables than those tied to
hypothesized mechanisms (fig. S3) and in an
additional independent pantropical dataset of
223 single-census plots (for which carbon gains
and residence time cannot be assessed, fig. S4).
The negative effect of maximum temper-

ature on aboveground carbon stocks mainly
reflects reduced carbon gains with increas-
ing temperature (−4.0% per 1°C, 95% CI = −6.2
to −1.8%; Fig. 2), whereas the positive effect of
precipitation emerges through longer carbon
residence times with increasing precipitation
in the driest quarter (3.3% per 100 mm, 95%
CI = 0.9 to 5.7%; Fig. 2). Carbon residence time
also increased with the proportion of clay in
the soil (Fig. 2). The additive effects of pre-
cipitation and temperature on carbon stocks
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Fig. 1. Spatial variation in tropical forest carbon. (A) The RAINFOR (South America), AfriTRON (Africa), T-FORCES (Asia), and Australian plot networks. Filled
symbols show 590 multicensus plots used in the main analysis; open symbols show 223 single-census plots used as an independent dataset. Symbol color
indicates the region: green, South America; orange, Africa; purple, Asia; and pink, Australia. (B) Variation in carbon among continents. Boxplots show raw variation,
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RESEARCH | REPORT



were modified by an interaction between them
[change inAkaike information criterion (DAIC) =
15.4 comparing the full linear model with or
without interaction], with temperature effects
more negative when precipitation is low (fig.
S6). The interaction was through shortening
carbon residence time (DAIC = 11.9) rather
than reducing carbon gains (model without
interaction performed better, DAIC = 1.4).
An alternative analysis using decision-tree

algorithms (22) also showed maximum tem-
perature and precipitation to be important
(fig. S7). This decision-tree approach, which
can capture complex nonlinear relationships
(22), indicated potential nonlinearity in the
relationships between carbon stocks and both
temperature and precipitation, with the posi-
tive effect of increasing dry-season precipita-
tion on residence times strengthening when
precipitation was low and the negative effect
of maximum temperature intensifying at high
temperatures (fig. S7).
We further investigated nonlinearity in the

temperature relationship using breakpoint
regression (supported over linear regression
based on lower AIC, DAIC = 15.0), which re-
vealed that above 32.2°C (95% CI = 31.7° to
32.6°C), the relationship between carbon stocks
and maximum temperature became more neg-
ative (cooler than breakpoint, −3.8% °C−1, and
warmer than breakpoint, −14.7% °C−1; Fig. 3).
By partitioning carbon stocks into their pro-
duction and persistence, we found that this
nonlinearity reflects changes to carbon res-
idence time (DAIC = 10.6) rather than gains
(DAIC = 1.7). Overall, our results thus indicate
two separate climate controls on carbon stocks:
a negative linear effect of maximum tem-
perature through reduced carbon gains and a

nonlinear negative effect of maximum tempera-
ture, ameliorated by high dry-season precipita-
tion, through reduced carbon residence time.
The effect of temperature on carbon resi-

dence time only emerges when dry-season
precipitation is low; this is consistent with
theoretical expectations that negative effects
of temperature on tree longevity are exacer-
bated by moisture limitation, rather than being
independent of it and only due to increased
respiration costs (23). This could occur through
high vapor pressure deficits in hot and dry
forests increasing mortality risk by causing
hydraulic stress (23, 24) or carbon starvation
due to limited photosynthesis as a result of
stomatal closure (23). Notably, the temperature-
precipitation interaction we found for above-
ground stocks is in the opposite direction to
temperature-precipitation interactions reported
for soil carbon (25). In soils, moisture limitation
suppresses the temperature response of het-
erotrophic respiration, whereas in trees, mois-
ture limitation increases the mortality risks
of high temperatures.
The negative effects of temperature on

biomass carbon stocks and gains are primarily
due to maximum rather than minimum tem-
perature. This is consistent with high daytime
temperatures reducing CO2 assimilation rates,
for example, owing to increased photorespiration
or longer duration of stomatal closure (26, 27),
whereas if negative temperature effects were
to have increased respiration rates, there should
be a stronger relationship with minimum (i.e.,
nighttime) temperature. Critically, minimum
temperature is unrelated to aboveground
carbon stocks both pantropically and in one
continent, South America, where maximum
and minimum temperature are largely de-

coupled [correlation coefficient (r) = 0.33; fig.
S8]. Although carbon gains are negatively
related to minimum temperature (fig. S9),
this bivariate relationship is weaker than with
maximum temperature and disappears once
the effects of other variables are accounted for
(Fig. 2). Finally, in Asia, the tropical region that
experiences the warmest minimum temper-
atures of all, both carbon stocks and carbon
gains are highest (Fig. 1 and fig. S11).
Overall, our results suggest that tropical

forests have considerable potential to accli-
mate and adapt to the effects of nighttime
minimum temperatures but are clearly sen-
sitive to the effects of daytime maximum tem-
perature. This is consistent with ecophysiological
observations suggesting that the acclimation
potential of respiration (15) is greater than
that of photosynthesis (17). The temperature
sensitivity revealed by our analysis is also
considerably weaker than short-term sensi-
tivities associated with interannual climate
variation (7–9). For example, by relating short-
term annual climate anomalies to responses
in plots, the effect of a 1°C increase in tem-
perature on carbon gains has been estimated
as more than threefold our long-term, pan-
tropical result (28). This stronger, long-term
thermal resilience is likely due to a combi-
nation of individual acclimation and plasticity
(15–17), differences in species’ climate responses
(29) leading to shifts in community composition
due to changing demographic rates (12), and
the immigration of species with higher per-
formance at high temperatures (12).
Our pantropical analysis of the sensitivity to

climate of aboveground forest carbon stocks,
gains, and persistence shows that warming
reduces carbon stocks and woody productiv-
ity. Using a reference carbon stock map (30)
and applying our estimated temperature sen-
sitivity (including nonlinearity) while holding
other variables constant leads to an even-
tual biome-wide reduction of 14.1 Pg C in
live biomass (including scaling to estimate
carbon in roots) for a 1°C increase in mean
daily maximum temperature in the warmest
month (95% CI = 6.9 to 20.7 Pg). This com-
pares with a large range of projected sensitiv-
ities in coupled climate carbon cycle models
that report vegetation carbon (1 to 58 Pg C °C−1),
although these models have not been run to
equilibrium (see supplementary methods).
Our results suggest that stabilizing global

surface temperatures at 2°C above preindus-
trial levels will cause a potential long-term
biome-wide loss of 35.3 Pg C (95% CI = 20.9
to 49.0 Pg, estimates with alternative baseline
biomass maps of 24.0 to 28.4 Pg; fig. S12).
The greatest long-term reductions in carbon
stocks are projected in South America, where
baseline temperatures and future warming
are both highest (Fig. 4 and fig. S13). This
warming would push 71% of the biome beyond
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Fig. 2. Correlates of spatial variation in tropical forest carbon. Points show coefficients from
model-averaged general linear models. Variables that did not occur in well-supported models are
shrinkage-adjusted toward zero. Coefficients are standardized so that they represent change in the
response variable for one standard deviation change in the explanatory variable. Error bars show
standard errors (thick lines) and 95% confidence intervals (thin lines); error bar color is for illustrative
purposes to reflect the category of variable. Soil texture is represented by the percentage clay and
soil fertility by cation exchange capacity. The full models explained 44.1, 31.4, and 30.9% of spatial
variation in carbon stocks, gains, and residence time, respectively. Coefficients are shown in table S2.
Results are robust to using an alternative allometry to estimate tree biomass (fig. S5).
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the thermal threshold—a maximum tem-
perature of 32.2°C—where larger long-term
reductions in biomass are expected (fig. S14).
Of course, growth stimulation by carbon di-
oxide (31) will partially or wholly offset the
effect of this temperature increase, depend-
ing on both the level of atmospheric carbon
dioxide that limits warming to 2°C above pre-
industrial levels and the fertilization effect of
this carbon dioxide on tropical trees. Although

CO2 fertilization will reduce temperature-
induced carbon losses from biomass across
the tropics (table S3), our analysis indicates
that CO2 fertilization will not completely off-
set long-term temperature-induced carbon
losses within Amazonia (fig. S15), consistent
with a recent decadal-scale analysis of inven-
tory data (32).
The long-term climate sensitivities derived

from our pantropical field measurements

incorporate ecophysiological and ecological
adaptation and so provide an estimate of the
long-term, quasi-equilibrium response of trop-
ical vegetation to climate. This thermal adap-
tation potential may not be fully realized in
future responses because (i) the speed of tem-
perature rises may exceed species’ adaptive
capabilities, (ii) habitat fragmentation may
limit species’ ability to track changes in the
environment, and (iii) other human impacts
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such as logging and fire can increase the vul-
nerability of forest carbon stocks to high tem-
peratures. Althoughmany tropical forests are
under severe threat of conversion, our results
show that, in the long run, tropical forests that
remain intact can continue to store high levels
of carbon under high temperatures. Achieving
the biome-wide climate resilience potential that
we document depends on limiting heating and
on large-scale conservation and restoration to
protect biodiversity and allow species tomove.
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DEVICE TECHNOLOGY

Precise pitch-scaling of carbon nanotube arrays
within three-dimensional DNA nanotrenches
Wei Sun1,2*†, Jie Shen1,2†, Zhao Zhao1,3,4†, Noel Arellano5, Charles Rettner5, Jianshi Tang6,
Tianyang Cao1, Zhiyu Zhou1, Toan Ta5, Jason K. Streit7, Jeffrey A. Fagan7, Thomas Schaus1,2,
Ming Zheng7, Shu-Jen Han6, William M. Shih1,3,4, Hareem T. Maune5, Peng Yin1,2*

Precise fabrication of semiconducting carbon nanotubes (CNTs) into densely aligned evenly spaced
arrays is required for ultrascaled technology nodes. We report the precise scaling of inter-CNT
pitch using a supramolecular assembly method called spatially hindered integration of nanotube
electronics. Specifically, by using DNA brick crystal-based nanotrenches to align DNA-wrapped CNTs
through DNA hybridization, we constructed parallel CNT arrays with a uniform pitch as small as
10.4 nanometers, at an angular deviation <2° and an assembly yield >95%.

A
lthough conventional transistor lithog-
raphy successfully scales the channel
pitch (spacing between two adjacent
channels within individual transistor) of
bulk materials (that is, Si), the perform-

ance drops for patterning one-dimensional (1D)
semiconductors, such as carbon nanotubes
(CNTs), at ultrascaled technology nodes (1, 2).
The projected channel pitches [∼10 nm or less
(1)] for multichannel CNTs are smaller than
the fabrication feasibility of current lithogra-
phy. Alternatively, thin-film approaches (1),
which use physical forces (3–6), or chemical
recognition (7–9) to assemble CNTs, pro-
vide a density exceeding 500 CNTs/mm (3).
However, assembly defects, including cross-
ing (4, 10), bundling (i.e., multiple CNTs ag-
gregated side by side) (3), and irregular pitches
(11), are widely observed in such CNT thin
films.
Structural DNA nanotechnology (12, 13),

in particular DNA origami (14, 15) and DNA

bricks (16, 17), can produce user-prescribed 2D
or 3D objects at 2-nm feature resolution. Self-
assembled DNA structures have been used to
pattern diverse materials, including oxides
(18, 19), graphene (20), plasmonic materials
(21, 22), polymers (23), and CNTs (8, 9, 24, 25).
Despite these demonstrations, unconfined sur-
face rotation (8, 24) still limits the precise pitch
scaling achieved within a DNA template. Ad-
ditionally, CNT arrays assembled by using
double-stranded DNAs (dsDNAs) (8) contain
only a small number of CNTs per single-
orientation domain (2.4 on average), less than
the desired value of six CNTs (1).
By using nanotrenches based on DNA

brick crystals to spatially confine the DNA
hybridization-mediated CNT alignment, we
developed a spatially hindered integration
of nanotube electronics (SHINE) method for
building evenly spaced CNT arrays (Fig. 1).
DNA hybridizations between single-stranded
handles within the nanotrenches and the anti-

handles (sequences complementary to the
DNA handles) on CNTs compensated for the
electrostatic repulsions during assembly. DNA
nanotrenches also confined the orientation of
individual CNTs precisely along their longitu-
dinal axis.
Programming the DNA trench periodicity

thus rationally scaled the inter-CNTpitch from
24.1 to 10.4 nm. Misaligned CNTs could not
access theDNAhandles andwere repelled from
the DNA templates by electrostatic repulsion.
The pitch precision, indicative of array uni-
formity, improvedwhen compared to the values
for CNT thin films (11). The design for SHINE
began by constructing parallel nanotrenches
along the x direction (Fig. 1). The feature-
repeating unit of DNA brick crystal template
(17) contained 6768 base pairs. The sidewall
and the bottom layer within the unit consisted
of 6 helices by 8 helices by 94 base pairs and
6 helices by 4 helices by 94 base pairs along
the x and y and z directions, respectively. At
the top surface of the bottom layer, we intro-
duced four 14-nucleotide (nt) single-stranded
DNA (ssDNA) handles by extending the 3′ or
5′ ends of four selected DNA bricks (fig. S14)
(26). Extending the repeating units along the
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Fig. 1. Design schematic for SHINE. The blue and the orange bundles represent the sidewall and the bottom layer, respectively, within a feature-repeating unit of
trench-like DNA templates. Pink arrows indicate the extension directions of the repeating units.



x and z directions yieldedDNA templates with
parallel nanotrenches.
The micrometer-scale DNA templates were

folded through a multistage isothermal reac-
tion. Next, DNA antihandles were wrapped
onto CNTs through noncovalent interactions
(fig. S1) (27, 28). Finally, undermild conditions,
the hybridization between the DNA handles
and the antihandles mediated CNT assembly
within theDNAnanotrenches at the prescribed
inter-CNT pitch.
Transmission electron microscopy (TEM)

imaging confirmed the successful formation of
the designed DNA templates (Fig. 2, A and B,
and figs. S2 to S4) (26), as well as the confined
assembly of evenly spaced CNT arrays within
the DNA nanotrenches (Fig. 2, E and F, and
figs. S16 and S17). In the zoomed-out TEM
images (figs. S2 and S3), the assembled DNA
templates exhibited wide dimensional distri-
butions. One typical DNA template (fig. S2C)
exhibited the maximal dimensions of 1.3 mm
by 200 nm in the x and z directions. In the
zoomed-in TEM images, DNA templates exhib-
ited alternative dark (bottom layer)–bright
(sidewall) regions (Fig. 2B and fig. S17), and
each region corresponded to six-layered DNA
helices along the x direction as designed (Fig.
2A). Themeasured nanotrench periodicity was
25.3 ± 0.3 nm (N = 50 nanotrenches from
10 different templates) along the x direction
after drying on the surface (corresponding
to 2.1 nm diameter per dehydrated dsDNA).
The ssDNA handles were not visible in the
negatively stained TEM images.
After CNT assembly, we found bright par-

allel lines that appeared exclusively on the dark

bottom regions, indicative of the aligned CNTs
along the longitudinal axis of the nanotrenches
(Fig. 2, D and E, and figs. S16 and S17). The
relatively larger diameter of CNTs as compared
with the unwrapped CNTs was caused by the
stained dsDNA layer around CNTs (fig. S15).
Despite a few local twists in individual CNTs,
we did not observe crossing or bundling CNT
defects within the DNA nanotrenches. The
measured inter-CNT pitch was 24.1 ± 1.7 nm
(N = 50 CNTs from 10 different templates. For
every two neighboring CNTs, we measured
three different positions along the longitu-
dinal axis of CNT). Slightly smaller inter-CNT
pitch, compared to the x-direction periodicity
of the DNA templates, was the result of sta-
tistical variance of the small sample size. The
integrity of the DNA templates was not af-
fected by CNT assembly, as indicated by the
consistent six-layered DNA helices (along the
x direction) in both the DNA sidewall and bot-
tom layer (Fig. 2E).
To evaluate the pitch precision, we calcu-

lated (i) the standard deviation, (ii) the range
value, (iii) the percent relative range, and (iv)
the index of dispersion for count value (IDC
value) for inter-CNT pitch. The range of inter-
CNT pitch variation, defined as the difference
between themaximumand theminimumpitch
values, was 7.8 nm. The percent relative range
of the inter-CNT pitch, defined as the range of
inter-CNT pitch divided by the average value
of inter-CNT pitch (24.1 nm), was 32%. For com-
parison, on a flat substrate, a range >30 nm
and a percent relative range >140% have been
reported for CNT arrays with similar average
pitch (4).

The IDC value [defined as the standard de-
viation squared divided by the average pitch
squared (11)] for CNT arrays (∼40 CNTs/mm)
from SHINE was 0.005, two orders of magni-
tude smaller than for CNT arrays of similar
density fabricated from thin-film approaches
(11). Hence, by limiting the rotation of CNTs
with DNA sidewalls, SHINE provided higher
precision for assembling ultradense CNT arrays
than flat substrate-based assembly. Similarly,
SHINE produced a smaller angular deviation
(less than 2°, defined as the longitudinal-axis
difference between CNTs and the DNA nano-
trenches) than previously obtained on flat DNA
template, where >75% CNTs exhibited angular
deviations >5° (24).
Because bothDNA templates (figs. S2 andS3)

and CNTs (fig. S15) exhibited uneven widths
and lengths, we observed a variable number
of CNTs (ranging from 4 to 15) on different
templates, as well as z-direction offset for
CNTs from trench to trench (fig. S17). No-
tably, although the width of the DNA nano-
trench (12 nm) was larger than the diameter
of individual CNTs, we did not observe CNT
bundling within individual trenches.
We further analyzed the assembly yield of

aligned CNTs by TEM counting (supplemen-
tary text S2). The assembly yield was defined
as the total number of inner nanotrenches
occupied by correctly assembled parallel CNT
arrays divided by the total number of inner
DNA nanotrenches. Partially formed DNA
nanotrenches on the boundaries were ex-
cluded. A >95% assembly yield was observed
for 10 randomly selectedDNA templates (more
than 50 inner trenches were counted, Fig. 2E
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Fig. 2. Assembling CNT arrays with 24-nm inter-CNT pitch. From left to
right, designs (A and D), zoomed-in TEM images along the x and z
projection direction (B and E), liquid-mode AFM images along the x and z
projection direction (C and F) (left), and height profiles (C and F) (right) for
the DNA template (A to C) and the assembled CNT array (D to F),

respectively. Blue dashed lines [in (C) and (F), left] represent the locations
for the height profile. Black arrows in the AFM image (F) indicate the
assembled CNTs. See also figs. S2 to S4, S16, and S17 (26). The
orientation of the assembled CNTs in (F) may be distorted by AFM
tips during imaging.
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and fig. S17), and <5% of inner nanotrenches
were unoccupied by CNTs (fig. S25).
In liquid-mode atomic force microscopy

(AFM) images (Fig. 2F and fig. S18), we ob-
served new peaks (with heights ∼15 to 17 nm)
within the nanotrenches (fig. S18) after CNT
assembly. The height changes of the newpeaks
(5 to 7 nm), relative to the height of the bot-
tom layer beneath (∼10 nm in height, Fig. 2C),
approximated the sumof dsDNAhandle length
(3 to 5 nm, depending on different conforma-
tions) and DNA-wrapped CNT diameter (~1 to
3 nm, fig. S15). Therefore, only single-layer CNTs
were assembled. The ssDNA handles were
not visible in the AFM images. We observed
wider inter-CNT pitch (~32 nm) in liquid-
mode AFM when comparedwith that from the
TEM images. The pitch change was ascribed
to the larger diameter of hydrated dsDNAs
(2.6-nmdiameter per helix) in liquid condition
than of the fully dehydrated dsDNAs (2.1-nm
diameter per helix under vacuum). The 32-nm
inter-CNT pitch on the hydrated DNA tem-
plates could shrink to ∼24 nm after dehydra-
tion under heat.
By programming DNA nanotrenches with

different trench periodicities along the x di-
rection, we further demonstrated prescribed
scaling of inter-CNT pitches at 16.8, 12.6, and
10.4 nm (Fig. 3). Within the feature-repeating
units of the small-periodicity DNA templates,
we used 2 helices by 8 helices by 94 base pairs
for the nanotrench sidewalls (Fig. 3, A to C,
top left). In the bottom layers, 6 helices by
4 helices by 94 base pairs, 4 helices by 4 helices
by 94 base pairs, and 3 helices by 4 helices by
94 base pairs were used for different nano-
trench periodicities.
We assembled DNA templates and CNT

arrays using approaches similar to those in
Fig. 1. Assembled DNA templates exhibited
measured nanotrench periodicities of 16.8 ±
0.4 nm, 12.7 ± 0.2 nm, and 10.6 ± 0.1 nm (N= 50

to 300 nanotrenches from 10 individual tem-
plates for each design) along x direction (Fig. 3,
A to C, bottom left, and figs. S5 to S13) (26).
Notably, we observed slightly twisted nano-
trench sidewalls after drying in vacuum, prob-
ably because of the relatively low structural
stiffness of the two-layer DNA sidewalls (29).
However, the average periodicities were not
affected by the twisting of the DNA sidewalls.
In the zoomed-out view, different template
designs showed typical dimensions of ∼1.3 mm
by 300 nmalong the x and z directions (figs. S5,
S6, S8, S9, S11, and S12).
After CNT assembly, parallel CNTs were

aligned within the DNA nanotrenches (de-
signs in Fig. 3, A to C, top right; TEM images
in Fig. 3, A to C, bottom right; figs. S19 to
S24). The inter-CNT pitches varied from 16.8 ±
1.5 nm to 12.6 ± 0.6 nm to 10.4 ± 0.4 nm, respec-
tively (N = 50 to 300 CNTs from 10 individual
templates for each design). Both the 10.4-nm
pitch value and 0.4-nm standard deviation
(smaller than the diameter of individual CNTs)
were beyond current lithography-defined chan-
nel pitches (30, 31).
The IDC valueswere 0.008, 0.002, and 0.001,

respectively—orders of magnitude smaller
than those from thin-film approaches (11)
(supplementary text S4.1). The range and the
percent relative range of the inter-CNT pitch
variation were 5.9 nm and 36%, 2.7 nm and
24%, and 1.9 nm and 18% for 16.8-, 12.6-, and
10.4-nm inter-CNT pitches, respectively. Nar-
rower DNA nanotrenches improved the pre-
cision of CNT assembly (fig. S26). When the
width of DNA nanotrenches was decreased
to ∼6 nm (in 10.4-nm pitch CNT arrays), the
range value of inter-CNT pitch was decreased
to <2 nm and the IDC value (0.001) improved
by eightfold, compared to a 5.9-nm range value
and IDC value of 0.008 in 12-nm DNA trench
width (in 16.8-nm pitch CNT arrays). The an-
gular deviations for the assembled CNTs were

less than 2°. Under the optimized buffer con-
ditions (supplementary text S1.4), the assembly
yields were over 95% (figs. S20, S22, and S24).
The synergy between electrostatic repulsions

and DNA hybridization, enabled by the spatial
confinement of nanotrenches, helped to elim-
inate the CNT assembly disorders. In the ab-
sence of DNA hybridization, CNTs could not
be assembled within the DNA nanotrenches
because of the electrostatic repulsions between
the negatively charged CNTs and nanotrench
sidewalls. The hybridization between DNA
handles within the nanotrenches and theDNA
antihandles wrapping around CNTs stabilized
CNTs within the DNA nanotrenches and re-
sulted in an assembly yield >95%. The absence
of effective DNA hybridizations in misaligned
CNTs eliminated the assembly disorder by the
electrostatic repulsions. The correctly assem-
bled CNTs spatially shielded the DNA handles
beneath from being accessed by other CNTs
and repelled one another because of negative
surface charge. Even for DNA nanotrenches
(width from 6 to 12 nm) more than twofold
larger than the diameter of single CNTs, we did
not observe CNT bundling within individual
trenches and achieved an IDC value of 0.001.
Microliter assembly solution at sub–10 pM

template concentration simultaneously pro-
vided millions of assembled CNT arrays at
evenly spaced pitches, demonstrating the
scalability of SHINE.We further tested using
thermal annealing to remove DNA templates
(figs. S27 and S28) and constructed proof-of-
concept transistors from parallel CNT arrays
(fig. S28). The thermal decomposition of DNAs
produced residual contaminations around
CNTs that adversely affected the transistor
performance. Thus, both low on-state cur-
rent and large subthreshold swing values were
recorded. By contrast, improving interface
cleanliness for SHINE promotes transport
performance comparablewith chemical vapor

Sun et al., Science 368, 874–877 (2020) 22 May 2020 3 of 4

Fig. 3. Programming inter-CNT pitches with DNA brick crystal templates. (A to C) Designs (top row) and zoomed-in TEM images along the x and z projection
direction (bottom row) for the DNA templates (left) and the assembled CNT arrays (right) at 16.8 nm (A), 12.6 nm (B), and 10.4 nm (C) inter-CNT pitches,
respectively. Yellow arrows in the TEM images indicate the assembled CNTs. See also figs. S6 to S13 for the assembled DNA templates and figs. S19 to S24 for
the assembled CNT arrays (26).
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deposition–grown or polymer-wrapped CNT
arrays in a follow-up study (32). Additionally,
using purer semiconducting CNTs may fur-
ther improve performance.
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DEVICE TECHNOLOGY

DNA-directed nanofabrication of high-performance
carbon nanotube field-effect transistors
Mengyu Zhao1*, Yahong Chen1,2*, Kexin Wang1, Zhaoxuan Zhang1,3, Jason K. Streit4, Jeffrey A. Fagan4,
Jianshi Tang5, Ming Zheng4, Chaoyong Yang2, Zhi Zhu2†, Wei Sun1†

Biofabricated semiconductor arrays exhibit smaller channel pitches than those created using existing
lithographic methods. However, the metal ions within biolattices and the submicrometer dimensions
of typical biotemplates result in both poor transport performance and a lack of large-area array
uniformity. Using DNA-templated parallel carbon nanotube (CNT) arrays as model systems, we
developed a rinsing-after-fixing approach to improve the key transport performance metrics by more
than a factor of 10 compared with those of previous biotemplated field-effect transistors. We also used
spatially confined placement of assembled CNT arrays within polymethyl methacrylate cavities to
demonstrate centimeter-scale alignment. At the interface of high-performance electronics and
biomolecular self-assembly, such approaches may enable the production of scalable biotemplated
electronics that are sensitive to local biological environments.

I
nprojectedhigh-performance, energy-efficient
field-effect transistors (FETs) (1, 2), evenly
spaced small-pitch (where pitch refers
to the spacing between two adjacent chan-
nels within an individual FET) semicon-

ductor channels are often required. Smaller
channel pitch leads to higher integration den-
sity and on-state performance, but it has
the risk of enhanced destructive short-range
screening and electrostatic interactions in
low-dimensional semiconductors, such as car-
bon nanotubes (CNTs) (3). Evenly spaced align-
ment minimizes the channel disorder that
affects the switching between on and off states
(4). Therefore, althoughhigh-density CNT thin
films exhibit on-state performance compara-
ble to that of Si FETs (5, 6), degraded gate
modulation and increased subthreshold swing
(3, 5) are observed because of the disorder in
the arrays.
Biomolecules such as DNAs (7, 8) can be

used to organize CNTs into prescribed arrays
(9–11). On the basis of the spatially hindered
integration of nanotube electronics (SHINE),
biofabrication further scales the evenly spaced
channel pitch beyond lithographic feasibil-
ity (12). However, none of the biotemplated
CNT FETs (12–14) have exhibited performance
comparable to that of those constructed with

lithography (15) or thin-film approaches
(3, 5, 6, 16–18). Additionally, during the surface
placement of biotemplated materials, broad
orientation distributions (19) prevent their
large-scale alignment.
In this work, we showed that small regions of

nanometer-precise biomolecular assemblies
can be integrated into the large arrays of
solid-state high-performance electronics. We
used the parallel semiconducting CNT arrays
assembled through SHINE as model systems
(12). At the FET channel interface, we observed
lower on-state performance induced by high
concentrations of DNA and metal ions. Using a
rinsing-after-fixing approach, we eliminated
the contamination without degrading CNT
alignment. On the basis of the uniform inter-
CNT pitch and clean channel interface, we
constructed solid-state multichannel PMOS
(p-channel metal-oxide semiconductor) CNT
FETs that displayed high on-state performance
and fast on-off switching simultaneously. Using
lithography-defined polymethyl methacrylate
(PMMA) cavities to spatially confine the place-
ment of the CNT-decorated DNA templates,
we demonstrated aligned arrays with prescribed
geometries over a 0.35-cm2–area substrate.
Building high-performance, ultrascaled devices
at the biology-electronics interface may enable

diverse applications in the post-Si era, such
as multiplexed biomolecular sensors (20) and
three-dimensional (3D) FETs with nanometer-
to-centimeter array scalability.
We assembled DNA-templated CNT arrays

using DNA-based SHINE (12). We applied a
rinsing-after-fixing approach (Fig. 1A) to re-
move the DNA templates. Starting from the
surface-deposited DNA-templated CNT ar-
rays, both ends of the DNA-templated CNT
arrays were first fixed onto a Si wafer with
deposited metal bars (first step in Fig. 1A).
DNA templates and high-concentration me-
tal salts (1 to 2 M) within the DNA helices
were gently removed through sequential rins-
ing with water and low-concentration H2O2

(second step in Fig. 1A and fig. S5). The
inter-CNT pitch and the alignment quality
of the assembled CNTs were not degraded
during the rinsing process (Fig. 1B and figs. S3
and S4) (21).
To explore the effect of single-stranded DNAs

(ssDNAs) at the channel interface, we first fab-
ricated the source and drain electrodes onto
the rinsed CNT arrays (Fig. 1C, left). Next,
ssDNAs were introduced exclusively into the
predefined channel area (first step in Fig. 1C;
channel length ~200 nm). Finally, a gate di-
electric of HfO2 and a gate electrode of Pd were
sequentially fabricated (second and third steps
in Fig. 1C and fig. S6).
Out of 19 FETs we constructed, 63% (12 of 19)

showed typical gate modulation (on-state
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Fig. 1. Multichannel CNT FETs
with ssDNAs at channel interface.
(A) Design schematic for the rinsing-
after-fixing approach. Pink arrows in-
dicate the extension direction of DNA
templates and the assembled CNTs.
(B) Zoomed-in AFM image along the
x and z projection direction for CNT
arrays after template removal. White
arrows indicate the assembled CNTs.
Scale bar, 25 nm. See also figs. S3 and S4 (21). (C) Design schematic for introducing ssDNAs at channel interface and FET fabrication. (D) The Ids-Vgs curves [drain-to-source current
density (Ids) versus Vgs plotted in logarithmic at a Vds of −0.5 V] for a multichannel DNA-containing CNT FET before (black line) and after (red line) thermal annealing. See also fig. S7.



current density divided by off-state current
density, Ion/Ioff, exceeded 103; fig. S7). The
other seven devices exhibited Ion/Ioff < 5,
which was caused by the presence of metallic
CNTs within the array. At a drain-to-source
bias (Vds ) of −0.5 V, one typical multichannel
DNA-containing CNT FET (Fig. 1D) exhibited
a threshold voltage (Vth) of ~−2 V, an Ion of
50 mA/mm (normalized to the inter-CNT pitch)
at a gate-to-source bias (Vgs) of −3 V, a sub-
threshold swing of 146 mV per decade, a peak
transconductance (gm) of 23 mS/mm, and an
on-state conductance (Gon) of 0.10 mS/mm.
Statistics over all of the 12 operational FETs
exhibited a Vth distribution of −2 ± 0.10 V,
an Ion of 4 to 50 mA/mm, and a subthreshold
swing of 164 ± 44 mV per decade (fig. S7A).
The transport performance was stable dur-
ing repeated measurements (fig. S7C).
We annealed the above DNA-containing

FETs at 400°C for 30 min under vacuum to
thermally decompose ssDNAs (22), and we
then recharacterized the transport perform-
ance. Compared with the unannealed sam-
ples, thermal annealing (Fig. 1D and figs.
S7 and S16) slightly shifted the average Vth

(~0.35 V, for a Vth of −1.65 ± 0.17 V after an-
nealing) and increased the average subthresh-
old swing by ~70 mV per decade (subthreshold
swing of 230 ± 112 mV per decade after an-
nealing). Other on-state performance metrics,
including gm and Gon, as well as FET mor-
phology, did not substantially change after
annealing.
To build high-performance CNT FETs from

biotemplates, we deposited a composite gate

dielectric (Y2O3 and HfO2) into the rinsed
channel area instead of introducing ssDNAs
(Fig. 2, A and B, and figs. S10 and S11) (21). Of
all the FETs constructed, 54% (6 of 11) showed
gatemodulation (fig. S12). The other 5 of 11 FETs
contained at least one metallic CNT within
the channel (fig. S15). Using an identical fabri-
cation process, we also constructed another
nine operational single-channel DNA-free CNT
FETs for comparing transport performance
(fig. S8). The single-channel CNT FET (chan-
nel length ~200 nm) with the highest on-state
performance exhibited an on-state current of
10 mA per CNT (Vds of −0.5 V) at the therm-
ionic limit of subthreshold swing (i.e., 60 mV
per decade; Fig. 2C and fig. S9).
At a Vds of −0.5 V, the multichannel DNA-

free CNT FET (channel length ~200 nm, inter-
CNT pitch of 24 nm) with the highest on-state
performance (Fig. 2D and fig. S13) exhibited
a Vth of −0.26 V, an Ion of 154 mA/mm (at a Vgs

of −1.5 V), and a subthreshold swing of 100mV
per decade. The gm and Gon values were 0.37
and 0.31 mS/mm, respectively. The noise in
the gm-Vgs curves may originate from ther-
mal noise, or disorder and scattering within
the composite gate construct. The on-state
current further increased to ~250 mA/mm,
alongside a gm of 0.45 mS/mm and a sub-
threshold swing of 110 mV per decade, at a
Vds of −0.8 V.
At a similar channel length andVds (−0.5 V),

we benchmarked the transport performance
(gm and subthreshold swing) against that of
conventional thin-film FETs using chemical
vapor deposition (CVD)–grown or polymer-

wrapped CNTs (3, 5, 16–18, 23–27) (Fig. 2E
and figs. S17 and S18). Both high on-state
performance (a gm of ~0.37 mS/mm) and fast
on-off switching (a subthreshold swing of
~100 mV per decade) could be simultaneously
achieved within the same solid-state FET,
whereas thin-film CNT FETs with a similar
subthreshold swing (~100 mV per decade) ex-
hibited a >50% smaller gm.
When the channel length was scaled to

100 nm, we achieved an Ion of 300 mA/mm (at a
Vds of −0.5 V and a Vgs of −1.5 V) and a sub-
threshold swing of 160 mV per decade (fig.
S14). Both the Gon and the gm values were thus
promoted to 0.6 mS/mm. The DNA-free CNT
FETs exhibited comparable Ion to that of thin-
film FETs from aligned CVD-grown CNT ar-
rays (28, 29), even at 60% smaller CNT density
[~40CNTs/mmversus>100CNTs/mmin (28,29)].
The effective removal of the contaminations,
such as DNA and metal ions, and the shorter
channel length contributed to the high Ion.
Notably, a previous study had fixed CNTs
directly with the source and drain electrodes
(13). Because contamination could not be fully
removed from the electrode contact areas, the
on-state performance (gm and Gon) decreased
by a factor of 10.
Furthermore, the subthreshold swing differ-

ence between the multichannel (average value
of 103 mV per decade) and the single-channel
CNT FETs (average value of 86 mV per decade
in fig. S9) was reduced to 17 mV per decade.
Theoretical simulations suggest that, under
identical gate constructs, the uneven diame-
ter of CNTs (6) and the alignment disorder
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Fig. 2. Constructing top-gated high-performance CNT FETs. (A) Design sche-
matic for the fabrication of top-gated DNA-free FETs. (B) Zoomed-in SEM image
along the x and z projection direction for the constructed multichannel CNT FET.
Scale bar, 100 nm. See also fig. S11 (21). (C and D) The Ids-Vgs curves (solid lines,
plotted in logarithmic scale corresponding to left axis) and gm-Vgs curves (dotted
lines, plotted in linear scale corresponding to right axis) for single-channel (C) and

multichannel (D) CNT FETs. Blue, red, and black colors in (C) and (D) represent a Vds
of −0.8, −0.5, and −0.1 V, respectively. Gray arrows indicate the corresponding
axes. See also figs. S9 and S12. (E) Benchmarking of the current multichannel CNT
FET in (D) with other reports of high-performance CNT FETs. Device performances
from previous publications (3, 5, 16–18, 23–27) are obtained at a Vds of −0.5 V
and channel lengths ranging from 100 to 500 nm. See also figs. S17 and S18.
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(including crossing CNTs) (5) raise the sub-
threshold swing (4). We observed a wide di-
ameter distribution of the DNA-wrapped CNTs
in atomic force microscopy (AFM) images (fig.
S2) and transmission electron microscopy im-
ages (fig. S1). Hence, the small subthreshold
swing difference above indicated that effective
gate modulation and evenly spaced CNT align-
ment were achieved using SHINE (12) (i.e., the
absence of crossing or bundling CNTs within
the channel area).
Statistics across all the operational multi-

channel DNA-free FETs exhibited a Vth of
−0.32 ± 0.27 V, an Ion of 25 to 154 mA/mm (at a
Vds of −0.5 V and a Vgs of −1.5 V), and a sub-
threshold swing of 103 ± 30 mV per decade.
Different amounts of narrow CNTs (i.e., those
with diameters <1 nm) within FETs led to the
wide distribution of Ion. Because the Schottky
barrier and the bandgap increase with nar-
rower CNT diameters, lower CNT conduct-
ance is often observed in narrow CNTs than in
those with diameters >1.4 nm (30, 31).
When comparing the transport performance

differences between DNA-containing and DNA-
free FETs (fig. S16), we observed a largely nega-
tively shifted Vth (−2 versus −0.32 V), a higher
drain-to-source current density (Ids) at a posi-
tiveVgs (mostly 10 to 200 versus 0.1 to 10nA/mm),
and amore than one order ofmagnitude smaller
gm (4 to 50 versus 70 to 370 mS/mm). Thus, high-
concentration ssDNAs and metal ions within

multichannel FETs deteriorated the transport
performance. Thermal annealing did not fully
eliminate the adverse effect because of the pres-
ence of insoluble and nonsublimable annealing
products, such as metal phosphates (22).
When CNT-decorated DNA templates were

deposited onto a flat Si wafer, random orienta-
tions of DNA templates were formed through
unconfined surface rotation. We solved this
issue by using 3D polymeric cavities to con-
fine the surface orientation during large-area
placement. We first assembled fixed-width CNT
arrays (fig. S19) (21) with a prescribed inter-CNT
pitch of 16 nm (two CNTs per array). Next, in
a typical 500 mm–by–500 mm write-field on
the PMMA-coated Si substrate (with >20write-
fields on a 0.35-cm2 substrate), we fabricated
densely aligned crenellated parapet-like PMMA
cavities (cavity density of ~2 × 107 cavities/cm2;
fig. S20). The minimum and the maximum de-
signed widths of an individual cavity along the
z direction were 180 and 250 nm, respectively.
After DNA deposition and PMMA liftoff

(Fig. 3A), >85% of the initial cavities (~600 cav-
ities were counted) were occupied by DNA
templates (Fig. 3B and fig. S21). The measured
angular distribution—defined as the differ-
ence between the longitudinal axis of the DNA
templates and the x direction of the substrate—
was 56% within ±1° and 90% within ±7° (Fig.
3C), per scanning electron microscopy (SEM)–
based counting of all of the remaining DNA

templates within the 600 cavity sites. This
value included improvable effects from the
fabrication defects of PMMA cavity sites, the
variation during DNA placement, and any
disturbance from PMMA liftoff. Notably, the
angular distribution was still improved com-
pared with previous large-scale placement of
DNA-templated materials (19). CNTs were not
visible under SEM because they were embedded
within the DNA trenches and shielded from
the SEM detector by DNA helices.
Both the lengths of the DNA templates and

the aspect ratio of the PMMA cavities affected
the angular distribution. Longer DNA tem-
plates (with lengths >1 mm) exhibited nar-
rower angular distribution (0° ± 3.4° in Fig.
3D) than those of shorter DNA templates (with
lengths <500 nm, 1° ± 11° in Fig. 3D). Addi-
tionally, PMMA cavities with a higher length-
to-width aspect ratio (i.e., 10 in Fig. 3B and
fig. S20) provided better orientation control-
lability than those with a lower aspect ratio
(i.e., 1 in fig. S22). Hence, longer DNA templates,
as well as a higher length-to-width aspect ratio
of PMMA cavities, were beneficial in improv-
ing the angular distribution. Because PMMA
cavities were wider than the DNA templates,
we observed up to three DNA templates, as
well as the offset of DNA templates along the
x and z directions, within a few PMMA cavi-
ties. Notably, DNA templates did not fully cover
the individual PMMA cavities, even for a sat-
urated DNA solution.
Two-dimensional hydrophilic surface pat-

terns, with shape and dimensions identical to
those of the DNA structures, could direct the
orientation of the deposited DNA structures
(32). However, it is difficult to design patterns
adaptive toDNA templateswith variable lengths.
In contrast, effective spatial confinement re-
lies mainly on the lengths of the DNA templates
and the aspect ratio of PMMA cavities and is
applicable to irregular template lengths. There-
fore, the anisotropic biotemplated CNT arrays
with uneven lengths could be aligned along the
longitudinal direction of the cavities (supple-
mentary text section S4.1 and fig. S23) (21).
To further promote the on-state perform-

ance, scaling the inter-CNT pitch into <10 nm
may be beneficial. However, at 2-nm inter-
CNT pitch, the enhanced electrostatic in-
teractions may affect the on-off switching.
Therefore, the correlation between the inter-
CNT pitch and performance metrics of CNT
FETs needs to be verified. Combined with
large-area fabrications through conventional
lithography and directed assembly of block
copolymers, biomolecular assembly could pro-
vide a high-resolution paradigm for program-
mable electronics over large areas. The hybrid
electronic-biological devices may also inte-
grate electrical stimuli and biological inputs
and outputs, producing ultrascaled sensors
or bioactuators.
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Fig. 3. Centimeter-scale oriented placement of fixed-width arrays. (A) Design schematic for the oriented
placement of the fixed-width CNT-decorated DNA templates on a Si substrate. From left to right, the panels
show fabricating cavities on a spin-coated PMMA layer, depositing CNT-decorated DNA templates onto the
PMMA cavities, and liftoff to remove the PMMA layer. (B) From left to right, zoomed-out and zoomed-in
optical and SEM images of the aligned structures on the Si wafer after PMMA liftoff. The scale bars in the
bottom left, middle, and right images are 10, 1, and 0.5 mm, respectively. The red rectangles indicate the
selected areas for zoomed-in views. The yellow arrows in the right panel indicate the aligned arrays. See also
fig. S21 (21). (C) The statistics of counts (left, red axis) and the cumulative percentages (right, green axis)
for the aligned structures in (B) at each specific orientation. (D) Plot of angular distributions of the aligned arrays
versus the lengths of the DNA templates.
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POLLINATORS

Bumble bees damage plant leaves and accelerate
flower production when pollen is scarce
Foteini G. Pashalidou1,2*, Harriet Lambert1*, Thomas Peybernes1,
Mark C. Mescher1†, Consuelo M. De Moraes1†

Maintaining phenological synchrony with flowers is a key ecological challenge for pollinators that may be
exacerbated by ongoing environmental change. Here, we show that bumble bee workers facing pollen
scarcity damage leaves of flowerless plants and thereby accelerate flower production. Laboratory
studies revealed that leaf-damaging behavior is strongly influenced by pollen availability and that
bee-damaged plants flower significantly earlier than undamaged or mechanically damaged controls.
Subsequent outdoor experiments showed that the intensity of damage inflicted varies with local flower
availability; furthermore, workers from wild colonies of two additional bumble bee species were also
observed to damage plant leaves. These findings elucidate a feature of bumble bee worker behavior that
can influence the local availability of floral resources.

O
ngoing environmental change is exac-
erbating phenological mismatches be-
tween plants and pollinators (1–9), with
the greatest detrimental effects on pol-
linator populations occurring in early

spring (10, 11). Such mismatches may be par-
ticularly challenging for bumble bees, which
establish new colonies each spring (7, 12–14).
One recent study found that the timely avail-
ability of floral resources within 1 km of found-
ing colonies strongly influenced colony survival
and performance (9), while another showed
that resource shortfalls during a critical pe-
riod of early colony development have pro-
found effects on later reproductive success
(14). The fitness implications of phenological
mismatches presumably favor adaptations that
ensure synchrony (7, 13–20), and previous re-
search on social bees has documented changes
in life history and social organization associated
with variation in the seasonal availability of
floral resources (13, 15–22). This study explores
whether bumble bee workers may themselves
influence local flower availability by damag-
ing the leaves of flowerless plants and thereby
accelerating flower production.
Initial behavioral observationswith fourplant

species (Brassica oleracea, B. nigra, Solanum
elaeagnifolium, and S. melongena) revealed
that bumble bee (Bombus terrestris)workers
use their proboscises and mandibles to cut
distinctively shaped holes in plant leaves, with
each damage event taking only a few seconds
(Fig. 1 and movie S1). However, we saw no
clear evidence that bees were actively feeding
on leaves or transporting leaf material back to
the hive. We therefore hypothesized that dam-

age inflicted on plant leaves might influence
subsequent flower production. Although stress
is known to influence flowering time in many
plant species (23), most previous work has
focused on abiotic stressors, and few studies
have explored effects of leaf damage inflicted
by insects (23, 24).
To determine whether damage inflicted by

B. terrestrisworkers influences flowering, we
conducted experiments with two distantly re-
lated plants, S. lycopersicum and B. nigra, and
compared the flowering time of bee-damaged
plants to that of undamaged plants and plants
subjected to similar amounts of damage in-
flicted mechanically. Plants given bee-damage
treatments were individually placed in mesh
cages with pollen-deprived B. terrestris colo-
nies and removedwhenworker bees hadmade
5 to 10 leaf holes. Each damaged plant was
then pairedwith a plant given themechanical-
damage treatment, in which we replicated the
pattern of bee-inflicted damage as closely as
possible using metal forceps and a razor (see
supplementary materials for further method-
ological details). These experiments revealed
highly significant treatment effects on flower-
ing time in both species, with bee-damaged
plants flowering earlier than those that under-
went the other treatments (Fig. 2). Further-
more, the acceleration of flowering elicited
by bee-inflicted damage was substantial: In
S. lycopersicum, the average flowering time
of bee-damaged plants was 30 days earlier
than that of undamaged plants and 25 days
earlier than that of mechanically damaged
plants. In B. nigra, the same comparisons
yielded differences of 16 and 8 days, respec-
tively (Fig. 2). Pairwise treatment comparisons
[via a generalized linear model (GLM)] con-
firmed highly significant effects of bee damage
compared with other treatments for both plant
species (fig. S1). The mean flowering time of
mechanically damaged plants was interme-
diate between bee-damaged and undamaged

treatments in both species but differed sig-
nificantly from that of undamaged plants only
for B. nigra (fig. S1).
Initial observations of laboratory colonies

suggested that damaging behavior was in-
fluenced by the availability of pollen, the only
food given to bumble bee larvae and an im-
portant protein source for workers (25). To
test this hypothesis, we conducted a labora-
tory assay in which B. terrestrismicrocolonies
were either given abundant pollen resources
(within the hive) or deprived of pollen. After
subjecting colonies to these treatments for
several days (Fig. 3A), we presented themwith
flowerless B. nigra plants within mesh enclo-
sures then replaced plants daily and quantified
the proportion of damaged leaves. Trials with
paired pollen-satiated and pollen-deprived co-
lonies were conducted in parallel, and the
treatment for each colony was then reversed
(Fig. 3A). The results of this experiment re-
vealed that rates of damaging behavior were
markedly higher under pollen limitation re-
gardless of the order inwhich treatments were
presented (Fig. 3B). These findings are re-
inforced by further observations showing
that workers from pollen-satiated colonies
consistently inflict onlyminor amounts of leaf
damage (table S2), whereas higher levels of
damaging behavior can consistently be eli-
cited by depriving microcolonies of pollen for
~3 days, as in our flowering-time experiments.
The laboratory studies described above dem-

onstrate that the leaf-damaging behavior of
B. terrestrisworkers accelerates flowering and
is itself influenced by the availability of floral
resources.However, these results donot exclude
the possibility that the observed behaviormight
be an artifact of our experimental conditions, in
which bees were confined in cages that pre-
vented them from going farther afield to forage
for floral resources. To address this possibility,
we next conducted a series of seminatural out-
door experiments by establishing experimental
B. terrestris colonies and plant patches on
rooftops at the Zentrum campus of ETH Zürich
(Zürich, Switzerland) in 2018 and 2019.
The primary goal of our 2018 study was to

determine whether bees would damage flow-
erless plants near the hive when they had the
option of foraging farther afield. A secondary
goal was to test the prediction that the fre-
quency of damaging behavior would decline
over time as floral resources became more
abundant in the surrounding environment.
This study was carried out in two phases, the
first beginning on 26 March 2018, slightly
earlier than the time at which wild bumble
bee queens would likely be terminating dia-
pause (19), and continuing to 25 May. Phase 1
thus extended over a period during which
surrounding flower resources increased from
initially low levels (26, 27) (fig. S2). During this
phase, we positioned aB. terrestrismicrocolony
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adjacent to a patch of 36 flowerless plants
(from six different species; see supplemen-
tary materials for details). The colony and
plants were replaced every 3 weeks, and we
assessed plant damage and bee activity on
weekdays (except when bees were inactive

owing to weather). Bumble bee workers
damaged plants in our experimental patches
throughout this phase of the experiment
(Fig. 4A); furthermore, as predicted, we ob-
served a strong decline in damage by the end
of April, at which point local floral resources

were relatively abundant (26, 27) (fig. S2).
These results thus complement the findings
fromour laboratory studies showing that dam-
aging behavior is influenced by pollen avail-
ability. As we only placed onemicrocolony at
a time during this study, some temporal varia-
tion in damagemight alternatively be explained
by colony effects, althoughour laboratory exper-
iments revealedminimal intercolony variation
in damaging behavior (Fig. 3B and table S2).
The second phase of our 2018 outdoor ex-

periment started on 4 June 2018 and continued
through 20 July. This phase replicated the de-
sign of the first, except that we placed 100 plants
in flower adjacent to the focal patch of flower-
less plants (~1 m from the hive) to ensure the
availability of local floral resources (see sup-
plementary materials for details). The inten-
sity of damage inflicted during this phase was
far lower than that observedduring phase 1 (Fig.
4A), which again is consistent with the pre-
diction that abundant floral resources reduce
damaging behavior. Furthermore, in addi-
tion to B. terrestris, workers from at least two
other bumble bee species damaged flower-
less plants in our experimental patch during
phase 2. Specifically, four B. lapidarius and
three B. lucorum workers were observed in-
flicting leaf damage in a manner similar to
B. terrestris (table S3). These observations
also confirm that damaging behavior is not
exclusive to commercial bumble bee hives but
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Fig. 2. Effects of bee damage on flowering time.
Flowering time of Solanum lycopersicum and Brassica
nigra plants subjected to three treatments: (i) bee
damage, (ii) mechanical damage, and (iii) no damage
(control). Bars represent least squares means ±
confidence intervals. Data were converted to a binary
response variable (flowering or not flowering, for each
plant on each day), and treatment effects were analyzed
using generalized additive models (GAMs), avoiding
assumptions of linearity. Interactions between “time
since damage” and plant were modeled by smooth
functions (table S1). (A) S. lycopersicum: All treatments
had highly significant effects on flowering time (bee
damage: P < 0.001, estimate = 13.697; mechanical
damage: P < 0.001, estimate = 9.131; control: P < 0.001,
estimate = −24.279). The interaction between time and
plant (smooth term) was also significant: P < 0.001,
estimated degrees of freedom (edf) = 0.974, Chi square
(Chi.sq) = 39.49. GAM explained 77% of deviance, with
coefficient of determination (R2) = 0.794 over 4800
observations. n = 20 plants per treatment. (B) B. nigra: All
treatments had highly significant effects on flowering
time (bee damage: P < 0.001, estimate = 2.955;
mechanical damage: P < 0.001, estimate = 2.601;
control: P < 0.001, estimate = −5.747). The interaction
between time and plant (smooth term) was also
significant: P < 0.001, edf = 0.994, Chi.sq = 181.9.
GAM explained 48% of the deviance, with R2 = 0.532 over
1200 observations. n = 10 plants per treatment.
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Fig. 1. Bombus terrestris workers damaging Solanum melongena leaves. (A) Sequential images of a
worker penetrating a leaf with its proboscis (taken over ~3 s). (B) A worker cutting into a leaf with its
mandibles. (C) Characteristic bee-inflicted damage.
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is also exhibited by wild bees. Indeed, some
B. terrestrisworkers observed damaging plants
may also have come from wild colonies, al-
though these could not be reliably distin-
guished from bees from our experimental

colonies. It is also notable that only bumble
bees were observed to land on flowerless plants
within our experimental patches, althoughother
bees, including honey bees (Apis mellifera) and
common furry bees (Lasioglossum calceatum),

were frequent visitors to the nearby patch of
plants in flower (fig. S3).
In 2019, we conducted a second outdoor

study that differed from the 2018 study in sev-
eral respects. This second study used young
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Fig. 3. Leaf damage by pollen-satiated and pollen-
deprived bumble bees. (A) Experimental setup:
Two colonies were used in parallel for each trial,
one of which was initially “pollen satiated” (PS) and then
switched to “pollen deprived” (PD), while the other
experienced the same treatments in the reverse order.
Asterisks indicate days (1 and 8) when hives were
weighed and new diet treatments were implemented.
Adjustment (“A”) periods (days 2 to 4 and days 9 to 11)
allowed colonies to acclimate to treatments. (B) Bees
from pollen-deprived colonies inflicted higher levels
of damage on plant leaves [F value (F) = 258, df = 32,
R2 = 0.8801, P < 0.001, GLM], regardless of the order of
the treatment. Additionally, the observed effects did
not differ significantly among colonies (F = 258, df = 32,
P = 0.732, GLM). Boxes represent the first to third
quartile of the interquartile range, horizontal lines within
boxes are medians, and the whiskers are the minimum
and maximum values. Six hives, three replicates,
and 72 plants. ***P ≤ 0.001; ns, not significant.
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Fig. 4. Daily measurements of damage (total
number of new leaf holes) by B. terrestris workers
in two outdoor experiments. (A) 2018 experiment
with queenless microcolonies. In phase 1, only
flowerless plants were present locally. In phase 2,
100 plants in flower were placed adjacent to the
focal patch of flowerless plants. Colors indicate
individual bee colonies. Damage by bees was signifi-
cantly higher in phase 1 [generalized linear mixed
model fit by maximum likelihood, term = phase, df = 1,
F = 712.70, P < 0.001, Akaike information criterion
(AIC) 1660.9]. Dots indicate days on which weather
prevented data collection. The black line represents a
7-day centered moving average of new bee holes
per day. Six flowerless plant species, 36 flowerless plants
per bee colony, and five bee colonies (180 flowerless
plants in total). (B) 2019 experiment with queenright
colonies. Colonies in both treatments were placed
adjacent to focal patches of flowerless plants. Colonies
in the flowering treatment also had access to
30 plants in flower, placed adjacent to the focal patch,
as well as a rooftop garden planted with wildflowers.
On 2 days, indicated by triangles, all colonies were
given access to sugar solution for 24 hours to mitigate
effects of adverse weather conditions. Damage by bees
was significantly higher in the flowerless treatment
(GLM fit by maximum likelihood, term = treatment, df = 1, F = 5217.7, P < 0.001, AIC 2049.3). Damage levels on roof 2 increased significantly in the month after the wildflower
garden was mown (df = 30, P ≤ 0.001, AIC 2960.4, GLM). Seven flowerless plant species, 600 flowerless plants per treatment, and eight bee colonies per treatment.
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queenright colonies and tracked damage by
multiple replicate colonies that were simul-
taneously exposed to environments differing
in floral resource availability. The 2019 study
made use of the same rooftop employed in 2018
(roof 1) as well as a second nearby rooftop
(~200 m from the first). Eight queenright
B. terrestris hives were placed on each roof,
adjacent to focal patches comprising 300 flow-
erless plants (from seven different species; see
supplementary materials for details), which
were replaced after 3weeks. No plants in flower
were present on roof 1. On roof 2, bees had
access to a preexisting rooftop garden planted
with wildflowers (measuring ~4.5 m by 7 m,
located ~20 m from the focal patch) as well as
a patch of 30 plants in flower (Antirrhinum
sp.) placed adjacent to the focal patch of flow-
erless plants. This experiment was initiated
in late May, and we monitored damage on
150 randomly chosen plants from each focal
patch. At the end of June, the wildflower gar-
denwasmown and other plants in flower were
removed from roof 2 (see supplementary ma-
terials for detailed methods). Bees damaged
plants in both focal patches; however, damage
levels were consistently higher on roof 1, where
no floral resources were present. Furthermore,
damage levels on roof 2 increased significantly
in the month after the wildflower garden was
mown (before tapering off on both roofs as hives
approached their reproductive switch points).
These results provide further evidence that dam-
age behavior is influenced by the availability
of floral resources, complementing the find-
ings from our 2018 rooftop study aswell as our
pollen-deprivation laboratory experiments.
Taken together, the results of our laboratory

and rooftop experiments show that (i) bumble
bees damage the leaves of flowerless plants in
a way that accelerates flowering time; (ii) the
availability of pollen influences this behavior;
(iii) the behavior persists under seminatural
conditions where bees have the option of
foraging farther afield; and (iv) wild bees, in-

cluding species other than B. terrestris, dam-
age plant leaves. These findings thus establish
that leaf-damaging behavior is a notable com-
ponent of bumble bee behavior that can influ-
ence the local availability of floral resources.
The current findings do not establish themech-
anism bywhich bee damage accelerates flower-
ing or the relationship of the observed response
to previously documented pathways involved
in stress-induced flowering (23). The fact that
mechanical damage alone does not fully re-
produce the observed effect raises the possi-
bility that some additional bee-derived cue
may be at play.
Flower scarcity poses serious challenges for

pollinator populations (26), and bumble bees
have a particularly pressing need for floral
resources during early spring, when queens
emerging from diapause must establish their
colonies (27). Damaging plant leaves when
floral resources are scarce might therefore be
an adaptive strategy for accelerating flower
production. Conversely, because pollinators
are powerful agents of plant evolution (28, 29),
it may also be adaptive for some plant species
to actively respond to bee-inflicted damage or
associated cues (30) to mitigate asynchrony.
Furthermore, the demonstration that bee-
inflicted leaf damage can have strong effects
on time to flowering may have important eco-
logical implications, including for the resilience
of plant–pollinator interactions to increases in
phenological asymmetry caused by anthropo-
genic environmental changes.
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CHEMICAL PHYSICS

Simultaneous observation of nuclear and electronic
dynamics by ultrafast electron diffraction
Jie Yang1,2*†, Xiaolei Zhu1,2,3†, J. Pedro F. Nunes4, Jimmy K. Yu2,3,5, Robert M. Parrish1,2,3,
Thomas J. A. Wolf1,2, Martin Centurion4, Markus Gühr6, Renkai Li1‡, Yusong Liu7, Bryan Moore4,
Mario Niebuhr6, Suji Park1§, Xiaozhe Shen1, Stephen Weathersby1, Thomas Weinacht7,
Todd J. Martinez1,2,3*, Xijie Wang1*

Simultaneous observation of nuclear and electronic motion is crucial for a complete understanding
of molecular dynamics in excited electronic states. It is challenging for a single experiment to
independently follow both electronic and nuclear dynamics at the same time. Here we show that
ultrafast electron diffraction can be used to simultaneously record both electronic and nuclear
dynamics in isolated pyridine molecules, naturally disentangling the two components. Electronic
state changes (S1→S0 internal conversion) were reflected by a strong transient signal in small-angle
inelastic scattering, and nuclear structural changes (ring puckering) were monitored by large-angle
elastic diffraction. Supported by ab initio nonadiabatic molecular dynamics and diffraction simulations,
our experiment provides a clear view of the interplay between electronic and nuclear dynamics of the
photoexcited pyridine molecule.

N
onadiabatic processes exhibit a complex
interplay between the electronic and
nuclear degrees of freedom. For elec-
tronically excited polyatomicmolecules,
the vibronic or nonadiabatic couplings

become so strong that the Born-Oppenheimer
approximation often fails (1). This mixing be-
tween electronic and nuclear degrees of free-
dom presents great challenges to common
experimental and theoretical approaches. Spe-
cifically, it is experimentally challenging to
measure both electronic andnuclear dynamics
independently within a single experiment. For
time-resolved measurement of photoexcited
molecules, most pump-probe spectroscopy
focuses on the population dynamics between
electronic states. Valence electron spectros-
copy could be sensitive to both electron and
nuclear dynamics, but the two contributions
are often difficult to disentangle (2). Core
electron spectroscopy, such as extended x-ray
absorption fine structure, can resolve the struc-
tural dynamics around a local site but typically
requires the presence of one or more heavy
atoms (3). Time-resolved diffraction (TRD)

techniques, including ultrafast electron diffrac-
tion (UED) pioneered by Zewail and colleagues
in the 1990s (4) and time-resolved x-ray dif-
fraction (TRXD) enabled recently by x-ray free-
electron lasers, are able to resolve motion of
atomic nuclei during photochemical reactions
with femtosecond temporal resolution and
sub-angstrom spatial resolution (5–7) but have
so far been insensitive to electronic dynamics.
In most TRD experiments, the independent
atom model (IAM), in which the electron re-
distribution due to bond formation is com-
pletely ignored, is invoked to interpret the
diffraction patterns. A recent TRXD study by
Stankus et al. included the valence electron
contribution to the elastic scattering signal in
a Rydberg excitation, where the diffraction
signature of electronic and nuclear dynamics
is intertwined (7). As suggested from theory
(8, 9), the inelastic scattering signal is expected
to reflect electronic dynamics but, to the best
of our knowledge, has yet to be used in a TRD
experiment. In this work, we used UED to
study the photophysics of pyridine excited to
the S1(np*) state. We show that the inelastic
electron scattering modulates the scattering
pattern exclusively at small angles and thus
is a sensitive observable related directly to the
excited state population. By contrast, elastic scat-
tering signals at higher angles encode geo-
metric information. The clean separation of
elastic and inelastic scattering signals enables
a single UED experiment to simultaneously re-
solve both electronic [S1→S0 internal conversion
(IC)] and nuclear (ring-puckering) dynamics
of the S1(np*) state in pyridine.
Pyridine is one of the simplest heterocyclic

compounds with rich nonadiabatic dynamics.
The investigation of its photophysics is central
to the understanding of interplay between
pp* and np* states in heterocyclic compounds,

which is critical for the photoprotectionmech-
anism of nucleobases (10). It has been shown
that the radiationless transition of the pyridine
S1(np*) state is extremely sensitive to excess
vibrational energy: Higher excess vibrational
energy increases IC and decreases intersystem
crossing quantum yield (11). This behavior is
reminiscent of the “channel-three” decay in
benzene and has drawn considerable interest
in past decades (12, 13). Despite being exten-
sively studied, the photophysics of such a sim-
ple molecule is still under heated debate. Lim
(14) proposed a proximity effect mechanism,
in which a pseudo–Jahn-Teller effect between
the close-lying np* and pp* states promotes
an out-of-plane torsional motion, which then
greatly enhances the Franck-Condon factor
for S1→S0 IC. The strong dependence of the
(S1→S0)/(S1→T1) branching ratio on the excess
vibrational energy is explained by a higher
energy barrier for the IC pathway. This mod-
el is supported by experimental absorption,
fluorescence, and time-resolved photofrag-
ment spectroscopy (13, 15, 16). Sobolewski and
Domcke (17) and Chachisvilis and Zewail (18)
proposed that a crossing of the S2(pp*) and
S1(np*) states leads to the formation of a pre-
fulvenic structure. Zhong et al. (19) proposed an
isomerization to Dewar and Hückel structures
after passing through a conical intersection
(CI). Lobastov et al. (20) and Srinivasan et al.
(21) reported ring opening of pyridine as the
dominant pathway after excitationwith 267-nm
light. These conflicting models, each with its
own experimental evidence, persist in part be-
cause none of the previous experiments directly
measured the electronic and structural dynam-
ics independently and simultaneously.
InmostUEDexperiments, data are analyzed

with the IAM, which ignores all electronic
redistribution due to chemical bonding or
electronic excitation. Specifically, this model
neglects two effects: the binding effect that
comes from the redistribution of average
electron density due to bond formation (one-
electron effect) and the correlation effect that
comes from electrons avoiding each other be-
cause of Coulomb repulsion and Pauli exclu-
sion (two-electron effect) (22–27). Iijima et al.
(22) and Bartell and Gavin (23) showed that
the binding and correlation effects exclusively
contribute to elastic and inelastic scattering,
respectively (see supplementary materials).
Typically, UED experiments use detectors with-
out energy selectivity, and thus elastic and
inelastic scattering are recorded together with-
out distinction.
Our experimental setup has been introduced

previously (5, 6, 28) and is schematically shown
in Fig. 1A. Briefly, the 265-nm pump laser and
the 3.7-MeV probe electrons intersected the
target gas jet almost colinearly, and the overall
instrumental response function (IRF) had a
full width at half maximum of ~150 fs (28). To
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access inelastic scattering at small angles, we
intentionally set the main electron beam off-
center from the hole of the detector phosphor
screen (Fig. 1B). This setup provided access
down to s = 0.3 Å−1 in one quadrant, where s
is the momentum transfer of the scattered
electrons. Small-angle electron scattering is
dominated by the inelastic component. For
0.3 < s< 1 Å−1, previous gas electron diffraction
experiments have suggested that the inelastic
scattering intensity is typically 5 to 10 times
as large as the elastic scattering intensity (29).
The pump laser launches a wave packet on
the S1(np*) surface with ~3000-cm−1 excess
energy, and the molecule relaxes through a
CI along a ring-puckering coordinate (14, 15).
Figure 1C shows the S0 and S1 potential energy
surfaces at the floating occupation molecular
orbital–complete active space configuration in-
teraction (FOMO-CASCI) level of theory (sup-
plementary materials).
The experimental and simulated UED data

are given in Fig. 2. Figure 2A shows the ex-
perimental percentage difference (PD) signal,
PDexp, defined as

PDðs; tÞ ¼ Iðs; tÞ � Iðs; t < 0Þ
Iðs; t < 0Þ � 100 ð1Þ

where I(s;t) is the radially averaged diffraction
intensity at any pump-probe delay time t, and
I(s;t < 0) is a reference pattern taken before
the arrival of the pump laser. In PDexp, the
signal at s > 1.1 Å−1 appeared around t = 0 and
persisted throughout our observationwindow,
which reflects structural change of the mole-
cule and will be discussed later. The signal at
s < 1.1 Å−1, however, contained a sharp rise
(IRF-limited) and a slower decay (1.1 ± 0.2 ps);
see Fig. 2F. To understand this signal, we
performed dynamics, quantum chemistry and
diffraction simulations. The nonadiabatic
dynamics of the lowest three singlet and four
triplet states, including spin-orbit interactions,
was simulated using the generalized ab initio
multiple spawning (GAIMS) (30) method (sup-
plementary materials). Diffraction patterns
and PD were first calculated using the IAM
(hereafter PDsim

IAM ); see Fig. 2B. PDsim
IAM cap-

tured most of the large-angle features in
PDexp but did not capture the strong increase
at small angles (s < 1 Å−1; 0 < t < ~1.5 ps),
indicating that the small-angle signal origi-
nated from electron dynamics through ei-
ther binding (elastic) or correlation (inelastic)
effects.
To properly account for scattering signal

from both binding and correlation effects, we
performed ab initio electron diffraction (AIED)
simulations on GAIMS trajectories, similar to
the method developed by Breitenstein et al.
(31) and implemented in TeraChem (32) (sup-
plementary materials). The resulting total,
elastic, and inelastic PD (PDsim

Total, PD
sim
Elastic, and

PDsim
Inelastic) are shown in Fig. 2, C to E. PDsim

Elastic
and PDsim

Inelastic are defined as

PDsim
Elastic ¼
IElasticðs; tÞ � IElasticðs; t < 0Þ

Iðs; t < 0Þ � 100 ð2Þ

PDsim
Inelastic ¼

IInelasticðs; tÞ � IInelasticðs; t < 0Þ
Iðs; t < 0Þ � 100 ð3Þ

The PDsim
Total nicely captured all the major fea-

tures in PDexp, with PDsim
Elastic and PDsim

Inelastic

separately located in the s > ~1.1 Å−1 and s <
~1.1 Å−1 regions. Lineout plots of the three stron-
gest features—the peak at 0.3 < s < 0.7 Å−1,
the peak at 3.9 < s < 4.9 Å−1, and the trough at

5.5 < s < 6.5 Å−1—are shown in Fig. 2, F to H.
Figure 2F shows that the IAM simulation
fails to reproduce the experimental data at
small s and that the AIED simulation and
experiment agree reasonably well—both show
fast-rising (IRF-limited) and slow-decaying
(experiment: 1.1 ± 0.2 ps, simulation: 1.3 ±
0.1 ps) features. In addition, Fig. 2, D and E,
shows that this signal exclusively came from
the inelastic component.
We then inspected the connection between

the simulated small-angles scattering signal
and the electronic state population. TheGAIMS
calculation predicted that the S1(np*) statewas
exclusively populated and that >90% of the
population returned to the ground state S0
within the 2.4-ps simulation window. The
small-angle signal PDsim

Totalð0:3 < s < 0:7Å
�1
; tÞ

correlates well with the S1 population in the
GAIMS simulation, as illustrated in Fig. 3A.
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Fig. 1. Experiment overview. (A) Conceptual drawing of the experiment. The inelastic scattering
(red scattered wave) concentrates at small angles and encodes information about electron correlation
[represented graphically by the two electrons (yellow) in the lone-pair orbital (purple)]. The elastic
scattering (orange scattered wave) dominates at high angles and encodes the molecular structure.
(B) Diffraction pattern with low-s access. The two red rings near the center represent 0.25 Å−1 (inner ring)
and 0.5 Å−1 (outer ring), respectively. (C) Pyridine potential energy surfaces (S1 and S0) along the bond
length alternation and ring-puckering coordinates (fig. S6). Critical points (FC, Franck-Condon point)
and the minimum energy reaction pathway are marked. Time scales were obtained from simulation.
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To further show this correlation, we simulated
the PDsim

Total signal for S0 and S1 states over all
trajectories (Fig. 3B). We found that the S1
signal was about three times as strong as
the S0 signal at 0.3 < s < 1 Å−1. This simulation
therefore confirms that the small-angle signal
could be used to trace the excited state popu-
lation, and the experimentally observed posi-
tive signal (s < 1 Å−1; 0 < t < ~1.5 ps) shows both
the S0→S1 photoexcitation and the S1→S0 IC.
Here we provide a simple physical picture

for the observed inelastic signal. The diffrac-
tion signature of the correlation effect is a

negative contribution to small-angle inelastic
scattering, and most (80 to 90%) of this ef-
fect comes from dynamic correlation due to
Coulomb repulsion (26, 27, 31). In the ground
state, the two electrons in the lone-pair orbital
are spatially close and the dynamic correlation
is strong. In the photoexcited (np*) state, how-
ever, the two electrons no longer occupy the
same molecular orbital, leading to a marked
reduction of the dynamic correlation. According
to the above-mentioned arguments, small-
angle inelastic scattering is therefore sub-
stantially increased by photoexcitation and

decreased upon relaxation to the electronic
ground state. We have also simulated the
expected AIED signal for the S2, T1, and T2

states (fig. S2), which confirms that all of these
open-shell excited states give rise to a strong
increase in small-angle inelastic scattering.
Although we believe this picture provides an
intuitive explanation of the observed inelastic
signal, the concrete details and generality are
subject to future studies.
To extract the nuclear structural dynamics,

we used 1.1 < s< 10.5 Å−1 data to apply a genetic
c2 structural fitting algorithm (supplementary
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Fig. 2. Experimental and simulated UED signal for pyridine. (A) Experimental
PD signal, normalized by the 9% excitation ratio. (B) Simulated PD signal
from the IAM (elastic component only), using all 24 initial and 2040 spawned
trajectories. (C) Simulated PD total (elastic and inelastic) signal using AIED.
(D) Elastic part of simulated PD using AIED. (E) Inelastic part of simulated
PD using AIED. In (A) to (E), the red dotted line denotes s = 1.1 Å−1.

(F to H) Lineout plots of the three strongest features from the experiment,
plotted together with IAM and AIED simulations. Uncertainties in (F) to (H)
are represented by shaded regions, calculated with one SD of a bootstrapped
dataset (experiment) or one SEM of all trajectories (simulation). Simulation
results are convolved with a 150-fs Gaussian kernel to account for the
experimental IRF.

Fig. 3. Small s scattering and excited
state population. (A) Simulated PD signal
using AIED (blue, left y axis) and S1 population

(red, right y axis). (B) The PDsim
Total signal on

S0 and S1 integrated over the time course of
the simulation (0 to 2.4 ps), calculated using all
accessed geometries by each state. Uncertainty
is represented by shaded regions, calculated
with one SEM of all trajectories (A) or one SD
of all visited geometries (B).
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materials) (33). Three fitted structural parameters—
dihedral angle a, interior angle b, and average
bond length of the ring Dr—are shown in Fig.
4A (circles with error bars), together with the
value extracted from the GAIMS simulation
(lines with shaded regions). Because the con-
trast between a nitrogen atom and a CH group
is small in electron diffraction, it is difficult to
experimentally distinguishwhich atompuckers
out of the plane. Therefore, the dihedral angle
a and interior angle b are both referring to
the heavy atom with the largest out-of-plane
torsion (Fig. 4A, inset). Both experiment and
simulation show a large (~30°) change in di-
hedral angle and a ~0.04-Å expansion of the
ring bond lengths, with a small change in
angle b. The most-accessed S1/S0 CI geome-
try from the GAIMS simulation is shown in
Fig. 4B. It is described by ~60° out-of-plane
torsion on a carbon atom adjacent to the nit-
rogen atom. Because the molecule spent rela-
tively little time at the CI and the torsion angle
was smaller both before and after the CI (Fig.
1B), the averaged out-of-plane torsion at any
time appeared to be only ~30°.
Taking into account all of the analysis

discussed above, we were finally able to plot
electronic and nuclear dynamics together in
Fig. 4, C and D. The small-angle PD signal at
0.3 < s < 0.7 Å−1 represents excited state pop-
ulation (blue curves), whereas the dihedral
angle represents the structural change along
themain reaction coordinate (red curves). The
torsion started ~100 fs after the S0→S1 photo-
excitation, agreeing well with the model that

a small barrier is present in the out-of-plane
ring-puckering coordinate. The S1→S0 IC
started only after the dihedral angle reached a
certain point (~150° for experiment and ~160°
for simulation), consistent with the prediction
that the S1→S0 IC requires a relatively large
out-of-plane torsion. This plot, along with the
lack of structural changes in other degrees of
freedom, confirms that the out-of-plane tor-
sion was the major motion that drove the
S1→S0 IC. Even though our data are consistent
with the UED data reported by Srinivasan et al.
(21), we have a different interpretation of the
dynamics that does not include ring opening.
A detailed comparison between the two experi-
ments is given in the supplementary materials.
In summary, through the correlation of a

specific nuclear degree of freedom to electronic
structure change, we have demonstrated that
structural and electronic dynamics can be re-
trieved simultaneously and independently from
a single UED dataset. This method allows us
to identify the relaxation mechanism in the
np* state of pyridine. Owing to the universality
of the diffraction signature from correlation
effects (24–27, 31), we expect that this method
will be widely applicable in ultrafast photo-
chemistry. Moreover, the inelastic electron
scattering is a Fourier transform of the change
of the two-electron density caused by elec-
tron correlation. In contrast to spectroscopic
probes, it measures spatial rather than ener-
getic aspects of electron correlation (23). Be-
cause electron correlation is at the heart of
modern quantum chemistry simulations, in-

elastic electron scattering provides a bench-
mark for state-of-the-art and future theoretical
and computational methods.
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(circles with error bars) retrieved from a genetic c2
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one SD of 86 individual fitting results; horizontal
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and 180°. (B) Geometry of the most-accessed S1/S0
CI from GAIMS simulation. Blue, nitrogen atom.
(C and D). Experimental (C) and simulated (D)
temporal evolution of small-angle PD signal (blue,
normalized to the maximum value) and dihedral
angle (red). Uncertainty is represented by shaded
regions, calculated by one SD of a bootstrapped
dataset (experiment) or one SEM of all trajectories
(simulation). Simulation results are convolved
with a 150-fs Gaussian kernel to account for
experimental IRF.
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METROLOGY

Coherent optical clock down-conversion for
microwave frequencies with 10−18 instability
Takuma Nakamura1,2*, Josue Davila-Rodriguez1, Holly Leopardi1,2†, Jeff A. Sherman1,
Tara M. Fortier1,2, Xiaojun Xie3, Joe C. Campbell3, William F. McGrew1,2, Xiaogang Zhang1,2,
Youssef S. Hassan1,2, Daniele Nicolodi1,2, Kyle Beloy1, Andrew D. Ludlow1,2,
Scott A. Diddams1,2, Franklyn Quinlan1,2*

Optical atomic clocks are poised to redefine the Système International (SI) second, thanks to stability
and accuracy more than 100 times better than the current microwave atomic clock standard. However,
the best optical clocks have not seen their performance transferred to the electronic domain, where
radar, navigation, communications, and fundamental research rely on less stable microwave sources.
By comparing two independent optical-to-electronic signal generators, we demonstrate a 10-gigahertz
microwave signal with phase that exactly tracks that of the optical clock phase from which it is derived,
yielding an absolute fractional frequency instability of 1 × 10−18 in the electronic domain. Such faithful
reproduction of the optical clock phase expands the opportunities for optical clocks both technologically
and scientifically for time dissemination, navigation, and long-baseline interferometric imaging.

M
otivated by placing tighter constraints
on physical constants and their possi-
ble variations (1, 2), precise measure-
ments of gravitational potential (3),
and gravitational wave detection (4),

the accuracy and stability of optical clocks have
continued to improve, such that they now
outperform their microwave counterparts by
orders of magnitude. These clocks—based on
optical transitions in atoms and ions such as
ytterbium, strontium, and aluminum (5, 6)—
take advantage of an operating frequency that
can exceed 1000 THz. This corresponds to
subdividing a second into mere femtoseconds,
allowing for an extremely precise measure-
ment of time. The frequency stability of an
optical clock, best described as the fraction
of the clock’s frequency fluctuations relative to
its nominal operating frequency, cannow reach
below 10−18 (3). Perhaps more importantly,
optical clocks can reach 10−16 performance in a
matter of seconds, rather than themonth-long
averaging required of amicrowave Cs fountain
clock, which currently defines the Système In-
ternational (SI) second, to reach this level (7).
With such extraordinary performance, in con-
junction with optical clocks meeting other
benchmarks laid out by the International Com-
mittee forWeights andMeasures (CIPM) (8), a
redefinition of the SI second appears inevitable.
The range of applications enjoyed by optical

clocks can be further extended by transferring

their stability to the electronic domain. Doppler
radar sensitivity, particularly for slow-moving
objects, is strongly determinedby the frequency
noise of the transmitted microwaves and could
see a large sensitivity enhancement by using
optically derived electrical signals (9–11). As-
tronomical imaging and precise geodesy with
very-long-baseline interferometry (VLBI) also
rely onhighly frequency-stable electronic sources
(12). In ground-based VLBI, microwave and
millimeterwave signals are detected at receivers
spread across the globe and are coherently com-
bined to form exceptionally high-resolution im-
ages of cosmic objects. Moving to a space-based
VLBI network greatly increases the resolution
(13) and avoids atmospheric distortions that
limit the observation time. In spaced-basedVLBI,
maintaining phase coherence with electronic
local oscillators that have optical clock–level
stability could increase the observation time
from seconds to hours, with a commensurate
increase in the number of objects that can be
imaged with high fidelity.
With the use of fiber-based optical frequency

combs (OFCs) and state-of-the-art photodetec-
tors, we have generated and evaluated micro-
wave signals that preserve the phase of the
optical clocks from which they are derived
with subfemtosecond precision. The resulting
frequency stability on a 10-GHz carrier is better
than any othermicrowave source and represents
a 100-fold stability improvement over the bestCs
fountain clocks. Moreover, the inaccuracy of the
optical-to-microwave frequency conversion was
measured to be less than 1 × 10−19. Preservation
of the optical clock phase opens up the possibil-
ity of distant optical clock synchronization with
microwave carriers for applications in naviga-
tion and fundamental physics. Lastly, coherently
linking an optical atomic frequency standard
to the electronicdomainallows for future calibra-
tion of electronic clocks, an important consid-

eration for the redefinition of the SI second
based on an optical atomic transition.
Generating an electronic signal linked to an

optical clock is the physical implementation of
dividing the optical clock frequency by a large
integer (10). The concept is shown in Fig. 1.
The first element in this division process is the
OFC—a laser source consisting of an array of
discrete, evenly spaced frequency tones that
span hundreds of THz (14, 15). When an OFC
is locked to a clock, each individual tone of the
comb carries the same frequency stability as
that of the master clock. [Transferring the
clock stability to each line is nearly perfect;
added instabilities are only at the 10−20 level
or below (16–18).] The broad spectrum of the
comb gives rise to a train of optical pulses with
subpicosecond duration. The repetition rate of
these pulses, typically in the range of tens of
MHz to a few GHz, is coherently linked to the
optical clock frequency but is divided down
to a much lower microwave frequency. Impor-
tantly, the clock frequency fluctuations also di-
vide, such that the fractional frequency stability
is maintained. Thus, locking an OFC to an
optical clock operating at 259 THz and frac-
tional frequency instability of 10−16 can produce
a 100-MHz pulse train whose repetition frac-
tional frequency instability is also 10−16.
The repetition rate of an OFC is accessible

with electronics, such that illuminating a high-
speed photodiode with a locked OFC can, in
principle, create a train of electrical pulses with
optical clock stability. Optical-to-electrical con-
version that preserves optical clock–level sta-
bility is not straightforward, however, for this
process must contend with the photodiode’s
nonlinear response engendered by the high peak
intensities of ultrashort pulses, the quantum
limits of light detection, and the vagaries of
electron transport dynamics (19–21). Consider-
able effort has been devoted to understand and
overcome the limitations of photodiodes for
optical-to-electrical conversion of ultrastable
optical pulse trains, leading to new detector
designs (22) and techniques to lower the impact
of quantum noise in the phase stability of the
optically derived electronic signal (23). This
progress has set the stage for the demonstra-
tion of electrical signal generation that faith-
fully reproduces the frequency and phase of a
state-of-the-art optical clock.
With frequency stability better than any other

microwave source, measurements required
constructing two systems and comparing them
against one another (24). A simplified sche-
matic diagram of the microwave generation
andmeasurement is shown in Fig. 1B. Ten-GHz
microwaves were derived from two indepen-
dent Yb optical lattice clocks, each of which
demonstrate state-of-the-art stability (3), and
absolute frequency verified against the SI sec-
ond (25). The OFCs were based on two home-
built erbium fiber mode-locked lasers with
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respective repetition rates of 208 and 156MHz.
These OFCs were engineered for long-term,
phase-slip-free operation and contribute neg-
ligible excess noise. The optical pulse trains
from theOFCswere detectedwith photodiodes
designed for high speed and high linearity (22),
from which electrical pulse trains were gen-
erated. The frequency spectrum of these electri-

cal pulses is an array of tones at the harmonics
of the pulse repetition rate. Electrical band-
pass filters (100-MHz bandwidth) selected a
single frequency near 10 GHz from each sys-
tem for evaluation. Because the repetition rates
of the two lasers are not the same, the nominal
10-GHz outputs represented the 48th harmonic
and 64th harmonic of the respective systems.

These 10-GHzoutputswere combined inamicro-
wave frequency mixer, producing a difference
frequency near 1.5 MHz that was digitally
sampled and analyzed with software-defined
radio (26), from which the microwave phase
was extracted. From the phase, frequency
stability and accuracy were determined. In
addition to the comparisons of the microwave
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Fig. 1. Coherent optical clock down-conversion. (A) The optical clock
phase is transferred to the microwave domain with fluctuations scaled by the
optical-to-microwave frequency ratio. (B) Simplified setup of phase and
frequency stability measurements. The output of two independent Yb optical
atomic clocks generate microwave signals at 10 GHz, where the ratio of the
optical to microwave frequencies is determined to 19 digits of precision. By
frequency-mixing the 10-GHz outputs, the relative phase fluctuations are

recorded. A direct optical beat note reporting the relative optical phase of
the Yb clocks is also recorded. Er, erbium; OFD, optical frequency division.
(C) Schematic of microwave generation from an optical atomic clock. An
OFC is stabilized to the optical clock laser. Optical-to-microwave conversion
through high-speed photodetection generates a train of electrical pulses.
Selectively filtering the electrical signal results in a microwave tone that is
phase-coherent with the optical clock. Df/f, fractional frequency instability.

Fig. 2. Optical and microwave phase, timing, and relative coherence. (A) Phase and corresponding timing fluctuations in optical and microwave domains.
The point-by-point difference in the (scaled) optical and microwave phase records is shown in gray. (B) Phase correlation plot demonstrating a correlation
coefficient of 0.998. The black line is the expected slope given by the optical-to-microwave frequency ratio.

RESEARCH | REPORT



outputs, a direct optical comparison of the
clocks was made. This was performed by com-
bining the optical clock signals onto a single
photodetector, directly generating an electrical
signal at an intentionally offset beat frequency
between the clocks. This beat frequency was
also digitally sampled and recorded. Compar-
ing the phase of the difference frequency of the
microwave outputs to that of the optical beat
frequency allowed for confirmation of high-
fidelity phase and frequency transfer to the
electronic domain.
It is interesting to note the level of resolu-

tion required tomeasure a fractional frequency
instability of 10−16 at 1 s on a 10-GHz signal.
This implies tracking phase changes cor-
responding to only one-millionth of a cycle. As
such, standard frequency counting techniques,

although adequate tomeasure beat frequencies
between state-of-the-art optical clocks, cannot
yield the required precision for our micro-
waves. Achieving this level of phase resolution,
and maintaining it over several hours, was ac-
complished in the following ways. First, we
utilized microwave amplifiers with low flicker
noise, and we routed signals with temperature-
insensitive cabling. This gave us an output
with ample power (~10 mW) without sacrific-
ing stability. Second, by frequency-mixing the
10-GHz outputs, we shifted the measurement
to a 1.5-MHz carrier. This reduced the require-
ments on the fractional stability thatwe had to
measure by ~7000 (10 GHz/1.5 MHz). By digi-
tally sampling the 1.5-MHz carrier, the phase
difference between the 10-GHz outputs could
be tracked with high resolution. Another ad-

vantage of thismeasurement scheme is that the
high phase resolution is achievable without
requiring the two sources to oscillate at exactly
the same frequency. This gives our measure-
ment system some dexterity in comparing high
stability signals from independent sources.
Optical andmicrowave phase fluctuations,

continuously recorded over 44,000 s, are shown
in Fig. 2. In Fig. 2A, the phase fluctuations of
the optical clock have been scaled by a factor
equal to the optical-to-microwave frequency
ratio (nearly 26,000) to illustrate the extremely
high fidelity in the optical-to-microwave trans-
fer. The relative phase can also be expressed as
a timing fluctuation and is bounded by ±30 fs
for both optical and microwave signals. Also
shown in Fig. 2A is the point-by-point difference
between optical and microwave measurements,
limited to rootmean square (RMS) fluctuations
of 60 mrad, corresponding to a RMS relative
timing fluctuation of only 900 as. This implies
that optical clocks with even higher stability
can be converted to microwave signals with-
out loss of fidelity. The strong correlation be-
tween the optical and microwave phases is
shown in Fig. 2B. The degree of correlation is
quantified by the correlation coefficient, rang-
ing fromzero for completely uncorrelatedphases
to amaximum value of 1 for complete linear cor-
relation between optical andmicrowave phase
(27). The calculated correlation coefficient for
the data in Fig. 2 is 0.998. Such femtosecond-
level, high coherence optical-to-microwave con-
version opens up the possibility of connecting
distant optical clocks with a microwave link.
Currently, these clocks can be linked optically
through fiber or over free space (28), enabling
state-of-the-art clock comparisons and syn-
chronization. Free-space optical links are par-
ticularly useful for the many situations where
a dedicated fiber link is not available but can
become ineffective because of poor weather or
dusty conditions. The lower loss of microwave
transmission could prove advantageous under
such conditions by providing a link that would
be impossible to maintain optically.
Whereas fluctuations in the phase provide

all the frequency and timing stability informa-
tion of an oscillator, the fractional frequency
instability is the more typical performance
benchmark. Figure 3 displays the fractional
frequency instabilities derived from the same
44,000-s duration phase measurements shown
in Fig. 2A. The frequency stability of the derived
microwaves followed that of the optical clocks
precisely, ultimately yielding an absolute frac-
tional frequency instability of 1 × 10−18. This is
100 times more stable than the Cs fountain
clocks that currently serve as the best realiza-
tion of the SI second. The short-term stability
also exceeds that of other microwave sources,
the best of which are microwave oscillators
based on whispering gallery mode resonances
in cryogenically cooled sapphire (29). There
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Fig. 3. Fractional frequency stability comparison of state-of-the-art sources. The microwave and optical
signals locked to the Yb clocks are reported in terms of the total Allan deviation, with error bars representing
1s confidence intervals. The white frequency noise asymptote is 1:6� 10�16=

ffiffi
t

p
. Additionally, the residual

instability of the optical-to-microwave link is well below state-of-the-art optical clocks (7, 29–31). For all plots,
the frequency stability is given by the Allan deviation.
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are several known techniques for improving
optical clock performance beyond that which is
demonstratedhere—suchas real-timeblackbody-
shift corrections (3), zero dead-time operation
(30), and high-performance laser local oscilla-
tors (31)—that have led to lower instabilities as
indicated in the purple line of Fig. 3. Separate
measurements of the added instability due to
noise in our optical-to-microwave transfer, shown
inpink inFig. 3, reach 5× 10−17 at 1 s and 1× 10−18

at 200 s (24). This indicates that our optical-to-
microwave down-conversion can support the
highest stability optical clocks yet demon-
strated without degradation.
In addition to stability, we examined possi-

ble frequency offsets in the optical-to-electrical
transfer that would degrade the accuracy of
the resulting microwave signal (24). This is
best analyzed by comparing the separation
in the Yb clock frequencies as determined by
the microwave measurement and as determined
by the direct optical beat. Table 1 shows the
results of our accuracy analysis and includes
directly measured frequency differences with-
out accounting for known systematic shift mech-
anisms in the clock systems (such as blackbody
radiation–inducedshifts).Bothoptical andmicro-
wave measurements yielded a fractional fre-
quency offset near 5.9 × 10−17, consistent with
the known offset between the Yb clocks used
in our experiments. More importantly, the
difference in the offset from microwave and
optical measurements, again represented as

a fractional offset, was only 2.5 × 10−20. This is
smaller than the statistical uncertainty of 9.6 ×
10−20 of the point-by-point difference shown
above in Fig. 2. Thus, any unintentional offsets
resulting from the frequency transfer from the
optical to themicrowave domain are well below
the ~10−18 accuracy level of a state-of-the-art
optical clock (3, 32).
Transferring the phase, the frequency sta-

bility, and the accuracy of optical clocks to the
electronic domain has resulted in 100-fold im-
provement over the best microwave sources.
With microwave signals having optical clock
stability, one can envision a robust, phase-
coherent system of ultrastable electronic signals
capable of supporting future radar, commu-
nications, navigation, and basic science. Moreover,
with residual instabilityof theoptical-to-microwave
link below that of the best optical clock dem-
onstrations to date, further improvements to
the absolute stability of microwaves can be
expected.
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Table 1. Frequency accuracy evaluation of the optical-to-microwave link. The optical clock
frequency offsets were measured both optically and on the derived 10-GHz microwaves, then
compared. The difference in the two measurements is consistent with zero at the 10−19 level. Yb1, Yb
clock 1; Yb2, Yb clock 2.

Measurement
Frequency offset (Yb1 − Yb2)

at 259 THz (Hz)
Fractional frequency offset

Optical −0.0152862 (−5.8986 ± 0.095) × 10−17
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Microwave −0.0152926 (−5.9011 ± 0.096) × 10−17
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Difference 0.0000064 (2.5 ± 9.6) × 10−20
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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STRUCTURAL BIOLOGY

Ion transport and regulation in a synaptic vesicle
glutamate transporter
Fei Li1,2, Jacob Eriksen2, Janet Finer-Moore1, Roger Chang2,3*, Phuong Nguyen1,
Alisa Bowen1, Alexander Myasnikov1†, Zanlin Yu1, David Bulkley1, Yifan Cheng1,4,
Robert H. Edwards2‡, Robert M. Stroud1‡

Synaptic vesicles accumulate neurotransmitters, enabling the quantal release by exocytosis that
underlies synaptic transmission. Specific neurotransmitter transporters are responsible for this activity
and therefore are essential for brain function. The vesicular glutamate transporters (VGLUTs)
concentrate the principal excitatory neurotransmitter glutamate into synaptic vesicles, driven by
membrane potential. However, the mechanism by which they do so remains poorly understood owing to
a lack of structural information. We report the cryo–electron microscopy structure of rat VGLUT2 at
3.8-angstrom resolution and propose structure-based mechanisms for substrate recognition and
allosteric activation by low pH and chloride. A potential permeation pathway for chloride intersects with
the glutamate binding site. These results demonstrate how the activity of VGLUTs can be coordinated
with large shifts in proton and chloride concentrations during the synaptic vesicle cycle to ensure normal
synaptic transmission.

T
he storage of neurotransmitters inside
synaptic vesicles enables their release by
regulated exocytosis, conferring the ve-
sicular (or quantal) release thatmediates
synaptic transmission (1). Synaptic vesi-

cles take up classical neurotransmitters [mono-
amines, acetylcholine, g-aminobutyric acid
(GABA), and glutamate] from the cytosol, me-
diated by specific vesicular neurotransmitter
transporters (VNTs) (2). A proton electrochem-
ical gradient (DmH+ = DpH + Dy) generated
by the vacuolar adenosine triphosphatase
(V-ATPase) across the synaptic vesicle mem-
brane drives this uptake by all VNTs, but the
VNTs vary in their dependence on the chem-
ical gradient (DpH) and the membrane po-
tential (Dy) component of DmH+ (2). Vesicular
glutamate transporters (VGLUTs) package
the major excitatory neurotransmitter gluta-
mate, driven predominantly by Dy (3, 4). A
Dy of −80 mV alone suffices to concentrate
glutamate ~20-fold to the observed luminal
concentration of >100 mM, which enables the
activation of postsynaptic receptors upon vesi-
cle fusion and the release of concentrated neuro-
transmitter into the synaptic cleft. However,
the mechanism by which these transporters
function remains poorly understood in the
absence of structural information.

As synaptic vesicles cycle at the nerve ter-
minal, the rapidly changing ionic conditions
also impose a series of challenges for the reg-
ulation of VGLUTs (2). The positive outside
resting potential of the cell membrane resem-
bles the synaptic vesicle membrane potential.
Once vesicles have fusedwith the plasmamem-
brane, VGLUTs become resident in the plasma
membrane and could cause nonquantal release
of glutamate because of the positive outside
membrane potential. Upon reinternalization
from the plasmamembrane, vesicles trap extra-
cellular solution with ~120mMCl− and neutral
pH, conditions that are unfavorable for gluta-
mate filling. The high concentration of luminal
glutamate required for synaptic transmission
necessitates a corresponding displacement of
the luminal Cl−. To cope with these challenges,
the VGLUTs exhibit complex interactions with
H+ and Cl− (4–13). Additionally, excessive re-
lease of glutamate can produce excitotoxicity
(14), and misregulation of the VGLUTs has
been implicated in psychiatric and neurode-
generative diseases (15, 16). However, the mech-
anisms that underlie the regulation of VGLUTs
have remained unidentified.
Mammals express three closely related VGLUT

isoforms (75% sequence identity; fig. S1). The
two major isoforms VGLUT1 and VGLUT2 ex-
hibit complementary expression in, respec-
tively, the cortex and diencephalon (17), and
the loss of either impairs survival (18, 19). Be-
cause ratVGLUT2 is only 65kDa,wedetermined
its structure at 3.8-Å resolution by cryo–electron
microscopy (cryo-EM) facilitated by an antigen-
binding fragment (Fab) (Fig. 1A and figs. S2
and S3). Densities corresponding to lipids or
detergents lie parallel to the VGLUT2 helices
(fig. S4). The structure of VGLUT2 was deter-
mined de novo (fig. S5 and table S1) and adopts
a canonical major facilitator superfamily (MFS)

fold (Fig. 1, B and C). Consistent with an MFS
transporter that uses the alternating access
mechanism, most transmembrane (TM) heli-
ces are distorted or kinked by proline and/or
glycine (20). Reflecting its function in trans-
porting a negatively charged substrate, the
central cavity of VGLUT2 is positively charged
(Fig. 1D).
Although VGLUT2 was captured in a lumi-

nal (outward) open apo state, comparison
with other family members illuminates the
basis for substrate specificity. The nine mem-
bers of the SLC17 family in humans transport
diverse organic anions, including glutamate
(VGLUT1, VGLUT2, and VGLUT3), sialic acid
(sialin), ATP [vesicular nucleotide transporter
(VNUT)], and urates [sodium-phosphate trans-
porters (NPTs)] (21) (Fig. 2A). Among their
substrates, glutamate is the only one with two
carboxyl groups. In VGLUT2, positively charged
R88 orients toward the central binding site
(Fig. 2B) and is conserved, which is consistent
with a common role in anion recognition by
the SLC17 family. The equivalent residue (R47)
in the bacterial homolog D-galactonate trans-
porter (DgoT) makes a salt bridge with the
carboxyl group of its substrate D-galactonate
(22) (Fig. 2C). R322 faces R88 from the oppo-
site side of the binding site. Consistent with
recognition of the second carboxyl in gluta-
mate, R322 is conserved among the VGLUTs
but not in other SLC17 family members. When
glutamate is manually placed into the central
cavity to mimic D-galactonate in DgoT, R88
and R322 can coordinate the two carboxyl
groups (Fig. 2B). We tested the role of R88 and
R322 in synaptic transmission by measuring
miniature excitatory postsynaptic currents
(mEPSCs) caused by the release of single syn-
aptic vesicles fromVGLUT1 and VGLUT2 dou-
ble knockout hippocampal neurons rescued by
wild-type (WT) and mutant VGLUT2. In con-
trast to the wild type, the R88A mutant dras-
tically impairs synaptic transmission, whereas
R322A eliminates release (Fig. 2D and fig. S6A).
Both mutations also eliminate glutamate cur-
rents recorded from endosomes expressing
VGLUT2 (13). We speculate that low levels of
residual activity may enable R88 (but not R322)
to fill synaptic vesicles undergoing sponta-
neous release, which have a long time to fill.
The two arginines are well matched to the
distance between substrate carboxyl groups,
and, accordingly, aspartate is not transported
by the VGLUTs (3, 5). In addition to R88 and
R322, the substrate binding site is surrounded
by aromatic and polar residues. Consistent
with recognition of the carboxyl group com-
mon to SLC17 substrates, Y135 is also con-
served (Fig. 2B).
Both R88 and R322 interact with clusters

of charged and polar residues buried within
the N- and C-domains through coulombic in-
teractions (fig. S7, A to D). These networks
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connect substrate binding by R88 and R322
with titratable regulatory sites within the trans-
membrane domains. The R88 cluster (Fig. 3,
A to C) in the N-domain includes residues

conserved throughout the SLC17 family. In
contrast, the R322 cluster (Fig. 3, A and D)
in the C-domain includes a histidine (H487)–
glutamate (E396) pair 3.0 Å apart and C321,

all of which are specifically conserved only in
the VoGLUTs (fig. S1), which suggests a pos-
sible role in binding the second carboxyl
group of glutamate.
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Fig. 1. Structure of VGLUT2. (A) Cryo-EM map of the VGLUT2-Fab complex.
The two domains are colored blue (N-domain) and red (C-domain), and the Fab
is colored yellow. (B) Schematic representation of the structural arrangement of
VGLUT2. Three-helix bundles are related to each other by a twofold
pseudosymmetry, and each bundle is colored using shades of the same color
group. (C) Structure of VGLUT2. Helices are colored according to the

representation in (B), with connecting strands shown in gray. The VGLUT2
structure includes residues 59 to 508 except for the disordered loop 1 between
TM1 and TM2 (residues 98 to 123) and 10 residues between ICH1 and ICH2
(residues 288 to 299). (D) Electrostatic surface of VGLUT2 shown at the plane
parallel to the membrane through the central substrate binding site of the
protein. The central cavity is indicated by a black dashed circle.

Fig. 2. R88 and R322 are critical for
glutamate transport. (A) Alignment of
human SLC17 family proteins, presented
alongside the Escherichia coli homolog
DgoT, with binding site residues indi-
cated by magenta triangles. Residues
are colored according to sequence
conservation in descending order of red,
orange, yellow, green, and no color.
Putative substrate binding residues con-
served in VGLUTs alone are highlighted
by red boxes. (B) Structure of the
substrate binding site in VGLUT2. Glu-
tamate was manually placed into the
binding site to mimic D-galactonate in
DgoT. Both R88 and R322 are located at
distances suitable for interacting with
the carboxyl groups. (C) Structure of the
substrate binding site in DgoT with
substrate D-galactonate bound in the
outward occluded conformation [PDB:
6E9O (22)]. Structures of VGLUT2 (B)
and DgoT (C) are colored following the
same pattern as (A), and substrates are colored cyan. (D) mEPSCs recorded from
hippocampal neurons of VGLUT1 and VGLUT2 double knockout (DKO) mice
rescued with WT, R88A, and R322A VGLUT2. Synaptic transmission is impaired
by the R88A mutation and eliminated by the R322A mutation. mEPSC frequency
(left) and amplitude (right) are normalized to those of VGLUT2-WT (n = 10 to 15 cells

per condition). Data indicate means and SEM. Statistical significance was determined
by one-way analysis of variance (ANOVA) with Tukey’s post hoc test. *P < 0.05;
***P < 0.001; ns, not significant. Single-letter abbreviations for the amino acid residues
are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;
M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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The allosteric regulation of VGLUTs by H+

provides a mechanism to prevent glutamate
efflux to the synaptic cleft when VGLUTs trans-
locate from the synaptic vesicle (pH~5.6) to the
presynaptic plasma membrane (pH ~7.4) dur-
ing exocytosis. In hippocampal neurons, exter-
nal high pH blocks the nonvesicular efflux of
glutamate by VGLUT expressed on the plasma
membrane (11, 23), which limits the potential
for tonic excitation and excitotoxicity. Protons
act allosterically to gate the VGLUT-associated
Cl− conductance (11) and, because of the similar
regulation, we infer a similar allosteric mech-
anism for the activation of glutamate trans-
port. In VGLUT2, E191 lies in the center of
the N-domain within the buried, charged R88
cluster (Fig. 3, A to C). E191 is highly conserved
in TM4 of the VGLUTs, and mutations of E191
reduce transport activity (24). The equivalent
residue in DgoT (E133) is essential for H+ sym-
port (22) and is conserved in theH+ symporter
sialin (fig. S1). Consistent with a role in H+

recognition, a glutamate is not present at this
position in ATP or urate transporters, which
are not H+ driven (fig. S1). These factors and
the environment of E191 support the idea
of a role for E191 as a luminal H+ sensor;
protonation of this residue may liberate the
adjacent R88 to interact with the substrate.
In the case of DgoT and sialin, substrate trans-
port is stoichiometrically coupled to the flux of
H+. In contrast, VGLUT2 has lost the obliga-

tory coupling of H+ to substrate, thereby min-
imizing the potential leakage of glutamate
from the H+-rich synaptic vesicle (25) and
allowing the uptake of glutamate against the
synaptic vesicle H+ gradient. Thus, E191 ap-
pears to have undergone a transition in role
from H+ coupling in DgoT and sialin to allo-
steric activation by H+ in the VGLUTs. How-
ever, because E191 is buried, H128—partially
exposed to the lumen and specific to VGLUTs—
could act as the initial H+ binding site from the
lumen. It is also connected to E191 by a polar,
water-filled tunnel with a minimum diameter
of 1.8 Å (fig. S8A).
Located at the center of the R88 cluster,

R184 in TM4 interacts with the backbone of
I127 and H128 in TM2 as well as the back-
bone of R88 in TM1 (Fig. 3, B and C). R184 is
proposed to confer allosteric activation by Cl−

because the neutralization of this residue elim-
inates the requirement for luminal Cl− (13).
R184 is conserved in all SLC17 proteins that
generally depend on Cl− (26). The positive charge
on R184 interacts electrostatically with E191
and the entire R88 cluster (fig. S7, E and F).
Hence, neutralization of the charge onR184 by
Cl− binding will have a large effect on the struc-
ture of the R88 cluster and will favor proto-
nation of E191 (i.e., raise the pKa, where Ka

is the acid association constant). Similarly,
protonation of E191 may favor Cl− binding
to R184.

The volume close to both R184 and H128—
which are 5.2 Å apart—is large enough to ac-
commodate a hydrated Cl− ion (with a di-
ameter of 3.6 Å). Tunnels with minimum
diameters of 2.2 to 2.8 Å allow ready access
for Cl− to this site (fig. S8B). Chloride ions are
most often coordinated by arginine, histidine,
and serine (27), and hydrophobic surfaces
are often seen surrounding tunnels, for ex-
ample in ClC channels, or in excitatory ami-
no acid transporters (EAATs). Thus, proximity
of R184 to H128 may render the Cl− binding
subject to regulation by luminal acidic pH (11)
and more than ~30 mM luminal Cl− (13), so
both are required to activate the VGLUTs. The
current structure of VGLUT2 at pH 7.4, in an
inhibited state, suggests that neutral pH may
deprotonate H128 and so might inhibit Cl−

binding in the vicinity of H128 and R184. We
do not see a Cl− ion in the binding site under
these conditions with 150 mM NaCl. How-
ever, Cl− has a large negative form factor for
electron scattering at low resolution (infin-
ity to 16 Å) that may diminish any density.
High-pass filtering to higher resolution did
not reveal any additional density. Therefore,
it is also reasonable that a weakly bound,
hydrated chloride could be at this site in the
structure. Consistent with their roles, muta-
tions of R184 orH128 in VGLUT2 substantially
reduce activity (24). The proximity of theH+ and
Cl− binding sites explains the interdependence
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of pH and Cl− that has been observed in the
literature (4, 6, 11, 28).
It has been proposed that a VGLUT-associated

Cl− conductance enables the removal of Cl−

trapped during endocytosis to make room
for glutamate (8, 11–13). The Cl− conductance
competes with glutamate transport (7), and
mutation of the glutamate-binding R322 (as in
R322A) abolishes the Cl− conductance (11, 13)
(fig. S6C). Together, these observations imply
that the Cl− channel intersects with the glu-
tamate binding site. The R88A mutation also
abolishes the Cl− conductance of VGLUT2 (fig.
S6B). Themost commensurate channel, defined
by a solvent-accessible surface of sufficient in-
ternal diameter to support a Cl− ion, runs
through the central cavity between substrate-
binding R88 and R322 to a cytoplasmic gate
formed by two histidine residues (H199 in the
N-domain and H434 in the C-domain) that
oppose each other (Fig. 4, A to C). This two-His
gate is specific to the VGLUTs and sialin and is
not present in other SLC17 family proteins.
The two histidine residues are not hydrogen-
bonded to each other; rather both H199 and
H434 side chains donate hydrogen bonds to
the backbone carbonyl of N431 (Fig. 4C). The
hydrogen bond from H199 would contribute
to the stabilization of the observed conforma-
tion, which is closed to the cytoplasmic side.
Consistent with the role of H199 in forming
and breaking this hydrogen bond that is critical
for conformation change, a naturalmutation of
the equivalent residue in sialin (H183R) abol-
ishes sialic acid transport and causes infantile
sialic acid storage disease (29, 30). The chan-
nel narrows to 2.4-Å diameter at the two-His
gate, which requires small rearrangements to

allow the conductance of Cl− with a diameter
of3.6Å.Thisparallels theCl−channel inTMEM16A,
which has a similar diameter and character-
istics and also narrows to 2.5 Å (31). With the
two-His gate closed, the channel splits into
two exits to the cytoplasmic side (Fig. 4A, pur-
ple). Both exit channels are too narrow to per-
mit Cl− permeation without rearrangement of
the gate upon Cl− entry. A third discontinuous
channel (Fig. 4A, pink) leads from the two-His
gate to the cytosol and is lined by residues con-
served in the VGLUTs. This channel may also
allow Cl− to exit throughout the transport cycle.
On the basis of the structure presented in

this study, we propose a transport mechanism
and regulatory scheme for the VGLUTs (Fig.
4D). The electrochemical environment in the
synaptic vesicles (low pH and >30 mM Cl−)
activates VGLUTs, whereas neutral pH at
the plasma membrane inhibits VGLUTs, thus
minimizing nonvesicular efflux. Under acti-
vating conditions, glutamate is transported
through alternating access, bound by posi-
tive charges on R88 and R322 that stabilize
the two negative charges of glutamate. This
ensures that there is no insidious cotransport
of H+ on the substrate, against the proton gra-
dient, into the vesicle, with its associated en-
ergy cost. This is in contrast to closely related
H+-symporters DgoT and sialin. Upon sub-
strate delivery by VGLUTs, the positive charge
inside the vesicle favors the retention of the
negatively charged substrate. Cl− may contrib-
ute to neutralizing excess positive charge on
VGLUT and promote recycling in the absence
of substrate, thereby playing a role in the re-
orientation from the luminal open structure.
Thus, the overall transport cycle delivers sub-

strate to a lower energy state in the lumen
and allows the concentration of glutamate to
>100 mM. In the plasma membrane after exo-
cytosis, neutral pH drives VGLUTs to an inac-
tive, outward-open conformation where both
theH+ and Cl− binding sites are empty (current
structure). Transport would only resume after
endocytosis, synaptic vesicle regeneration, and
acidification, thereby integrating allosteric
activation by H+ at E191 mediated through
H128, and by Cl− at R184, with the synaptic
vesicle cycle. A Cl− channel intersecting with
the glutamate binding site allows movement
of Cl− to balance electrostatic potential within—
and osmotic forces across—the synaptic vesicle
and to potentially determine an upper limit
for vesicular glutamate concentration.
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CELL BIOLOGY

Supramolecular attack particles are autonomous
killing entities released from cytotoxic T cells
Š. Bálint1, S. Müller2, R. Fischer3, B. M. Kessler3, M. Harkiolaki4, S. Valitutti2,5, M. L. Dustin1*

Cytotoxic T lymphocytes (CTLs) kill infected and cancerous cells. We detected transfer of cytotoxic
multiprotein complexes, called supramolecular attack particles (SMAPs), from CTLs to target cells. SMAPs
were rapidly released from CTLs and were autonomously cytotoxic. Mass spectrometry, immunochemical
analysis, and CRISPR editing identified a carboxyl-terminal fragment of thrombospondin-1 as an unexpected
SMAP component that contributed to target killing. Direct stochastic optical reconstruction microscopy
resolved a cytotoxic core surrounded by a thrombospondin-1 shell of ~120 nanometer diameter. Cryo-soft
x-ray tomography analysis revealed that SMAPs had a carbon-dense shell and were stored in multicore
granules. We propose that SMAPs are autonomous extracellular killing entities that deliver cytotoxic cargo
targeted by the specificity of shell components.

C
ytotoxic T lymphocytes (CTLs) exocytose
soluble granzymes and perforin-1 (PRF1)
from secretory lysosomes (SLs) into the
interface between the CTL and target
cell, the cytotoxic immunological syn-

apse (IS) (1–5). PRF1 forms pores in the plasma
membrane of target cells thatmediate entry of
granzymes, such as granzyme B (GZMB) into
the target cell cytoplasm. Cytoplasmic GZMB
initiates multiple pathways leading to target
cell death (6–8). GZMB and PRF1 are stored in-
side SLs in condensates with serglycin (SRGN)
(9, 10). There are reports that PRF1 and GZMB
may be released in particles (11–13), but their na-
ture has remained elusive. To address themode
of GZMB release,we designed an experiment to
follow putative cytotoxic particles from cyto-
megalovirus phosphoprotein 65 (CMVpp65)–
specific human CTL clones (14) to target cells
bearing pp65-HLA-A2 complexes (HLA, human
leukocyte antigen). The CTL clones were trans-
fected with mRNA encoding GZMB-mCherry-
SEpHluorin that concentrated in SLs. The SLs
were also colabeledwithAlexa Fluor 647wheat
germ agglutinin (WGA) (15). WGA does not in-
teract with high mannose oligosaccharides of
GZMB (16, 17), therefore cotransfer ofGZMBand
WGA to the target would implicate a multi-
glycoprotein particle. The double-labeledCTLs
were mixed with HLA-A2+ target cells with or
without the pp65peptide and subjected to time-
lapsemicroscopy.Withinminutes ofmixing, the
pp65 pulsed targets contained intense double-
positive puncta, whereas unpulsed target cells
lacked these signals after interaction with the

CTLs (Fig. 1A, fig. S1, and movies S1 to S3). We
identified thesemultiprotein structures as supra-
molecular attack particles (SMAPs) and sub-
jected them to further analysis.
We first investigated the kinetics of SMAP re-

lease.We incubatedGZMB-mCherry-SEpHluorin
transfected human CD8+ T cells on a sup-
ported lipid bilayer (SLB) coated with later-
ally mobile intercellular adhesion molecule–1
(ICAM-1) and anti-CD3e (Fig. 1B and fig. S2)
(18). Total internal reflection fluorescence mi-
croscopy (TIRFM) demonstrated that CTLs
recruited acidic SLs displaying only mCherry
fluorescence to the IS with activating SLB,
which was rapidly followed (within 1 min) by
the appearance of SEpHluorin puncta in the IS
(Fig. 1B, fig. S2, and movie S4). Consistent with
release of GZMB in a SMAP, the SEpHluorin
signal persisted in the IS for 20 min rather than
dispersing.
We next determined whether the SMAPs

remained attached to the SLB after removal of
the CTLs (Fig. 1C and movie S5). Untrans-
fected CTLs were incubated on the activating
SLB and either directly prepared for immuno-
fluorescence detection of PRF1 and GZMB or
removed before analysis (Fig. 1D). PRF1 and
GZMB immunoreactivity was detected in the
IS within 20 min, owing to the kinetics of
antibody binding (figs. S3 and S4 andmovies
S6 to S9), and remained as discrete particles
attached to the SLB after CTL removal (Fig.
1D). The SMAPs were stable without loss of
PRF1 and GZMB for hours without fixation
(fig. S5).We next tested SMAPs for their ability
to kill target cells in a cytotoxicity assay inwhich
dead cells release the cytoplasmic enzyme lac-
tate dehydrogenase (LDH). Target cells were
killed by SLB-immobilized SMAPs (Fig. 1E,
black circles) after correction for spontaneous
release of LDH by target cells (Fig. 1E, red
circles). We also confirmed that SMAPs lacked
LDH activity (Fig. 1E, blue triangles). Thus,
SMAPs are stable after release from CTLs and
can kill cells autonomously.

SMAPs captured on SLB were subjected to
mass spectrometry (MS) analysis. We identi-
fied more than 285 proteins that were con-
sistently present in SMAPs (Fig. 2, A and B).
Of these, 82 proteins were unique to SMAPs
on SLB with ICAM-1 and anti-CD3e versus
ICAM-1 alone, and 18 proteins were detected
in most of the experiments (fig. S6). One pep-
tide from PRF1 was detected in multiple ex-
periments, and multiple GZMB peptides were
identified in all experiments (fig. S6). We also
identified a number of proteins involved in
cell signaling (cytokines and chemokines) (fig.
S6). The presence of PRF1 and GZMB in SMAPs
was further confirmed by SDS–polyacrylamide
gel electrophoresis (SDS-PAGE) and immuno-
blotting (fig. S7). Plasma membrane proteins
such as the phosphatase CD45 and the degran-
ulationmarker lysosome-associatedmembrane
glycoprotein 1 (LAMP-1, or CD107a) were not
detected (fig. S7). This absence suggested min-
imal contamination with cellular membranes.
Leukocyte function-associated antigen 1 (LFA-1)
was confirmed by immunoblotting but not by
immunofluorescence of SMAPs and thus may
represent adhesion sites left on the SLB in
parallel with SMAPs (19). Thrombospondin-1
(TSP1) stood out as a candidate because of its
signature Ca2+-binding repeats (20, 21), which
resonated with well-established Ca2+-dependent
steps in CTL-mediated killing (22). Live imag-
ing of the release of SMAPs on activating SLB
showed that TSP1 and PRF1 are released to-
gether (fig. S8 and movie S10). In addition,
TIRFM of SMAPs from CTLs transfected with
full-length TSP1 with a C-terminal GFPSpark
revealed colocalization of the green fluorescent
protein signal with GZMB and PRF1 antibody
staining in the SMAPs (Fig. 2C and fig. S9), and
anti-TSP1 antibody staining colocalized with
mCherry and pHluorin signals from CTLs trans-
fectedwithGZMB-mCherry-pHluorin (fig. S10).
TSP1-GFPSpark and GZMB-mCherry-SEpHluorin
were colocalized within cytoplasmic compart-
ments in cotransfected CTLs (fig. S11 and
movie S11). This result suggested that SMAPs
were preformed and stored in SLs. Enzyme-
linked immunosorbent assays on soluble and
SLB fractions from stimulation of primary
CD8+CD57+CTLs revealed similar levels ofGZMB
and PRF1 in both fractions, but the depen-
dence on anti-CD3e stimulation was higher
for the SLB fraction (fig. S12). In contrast, TSP1
was almost exclusively in the SLB fraction
and displayed significant dependence on anti-
CD3e stimulation (fig. S12).Whenwe analyzed
TSP1 by SDS-PAGE and immunoblotting, we
found that CTLs and SMAPs contained not the
full-length 145-kDa species stored in platelets
but a C-terminal 60-kDa fragment under non-
reducing and reducing conditions, which in-
cluded the Ca2+-binding repeats (fig. S13)
(23). CRISPR-Cas9–mediated knockout of TSP1
by 60% in CTLs reduced anti-CD3e redirected
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killing of K562 cells by 30% (n = 5 donors, P <
0.001), whereas knockout of another similarly
enriched protein, galectin-1, by 90% had no
effect on killing of K562 cells (Fig. 2, D and E).
Although TSP1 is associated with T cell adhe-
sion to extracellular matrix (24), TSP1 knock-
out did not alter T cell adhesion to activating
SLB, but it did reduce the signals for TSP1,
PRF1, and GZMB in SMAPs (fig. S14). These
results suggested that the C-terminal domain
of TSP1 was a component of SMAPs and was
important in CTL-mediated killing.

We next investigated the organization of
molecules within SMAPs at 20-nm resolution
by direct stochastic optical reconstruction mi-
croscopy (dSTORM). SMAPs were detected
with WGA in clusters of 27 ± 12 SMAPs per IS
(Fig. 3A). On closer inspection, WGA staining
appeared as adense ring in the two-dimensional
(2D) projections, which indicated a spherical
shell with an average diameter of 120 ± 43 nm
(Fig. 3A). Many supramolecular assemblies
use phospholipid bilayers as a scaffold, so we
sought to determine whether SMAPs stain

with the lipophilic membrane dye DiD, which
brightly stains extracellular vesicles and lipo-
proteins. DiD did not stain SMAPs (fig. S15),
which is consistent with the paucity of mem-
brane proteins detected by MS (data S1). The
WGA staining pattern was most consistent
with a shell of glycoproteins (16) rather than a
phospholipid-based membrane surrounding
SMAPs. The location of TSP1 in SMAPs was
investigated by multicolor dSTORM. Notably,
TSP1 colocalized with WGA (59 ± 3%) and sim-
ilarly highlighted the shape of the SMAPs (Fig.
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Fig. 1. SMAPs were released at the IS and
displayed autonomous cytotoxicity. (A) Time-
lapse confocal images depicting the transfer of
SMAPs labeled with Gzmb-mCherry+ (green) and
WGA (magenta) from an antigen-specific CTL
clone into pp65-pulsed JY target cells (“TARGET”).
Arrows and inset indicate the presence of SMAPs
inside the target. Scale bar, 10 mm. Quantification of
GZMB mean fluorescence intensity (MFI) and
number of double-positive particles inside the
target cell in CTL conjugates with unpulsed or
pulsed target cells. Each dot represents one
target cell (<50 cells). Horizontal lines and error
bars represent mean ± SD from two independent
experiments. ****P < 0.0001. (B) Live-cell imag-
ing of SMAPs release by CD8+ T cells transfected
with Gzmb-mCherry-SEpHluorin (magenta and
green) on activating SLB. IRM, interference reflec-
tion microscopy. Scale bar, 5 mm. (C) Schematic of
the working model for capturing SMAPs released
by activated CD8+ T cells. CD8+ T cells (gray)
were incubated on SLB presenting activating
ligands for the indicated time. Cells were removed
with cold phosphate-buffered saline (PBS) leaving
the released SMAPs (purple) on the SLB. Elements
are not drawn to scale. (D) TIRFM images of CD8+

T cells incubated on activating SLB in the presence
of anti-PRF1 (green) and anti-GZMB (magenta)
antibodies (top panels). After cell removal, PRF1+

and GZMB+ SMAPs remained on the SLB
(bottom panels). The formation of a mature IS is
indicated by an ICAM-1 ring (blue). Scale bar,
5 mm. (E) Target cell cytotoxicity induced by
density-dependent release of SMAPs captured on
SLB measured by LDH release assay. Data
points and error bars represent mean ± SEM from
three independent experiments.
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3B and fig. S16). Thus, SMAPs fromCTLs have a
glycoprotein shell that includes TSP1.
To further investigate the structure of SMAPs,

we used cryo-soft x-ray tomography (CSXT),
a nondestructive 3D method based on the
preferential absorption of x-rays by carbon-
rich cellular structures in unstained, vitrified

specimens with a resolution of 40 nm (25, 26).
For this imaging method, CTLs were incu-
bated on electronmicroscopy (EM) grids coated
with ICAM-1 and anti-CD3e. After incubation,
samples were plunge-frozen with the T cells
in place or removed to leave only the SMAPs.
Released SMAPs captured on the grid after

cell removal (Fig. 3C and movie S12) were
readily resolved and had an average diameter
of 111 ± 36 nm (fig. S17). The slightly larger
SMAP size determined by dSTORM reflected
the contribution of ~9 nm due to the 2.45 nm
hydrodynamic radius of WGA. The carbon-
dense shell observed in CSXT was consistent
with theTSP1-WGAshell observedby dSTORM.
The CSXT analysis further emphasized intra-
cellular multicore granules in the CTLs that
appeared to be tightly packed with SMAPs,
where the lower density cores were resolved
(movie S13). These multicore granules were
associated with the basal surface of CTLs near
activating grids (Fig. 3D and movie S14), as
expected (3).
We next performed three-color dSTORM to

determine the location of cytotoxic proteins
within SMAPs. The TSP1-WGA shell enclosed
partly overlapping PRF1+ and GZMB+ areas
across the 2D projection (Fig. 4, A and B). We
also detected SRGN in the core of SMAPs (fig.
S18). Given the apparent density of material in
the shell and the stability of SMAPs, it was
notable that 150-kDa antibodies had access to
components in the core. This is an unexpected
property that will require further investiga-
tion. SMAPs containing PRF1 and/or GZMB
were bigger and more abundant than WGA+

particles devoid of cytotoxic proteins (Fig. 4, C
and D). Primary CD8+CD57+ CTLs and natural
killer (NK) cells from peripheral blood also
released SMAPs with PRF1, GZMB, and TSP1
(fig. S19). These results completed our picture
of SMAPs: autonomously cytotoxic particles
with an average diameter of ~111 nm with a
dense shell including TSP1 and a core of PRF1,
GZMB, and SRGN with unexpected accessibil-
ity to antibodies.
CTLs can also use the ligand for the death

receptor Fas (FasL) to kill targets expressing
Fas (27). We only detected FasL in the CTL IS
when Fas glycoprotein was incorporated in
the SLB with ICAM-1 and anti-CD3e (fig. S20).
In these cases, FasL distribution in the IS was
in puncta distinct from PRF1 and GZMB. The
related protein CD40L is released in a CD40-
dependent manner in helper T cell IS within
synaptic ectosomes (28, 29). Synaptic ecto-
somes are a type of extracellular vesicle similar
to exosomes but generated by budding from
the plasma membrane of the T cell in the IS
(29, 30). These results suggested that there were
two types of cytotoxic particles released by CTLs
in contact with Fas-expressing targets—FasL
clusters in vesicles and SMAPs.
Our working model for SMAP function is

that SMAPs act as autonomous killing entities
with innate targeting through TSP1 and poten-
tially other shell components. While SMAPs
transferred through the IS may only affect one
target, CTLs can kill without an IS, using a
process involving rapid contacts (14, 31). The
ability of SMAPs to autonomously kill target
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Fig. 2. TSP1 was a major constituent of SMAPs and contributed to CTL killing of targets. (A) Two-set
Venn diagram showing the number of individual and common proteins identified by MS analysis of material
released by CD8+ T cells incubated on nonactivating (ICAM-1) or activating (ICAM-1 + anti-CD3e) SLB.
Representative of three independent experiments with eight donors. (B) Normalized abundance of the
285 proteins identified by MS in each condition. Cytotoxic proteins are highlighted in red, chemokines and
cytokines in blue, and adhesion proteins in green. (C) TIRFM images of SMAPs released from CD8+ T cells
transfected with TSP1-GFPSpark (green, top row) or nontransfected cells (bottom row). Released SMAPs
were further stained with anti-GZMB (yellow) and anti-PRF1 (magenta) antibodies. BF, bright-field
microscopy. Scale bar, 5 mm. (D) Percentage of galectin-1 and TSP1 knockout in CD8+ T cells by CRISPR-Cas9
genome editing measured from immunoblotting analysis (left). Each colored dot represents one donor. Bars
represent mean ± SEM. Representative immunoblot for galectin-1 (Lgals1) and TSP1 in Lgals1- and TSP1-
edited CD8+ T cells, respectively (right). CD8+ T cells (Blast) were analyzed in parallel as a control. (E) Target
cell cytotoxicity mediated by galectin-1 (Lgals1-CRISPR) or TSP1 (TSP1-CRISPR) gene edited CD8+ T cells
measured by LDH release assay. T cell blasts were used as a control. Bars represent mean ± SEM. **P <
0.01. Donors are the same as in (D).
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Fig. 3. SMAPs shell was rich in glycoproteins, TSP1, and organic material.
(A) dSTORM image of SMAPs released on activating SLB by multiple cells (left;
scale bar, 2 mm) and two examples of individual SMAPs (top right; scale bar,
200 nm), showing their heterogeneity in size. SMAPs were labeled with WGA.
Quantification of SMAP size and number released per cell (bottom right; n >
1800 and n = 67, respectively). Horizontal lines and error bars represent

mean ± SD from five donors. (B) dSTORM images of SMAPs (labeled with WGA,
magenta) positive for TSP1 (green) released on activating SLB. Scale bar, 1 mm.
(C) Multiple CSXT examples of released SMAPs after cell removal. Scale bar, 500 nm.
(D) CSXT of CD8+ T cells interacting with carbon-coated EM grids [note grid
holes in (C) and (D)] containing ICAM-1 and anti-CD3e. Scale bars, 2 mm (left)
and 500 nm (right). Red arrows in (C) and (D) indicate SMAPs.
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Fig. 4. SMAPs had a TSP1 shell and a core of cytotoxic proteins. (A and B) dSTORM images of individual SMAPs positive for PRF1 (green), GZMB (magenta),
and TSP1 [(A), orange] or stained with WGA [(B), orange]. Scale bars, 200 nm. (C) Quantification of the size of cytotoxic particles on the basis of their protein
composition (n = 64 for PRF1− and GZMB− cytotoxic particles, n = 149 and n = 83 for PRF1+ and GZMB+ cytotoxic particles, respectively). ****P < 0.0001. n.s,
not significant. (D) Quantification of the percentage of particles positive and negative for PRF1 or GZMB. (C and D) Horizontal lines and bars and error bars
represent mean ± SD from five donors.

RESEARCH | REPORT



cells may become important in situations of
transient and multiple interactions, where de-
liverymight be less precise. SMAPsmay have
other modes of action, potentially including
chemoattraction through C-C motif chemo-
kine ligand 5 (CCL5, or RANTES) and immune
modulation through interferon-g. The TSP1 C
terminus contains the binding site for the ubiq-
uitous “don’t eat me” signal CD47 (32). SMAPs
may thus partner with macrophages to ensure
that any cell that cannot be killed by SMAPs is
culled by phagocytosis (33).
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S
hanghai, a city of innovation, rich culture and ecology, is now developing into an extraordinary

modern metropolis, and becoming a global center of economy, finance, trade, shipping, science and

technology.

For the purpose of paving the way for young scholars to learn about the city and work in high schools, the

First Shanghai University League’s Forum for International Young Scholars (hereafter referred to as SULF)

will be officially launched at 20:20 onMay 30, 2020 (Beijing time) .We are looking forward to your online

participation!

SULF is an international academic exchange activity for young scholars. It is hosted by the Shanghai Educa-

tionalHuman Resource Exchange and Service Center and Shanghai UniversityHuman Resource League, and

organized by universities in Shanghai. SULF provides a all-round network-based platform and a profession-

al service team composed of academic elites to build a bridge of cooperation and exchange between young

scholars and universities in Shanghai. The forum aims to create a “carnival” for international young scholars.

It establishes a platform for scholars to present themselves, seek cooperation, and explore Shanghai culture

through activities such as lectures, academic exchanges, inter-school activities, and cultural exchange.

SULF is divided into 20 special sessions, covering a wide range of academic disciplines includingmechani-

cal engineering, civil engineering, textile science and engineering, chemical engineering, aquaculture, edu-

cation, medicine, urban and rural planning, materials science, electronic science and technology, artificial

intelligence, biomedicine, optical engineering, businessmanagement, law, and drama and film studies. It is

hosted by 14 universities in Shanghai, including Fudan University, Shanghai Jiao Tong University, Tongji

University, Shanghai University, and ShanghaiTech University and so on. Nobel Prize winners, top experts

and academicians from various countries will be invited to make keynote speeches on the forum, and young

scholars will be invited to interact and share their ideas.

Website: https://shehr.shec.edu.cn/

The First Shanghai University

League’s Forum for International

Young Scholars Is Forthcoming

ADVERTISEMENT
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Jefferson Science Fellowship
Program

The National Academies of Sciences,
Engineering, and Medicine is pleased to
announce a call for applications for the 2021
Jefferson Science Fellows (JSF) program.
Established by the Secretary of State in 2003,
this fellowship program engages theAmerican
academic science, technology, engineering,
and medical communities in U.S. foreign
policy and international development.

The JSF program is open to tenured,
or similarly ranked, faculty from U.S.
institutions of higher learning who are U.S.
citizens. After successfully obtaining a
security clearance, selected Fellows spend one
year on assignment at the U.S. Department
of State or the U.S. Agency for International
Development (USAID) serving as advisers
on issues of foreign policy and international
development. Assignments may also involve
travel to U.S. embassies and missions.

The deadline for applications is October 16,
2020 at 5 PM ET. To learn more about the
program and to apply, visit www.nas.edu/jsf.

The JSF program is administered by the
National Academies of Sciences, Engineering,
and Medicine and supported by the U.S.
Department of State and USAID.

Call for Expressions of Interest for experts to be
appointed members of the Scientiˇc Committee of

the European Environment Agency (EEA)

EEA/SC/2020/1-7

Scope of the call

The EEA organises this call to appoint approximately 10
Scientiˇc Committeememberswith expertise in one ormore of
the following priority areas as identiˇed by theEEAManagement
Board:

Data and information technology, Science Communication,
Environment and Health/Chemicals, Circular economy and
resource use, Biodiversity and ecosystems, Climate change,
Sustainability and foresight.

Interested candidates are invited to look at the full vacancy notice
published on the EEAwebsite:
http://www.eea.europa.eu/about-us/governance/scientifc-

committee/call-for-expression-of-interest

Candidates must be nationals of one of the 32 EEA member
countries.

Deadline for applications: Friday 3rd July 2020, 12.00 CET

Visit the website and start planning today!

myIDP.sciencecareers.org

Features in myIDP include:

 Exercises to help you examine your skills, interests,

and values.

 A list of 20 scientifc career paths with a prediction

of which ones best ft your skills and interests.

For your career in science, there’s only one

A career plan customized

for you, by you.

myIDP:

In partnership with:

AAAS.ORG/COMMUNITY

Where Science

Gets Social.



My husband and I had started fer-

tility treatments during my postdoc 

years, unable to conceive on our 

own. The process was exhausting. I 

had to go into the doctor’s office a 

few times per week for blood tests 

and appointments—all before my 

hourlong commute to work. The 

costs stretched our finances. I be-

gan to convert every price tag I saw 

to a portion of a doctor’s visit.   

During the same time period, my 

professional life had started to fall 

into place. I completed my postdoc 

and landed a faculty job in the same 

city where we were living. When the 

doctor’s office called that day, I was 

1 month away from starting my new 

position and changing my email 

signature to “Assistant Professor.”

Somehow, I managed to give my 

talk. But as I delivered my practiced monologue, I was hav-

ing a very different conversation in my mind. I tried to 

imagine taking maternity leave during my first year as a 

professor. I also fretted about the viability of the pregnancy.

Follow-up doctor’s visits didn’t yield positive news. The 

pregnancy would almost certainly end in a miscarriage. I 

contemplated termination. But because we’d had such a 

tough time getting pregnant, my husband and I decided to 

wait to see what happened.

Over the next month, my appointments for blood draws 

and invasive ultrasounds increased to nearly every other 

day. During one appointment, we heard a heartbeat. My 

stomach sank all the way down to the stirrups holding 

my feet. It was painful to hear that heartbeat—because it 

provided a glimpse into the excitement of pregnancy that 

I knew would likely be cut short. We left the office still 

waiting for the supposedly imminent miscarriage. 

But I wasn’t waiting at home. I was waiting during my 

first faculty meeting. I was waiting in the lab while teach-

ing interns how to prepare samples. I tried my best to 

silo my personal and professional 

lives. As time wore on, though, the 

barrier between “waiting for mis-

carriage Logan” and “shiny new 

professor Logan” became less and 

less distinct. I was worn out physi-

cally and emotionally.

It was a macabre preview into 

parenthood as an academic. I found 

myself constantly struggling to 

balance my career goals with my 

personal life, which featured many 

more doctor’s appointments than 

visits with friends. I missed dead-

lines and meetings. I had trouble 

focusing. And I cried in my office, 

worried that I was already failing as 

a professor—feelings intensified by 

hormones that would bear no fruit. 

Then, roughly 7 weeks into my 

pregnancy, I went into the doctor’s 

office—and this time there was no heartbeat. I’d never expe-

rienced such a visceral combination of sadness and relief. I 

swallowed two doses of the abortion pill and waited for my 

pregnancy to be officially over. 

I dealt with my grief, in part, by speaking openly with 

trusted colleagues, including my postdoc adviser and others 

who’d known me for years. And I’d had time to prepare. Dif-

ficult as my experience was, I can’t imagine how someone 

feels when a miscarriage catches them totally off guard, or 

it happens for the second, third, or eighth time.  

Ten months have passed, and my husband and I are still 

working with the fertility doctor. It isn’t easy to be open 

about my personal struggles. But I know many academics 

are in the same boat: starting their first faculty appoint-

ment while trying to start a family, and dealing with the 

conflicting emotions that even a better outcome can bring. 

I want them to know they’re not alone. j

Logan Brenner is an assistant professor at Barnard College in New York 

City. Send your career story to SciCareerEditor@aaas.org.

“It was a macabre preview 
into parenthood as an academic.”

An end and a beginning

T
he phone rang 30 minutes before my talk. It was a familiar number—my fertility doctor’s office—

and I picked up, expecting a nurse to tell me that my pills and injections were ready for my next 

treatment. Instead, the nurse asked me to hold for the doctor, who told me I was pregnant. It 

should have been joyous news, but he quickly tempered my enthusiasm by telling me that, given 

the results of other tests, he wasn’t sure the pregnancy would go to term. I felt a complicated 

wave of emotions: relief that our fertility treatment worked, anxiety at the prospect of starting 

my new job pregnant, worry that I’d have a miscarriage—and stress about my imminent talk.  

By Logan Brenner
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