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Light shines through 
the trees of Eilenriede 
city forest, Hanover, 
Germany. Increased tree 
cover reduces below-
canopy temperature 
extremes. This 
temperature-buffering 
effect slows local 

warming and protects plants against climate 
change. By contrast, plant community 
changes are most pronounced in forests 
where tree cover is reduced over time. These 
findings will have important implications 
for forest management and biodiversity 
conservation. See pages 711 and 772. Photo: 
Julian Stratenschulte/DPA/AFP via Getty Images
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EDITORIAL

B
efore the coronavirus disease 2019 (COVID-19) 

pandemic, nuance and candor from govern-

ments were in short supply. Now they are al-

most nonexistent. Protecting the world from se-

vere acute respiratory syndrome–coronavirus 2 

(SARS-CoV-2) can’t happen without internation-

al scientific collaboration. Progress on vaccines 

in China and the United States should make us optimis-

tic that science will solve this problem, but the actions 

of the governments involved are not equally inspiring. 

The saber rattling by China and the United States is 

unnecessary, as the broad impacts of the pandemic in 

both countries are shared. Isn’t that worth curbing na-

tionalistic tendencies? Apparently not to China, which 

has rebuffed efforts to understand 

the origin of SARS-CoV-2. And not 

to the Trump administration either, 

which can’t grasp that it’s possible to 

question the actions of the Chinese 

government about the early days of 

the pandemic while embracing col-

laboration with Chinese science. In a 

worldwide pandemic, isn’t it best for 

everyone to cooperate and try to save 

all of humanity together? 

We need a both/and approach, but 

we are living in an either/or world.

The latest setback is the deci-

sion by the U.S. National Institutes 

of Health (NIH) to terminate the grant “Understand-

ing the Risk of Bat Coronavirus Emergence” to Peter 

Daszak of the nonprofit EcoHealth Alliance, who, with 

NIH approval, shared one in five grant dollars with 

Shi Zhengli, a top coronavirologist at China’s Wuhan 

Institute of Virology (WIV). We are asked to believe 

that the highly ranked project was killed because even 

though it sought to prevent the next bat-originating 

human pandemic, it did not “align” with the NIH’s 

goals and priorities. This comes while the adminis-

tration is propping up and circulating the unproven 

theory that the virus escaped from the Shi lab at the 

WIV, when the science is clearly in favor of zoonotic 

transfer in nature.

The genetic sequence of SARS-CoV-2 rules out a 

lab-engineered virus. And although escape from a lab 

of a naturally occurring virus that was isolated from 

bat specimens collected by scientists cannot be com-

pletely eliminated as the origin, the closest laboratory 

version of the virus (published by Shi and collabora-

tors) is separated from SARS-CoV-2 by at least 20 years 

of evolutionary time. SARS-CoV-2 would have had to 

have escaped from the lab decades ago—or, another vi-

rus that was brought into the lab and not documented 

somehow escaped. Either way, only a chain of unlikely 

events could explain laboratory involvement.

The U.S. administration instructed its intelligence 

community to investigate this matter. Last week, these 

intelligence agencies ruled out that the virus was lab-

engineered. They have not reached any conclusions 

about whether a virus might have escaped from the 

lab. But in the absence of evidence, the administration 

will likely turn uncertainty into “truth”—a lab escape—

that serves its narrative.

Even in the face of the intelligence report to the con-

trary, U.S. Secretary of State Michael Pompeo initially 

said that “the best experts so far 

seem to think it was man-made.” Ap-

parently, the best experts are neither 

scientists nor intelligence experts. 

Pompeo claims to have additional 

evidence that we are unlikely to see, 

if it even exists.

What would we have learned from 

the research that got squashed? 

Daszak and his colleagues were 

working to pinpoint hotspots in 

southern China with a high risk of 

bat-to-human transfer (most likely 

with an intermediary species in-

volved) of coronaviruses. It might 

be good to find those hotspots if we don’t want to go 

through all of this again. And as important, the bat 

coronavirus sequences identified at the WIV were 

used in lab tests of the drug remdesivir, currently the 

only scientifically supported treatment for COVID-19. 

Vanderbilt University’s Mark Denison, who helped ad-

vance the drug, said of the Alliance’s research, “Our 

work on remdesivir absolutely would not have moved 

forward” without it.

I feel for, and admire, our scientific colleagues in the 

U.S. federal government. They are giving all they’ve 

got to protect the American public and others under 

impossible circumstances. Before the pandemic, the 

NIH went overboard to deal with foreign influence in 

U.S. research because of the nationalistic pressure it 

was under. Now, the agency is trying to dodge political 

lunges from an administration that puts political suc-

cess above human life. 

The tyranny of either/or is that we only survive on our 

own. The promise of both/and is that the world is imper-

fect but we’re all in this together.

–H. Holden Thorp

Both/and problem in an either/or world

H. Holden Thorp

Editor-in-Chief, 

Science journals. 

hthorp@aaas.org; 

@hholdenthorp

Published online 8 May 2020; 10.1126/science.abc6859
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A
s coronavirus disease 2019 (COVID-19) contin-

ues to claim lives around the planet, the United 

States observes the bitter anniversaries of two 

tragedies: its most damaging volcanic erup-

tion and its largest marine oil spill. Forty years 

ago, on 18 May 1980, Mount St. Helens volcano 

erupted in Washington state, claiming 57 lives 

and triggering an enduring legacy of downstream sedi-

ment and hydrogeologic disruptions (see the Perspec-

tive by J. J. Major on page 704). Just 10 years ago, the 

Deepwater Horizon explosion and oil spill began on 20 

April 2010 and continued to release oil for 87 days into 

the Gulf of Mexico from a damaged deep-sea well before 

it was finally capped. Eleven rig workers died in the ex-

plosion. As we all continue to strug-

gle with the current pandemic crisis, 

it is an opportune time to ask what 

lessons in the response to previous 

catastrophes should not be forgotten. 

The first lesson is that the battle 

is usually won or lost in the myriad 

actions that are taken in the days, 

weeks, and years before it has even 

begun. The “just in time” installa-

tion of a seismic network on Mount 

St. Helens that gave warning of the 

pending eruption surely saved lives 

in the nearfield of the blast zone, 

but overengineered river drainage 

systems were unable to accommo-

date the sediment load resulting 

from the volcanic collapse. Any 

interventions that make systems 

more resilient can facilitate recovery from disasters—a 

lesson that was dramatically demonstrated during the 

Deepwater Horizon spill, which affected a region al-

ready stressed from excess nutrient loading, hypoxia, 

overfishing, diversion of natural sedimentation for 

flood control, and pollution.

As a corollary to the first lesson, in preparing for the 

next emergency, expect the unexpected. Emergency 

managers, policy-makers, regulators, and even scien-

tists too often assume that the next crisis will be “just 

like the last one.” Not even scientists predicted the 

magnitude of the eruption at Mount St. Helens, which 

released more energy than Hurricane Katrina (2005) 

and produced the largest landslide ever recorded in 

human history. In the United States, there are his-

torically explosive volcanoes within reach of major 

metropolitan areas (Mount Rainier—Seattle/Tacoma; 

Mounts Spurr and Redoubt—Anchorage) that could 

create a very different death and damage scenario 

than isolated Mount St. Helens. Oil spill responders 

were training for another Exxon Valdez tanker spill 

(1989), not for a Deepwater Horizon deep-sea blow-

out. The offshore industry is prepared now for another 

deep-sea blowout in the Gulf of Mexico, but nations 

also need to be ready for a spill far from a major indus-

trial port and/or with a very limited weather window 

(e.g., the Arctic).

Scenario planning can be effective both for determin-

ing which prior actions will build resilience and lessen 

the impacts of disasters and for preparing for the unex-

pected. This approach was used effectively during the 

Deepwater Horizon oil spill for considering a range of 

scenarios for what might happen 

next, to prevent a legacy of problems 

that cascade from the environment to 

people and the economy. Cross-disci-

plinary teams of experts developed a 

wide range of future possibilities of 

what could go wrong (e.g., remobi-

lization of offshore oil during hurri-

canes), even if improbable, and what 

actions could prevent or mitigate 

the worst consequences of those sce-

narios (e.g., closing the freshwater 

intakes to the city of New Orleans 

prehurricane). The scenarios proved 

eerily prescient.

Both of these lessons apply to the 

current pandemic. Its death toll in 

any region is varying with the prior 

health status of the population, the 

quality of the health care system, and the early precau-

tions taken in the months and weeks after the first 

report of the disease to mitigate its spread. Any longer-

term actions to curb obesity, reduce the incidence of 

diabetes, and eliminate respiratory afflictions caused 

by polluted air, smoking, and other factors are benefi-

cial to public health even without a major pandemic. 

Undertaking scenario planning now can prevent un-

fortunate surprises as nations work to reopen their 

economies, reestablish travel and tourism, cope with 

the staggering levels of unemployment, and adjust to 

new norms in personal and professional lives engen-

dered by the pandemic. In addition, it can also ensure 

that society builds back better such that it can cope 

with the next global health emergency, no matter how 

different, with less impact to people and economies.

–Marcia McNutt

Lessons from the crucible of crisis

Marcia McNutt

is president of 

the U.S. National 

Academy of 

Sciences in 

Washington, DC, 

USA, and a former 

editor-in-chief 

of Science. 

mmcnutt@nas.edu

10.1126/science.abc6866
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“…the battle 
is usually won 
or lost in the 

myriad actions 
that are taken…

before it has 
even begun.”
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India greenlights development
ENVIRONMENT |  Conservationists in India 

are criticizing government moves to speedily 

approve major industrial projects even 

as the COVID-19 pandemic complicates 

public oversight and cancels field reviews. 

India has been in strict lockdown since 

26 March. But in the past month, the 

Ministry of Environment, Forest, and Climate 

Change has signed off on a slew of projects 

including a new coal mine in an elephant 

reserve and oil exploration in a wildlife 

sanctuary. It is also considering a uranium 

mine in a tiger reserve in central India and a 

hydropower project in the biodiverse Dibang 

Valley. A draft policy released 23 March 

would reduce public comment time on 

environmental impact assessments for large 

projects and allow more projects to proceed 

without public comment.

Lockdown boosts ozone pollution
ATMOSPHERIC CHEMISTRY |  During 

pandemic-driven lockdowns, many coun-

tries, including China, have seen stark 

declines in atmospheric nitrogen oxides, 

pollutants associated with burning fossil 

fuel. But in northern China, this decline 

led to a near doubling of surface ozone 

I N  B R I E F
Edited by Kelly Servick

DISPATCHES FROM THE PANDEMIC

After a weekslong delay because of the coronavirus, South Korea’s professional baseball league started its season last week with banners replacing fans in the stands.
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pollution, researchers reported this week 

in Geophysical Research Letters. In winter, 

reduced sunlight and sluggish winds allow 

nitrogen oxides to react with ozone, scrub-

bing it from the air. Without this reaction, 

ozone, which can cause lung damage, lin-

gered in the region. The rise suggests ozone, 

which comes from both pollution and natu-

ral sources, could be difficult to decrease as 

China cuts fossil fuel emissions.

Herbal remedy raises alarm
DRUG RESISTANCE |  Several African 

governments are investing in an unproven 

herbal tonic touted as a COVID-19 cure that 

scientists warn could fuel drug-resistant 

malaria. The Malagasy Institute of Applied 

Research (IMRA) says the chief ingredi-

ent in its tonic, branded Covid-Organics, 

is sweet wormwood (Artemisia annua), a 

plant used to make the antimalarial drug 

artemisinin. One in vitro study hinted that 

artemisinin might have an effect against the 

coronavirus that caused the 2003 outbreak 

of severe acute respiratory syndrome, but 

IMRA has not reported on Covid-Organics’s 

efficacy against the new coronavirus or 

any side effects. Last week, both Tanzanian 

President John Magufuli and Denis Sassou 

Nguesso, president of the Republic of the 

Congo, publicly expressed support for the 

tonic. The World Health Organization 

discourages treating malaria with A. annua 

extracts or artemisinin alone—without 

another antimalarial drug—because it could 

hasten the development of drug resistance.

Conspiracy video goes viral
MISINFORMATION  |  In a video that exploded 

on social media last week, virologist Judy 

Mikovits makes unfounded claims about 

the coronavirus—that it is wrongly blamed 

for many deaths, for instance, and that it is 

“activated” by face masks—and also falsely 

accuses Anthony Fauci, director of the 

National Institute of Allergy and Infectious 

Diseases and a member of the White House 

Coronavirus Task Force, of causing millions 

of deaths from HIV/AIDS. Mikovits, former 

research director of the private Whittemore 

Peterson Institute in Reno, Nevada, co-

authored a 2009 Science paper linking 

chronic fatigue syndrome to a mouse retro-

virus. The paper was later retracted, but 

Mikovits has continued to promote 

its findings and controversial theories 

about autism and vaccines. Science 

reporters fact-checked the video, an excerpt 

from the upcoming movie Plandemic: 

https://scim.ag/FactCheckMikovits.
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A
former Emory University neuroscientist has agreed to pay $35,000 

in back taxes as part of a U.S. government investigation into 

his failure to report research support from Chinese institutions. 

On 11 May, Li Xiao-Jiang was sentenced to 1 year of probation and 

ordered to refile several years of tax returns after admitting he had 

failed to report at least $500,000 in income from China’s Thousand 

Talents Program to recruit foreign scientists. Emory dismissed Li and 

his wife, Li Shihua, last year after the U.S. National Institutes of Health 

raised questions about conflict of time commitments on his NIH grants 

(Science, 31 May 2019, p. 811). Li Xiao-Jiang “thought that he could live 

two, separate lives—one here at Emory University and one in China,” said 

U.S. Attorney Byung Pak in a Justice Department press announcement.

FOREIGN INFLUENCE

Ex-Emory scientist sentenced

SCIENCEMAG.ORG/TAGS/CORONAVIRUS

Read additional Science coverage of the pandemic.

Royal Society picks new head
LEADERSHIP |  Statistician Adrian Smith 

will be the next president of the Royal 

Society, the U.K. national academy of 

science, the society announced last 

week. From 2008 to 2012, Smith directed 

research strategy within the U.K. govern-

ment, where he helped protect the science 

budget at a time of deep spending cuts. 

Since 2018, he has led the Alan Turing 

Institute, a research center for data sci-

ence. Last year, Smith co-authored an 

influential report on post-Brexit research 

strategy, which called for a major increase 

in funding. The government has since 

announced record hikes (Science, 

20 March, p. 1291). Smith will begin his 

5-year term in November.

Green hunters’ origins revealed 
PLANT BIOLOGY |  The Venus flytrap’s red 

“pads” are modified leaves that snap shut 

when an insect lands, providing the plant 

with a protein-rich feast. By sequencing 

the genomes of this species (Dionaea 

muscipula) and two close relatives with 

different hunting styles, researchers have 

unearthed the genetic basis of carnivory 

in this group, including the complex gene 

set that enabled the flytrap to evolve its 

snapping leaves. About 60 million years 

ago, an ancestor of these three plants 

underwent a duplication of its entire 

genome, which freed up copies of root, 

leaf, sensory, and other genes to special-

ize in detecting and digesting prey, the 

team reports this week in Current Biology. 

The researchers conclude that carnivory 

evolved at least six times in the plant 

kingdom and that most plants already 

have many of the necessary genes. “The 

path to carnivory seems to be open for all 

plants,” says lead author Rainer Hedrich, 

a plant biologist at the University of 

Würzburg. “The limitation might be more 

in the environmental circumstances than 

in the genetic resources.”

White House boosts U.S. seafood
OCEANS |  The Trump administration’s 

plan to boost domestic fishing and aqua-

culture is drawing plaudits from industry, 

but darts from conservationists. A White 

House executive order, published in the 

Federal Register this week, would speed 

permits and environmental reviews for 

new aquaculture farms. A single agency—

the National Oceanic and Atmospheric 

Administration—would coordinate other 

agencies as they review permit applica-

tions. And the Army Corps of Engineers 

would create a nationwide permit system 

under the Clean Water Act. The order 

also instructs federally chartered regional 

fisheries councils to look for ways to cut 

bureaucratic red tape and increase catches 

of wild fish. Congress is considering legis-

lation that also would boost aquaculture.

THREE QS

‘Shadow’ advisers emerge
As chief scientif c adviser to U.K. Prime 

Ministers Tony Blair and Gordon Brown, 

chemist David King guided government 

responses to an outbreak of foot-and-

mouth disease in livestock and the 

rapid spread of severe acute respiratory 

syndrome from China. He’s now 

criticizing the Conservative government’s 

handling of the coronavirus pandemic 

and calling for more transparency 

in its Scientif c Advisory Group for 

Emergencies (SAGE). King told Science 

about an unof  cial advisory panel of 

about a dozen scientists that he has 

assembled, which had its f rst meeting 

last week.

Q: What’s wrong with the 

existing SAGE?

A: It is not operating in an open and 

transparent way. The chief scientif c 

adviser should be out explaining … what 

the committees are discussing, and 

what the conclusions are. When the 

government says that it is following the 

advice of the scientif c community, but 

that scientif c advice is not known to 

the public, we, the public, cannot judge 

whether or not they are.

Q: Why did a country with some of 

the best academics end up with a 

worse response than other places?

A: You’re putting your f nger on a very, 

very dif  cult issue. The countries that 

have operated very well in response to 

this crisis, like Greece, New Zealand, 

South Korea … followed [World Health 

Organization] guidance very, very 

closely. So there’s got to be a question 

as to whether there was actually a kind 

of, dare I say arrogance in the British 

scientif c community, that we will 

resolve it our own way.

Q: You streamed your first 

deliberations live on YouTube. Why?

A: The idea was to demonstrate to the 

public f rst of all, what an independent 

science advisory group would be like … 

[but also] what a peer-review system 

looks like. People could see when there 

were discussions and disagreements and 

arguments and how we emerged with a 

consensus view from a group of scientists 

who have very dif erent experiences, 

dif erent knowledge bases, and so on.

An ancient genetic duplication allowed the Venus 

flytrap to develop its prey-grabbing leaves.
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ussell Hopcroft spent much of April 

hunkered down in Fairbanks, Alaska, 

plotting how he’d return to research 

once the state ended its lockdown. 

On 23 April, he finally got the call—

or rather, the Zoom: Over a video 

link, an official from the National Science 

Foundation said it was granting Hopcroft, a 

biological oceanographer at the University 

of Alaska, Fairbanks, permission to set sail 

on his ecological expedition to collect data 

on critical Gulf of Alaska fishing grounds.

It would be a voyage like no other. When 

the vessel left port last week, it held only 

three researchers, instead of the typical 24. 

The scientists were limited to 1 week at sea, 

not two, meaning they couldn’t conduct their 

usual surveys of birds and marine mammals. 

And everyone on board was wearing face 

masks and practicing physical distancing, 

not a simple task for crews accustomed to 

working hands-on in close quarters.

“It will not be easy,” Hopcroft said before 

he embarked. Still, he added, “I’m consider-

ing us pretty lucky.”

Around the world, scientists are facing sim-

ilar challenges in restarting their research. 

The coronavirus pandemic has wreaked 

havoc on science, shuttering laboratories, 

aborting field projects, and costing research-

ers months—if not years—of work. Now, as 

many national and local governments ease 

lockdown restrictions, some lab- and field-

work is starting to resume. But most 

labs will have to operate with just a 

few individuals at a time, working in 

shifts. All large gatherings, including 

lab meetings and lectures, are likely 

to be prohibited. And many institu-

tions are still trying to figure out 

how and whether to test employees 

for SARS-CoV-2, the coronavirus causing the 

current pandemic, and what to do if infec-

tions resurge.

Organizations representing universities 

are planning to provide their member in-

stitutions with guidance on how to reopen 

their campuses. “It’s generally agreed that 

research will be the first thing brought 

back,” says Tobin Smith, vice president 

for policy at the Association of Ameri-

can Universities. “[It] will be a precursor 

to bringing students back and restarting 

other programs.” Institutions will also get 

technical input next month from Jason, a 

group of academic scientists that typically 

advises the U.S. government on national 

security matters. 

Still, “We’re not just going to be able to turn 

on the lights, walk in the door, and go back to 

normal,” says Edward Hawrot, a senior asso-

ciate dean at Brown University in Providence, 

Rhode Island, who is helping guide 

his institution’s reopening efforts.

One big challenge facing labs is 

keeping workers far enough apart to 

reduce the risk of spreading SARS-

CoV-2. Microbiologist Carolyn Coyne 

runs a 10-person lab at the Univer-

sity of Pittsburgh, where she studies 

how viruses infect the intestines and pla-

centa. When her lab reopens, perhaps next 

week, only half of her personnel will be al-

lowed to work at any one time. She’s creating 

a sign-up calendar, with lab benches, desks, 

and sterile workspaces marked in different 

colors. “Shifts will be limited to 4 hours,” 

Coyne says, and everyone will wear masks.

An additional complication is that Coyne’s 

laboratory bleeds into others as part of an 

“open lab” layout. “We not only must con-

sider physical distancing within our own lab,” 

she says, “but likely with the labs surround-

ing ours.”

Neuroscientist Christian Haass was able to 

By David Grimm

COVID-19

As labs move to reopen, safety worries abound

I N  D E P T H

Challenges include reorganizing work spaces and protecting human research subjects

Science’s
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reopen his neurodegenerative research lab at 

the Ludwig Maximilian University of Munich 

in late April. He oversees about 120 people, 

but only one-quarter can work at any one 

time. His researchers have been able to get 

their experiments done by “working on week-

ends and late into the night,” he says. Making 

matters trickier is that the German govern-

ment owns his half of the building, whereas 

the university owns the other half, meaning 

different safety rules. “The most extreme ex-

ample,” he says, “is that we have to wear face 

masks, while others do not, even though we 

use a lot of facilities together.”

Reduced staffing levels could compli-

cate life for some researchers. Ainara 

Sistiaga was nearly finished with her 

postdoctoral work studying ancient 

feces at the University of Copenhagen 

in Denmark when the pandemic hit. 

After several weeks at home, the dean 

granted her permission to resume 

her work. But because of the severe 

staffing restrictions the university 

has imposed—in some cases allowing 

as few as one person per building, 

Sistiaga says—she wouldn’t have the 

supervision needed to probe her deli-

cate samples, some of which are more 

than 50,000 years old. She’s hoping 

new rules to be announced soon will 

allow more people in. “Until then,” she 

says, “I’m a bit stranded.”

For some scientists, persuading hu-

man subjects to come to campus poses 

complications. Researchers in cognitive 

neuroscientist Audrey Duarte’s lab at the 

Georgia Institute of Technology in Atlanta 

conduct brain scans on older adults—a popu-

lation particularly susceptible to COVID-19. 

Duarte says she’s still waiting for instruc-

tions from her university about when and 

how to resume these studies. “When we can, 

a big question for us is: Should we? And are 

we even going to be able to recruit people?” 

she says. “I’ll never be able to say something 

like, ‘I can assure you that there’s no risk for 

you coming in.’”

Jennifer Blackford, a developmental psy-

chologist at Vanderbilt University in Nash-

ville, Tennessee, has similar concerns about 

participants in a study of childhood anxiety. 

“We’re up in kids’ faces, putting electrodes 

on their body,” she says. The medical center 

where Blackford’s lab is housed has instituted 

temperature screening at every entrance. 

Still, she says, “We may end up in a situation 

where our families don’t want to come in.”

Many studies will be slow to resume be-

cause scientists are cut off from their re-

search animals. Neuroscientist Wang Minyan 

of Xi’an Jiaotong-Liverpool University in Su-

zhou, China, uses mouse brain tissue to study 

the biology of migraines. She works in col-

laboration with Soochow University, where 

the rodents are housed. Wang’s own labora-

tory has reopened, but because of restrictions 

on access to the Soochow campus her team 

can’t retrieve the mice or collect samples for 

analysis. This particularly affects two Ph.D. 

students who need the mouse tissue to keep 

their thesis research on track, she says.

To prevent early-career researchers from 

being professionally derailed by the pan-

demic, many institutions are extending 

tenure clocks, providing additional funding 

for grad students, and creating new posi-

tions that would allow postdocs to stay lon-

ger. But some of these scientists will still be 

reluctant—or unable—to return.

Alex Kolodkin, a neuroscientist at Johns 

Hopkins University in Baltimore, says one of 

his students has complex rheumatoid arthri-

tis, putting him at high risk for complications 

from the virus. Other young researchers may 

need to remain at home to care for children 

or sick family members. And Ulrike Diebold, 

a physicist at the Vienna Institute of Tech-

nology, says she has a Serbian student close 

to finishing his dissertation who, because 

of pandemic travel restrictions, is unable to 

return to Austria. A different student, from 

Iran, was supposed to start last month. “He’s 

stuck there, too, who knows how long.”

Returning to work has been especially dif-

ficult in places such as Wuhan, China, the 

center of the original outbreak. Although 

new infections are now rare, and factories, 

shops, and restaurants are opening, a special 

permit is needed to enter Wuhan University 

and going into campus buildings requires 

an additional health screening, says Stephen 

McClure, a scientific writing specialist at the 

university. So employees are still working re-

motely, he says. “Universities [in the region] 

will be almost the last places to reopen.”

Some labs will have to adjust less than 

others. Researchers in archaeogeneticist 

Johannes Krause’s lab at the Max Planck In-

stitute for the Science of Human History in 

Jena, Germany, are already well protected 

from the virus. They extract DNA from 

ancient human remains in a giant clean 

room, where scientists must don masks 

and full bodysuits to avoid contaminating 

their samples. “My sister is a schoolteacher, 

and she thinks wearing a mask is the worst 

thing ever,” Krause laughs. “I’ve been doing 

it for 7 years.”

Other labs have had a different kind of 

practice. John O’Meara, chief scientist at the 

W. M. Keck Observatory in Hawaii, says a

small crew will operate the two telescopes at

the top of the island’s dormant volcano 

now that the state is easing restrictions. 

Work to develop and maintain the tele-

scopes’ instruments will be limited, 

and one collaborator on the mainland 

has even had to test new instruments 

in his own garage. But O’Meara says 

his crew is used to disruptions. Last 

year, protests against the Thirty Meter 

Telescope, to be built nearby, closed the 

observatory for weeks. “We’ve had an 

unplanned dry run for this,” he says.

Reopened labs will need to prepare 

for disruptions if the virus resurges. 

Janet Hering, director of the Swiss Fed-

eral Institute of Aquatic Science and 

Technology in Dübendorf, says her staff 

of about 500 people began a stepwise 

return to work last week. One man-

date: “Don’t start new projects, and 

don’t start projects that cannot be stopped 

again on short notice.”

Hering hopes the shutdown will prompt 

researchers to rethink simply returning to 

business as usual. “I do hope that the [pan-

demic] experience would prompt reflections 

on some of our past habits, including inten-

sive travel, especially for conferences,” she 

says. Other changes may also stick. Several 

researchers say the Zoom-ification of their 

world has increased attendance at every-

thing from lab meetings to thesis defenses—

leading to unprecedented levels of collabo-

ration. “When we were in the building, only 

about 30 to 40 people would attend our 

weekly lab meeting,” Krause says. “Now, we 

have twice that number, and all of our group 

leaders are present.” The pandemic, he says, 

“will change the way we organize our day, 

and even how we communicate.”

Once the pandemic abates, Sistiaga hopes 

scientific leaders won’t stop thinking ahead. 

“My main concern is not the short term,” she 

says. “It’s the long term of how my generation 

is going to fare in this new world.” j

With reporting by Daniel Clery, Jef rey Mervis, 

Dennis Normile, Elizabeth Pennisi, Kelly Servick, 

and John Travis.

NEWS

Ainara Sistiaga studies ancient feces, but has been unable to return 

to her lab because she won’t have the supervision she needs.
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onventional wisdom is that a vaccine 

for COVID-19 is at least 1 year away, 

but the organizers of a U.S. govern-

ment push called Operation Warp 

Speed have little use for conven-

tional wisdom. The project, vaguely 

described to date but likely to be formally 

announced by the White House in the com-

ing days, will pick a diverse set of vaccine 

candidates and pour essentially limitless 

resources into unprecedented compara-

tive studies in animals, fast-tracked human 

trials, and manufacturing. Eschewing in-

ternational cooperation—and any vaccine 

candidates from China—it hopes to have 

300 million doses by January 2021 of a 

proven product, reserved for Americans.

Those and other details, spelled out for 

Science by a government official involved 

with Warp Speed, have unsettled some vac-

cine scientists and public health experts. 

They’re skeptical about the timeline and 

hope Warp Speed will complement, rather 

than compete with, ongoing COVID-19 vac-

cine efforts, including one announced last 

month by the National Institutes of Health 

(NIH). “Duplication only leads to infighting 

and slowing people down,” says Nicole Lurie, 

former U.S. assistant secretary for prepared-

ness and response, who advises the Coali-

tion for Epidemic Preparedness Innovations 

(CEPI), a nonprofit funding and helping co-

ordinate COVID-19 vaccine efforts. “The U.S., 

and others around the world, should be en-

gaged in this competition against the virus, 

not against one another.”

Warp Speed, first revealed by Bloom-

berg News on 29 April, has so far only been 

outlined. President Donald Trump briefly 

discussed the initiative the next day, say-

ing, “We’re going to fast track it like you’ve 

never seen before.” According to a CNN re-

port on 1 May, which the source who spoke 

to Science confirmed, Warp Speed intends 

to deliver the first 100 million doses of a 

vaccine in November and another 200 mil-

lion over the following 2 months.

More than 100 COVID-19 vaccines are in 

development, and eight candidates—four 

from Chinese companies—have entered 

small trials in people, according to an 

11 May update from the World Health Orga-

nization (WHO). But there’s less than meets 

the eye in many of the efforts, says a vaccine 

veteran who asked not to be named. “Half 

of them are companies that have three guys, 

an administrative assistant, and a dog.”

The idea for Warp Speed was hatched in 

early April, says the official, a scientist, who 

was given permission to discuss it if his name 

was not used. “Looking around, it became 

clear that without a really heroic effort, none 

of the existing efforts to produce vaccine was 

going to lead us to have vaccine to prevent 

what looks increasingly like a second wave 

that could sweep come October, November,” 

he says. Warp Speed will have three separate 

“virtual teams” to address development, sup-

ply and manufacturing, and distribution, led 

by a “core team” of a few dozen experts from 

government, industry, and academia.

Warp Speed has already narrowed its list 

of vaccine candidates to 14 and plans to push 

ahead with eight, the official says. “The idea 

for us is to pick a diversified portfolio” of 

vaccines made with different technologies, 

or platforms. Organizers were concerned 

that other government vaccine investment 

has been “heavily weighted” toward just two 

candidates: one made with messenger RNA 

encoding the coronavirus surface “spike” 

protein and the other using a cold-causing 

adenovirus to deliver the same protein’s gene. 

Neither technology, the official notes, has yet 

led to approved vaccines for any disease.

The official declined to identify Warp 

Speed’s vaccine candidates, but he stressed 

two key criteria: safety and the potential to 

make hundreds of millions of doses quickly. 

“We don’t have time to debug manufactur-

ing issues here,” he says. By July, Warp Speed 

hopes to have its eight lead candidates in 

human trials. At the same time, it will fund 

a large-scale comparison of their safety and 

efficacy in hamsters and monkeys to help 

winnow down that group. “If something’s 

really bad, we’ll get rid of it,” he says.

In parallel with the trials, the project will 

lay the groundwork for “heavy duty manu-

facturing” of as many as four different vac-

cines. More than one may prove worthy, and 

multiple options guard against contamina-

tion incidents and other supply concerns.

Although Warp Speed has not ruled out 

any type of vaccine, it will not consider ones 

made in China, such as the inactivated vi-

rus vaccine recently shown to protect mon-

keys from the coronavirus, a first. “We can’t 

partner with Chinese companies,” the official 

says. “That’s just not going to happen.” The 

decision was “above my pay grade,” he adds.

Warp Speed’s main goal is to protect the 

United States. “The attitude here is the oxy-

gen mask approach,” the official says. “We 

want to get our oxygen mask on first and 

then we’re going to help the people around 

us.” Warp Speed, he says, plans to “freely 

disseminate information” to other countries 

and share manufacturing technologies, and 

it may make extra doses for the world.

Many scientists and organizations have 

argued, however, that any proven COVID-19 

vaccines should be accessible and affordable 

U.S. ‘Warp Speed’ vaccine effort 
comes out of the shadows
Goal is to vaccinate 300 million Americans by January

COVID-19

Eight COVID-19 vaccines have entered clinical trials 

to date, including one based on mRNA from Moderna.

By Jon Cohen
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to everyone in the world at the same time. 

WHO and other groups on 24 April formed 

the Access to COVID-19 Tools Accelerator 

that aims to speed development of diagnos-

tics, therapeutics, and vaccines, and ensure 

“equitable global access to safe, quality, effec-

tive, and affordable” products. The European 

Commission, in turn, organized a fundraiser 

on 4 May, the Coronavirus Global Response, 

at which world leaders from many countries 

and some philanthropists pledged $8 billion; 

the United States did not participate. CEPI 

and another nonprofit group, GAVI, the Vac-

cine Alliance, will oversee the vaccine drive. 

“It’s a global problem, and it needs a global 

solution,” says Seth Berkley, who heads GAVI.

Berkley supports Warp Speed’s plan to 

triage the many candidates, but he calls it 

a shortsighted mistake to rule out Chinese 

products, “given the fact that they’re a cou-

ple of months ahead.” The Bill & Melinda 

Gates Foundation is closely following “15 or 

so” vaccine candidates, including ones from 

China, and will support the most promis-

ing ones, adds Emilio Emini, a former vac-

cine developer now with the foundation. 

“You need to have a global portfolio so that 

you’re not putting all your chips on one part 

of the roulette table,” he says.

Warp Speed’s relationship to the NIH 

initiative, Accelerating COVID-19 Thera-

peutic Interventions and Vaccines (ACTIV), 

remains unclear. That project plans to co-

ordinate clinical trials of several COVID-19 

vaccines and use common institutional 

review boards, safety monitors, and proto-

cols, NIH Director Francis Collins and co-

authors explain in a commentary published 

online on 11 May by Science.

When asked about the NIH effort, the 

Warp Speed official said there is “no con-

flict at all—they are working together—one 

intellectually (ACTIV) and one operation-

ally (Warp Speed).” But several scientists 

on the ACTIV vaccine subcommittee say 

they know little about Warp Speed. And one 

member, Peter Hotez of the Baylor College 

of Medicine, worries about both its name 

and timeline, noting the antivaccine move-

ment argues products are often rushed to 

market without adequate testing. “Some 

of the language coming out of the White 

House is very damaging,” says Hotez, who 

is part of a team making a COVID-19 vac-

cine candidate. As for the January delivery 

of 300 million doses, “I don’t see a path by 

which you can collect enough efficacy and 

safety data by the end of the year.”

The official acknowledges Warp Speed is 

aiming high. “I know that there’s a reason-

able probability that we’re going to fail,” he 

says. “And if we fail, I want to make sure 

we’ve investigated all of the different poten-

tial ways we could have gone.” j

Pandemic could add noise 

to clinical trial data
Experimental treatments continue for conditions other 
than COVID-19, but the outbreak could affect results

COVID-19

M
yron Cohen has run clinical trials 

through hurricanes and civil un-

rest. Now, the infectious disease re-

searcher at the University of North 

Carolina, Chapel Hill, who co-leads 

a network of HIV prevention trials, 

is trying to persevere through coronavirus 

lockdowns. Some trials are continuing, he 

says, because “stopping would be of grave 

consequence” to participants. Study teams 

have shipped protective equipment to clinical 

trial sites, secured permits where necessary 

for participants to leave home, and arranged 

private transportation to avoid public buses.

Hundreds of clinical trials have paused 

new enrollment during the 

pandemic (Science, 20 March, 

p. 1289). But like Cohen, investi-

gators across diverse fields have

managed to keep treating en-

rolled patients who might benefit

from experimental therapies. Now, 

research teams are contemplating

how the pandemic might insert

itself into their results. Could ef-

fects of the outbreak—including

less consistent follow-up visits,

reduced movement, or poorer

mental or physical health—blur

the statistical signals of a treat-

ment’s risks and benefits?

“We’re all going to have to plan for how we 

account for the impact of COVID,” says Janet 

Dancey, a medical oncologist at Queen’s Uni-

versity in Kingston, Canada . Many concerns 

will remain hypothetical until researchers 

finish collecting and analyzing their data. 

“But I’m worried about it,” she says.

For many cancer patients, a clinical trial 

can provide the best available treatment, 

says Monica Bertagnolli, a cancer researcher 

at Harvard Medical School. “You don’t want 

to deny that to patients.” She chairs the Al-

liance for Clinical Trials in Oncology, which 

conducts trials across the United States and 

Canada, and she says it has not withdrawn 

any participants from treatment during the 

pandemic. But, she adds, the pandemic has 

delayed scheduled imaging and biopsies, 

which means researchers might not be able 

to follow their original timeline for docu-

menting how much a cancer has grown or 

spread. (The U.S. Food and Drug Adminis-

tration has indicated that such deviations 

from study protocol to protect patients 

from the virus are justified.)

COVID-19 itself could introduce a tragic 

complication if it sickens or kills some par-

ticipants, Dancey notes. Presumably, cases 

would be distributed randomly between a 

study’s treatment and control groups. But 

they could still make it harder for researchers 

to pick up signals of benefit or side effects of 

the experimental treatment. “It reduces our 

power,” she says.

Other effects of the coronavirus pandemic 

on trial participants might be more subtle. 

For example, the results of HIV 

prevention trials depend in part 

on participants’ risk of contract-

ing the virus, Cohen notes, and 

social distancing might change 

that risk by limiting intimacy.

Trials focused on mental 

health could face other compli-

cations, says Lynnette Averill, 

a clinical psychologist at the 

Yale School of Medicine, who 

is studying the anesthetic ket-

amine as a potential treatment 

for post-traumatic stress disor-

der (PTSD). The pandemic is 

“highly stressful and potentially 

traumatic,” she says. “We may in fact have 

entirely different cohorts pre- and post-

pandemic.” She also wonders whether the 

demographics of people taking part in stud-

ies of PTSD, anxiety, and depression will 

shift. For example, the mental health effects 

of caring for COVID-19 patients in over-

stretched hospitals may make more health 

care workers eligible for such trials.

Dancey has been helping develop guid-

ance for researchers on how to adapt stud-

ies during the pandemic. The best they can 

do, she says, is focus on a study’s primary 

readout, document any deviations, and 

avoid putting people at risk. “We have to 

make sure that people are looked after—

whether they’re patients with or without 

cancer, or health care professionals,” she 

says. “And then we’ll look after the trial.” j

By Kelly Servick 

“We’re all 
going to 

have to plan 
for how we 

account 
for the impact 

of COVID.”
Janet Dancey, 

Queen’s University
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he Southern Ocean is famously stormy, 

home to waves taller than telephone 

poles. Yet 50 kilometers overhead, the 

weather is just as tempestuous, if less 

obviously so. Powerful waves in the 

air break and crash, dumping energy 

into the stratosphere and disrupting winds 

that help control the climate.

For about 2 decades, researchers have 

known that a region near 60° South, along 

the Drake Passage between the tip of South 

America and Antarctica, is the planet’s hot 

spot for these so-called gravity waves. They 

have long suspected that the waves (not to 

be confused with the gravitational waves 

rippling through space) are launched by the 

mountains of the southern Andes and the 

Antarctic Peninsula, which jut thousands of 

meters into westerly winds. But puzzlingly, 

the hot spot lies hundreds of kilometers 

away from the mountains. Now, a high-

altitude aircraft has traced newborn gravity 

waves rising from the mountains and bend-

ing, or refracting, toward that hot spot. 

The phenomenon helps explain why cli-

mate models predict unrealistically cold 

temperatures over the South Pole. “It’s really 

exciting,” says Tracy Moffat-Griffin, an atmo-

spheric physicist with the British Antarctic 

Survey. “If we can get [refraction] represented 

in the models that will go a long way towards 

correcting the cold pole problem.” That, in 

turn, could improve forecasts of seasonal 

weather and of the ozone hole that develops 

over Antarctica in the southern spring.

In six flights in 2019, researchers gathered 

evidence that waves generated by the moun-

tains are drawn to the powerful Antarctic 

polar vortex at 60° South. This collar of high-

altitude winds swirls around the bottom of 

the world, penning in frigid air. Other mea-

surements had already hinted at the refrac-

tion, which weakens the vortex and warms 

the Antarctic. But, “It’s fair to say this is the 

first experimental proof,” says Markus Rapp, 

director of Germany’s Institute for Atmo-

spheric Physics and a leader of the €5 mil-

lion SouthTRAC campaign, which presented 

results last week at the virtual meeting of the 

European Geosciences Union.

Around the world, gravity waves often 

arise when winds shove air over a moun-

tain range, although storms and jet streams 

can also touch them off. In each case, a 

parcel of air gets pushed up, and gravity 

pulls it down. It overshoots and bobs back 

up. When confined by overhead winds, the 

train of undulating air parcels plows ahead 

horizontally, leading to so-called lee waves 

that can shake up commercial flights.

Gravity waves also reach upward: The 

pistoning air parcel can push on the parcel 

above it, and so on and so forth. The waves 

grow as they rise through thinner air; ul-

timately, says Yale University atmospheric 

scientist Ronald Smith, “They get so large 

that they kill themselves off and crash.” The 

turbulence unleashed in the breakups can 

be so strong that it temporarily reverses the 

direction of prevailing winds.

Some gravity waves crash in the upper 

stratosphere, about 50 kilometers up, but 

most keep rising into the mesosphere, 

where they can be seen causing ripples 

in the fluorescent glow of air molecules 

90 kilometers up. They are even thought 

to create giant bubbles of plasma in the iono-

sphere more than 200 kilometers up, halfway 

to the International Space Station, causing 

trouble for radio communications. As one of 

the few vertical modes of energy transport, 

“they’re the glue that holds the atmosphere 

together,” says Dave Fritts, an atmospheric 

physicist at GATS, a satellite instrumentation 

company. “They play critical roles in account-

ing for our weather and climate.” 

ATMOSPHERIC SCIENCE

How mountains stir up a hot spot of turbulence
Aircraft finds atmospheric gravity waves bending toward Antarctica’s polar vortex

Lenticular clouds over the 

Andes’s Torres del Paine 

are a sign of gravity waves.

Joule/kilogram
8 12 16 20 24 28

  60°S 

ANTARCTICA

Rio Grande, 

Argentina

Andes 
Mountains

Gravity wave 
hot spot

Antarctic Peninsula

Going south 
A vortex of winds draws gravity waves from mountains 

into a hot spot at 60° South. The map shows 

energy in winter at an altitude of 30 kilometers, 

tracked from space from 2006 to 2012.

By Eric Hand
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Yet climate modelers struggle to take 

the waves into account. That’s not only 

because their sources are so variable, but 

also because their wavelengths of tens of 

kilometers can be smaller than the size of 

the grids that modelers break up Earth’s 

atmosphere into. Instead, modelers rely 

on “parameterizations”—formulas that ap-

proximate the behavior of the gravity waves. 

Weather modelers know the approximations 

work pretty well, says Annelize van Niekerk, 

an atmospheric modeler at the U.K. Met Of-

fice, because when they turn them off, fore-

casts go haywire. Without them, the quality 

of the Met Office 5-day forecast would suf-

fer, she says, and seasonal forecasts would 

become “very, very bad.”

But the parameterizations aren’t good 

enough to solve the Antarctic cold pole prob-

lem. Climate models generate plenty of grav-

ity waves directly over the Andes and the 

Antarctic Peninsula, but not in the observed 

hot spot at 60° South, where the fusillade of 

waves attacks the polar vortex during the Ant-

arctic winter. By summer, the vortex breaks 

down, and warmer air from higher latitudes 

mixes in. (This also ends the seasonal ozone 

hole, which requires cold temperatures for 

ozone-destroying reactions to occur.)

The SouthTRAC flights showed how the 

gravity waves get to the hot spot. Taking off 

from Rio Grande  in Argentina, a modified 

Gulfstream jet flew up to 15 kilometers high, 

with a belly-mounted infrared instrument to 

see gravity waves rising from below, and a 

laser shooting up to trace them higher. The 

instruments detected the waves from tem-

perature fluctuations they cause, and built 

a 3D map showing how the waves marched 

through the stratosphere toward the vortex.

Prior missions had seen hints of the refrac-

tion effect, but not as clearly. In December 

2019, Nick Mitchell, an atmospheric physicist 

at the University of Bath, and his colleagues 

reported using an infrared instrument on 

NASA’s Aqua satellite to trace the rising 

waves from above. Moffat-Griffin is leading a 

related effort to study them from below us-

ing radars and weather balloons. But those 

observations do not show how the refraction 

evolves over time. “The advantage of the air-

craft, of course, is it can loiter over the moun-

tains,” Mitchell says.

The resulting images of the waves show 

the polar vortex “is almost like a duct drag-

ging them all in,” Moffat-Griffin says. But 

harnessing that picture to improve climate 

models won’t be easy. Accounting for refrac-

tion would bog down existing models, van 

Niekerk says. “We wouldn’t be able to run 

climate models as long.” Until the arrival of 

supercomputers that can simulate gravity 

waves without approximations, the cold pole 

problem might just be left out in the cold. j

Growth of cities could boost 
mosquito-borne diseases
In Africa, Aedes mosquitoes predicted to shift from biting 
animals to humans

ECOLOGY

I
n most of the world, the Aedes aegypti 

mosquito is notorious for biting hu-

mans and spreading dengue, Zika, and 

other viruses. But in Africa, where the 

mosquito is native, most Aedes prefer 

to suck blood from other animals, such 

as monkeys and rodents. A new study sug-

gests, though, that their taste for humans 

may rapidly expand—and with it their abil-

ity to spread disease.

By surveying the range of Aedes biting 

preferences across Africa, the study shows 

that dryness and dense populations favor 

strains that target people. Those conditions 

are likely to intensify  

in Africa with climate 

change and increasing 

urbanization, though not 

everywhere.

“The work is signifi-

cant because the bet-

ter we can understand 

where and why mosqui-

toes like humans, the 

better equipped we will 

be to predict and miti-

gate disease spread,” 

says Mara Lawniczak, an 

evolutionary geneticist 

at the Wellcome Sanger 

Institute, who was not involved in the study. 

Noah Rose, a postdoctoral fellow work-

ing with Carolyn McBride at Princeton 

University, and African colleagues col-

lected Aedes eggs from 27 places in sub-

Saharan Africa, from the dry savanna to 

moist forests, and from places with varying 

numbers of human inhabitants. Rose used 

those eggs to start lab colonies and tested 

the biting preferences of the offspring. 

Placed in a plastic box with two tubes 

sticking out, groups of 100 mosquitoes had 

the option of heading down one tube with 

Rose’s forearm at the end or the other to-

ward a guinea pig. (Screens prevented the 

mosquitoes from biting either target.) 

He also sequenced the genomes of 

389 mosquitoes to see how those with dif-

ferent preferences were related. “It [was] a 

huge amount of work,” says Anna Cohuet, 

a medical entomologist at the French Na-

tional Research Institute for Sustainable 

Development in Montpellier, who was not 

involved with the work.

The mosquitoes had different, consis-

tent preferences for human or guinea pig 

depending on where they were collected, 

Rose and his colleagues reported at the Bio-

logy of Genomes meeting, held online last 

week, and in a February preprint. Insects 

from African forests, where Aedes aegypti 

originated, preferred the guinea pig. Only 

insects from the Sahel region, the semiarid 

belt south of the Sahara, consistently pre-

ferred humans, the team found. For the 

rest, the closer their kinship to those from 

the Sahel region, the 

more likely they were 

to bite humans. (The 

Sahel mosquitoes likely 

spread to the Americas 

hundreds of years ago 

with the slave trade.) 

One factor that tips 

the scales toward hu-

mans, Rose found, is 

population density. With 

more people around, 

Cohuet explains, “being 

specialized [on humans] 

becomes more efficient.” 

But that couldn’t be 

the full explanation, because mosquitoes 

collected from several towns were not 

human-centric. Instead, a hot and dry cli-

mate for most of the year, with just a short 

rainy season—the conditions found in the 

Sahel—seems to foster a taste for humans. 

In those places, Rose says, the mosquitoes 

seem to become more dependent for breed-

ing on water stored by people or trapped in 

humanmade items such as tires.

“The implication is that if we have rapid 

urbanization in areas with these dry sea-

sons, you are going to have a proliferation 

of these strains that bite humans,” says 

Elaine Ostrander, a geneticist at the Na-

tional Human Genome Research Institute. 

The potential for the spread of dengue and 

other Aedes-transmitted diseases worries 

Ostrander. “That could be absolutely dev-

astating,” she says. j

By Elizabeth Pennisi

Where water is scarce, Aedes mosquitoes 

mingle more with humans.
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D
uring a warm spell about 47,000 

years ago, a small band of people 

took shelter in a cave on the north-

ern slope of the Balkan Mountains 

in what is now Bulgaria. There, they 

butchered bison, wild horses, and 

cave bears, leaving the cave floor littered 

with bones and a wealth of artifacts—ivory 

beads, pendants made with cave bear teeth, 

and stone blades stained with red ochre.

This region had long been home to Ne-

anderthals, who left stone tools in the 

same cave more than 50,000 years ago. But 

these cave dwellers were new to Europe, 

as an international team reports 

in Nature this week. Researchers 

re-excavated the cave and used a 

cutting-edge toolkit of their own 

to identify a molar and a handful 

of bone fragments as belonging to 

Homo sapiens, our own species. 

Precise new dates show these cave 

dwellers lived as early as 47,000 

years ago, which makes them the 

earliest known members of our 

species in Europe. 

The last Neanderthals didn’t 

vanish from Western Europe until 

about 40,000 years ago, so the two 

kinds of humans must have over-

lapped on the continent for at least 

5000 years; previous DNA studies 

have shown that they mated. The 

new work is reigniting a long-

standing debate about how Nean-

derthals and moderns may have 

influenced each other’s cultures, 

because it links moderns to a package of 

artifacts that resemble those made later by 

Neanderthals. “It’s a wonderful example of 

pulling all these lines of evidence together 

to make a solid argument that H. sapiens 

were the authors” of some of those artifacts, 

says paleoanthropologist Katerina Harvati 

of the University of Tübingen. 

Bones of early H. sapiens in Europe are 

scarce, so researchers try to identify them 

from tools and artifacts thought to be 

unique to modern humans. Those include 

sophisticated artifacts known as the Auri-

gnacian, including bladelets, carved figu-

rines, and musical instruments dating from 

43,000 to 33,000 years ago. The reign of 

the Neanderthals, from about 400,000 to 

40,000 years ago, is marked by less refined 

Mousterian tools. But researchers have 

puzzled over who crafted “transitional” 

artifacts—a grab bag of bone tools, beads, 

and jewelry immediately preceding the Au-

rignacian. One of these toolkits, called the 

Initial Upper Paleolithic (IUP), shows up in 

the Middle East about 47,000 years ago and 

later appears across Eurasia.

Partial fossils found with artifacts at one 

site in the United Kingdom and one in Italy 

suggested H. sapiens made some transi-

tional assemblages, but questions persist 

about those dates at those sites. The Bulgar-

ian cave, called Bacho Kiro, yielded human 

fossils in the 1970s, but those were lost.

Paleoanthropologist Jean-Jacques Hublin 

and colleagues at the Max Planck Institute 

for Evolutionary Anthropology joined forces 

with Bulgarian researchers to re-excavate 

Bacho Kiro in 2015. They uncovered thou-

sands of bones, stone and bone tools, beads 

and pendants, and a human molar. 

The shape of the molar marked it as a 

member of H. sapiens, but many of the bones 

were too fragmentary to tell whether they 

were animal or human. So, the Max Planck 

team scrutinized proteins in the bone. They 

extracted collagen from 1271 fragments 

and applied a new method called ZooMs 

to analyze them. Four fragments from the 

older layers were human. Researchers then 

extracted DNA from these bones and the 

tooth and found that the mitochondrial 

sequences—the most abundant DNA in many 

fossils—were those of H. sapiens. The team is 

now analyzing the fossils’ nuclear DNA.

Meanwhile, Max Planck radiocarbon 

dating specialist Helen Fewlass and her 

colleagues directly dated collagen from 

95 bones. They report in Nature Ecology & 

Evolution that the human bones and arti-

facts date from 43,650 to 45,820 years ago. 

The ages of animal bones modified by people 

suggest they were in the cave “probably be-

ginning from 46,940” years ago, Fewlass says. 

At about this time, the climate of Europe had 

begun to warm, which may have enticed H. 

sapiens with IUP toolkits to venture north 

from the Middle East, into the 

Balkans and beyond, Hublin says. 

(The DNA of these early arrivals 

shows, however, that they left no 

descendants in Europe today.)

Hublin notes that pendants 

made from the teeth of cave bears 

at Bacho Kiro are similar to pen-

dants thought to be the handiwork 

of later Neanderthals and crafted 

about 42,000 to 44,000 years 

ago—the so-called Châtelperro-

nian industry, first found at the 

Grotte du Renne site in France. He 

argues that this supports his long-

held contention that Neanderthals 

picked up this type of pendant 

from moderns.

Others say that extrapolation 

goes too far. “Transitional” tech-

nologies such as the IUP are so di-

verse and widespread that it’s not 

clear that only one kind of human 

invented them, says archaeologist Nick 

Conard, also at the University of Tübingen. 

And archaeologist Francesco d’Errico of 

the University of Bordeaux, who has long 

debated Hublin over Neanderthals’ abili-

ties, points to earlier notched bone scrap-

ers and beadlike objects as evidence that 

Neanderthals could create sophisticated 

art and technology well before they met 

modern humans.

Debate is sure to continue, but archaeo-

logists welcome the “very significant” dates 

at Bacho Kiro, says Tom Higham, a radio-

carbon specialist at the University of Ox-

ford. “For the first time, we’re able to pin 

the IUP as being made by anatomically 

modern humans in Europe.” j

HUMAN EVOLUTION

In 2015, a team of researchers re-excavated Bacho Kiro cave in Bulgaria 

and found modern human bones and a tooth. 

By Ann Gibbons

Oldest Homo sapiens bones found in Europe
Pendants of cave bear teeth spark debate about cultural links to Neanderthals 
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A
first-of-its-kind analysis of more than 

1300 Facebook pages with nearly 

100 million followers has produced 

a network map that’s alarming pub-

lic health professionals. Antivaccine 

pages have fewer followers than 

pro-vaccine pages but are more numerous, 

faster growing, and increasingly more con-

nected to undecided pages, the study finds. 

If the current trends continue, the research-

ers predict, antivaccine views will dominate 

online discussion in 10 years—a time when 

a future vaccine against COVID-19 may be 

critical to public health.

“The reds are winning,” says anthropo-

logist Heidi Larson, who directs the Vaccine 

Confidence Project at the London School of 

Hygiene & Tropical Medicine, referring to 

the color of antivaccine Facebook pages on 

the new paper’s map. “They are covering a 

lot more ground with fewer of them.”

The online pages are “a battle for hearts 

and minds, and there was no map of that 

battlefield at the system level,” says first 

author Neil Johnson, a data scientist at 

George Washington University who previ-

ously mapped the online behavior of hate 

groups and the Islamic State group (Science, 

17 June 2016, p. 1459). “We set out to take a 

look at that. And we were shocked.”

For their study, Johnson and his col-

leagues first identified Facebook pages as 

pro- or antivaccine based on their content. 

They further identified engaged but unde-

cided pages by their content or by the fact 

that the adminstrators of the pages had 

“liked,” or been “liked” by, pro- or antivac-

cine pages. They found 124 pro-vaccine 

pages, such as the Bill & Melinda Gates 

Foundation, with a combined total of 

6.9 million followers. They found 317 anti-

vaccine pages, such as RAGE Against the 

Vaccines, with a total of 4.2 million follow-

ers. And they identified 885 pages, such as 

Breastfeeding Moms in KY, with 74.1 mil-

lion followers.  

The researchers next counted each page’s 

links to other vaccine-discussing pages, and 

those pages’ links to still others, a method 

called snowball sampling. A software pro-

gram turned the data into a map in which 

pages are represented as circular nodes, 

sized proportionally to their number of 

followers and represented as red (anti-

vaccine), blue (pro-vaccine), or green (un-

decided). Highly connected nodes occupy 

more central places on the map. 

The map shows many central red nodes 

intensely interacting with many greens (see 

graphic, above). A smaller number of blue 

nodes interact with greens at a peripheral 

nexus removed from the central “battle-

field,” as the researchers call it in this week’s 

issue of Nature. The analysis found that 

antivaccination pages are both locally and 

globally connected, whereas pro-vaccine 

pages are largely global or national. 

In percentage terms, red pages grew their 

follower numbers notably more than did 

blue pages during the study period of Feb-

ruary to October 2019, which coincided with 

a global measles outbreak. Red pages’ con-

nectedness and influence also grew more 

than those of blue pages. (Total followers of 

all pages have since grown by millions.) 

“The blues are fighting in the wrong 

place, they are off to one side and the main 

activity is around the reds which are ab-

solutely entangled with this whole slew of 

green communities,” Johnson says.

Blue and red pages also engage followers 

differently, says Larson, who was not part 

of the research. Pro-vaccine groups impart 

information on one theme with one goal: 

getting people vaccinated, she notes. By 

contrast, the study found that antivaccine 

groups comprise multiple smaller groups 

discussing a wide range of health and safety 

topics. That makes them more responsive 

to diverse concerns and makes undecided 

people feel listened to, Larson says. “It’s like 

we as a public health community still have 

the old IBM model and not the startup Sili-

con Valley approach. … The reds have got 

that down.”

Pro-vaccine pages “seem to be in an echo 

chamber and their preaching doesn’t seem 

to go any further than the choir,” agrees 

Bruce Gellin, president of global immuniza-

tion at the Sabin Vaccine Institute.

Sinan Aral, an econometrician at the 

Massachusetts Institute of Technology 

who has mapped the online spread of mis-

information, praises the analysis’s large 

size. But he advises a “skeptical eye.” He 

says it’s not clear that a green page’s link-

ing to a red page leads to persuasion or that 

online interactions trigger actual changes 

in vaccination. He adds that the predicted 

online dominance of red groups in 10 years  

“is extrapolating a lot from … limited data.”

The study only looks at how people’s 

views circulate, not the content of pages, “as 

if people don’t have reasons for their views  

and are only being manipulated,” says an-

other critic, Bernice Hausman, a cultural 

theorist at Pennsylvania State University 

College of Medicine. She calls the paper’s 

battlefield rhetoric “troublesome,” arguing 

that it betrays the very mindset—casting 

vaccine resisters as the enemy—that turns 

the vaccine skeptical away.

But Johnson stands by his terminology. 

He concedes that the map is a first, imper-

fect attempt, but says, “Because we are look-

ing at the system level, the main results of 

our study are robust.” j

Antivaccine forces gaining online 
PUBLIC HEALTH

How misinformation spreads 
A new study’s network map from 15 October 2019 shows 

antivaccination Facebook pages are more central and 

numerous than pro-vaccine pages, and more connected to 

undecided pages. Node size reflects numbers of followers.

Antivaccine pages

Pages that do not take a position on vaccines

Pro-vaccine pages

Pages that quickly gain links to other pages 

Growth of Facebook influence alarms public health experts

By Meredith Wadman
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W
hen the Black Death arrived 

in London by January 1349, 

the city had been waiting with 

dread for months. Londoners 

had heard reports of devasta-

tion from cities such as Flor-

ence, where 60% of people 

had died of plague the year 

before. In the summer of 1348, 

the disease had reached English ports from 

continental Europe and begun to ravage its 

way toward the capital. The plague caused 

painful and frightening symptoms, includ-

ing fever, vomiting, coughing up blood, black 

pustules on the skin, and swollen lymph 

nodes. Death usually came within 3 days.

The city prepared the best way it knew 

how: Officials built a massive cemetery, 

called East Smithfield, to bury as many 

victims as possible in consecrated ground, 

which the faithful believed would allow God 

to identify the dead as Christians on Judg-

ment Day. Unable to save lives, the city tried 

to save souls.

The impact was as dreadful as feared: In 

1349, the Black Death killed about half of 

all Londoners; from 1347 to 1351, it killed 

between 30% and 60% of all Europeans. For 

those who lived through that awful time, it 

seemed no one was safe. In France, which 

also lost about half its population, chroni-

cler Gilles Li Muisis wrote, “neither the rich, 

the middling sort, nor the pauper was se-

cure; each had to await God’s will.”

But careful archaeological and histori-

cal work at East Smithfield and elsewhere 

has revealed that intersecting social and 

economic inequalities shaped the course of 

the Black Death and other epidemics. “Bio-

archaeology and other social sciences have 

repeatedly demonstrated that these kinds 

of crises play out along the preexisting fault 

lines of each society,” says Gwen Robbins 

Schug, a bioarchaeologist at Appalachian 

State University who studies health and 

inequality in ancient societies. The people 

at greatest risk were often those already 

marginalized—the poor and minorities who 

faced discrimination in ways that damaged 

their health or limited their access to medi-

cal care even in prepandemic times. In turn, 

the pandemics themselves affected societal 

inequality, by either undermining or rein-

forcing existing power structures.

That reality is on stark display during the 

COVID-19 pandemic. Although the disease 

has memorably struck some of the world’s 

rich and powerful, including U.K. Prime Min-

ister Boris Johnson and actor Tom Hanks, it 

is not an equal-opportunity killer. In hard-hit 

New York City, Latino and black people have 

been twice as likely to die from COVID-19 

as white people. Cases there have been con-

centrated in poorer ZIP codes, where people 

By Lizzie Wade

FEATURES

AN UNEQUAL BLOW
In past pandemics, 

people on the margins 
suffered the most
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live in crowded apart-

ments and can’t work 

from home or flee to 

vacation homes.

“The ways that so-

cial inequalities are manifested … put people 

at higher risk,” says Monica Green, an in-

dependent historian who studies the Black 

Death. “We should all be learning in our 

bones, in a way that will never be forgotten, 

why [the coronavirus pandemic] has hap-

pened the way it has.”

WHEN THE BLACK DEATH STRUCK, many 

places in Europe were already beleaguered. 

The late 13th and 14th centuries were a 

time of climatic cooling and 

erratic weather. Harvests had 

failed and famines had struck 

in the century or so before 

the pandemic emerged. In the 

Great Famine of 1315–17, up 

to 15% of the population of 

England and Wales died, ac-

cording to historical records. 

As wages fell and grain prices 

soared, more people were 

driven into poverty. House-

hold account books and re-

cords of payments to workers 

on English manors show that 

by 1290, 70% of English fami-

lies were living at or below the 

poverty line, defined as being 

able to buy enough food and 

goods to not go hungry or be 

cold. Meanwhile, the wealthi-

est 3% of households received 

15% of the national income. 

Sharon DeWitte, a bio-

logical anthropologist at the University 

of South Carolina, Columbia, investigates 

how those famines and rising poverty af-

fected people’s health by studying skel-

etons excavated from London’s medieval 

cemeteries. People who died in the century 

leading up to the Black Death tended to be 

shorter and more likely to die young than 

people who died during the two previous 

centuries. Those who lived in the century 

before plague also had more grooves on 

their teeth from disrupted enamel growth, 

a sign of malnutrition, disease, or other 

physiological stressors during childhood.

DeWitte lacks samples from the decades 

immediately before the Black Death, but 

historical evidence of the Great Famine and 

low wages until the 1340s make it likely that 

those trends continued right up until the 

pandemic struck, she says.

To see whether ill health made people 

more susceptible to plague, DeWitte turned 

to hundreds of skeletons excavated from 

East Smithfield. She calculated the age 

distribution of people in the cemetery, as 

well as the life expectancies of people with 

markers of stress on their skeletons. Her 

rigorous models show older adults and peo-

ple already in poor health were more likely 

to die during the Black Death. Contrary to 

the assumption that “everyone who was ex-

posed to the disease was at the same risk 

of death … health status really did have an 

effect,” she says.

Skeletons don’t announce their possess-

ors’ social class, so DeWitte can’t be sure any 

particular person buried in East Smithfield 

was rich or poor. But then, as now, malnutri-

tion and disease were likely more common 

among people at society’s margins. And his-

torical evidence suggests England’s wealthi-

est may have gotten off more lightly than 

the growing ranks of poor. Perhaps 27% of 

wealthy English landowners appear to have 

succumbed to plague, whereas counts of ru-

ral tenant farmers in 1348 and 1349 show 

mortality rates mostly from 40% to 70%. 

DeWitte argues the unequal economic con-

ditions that damaged people’s health “made 

the Black Death worse than it had to be.”

FOUR HUNDRED YEARS LATER and half a world 

away, smallpox struck Cherokee communi-

ties in what would become the southeast-

ern United States. Elsewhere in the world, 

the disease—with its fever and eruption of 

pustules—killed about 30% of people in-

fected. But among the Cherokee, the feared 

pathogen had help, and likely became even 

more devastating, says Paul Kelton, a histo-

rian at Stony Brook University.

Although a lack of acquired immunity of-

ten gets all the blame for Native Americans’ 

high mortality from disease during the colo-

nial period, social conditions amplified the 

impacts of biological factors. The mid–18th 

century smallpox epidemic in the Southeast, 

for example, coincided with escalated British 

attacks on Cherokee communities in what’s 

called the Anglo-Cherokee War. The Brit-

ish used a scorched-earth strategy, burning 

Cherokee farms and forcing residents to flee 

their homes, causing famine and spreading 

smallpox to more Cherokee communities. 

Historians think by the end of the epidemic 

and the war, the Cherokee population had 

fallen to its smallest recorded size, before or 

since. War “created the conditions for small-

pox to have a devastating effect,” Kelton says.

Similar tragedies were repeated for hun-

dreds of years in Indigenous 

communities across the Amer-

icas as colonial violence and 

oppression rendered Native 

Americans susceptible to epi-

demics, says Michael Wilcox, 

a Native American archaeo-

logist of Yuman descent at 

Stanford University. Indig-

enous communities forced off 

their land often lacked access 

to clean water or healthy di-

ets. People living on Catho-

lic missions were forced to 

do grueling labor and live 

in crowded conditions that 

Wilcox calls “petri dishes for 

diseases.” The skeletons of 

people buried on 16th century 

Spanish missions in Florida 

show many of the signs of ill 

health that DeWitte finds in 

London cemeteries from be-

fore the Black Death. 

Such oppression and its biological effects 

“was not a ‘natural’ thing. It was something 

that could have been changed,” Wilcox says.

The contrasting experience of Native 

American communities who managed to 

live outside colonial rule for a time sup-

ports his point. One such community was 

the Awahnichi, hunter-gatherers who lived 

in California’s Yosemite Valley. According 

to an account from the late 19th century, 

an Awahnichi chief named Tenaya told an 

American miner and militia volunteer in 

the 1850s about a “black sickness”—likely 

smallpox—that swept through his commu-

nity before they had direct contact with 

white settlers. The disease probably arrived 

with Indigenous people fleeing missions, 

says Kathleen Hull, an archaeologist at the 

University of California, Merced.

She excavated in the valley and analyzed 

data on the number of villages occupied, the 

amount of debris created by manufacturing 

obsidian tools, and changes in controlled 

burns as revealed by tree ring data. Those 
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indicators suggested the Awahnichi experi-

enced a 30% population decline around 1800. 

Before the epidemic struck, the Awahnichi 

numbered only about 300; the death of about 

90 people would have been devastating.

Chief Tenaya told the militia volunteer 

that after the black sickness, the Awahnichi 

left their traditional home and moved to 

the eastern Sierra Nevada mountains, likely 

to the territory of the Kutzadika’a people. 

There, the Awahnichi found support and, in 

the longer term, an opportunity to re-

build their community through inter-

marriage. After about 20 years, they 

moved back to their valley homeland, 

their numbers bolstered and their 

culture preserved.

Hull’s data support that account, 

showing the Awahnichi left their valley 

for 2 decades. She sees their departure 

and return to their way of life as a sign 

of resilience. “They persevered despite 

this really challenging event,” she says. 

The Awahnichi experience was 

rare. By the turn of the 20th cen-

tury, many Indigenous communities 

had been forced to move to remote 

reservations with little access to tra-

ditional food sources and basic medi-

cal care. When another disease swept 

through—the 1918 influenza pandemic—

Indigenous people died “at a rate about 

four times higher than the rest of the U.S. 

population,” says Mikaëla Adams, a medical 

historian at the University of Mississippi, 

Oxford. “Part of the reason is that they 

were already suffering from extreme poor 

health, poverty, and malnourishment.”

Some cases were particularly extreme. 

The Navajo Nation, for example, suffered a 

12% mortality in that pandemic, whereas the 

mortality rate across the globe was an esti-

mated 2.5% to 5%. Some Indigenous com-

munities in remote Canada and Alaska lost 

up to 90% of their people in the pandemic, 

says Lisa Sattenspiel, an anthropologist 

at the University of Missouri, Columbia.

Today, during the coronavirus pandemic, 

the Navajo Nation has reported more per 

capita cases of COVID-19 than any state 

except New York and New Jersey, although 

the testing rate on the reservation is also 

high. Diabetes, a risk factor for COVID-19 

complications, is common on the reserva-

tion, and many people there live in poverty, 

some without running water. 

The coronavirus pandemic reveals the 

dangers caused by centuries of discrimi-

nation and neglect, says Rene Begay, a ge-

neticist and public health researcher at the 

University of Colorado Anschutz Medical 

Campus and a member of the Navajo Na-

tion. But she cautions against characteriz-

ing the Diné—the traditional name for the 

Navajo people—as passive victims. “We’ve 

gone through pandemics. We can get 

through this, too.”

ALTHOUGH THE 1918 FLU hit the Diné particu-

larly hard, few people outside the reserva-

tion realized it at the time. For those living 

through the pandemic, which killed 50 mil-

lion people worldwide, flu gave the impres-

sion of being an indiscriminate killer, just 

as the Black Death had 600 years be-

fore. “This pesky flu’s all over town! 

And white and black and rich and 

poor are all included in its tour,” went 

a prose poem in the American Jour-

nal of Nursing in 1919.

But recent demographic stud-

ies have shown many groups on the 

lower end of the socioeconomic spec-

trum, not just Native Americans, suf-

fered disproportionately in 1918. In 

2006, Svenn-Erik Mamelund, a demo-

grapher at Oslo Metropolitan Uni-

versity, published a study of census 

records and death certificates that 

reported a 50% higher mortality rate 

in the poorest area of Oslo than in a 

wealthy parish. In the United States, 

miners and factory workers died at 

higher rates than the general population, 

says Nancy Bristow, a historian at the Uni-

versity of Puget Sound.

So did black people, who already faced as-

tonishingly high death rates from infectious 

disease. In 1906, the mortality rate from in-

fectious diseases among nonwhite (at the 

time, mostly black) people living in U.S. cit-

ies was a shocking 1123 deaths per 100,000 

people, Elizabeth Wrigley-Field, a sociologist 

at the University of Minnesota, Twin Cities, IM
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has found. By comparison, in the heat of the 

1918 pandemic, urban white people’s mortal-

ity from infectious disease was 928 deaths 

per 100,000 people. Nonwhite urban mor-

tality didn’t drop below that level until 1921. 

“It’s as though blacks were experiencing 

whites’ 1918 flu every single year,” Wrigley-

Field says. “It’s truly staggering.”

The 1918 pandemic struck in a spring and 

an autumn wave, and black people were 

more likely than white people to get sick 

in the first wave, according to a study by 

Mamelund and a colleague of military and 

insurance records and surveys from the 

time. Then, in the deadlier autumn wave, 

black people were infected at lower rates, 

presumably because many had already ac-

quired immunity. But when black people 

did get sick in the fall of 1918, they were 

more likely to develop pneumonia and 

other complications, and more likely to 

die, than white people. That may be be-

cause black people had higher rates of pre-

existing conditions such as tuberculosis, 

Mamelund says.

Discrimination also played a role. “This 

time period is called the nadir of race rela-

tions,” says Vanessa Northington Gamble, 

a doctor and medical historian at George 

Washington University. Jim Crow laws in 

the South and de facto segregation in the 

North meant black flu patients received 

care at segregated black hospitals. Those 

facilities were overwhelmed, and the care 

of black flu patients suffered, Gamble says.

Today in Washington, D.C., 45% of 

COVID-19 cases but 79% of deaths are of 

black people. As of late April, black people 

made up more than 80% of hospitalized 

COVID-19 patients in Georgia, and almost all 

COVID-19 deaths in St. Louis. Similar trends 

have been seen for black and South Asian pa-

tients in the United Kingdom. And in Iowa, 

Latinos comprise more than 20% of patients, 

despite being only 6% of the population. 

IN 1350, burials stopped in East Smithfield 

cemetery. But the Black Death’s impact 

lingered, thanks to its extraordinary eco-

nomic consequences, says Guido Alfani, an 

economic historian at Bocconi University. 

By studying more than 500 years of re-

cords of taxes on property and other forms 

of wealth, he found that economic inequal-

ity plummeted in much of Europe during 

and after the Black Death.

For example, in the Sabaudian state in 

what is now northwestern Italy, the share of 

wealth owned by the richest 10% fell from 

about 61% in 1300 to 47% in 1450, with a 

dramatic drop during the Black Death and a 

slower slide in the century after (see graph, 

p. 701). Alfani found similar trends in the

south of France, northeastern Spain, and

Germany. Analyses of household accounts

and manor records show a similar trend in

England, where real wages nearly tripled

between the early 1300s and the late 1400s

and general standards of living improved.

Alfani says so many workers died of 

plague that labor was in demand, driving 

up wages for those who survived. And as 

owners died, great swaths of property went 

on the market. Many heirs sold plots to 

people who never could have owned prop-

erty before, such as peasant farmers.

Plague didn’t disappear after the Black 

Death; many countries, including Italy and 

England, suffered recurring outbreaks. 

Yet later bouts seem to have entrenched 

inequality instead of reducing it. Alfani 

thinks by the time later epidemics hit, the 

elite had found ways to preserve their for-

tunes and even their health. “Plague be-

comes a feature of Western societies. It’s 

something you have to expect,” he says.

Across Europe, wills changed so large 

estates could be transferred to single heirs 

instead of being broken up. The rich also 

began to quarantine in country estates as 

soon as an outbreak began. From 1563 to 

1665, mortality during plague outbreaks de-

clined dramatically in the wealthy parishes 

of London but remained roughly the same 

or increased in poorer, more crowded areas, 

according to burial and baptism records. 

During the 15th and 16th centuries, Italian 

doctors “increasingly characterize plague as 

a disease of the poor,” Alfani says.

That class prejudice is “seen over and over 

again in history,” Kelton says. For example, 

during 19th century cholera epidemics in the 

United States, elites “created this idea that 

somehow it’s only going to hit people with a 

predisposition to the disease. Who was pre-

disposed? The poor, the filthy, the intemper-

ate.” But it wasn’t a moral failing that made 

poor people vulnerable: The bacterium Vib-

rio cholerae was more likely to contaminate 

their substandard water supplies. 

The economic legacy of the 1918 flu is 

unclear. According to data gathered by 

economist Thomas Piketty of the Paris 

School of Economics, economic inequality 

in Europe fell dramatically beginning in 

1918, a decline that lasted until the 1970s. 

But Alfani says disentangling the flu pan-

demic’s effects from those of World War I 

is impossible. That war destroyed property 

in Europe, and the rich lost access to for-

eign property and investments, lowering 

inequality, he says.

In the United States, that pandemic did 

nothing to blunt structural racism. “The 

1918 pandemic revealed the racial inequali-

ties and fault lines in health care,” Gamble 

says. At the time, black doctors and nurses 

hoped it would prompt improvements. “But 

nothing changed. After the pandemic there 

were no major public health efforts to ad-

dress the health care of African Americans.”

Could the COVID-19 pandemic, by re-

vealing similar fault lines in countries 

around the world, lead to the kinds of last-

ing societal transformations the 1918 flu 

did not? “I want to be optimistic,” Bristow 

says. “It’s up to all of us to decide what 

happens next.” j

With reporting by Ann Gibbons.

In the 1980s, archaeologists excavated plague victims 

buried in London’s East Smithfield cemetery in 1349 

(left). Centuries later, in 1918, barriers were erected 

around soldiers’ beds at a naval station in San 

Francisco to slow the spread of flu (right).  
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By Jon J. Major

 A
merican baseball legend Yogi Berra 

famously quipped “It ain’t over till 

it’s over.” That tautological phrase is 

apt for volcanology, especially with 

respect to eruptions that pummel 

landscapes with fragmental debris. 

Indeed, after such eruptions end, some of 

society’s stiffest challenges may have only 

just begun. This year marks the 40th anni-

versary of the renowned eruption of M ount 

St. Helens on 18 May 1980. Its observation 

accentuates awareness that science and 

society still confront the costly and poten-

tially lethal sediment and hydrologic haz-

ards that linger from cataclysmic events 

that transpired within minutes on a sunny 

Sunday morning. Two key hydrologic and 

geomorphic (hydrogeomorphic) issues, the 

lingering hazard posed by a volcanically 

dammed lake and relentless sediment deliv-

ery to distant communities, remain as prob-

lematic legacies of the eruption. 

The eruption of Mount St. Helens (see 

the figure) was a pivotal event for under-

standing volcanoes and how an eruption 

affects the environment. It revealed that 

single eruptions can involve complex cas-

cades of volcanic events that are physically 

intertwined and brought the recognition 

that a volcano can collapse abruptly in a 

gigantic landslide. Such a landslide can 

rapidly depressurize magma and generate 

a hot, high-velocity, debris-and-gas–laden 

cloud (a pyroclastic density current, or 

PDC) capable of sweeping and devastating 

hundreds of square kilometers of rugged 

landscape within minutes. The eruption de-

livered ruin to distant communities in the 

form of voluminous mudflows spawned by 

both swift scour and melting of snow and 

ice by the PDC and dewatering of the mas-

sive landslide deposit (1, 2). The physical 

VOLCANOLOGY

Mount St. Helens at 40
The hydrogeomorphic legacy from a volcanically battered landscape endures
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and psychological impacts on people living 

in areas cloaked in the rain of volcanic ash 

carried downwind, known as tephra fall, re-

quired the health care system to confront 

many questions (3).

Factors that determined whether organ-

isms survived the events involved not only 

the nature of the volcanic impacts, but also 

the season and time of day of the erup-

tion. Notably, remnants of the pre-eruption 

biota—biological legacies—that persisted 

even in what appeared to be a lifeless land-

scape critically affected ecological recovery 

(4, 5). Despite the obvious and immediate 

consequences of the direct impacts of the 

eruption, the hydrogeomorphic responses 

to its events have left some of the most en-

during and costliest legacies. 

The colossal landslide that initiated the 

eruption, and subsequent PDC deposits that 

mantled its surface, buried 60 km2 of upper 

North Fork Toutle River valley. The land-

slide impounded new lakes and transfigured 

the basin of the iconic 270 million m3 Spirit 

Lake at the foot of the volcano. The lake’s 

bed and surface were raised some 60 m and 

its outlet plugged (6). Consequent wet sea-

sons showed deposits in this landscape to 

be exceptionally erodible. Floods, breakouts 

of impounded small lakes, and additional 

snowmelt-induced volcanic mudflows by 

later eruptions carved and enlarged new 

channels across fresh valley fill and deliv-

ered extraordinary sediment volumes down-

stream (7). This sediment clogged shipping 

lanes in the Columbia River and increased 

flood hazard in vulnerable communities by 

raising riverbeds (8). To mitigate flood haz-

ards and restore commercial shipping, the 

U.S. Army Corps of Engineers (USACE) first 

embarked on a program of channel dredging 

(8), but swiftly concluded that it was neither 

fiscally nor physically sustainable. They sub-

sequently constructed a 56-m-tall, 800-m-

long sediment-retention structure (SRS) to 

stem the barrage of sediment (9).

The Spirit Lake level rose in the mean-

while, being effectively in a drainless bath-

tub, threatening to breach its blockage and 

unleash a massive flood and associated mud-

flow on downstream communities still reel-

ing from impacts of the eruption. To mitigate 

impending disaster, USACE from 1982 to 

1985 pumped water from the lake over the 

blockage while they bored a 2.6-km-long out-

let tunnel through bedrock to lower and sta-

bilize lake level and bypass the blockage (10). 

This induced additional channel erosion and 

downstream sediment delivery. 

For many years the tunnel and SRS proved 

effective, but they no longer fully function. 

Thus, flood and sediment hazards related to 

the 1980 eruption must again be confronted 

(9, 11). The tunnel passes through several 

zones of sheared, weak rock. Deformation of 

those shear zones has episodically compro-

mised tunnel integrity (12, 13). Consequently, 

costly (>$US 5 million) repairs have ensued, 

resulting in prolonged closures of the tunnel 

(12). With each prolonged closure, the lake 

has risen to precarious levels, approaching 

one that could potentially lead  to breach-

ing of the lake blockage (13). Tunnel repair 

costs, requisite closures, and implications for 

lake security have prompted the U.S. Forest 

Service (the tunnel owner) and USACE to ex-

amine alternative outlets (13). By late 1997, a 

decade after SRS completion, its impounded 

sediment had filled to spillway level, greatly 

reducing trapping efficiency and allowing 

sediment to bypass the structure (9). By 2007, 

USACE again dredged downstream river 

channels, but this time under more stringent 

and challenging environmental and permit-

ting conditions. Consequently, they grapple 

with determining the most cost- and environ-

mentally effective way to mitigate sediment-

induced flood hazard under predictions that 

abnormal sediment delivery may continue 

for decades to come (9, 14).

The importance and societal impacts of 

massive sediment flushes following erup-

tions have crystallized after the 1980 Mount 

St. Helens and other recent eruptions 

(e.g., Pinatubo, Unzen, Chaitén, Merapi). 

Volcanically disturbed watersheds have 

generated some of the world’s greatest sedi-

ment yields (15). Mount St. Helens shows 

that posteruption sediment redistribution 

clearly is one of the greatest and costliest 

challenges that societies must confront in 

volcanic regions. Furthermore, this societal 

challenge can linger for years, decades, or 

possibly centuries. In confronting the im-

mediate need to protect societal assets from 

volcanically induced hydrogeomorphic haz-

ards, the tensions between mitigating flu-

vial hazards in precariously built environ-

ments versus letting rivers have space to be 

rivers come into crisp focus. Four decades 

after the momentous 1980 eruption, geo-

physical and human consequences in this 

iconic volcanic landscape still challenge sci-

ence and society.        j
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Sediment is trapped behind a retention structure (out 

of view) on the North Fork Toutle River.  Mount St. 

Helens is visible in the background. Since  1998, some 

of the flushed sediment has bypassed the structure, 

increasing flood hazards downstream.
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By F. Javier Aoiz

T
he paths that particles take under-
lie many interesting quantum phe-
nomena, including the Berry phase 
effect or geometric phase (GP) effect 
(1). In chemical reactions, GP mani-
fests near a conical intersection (CI) 

connecting two potential energy surfaces 
(PESs). If the nuclei complete a closed path 
around a CI, the electronic wave function 
changes sign, forcing a change of sign of 
the nuclear wave function so that the total 
wave function remains single-valued, and 
this fact has nontrivial effects on dynamics 
(2–7). On page 767 of this issue, Xie et al. 
(8) provide experimental evidence of the GP
effect in the hydrogen exchange reaction,
H + HD  H

2 
+ D, at energies well below

the CI. Oscillatory structure in the energy
dependence of backscattering at specific fi-
nal states is caused by interference between
two distinct topological paths to the same
products, one surmounting a single transi-
tion state and another that encircles the CI
after overcoming two transition states.

Interference between different pathways 
is a fascinating quantum phenomenon that 
may be best exemplified by the double-slit ex-
periment, first conducted by Young with light 
more than 200 years ago and later carried 
out with electrons, neutrons, and even heavy 
molecules such as fullerenes. As Feynman 
pointed out, “The double-slit experiment has 
in it the heart of quantum mechanics. In real-
ity, it contains the only mystery, the basic pe-
culiarities of all quantum mechanics” (9). As 
in those experiments, it can be expected that 
whenever two different paths (or trajectories) 
described by different wave functions lead to 
the same final state, interference between 
them will manifest as an oscillatory pattern 
as a function of a measurable quantity (10).

The hydrogen exchange reaction exhibits a 
CI between the ground-state and first-excited-
state PESs at a total energy of 2.75 eV and 
has become a benchmark system for stud-
ying both theoretically and experimentally 
the effect of GP on the reaction dynam-
ics. However, GP has been elusive, and the 
search for experimental evidence has been 
challenging and even fruitless until re-
cently. In previous work (11), the same group 

demonstrated convincing experimental evi-
dence of GP in the H + HD  H

2 
+ D reaction 

by measuring the H
2
 product state–resolved 

angular distribution at the collision energy 
of 2.77 eV, which relative to H

2
 at equilibrium 

is a total energy 0.24 eV above the CI. The 
high angular and energy resolution made it 
possible to discern strong oscillations in the 
forward-scattering region (0o to 30o)—that is, 
in the direction of the incoming H atom. 

Although nongeometric phase (NGP) 
calculations also predict sharp oscillations, 
they could not reproduce the observed os-
cillation patterns, which were clearly out of 
phase. However, when GP was incorporated 
into the theoretical treatment, the agree-
ment with the experimental result was ex-
cellent. Moreover, the authors carried out 
rigorous nonadiabatic calculations that cou-
pled the ground-state and first-excited-state 
PESs that showed an almost perfect agree-
ment with the GP treatment and with the 
experimental oscillatory structure (11).

In principle, the higher the energy, the 
more likely would be the detection of GP ef-
fects. Kendrick, Juanes-Marcos, and Althorpe 

have shown with different theoretical ap-
proaches that below 1.6 eV, there are no differ-
ences between GP and NGP calculations for 
the H

3
 system (3–5). The question is whether 

GP can still be observed at energies below the 
CI, specifically in the collision energy range 
of 1.92 to 2.21 eV that Xie et al. investigated. 
Instead of trying to measure angular distri-
butions at fixed collision energies, where the 
GP effects would be too small to be detected, 

they looked at the change of the signal at ex-
treme backward-scattering angles (~180o) by 
scanning the collision energy. They did so by 
changing the crossing angle between the H 
and HD beams and controlling exquisitely all 
of the other experimental conditions. They 
found an oscillatory structure that could only 
be accounted for with GP or nonadiabatic 
calculations, whereas the NGP results were 
markedly out of phase with respect to the ex-
perimental results. 

The origin of those oscillations should be 
some sort of interference. Following Althorpe 
and co-workers (5–7), Xie et al. show that 
there are two different reaction paths around 
the CI. Path 1 is a clockwise looping and goes 
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How interference reveals geometric phase 
Quantum phase effects are probed at energies below the H + HD reaction conical intersection 
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Two ways round
The red and blue lines that 
encircle the conical 
intersection represent 
schematically two possible 
paths leading to the D + H

2

products. The direct 
mechanism (blue path, 
clockwise) goes over TS1, and 
the insertion mechanism (red 
path, counterclockwise) 
surmounts TS2 and TS3. 

Extreme points
The three asymptotes 
correspond to the three 
distinguishable atom arrange-
ments. The conical intersection 
(3) connects to the excited-state 
potential, and the three transition 
states (‡) are  TS1, TS2, and TS3.
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Interfering paths
Two reaction pathways for the H + HD reaction are shown schematically on a sketch of the potential 
energy surface in hyperspherical coordinates. Although the contribution of path 2 to the total reactivity 
is almost negligible at the energies investigated by Xie et al., it gives rise to a strong interference 
with path 1 at backward-scattering angles and causes a characteristic oscillatory pattern with energy.

0515Perspectives.indd   706 5/8/20   6:10 PM

Published by AAAS



SCIENCE   sciencemag.org

over just one transition state (TS1), and path 2 
is a counterclockwise looping that surmounts 
two transition states (TS2 and TS3) (see the 
figure). The oscillations observed must be 
caused by interference between the two path-
ways. Specifically, Xie et al. examined the os-
cillations in backscattering as a function of 
energy. The scattering wave functions c for 
each path can be written as c

1
 = (c

NGP 
+ c

GP
)/

Îã2 and c
2
 = (c

NGP 
– c

GP
)/Îã2, respectively, and

similarly rewritten for the respective scat-
tering amplitudes. Using the backscattering 
amplitudes calculated with NGP and GP, they 
derived the moduli and phases of the scatter-
ing amplitudes for path 1 and path 2. 

The authors found that the relative phases 
for the two paths are almost the same un-
til the collision energy reaches 1.3 eV. For 
higher energies, the phases diverge, rapidly 
decreasing for path 1 and increasing for path 
2, which gives rise to fast oscillations in the 
energy dependence of backscattering. From 
this analysis, it became apparent that the 
oscillations, as a function of the energy pre-
dicted by the NGP and GP calculations, are 
caused by the interference between the two 
pathways. Moreover, the analysis shows that 
there is a phase difference between NGP and 
GP oscillations of precisely 180o.

Quasi-classical trajectory calculations by 
Xie et al. and in previous studies (6, 7) also 
predict the existence of the two mechanisms: 
abstraction through TS1, and insertion 
through TS2 and then TS3. At a collision en-
ergy of 2.0 eV, just 0.23% of trajectories into 
H

2
 products react via path 2. Had it not been 

for the quantum interference, the insertion 
mechanisms would have passed unnoticed. 
However, interference can cause negligible 
contributions to exert large effects, because 
it sums the probability amplitudes and then 
squares the result to yield probabilities, 
rather than just adding the probabilities (9, 
10, 12). Quantum interference reveals the 
presence of the CI at energies well below 
its energy on the PES. The phenomenon ob-
served is analogous to the Aharonov-Bohm 
effect, and as in that case, it may occur far 
away from the CI. j
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TOPOLOGICAL OPTICS

Twisted light on a chip
Compact devices provide new ways to generate 
and detect optical vortex beams

By Li Ge 

A
large-scale vortex is an extraordinary 
phenomenon to behold, be it a hur-
ricane in the North Atlantic Ocean or 
the Great Red Spot on Jupiter. A vortex 
on a small scale is equally fascinating, 
especially when its quantum nature 

starts to emerge. Alexei Abrikosov won a 
Nobel Prize by introducing vortices in a phe-
nomenological model to describe a new type 
of superconductor in 1950s (1), which turned 
out to be a feature of paired electrons in su-
percurrent. A very different type of vortex can 
be created for light (2). On pages 760 and 763 
of this issue, Zhang et al. (3) and Ji et al. (4) 
demonstrate new ways to generate and de-
tect such optical vortex beams on a tiny semi-
conductor chip. 

Unlike dust, molecules, or electrons, pho-
tons do not have mass or charge and hence 
cannot be easily steered to move in a whirl-
pool fashion in open space. Nonetheless, one 
can imagine a bundle of tilted light rays that 
start simultaneously on a ring and end syn-
chronously on another, some distance down 
the optical axis (see the figure). This twisted 
bundle gives a rough approximation of a 
Gaussian beam, and t he “donut hole” at the 
optical axis is a direct consequence of the 
wave property of light. The polarization of 
light (the oscillation direction of its electric 
field) is spatially homogeneous in a simple 
beam and is often referred to as the spin an-
gular momentum. Depending on whether the 
electric field oscillates along a straight line 
(“linear polarization”) or a circle (“circular 
polarization”), the spin angular momentum 
takes the value of 0 or ±h̄, where h̄ is the re-
duced Planck constant. If we go around a loop 
centered at the optical axis once, the electric 
field returns to its original value and the 
phase of its complex amplitude (E ) changes 
by an integer l times 2p. This requirement 
holds even for a loop much smaller than the 
wavelength, which is the scale on which E  
changes. Thus, the electric field must vanish 
near the optical axis unless l = 0.

l is proportional to the orbital angular mo-
mentum L of an optical vortex beam, which 
can only take a set of discretized values and 

is therefore said to be quantized—a concept 
at the heart of quantum mechanics. However, 
unlike the wave function that describes the 
probability amplitude of finding an electron 
in an atomic orbital, the aforementioned vec-
tor nature of light introduces another twist: 
The state of polarization in an optical beam 
is not necessarily homogeneous in space (5). 
Two examples of such vector vortex beams 
are polarized in the radial and azimuthal di-
rection, respectively, each carrying an orbital 
angular momentum lh̄ and no spin angular 
momentum. If they are mixed, a small frac-
tion of the orbital angular momentum some-
how appears to be transferred to the spin an-
gular momentum (6), and neither of them is 
quantized anymore. This seemingly strange 
behavior can be understood by realizing that 
these two vector vortex beams are superpo-
sitions of two spin-orbital locked  states (7) 
with equal weights. In one, the orbital and 
spin angular momentum are given by (l – 1)h̄ 
and h̄, respectively, and in the other by (l + 1)h̄  
and –h̄, both with total angular momentum J 
= lh̄. The mixture of two vector vortex beams 
then breaks this balance in general.

To generate and switch between such cor-
related  states on-chip, Zhang et al. used a 
judiciously designed semiconductor opti-
cal microcavity (8, 9) shaped in a ring with 
a radius of <4 µm . A clockwise lasing mode 
inside is scattered upward by the “gear teeth” 
on the inner surface of the ring and radiates 
into one correlated  state with J = –2h̄ and 
L = –hh̄, whereas a counterclockwise lasing 
mode scattered upward carries J = 2h̄ and L 
= h̄ instead because of the chiral symmetry 
of the ring cavity. Although there are several 
approaches to generating only a clockwise or 
counterclockwise mode in a microring laser 
(10, 11), ultrafast and reliable switching (12) 
between them has been a challenge. The 
authors coupled the microlaser to a curved 
ancillary waveguide with two control arms, 
thereby realizing an imaginary gauge field 
first proposed in non-Hermitian quantum 
mechanics (13). By pumping either control 
arm, the corresponding correlated  state was 
produced with high purity. Together with 
their superposition, as well as an optional 
on-chip spin-orbital conversion through a 
radial polarizer, a range of switchable L val-
ues between –2h̄ and 2h̄ was demonstrated 
at a single telecommunication wavelength, as 
verified by their distinct pitchfork patterns in 
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laterally shifted self-interference (see the fig-

ure for the L = h̄ beam). 

A compact source of optical vortex beams 

requires a minute detector. Ji et al. realized 

a previously unappreciated photogalvanic 

effect (14) to enable direct on-chip electrical 

readout of orbital angular momentum in an 

optical vortex beam. This effect bears a simi-

larity to the photon drag effect (15), where 

the linear momentum of absorbed photons is 

transferred to charge carriers. The difference 

between the two effects can be readily under-

stood from the twisted bundle of rays: The 

demonstrated photogalvanic effect would 

vanish if each ray were independent, whereas 

the photon drag effect would be unaffected. 

The helical phase gradient of the optical 

beam leads to a photocurrent proportional to 

L, which is governed by the fourth-order con-

ductivity tensor. Ji et al. fabricated electrodes 

of various shapes on tungsten ditelluride, a 

room-temperature Weyl semimetal with bro-

ken inversion symmetry, for use as photocur-

rent detectors. They found that the photocur-

rent displayed steplike changes with L, from 

which the contribution due to spin angular 

momentum was also eliminated reliably.

These two demonstrations provide a ro-

bust platform from which to scale down the 

footprint of optical vortex laser generation 

and detection, which so far rely largely on 

traditional bulk and fiber optical elements 

(2, 5). Switching the angular momentum di-

rectly from the source opens new opportuni-

ties in signal multiplexing and modulation 

in telecommunications. A potential issue is 

the orthogonality of multiple signal chan-

nels: Switching from a spin-orbital correlated  

state to a vector vortex beam polarized in the 

radial or azimuthal direction is similar to 

switching from circular polarization to linear 

polarization. Whether single photons with 

orbital angular momentum can be generated 

and measured on this platform awaits further 

investigation of the possibilities for its appli-

cation in quantum information processing. j
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A bundle of 

twisted light rays

The ring at the 

bottom is a 

schematic of the 

microlaser in Zhang 

et al. The spiral 

pattern on top shows 

the phase evolution 

of E  in a simple 

vortex beam with 

L = h. 

View from the optical 

axis at half height of 

the twisted bundle 

The donut-shaped beam 

pattern and the direction 

of the transverse electric 

feld are superposed.

E

Pitchforks formed in 

self-interference

The two circles illustrate 

the lateral shift of the 

same vortex beam.

L = h

Optical axis

Vortex detection

Photocurrent (green 

arrows) is generated by 

the helical phase of an 

optical vortex beam and 

the collecting electrodes 

used by Ji et al.

L = h

GEOPHYSICS

Seismicity 
from the deep 
magma system
Deep seismicity may 
reflect magma cooling 
beneath volcanoes
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By Robin S. Matoza

A
systematic scan of seismic waveform 

archives on the Island of Hawai‘i has 

revealed subtle but persistent near-

periodic pulses originating within 

the deep magma plumbing system of 

Mauna Kea, a dormant volcano that 

last erupted ~4500 years ago.  On page 775 

of this issue, Wech et al. (1) report the de-

tection of over a million of the deep (22 to 

25 km below sea level) long-period seismic 

events, which have been occurring continu-

ously and repetitively, often with precise 

regularity (every ~7 to 12 min), for at least 

18 years. This discovery offers new views 

into the origin of this mysterious type of 

deep volcanic seismicity.

Seismic data form the backbone of most 

volcano monitoring networks and play a 

critical role in understanding how volca-

noes work. Volcanic seismicity includes 

volcano-tectonic (VT) earthquakes (ordi-

nary brittle-failure earthquakes driven by 

magmatic stresses) and long-period [(LP), 

0.5 to 5 Hz] seismicity (volcanic seismicity 

that is thought to actively involve a fluid 

in the source mechanism) (2). LP seismic-

ity includes individual transient LP events 

and sustained volcanic tremor signals. LP 

seismicity at shallow depth (<3 km) in a 

volcanic edifice is commonly explained by 

the excitation and resonance of fluid-filled 

cracks associated with magmatic-hydro-

thermal interactions or magmatic degas-

sing and is a characteristic signature of 

unrest and eruption (3). Precise regularity 

in sustained sequences of shallow LP seis-

micity has been documented at numerous 

volcanoes worldwide (2).

In the roots of volcanic systems below this 

shallow activity, seismicity extends down to 

mantle depths (to  ~60 km), but linking seis-

micity to magma pathways is not straight-
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On-chip generation and detection of twisted light
Zhang et al. and Ji et al. developed chip-scale methods to generate and detect optical vortex beams.
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forward. Deep long-period (DLP) seismicity 

has been observed at depths of 10 to 60 km 

beneath volcanoes in a range of tectonic set-

tings and has generally been attributed to 

magma transport in the mid-to-lower crust 

and uppermost mantle (2). The idea that 

DLP seismicity may represent cooling of 

magma stalled near the Moho (crust-man-

tle boundary) has also been proposed (4). 

However, compared to shallow LP seismic-

ity, DLP seismicity is relatively understud-

ied and poorly quantified, largely owing to 

difficulties in detecting these weak signals 

in the background noise (5).  

Typically, much of the proposed deep 

magma transport system appears aseismic, 

inferred as relatively open flow channels 

in which quasi-steady magma flow does 

not generate seismicity (6). For example, 

beneath the active volcanoes on the Island 

of Hawai‘i (an oceanic hotspot), deep (>10 

km) and intermediate depth (5 to 15 km) 

LP seismicity, including deep harmonic 

tremor, has been recorded for decades 

at Kı̄ lauea (6, 7), and occasional DLP 

swarms (sequences of repetitive events 

closely  clustered in time and space) have 

occurred beneath Mauna Loa (8). Precise 

relocation of this repetitive DLP seismic-

ity collapses it to markedly consistent and 

small source volumes along the presumed 

magma ascent paths (7, 8). This repeated 

seismic illumination of only a tiny portion 

of the inferred magma transport system 

over decades of eruptive changes indicates 

a source process controlled by stable geo-

logic or magma pathway structure, such 

as a geometrical conduit discontinuity or 

a particularly strong barrier to magma 

flow (6, 7, 8). A more complex picture has 

recently emerged at Mammoth Mountain, 

California, with swarms of DLPs clustering 

in the middle and top of a relatively aseis-

mic zone between two arms of migrating 

brittle-failure earthquakes (9).

DLP seismicity is challenging to detect 

with standard seismic network process-

ing and typical noise conditions and is 

likely underreported, but DLPs have been 

identified in multiple tectonic settings 

located at mid-to-lower crustal depths, 

with most appearing to represent a rela-

tively stable background process (5, 10, 11). 

Between 1989 and 2002, 162 DLPs were 

detected beneath 11 volcanic centers in the 

Aleutian arc, occurring both in isolation 

and as event sequences lasting from 1 to 30 

min (10).  Between 1980 and 2009, more 

than 60 DLPs were identified beneath six 

Cascades volcanic centers, none directly 

related to volcanic activity (11). DLPs occur 

beneath each of the major volcanic centers 

in Northern California (5). Given the low 

signal-to-noise ratios of most DLP obser-

vations, source mechanism studies have 

rarely been attempted. Analyses of DLPs 

at Iwate, Japan, produced variable mecha-

nisms, suggesting a complex magma sys-

tem at the source region (12). 

The 1991 eruption of Pinatubo, 

Philippines, provided new observations 

connecting DLPs with deep magma trans-

port in a subduction setting and identified 

DLPs as potentially important eruption 

precursors (13). Prior to the 15 June 1991 

eruption, about 400 DLPs were observed 

between late May and early June 1991, 

along with >25 hours of low-amplitude 

DLP tremor in 1- to 10-hour-long episodes 

(13). The DLPs were located at 28- to 40-

km depth at the base of the crust below 

Pinatubo and were temporally correlated 

with surficial changes and shallow seis-

micity. The DLP seismicity preceded, by 

about 1 to 4 hours, shallow (<3 km depth) 

LP events, tremor, and steam emissions. 

DLP seismicity increased a few days before 

the extrusion of an andesitic (volcanic rock 

type of intermediate silica content, com-

monly associated with subduction zones) 

dome containing inclusions of freshly 

quenched olivine basalt and was accord-

ingly interpreted as resulting from deep 

basaltic fluid injections into the base of the 

magma chamber (13). A similar increase in 

mid-to-lower crustal DLP seismicity oc-

curred about 10  months before the 1999 

eruption of Shishaldin, Alaska; conversely, 

1992 eruptions of Mount Spurr, Alaska, ini-

tiated DLP seismicity (10). 

Waveform template matching greatly 

enhances the detection of DLP seismic-

ity, allowing a more complete investiga-

tion of these spatiotemporal relations (14, 

15). Results from applying this method 

to 2011–2012 activity at the Klyuchevskoy 

volcanic group in Kamchatka, Russia, sup-

ported the notion that DLP seismicity may 

(at least in some cases) represent an early 

eruption precursor and identified system-

atic connections between deep and shal-

low LP seismicity and eruptions at mul-

tiple volcanoes (14). A recent longer study 

of 17 years of seismicity at Hakone, Japan, 

reveals similar patterns, with DLPs repeat-

edly preceding inflation of the volcanic 

edifice and shallow VT seismicity, and in 

one case, a phreatic eruption (15).

The detection of over a million DLPs by 

Wech et al. is an impressive demonstration 

of this technique, but as the authors point 

out, the occurrence of such a prolific num-

ber of these events beneath dormant Mauna 

Kea is surprising. The resulting hypothesis 

that some (or perhaps millions of ) DLPs are 

related to crystallization-induced degas-

sing (“second boiling”) of stagnant cooling 

magma (see the figure) should be tested at 

other volcanoes in different tectonic set-

tings worldwide. j
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Origin of deep  
long-period seismicity
Inactive volcanoes can exhibit deep long-period 

(DLP) seismicity. This activity may arise from 

pooled, cooling magma at the base of Earth’s crust. 

Magmatic gases exsolve from this pool 

as the magma crystallizes. Protraction of this 

“second boiling” is linked to DLP activity.
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By Andrius J. Dagilis and Daniel R. Matute

O
ne defining characteristic of species is 

reproductive incompatibility; hybrids 

between two species either do not 

form or have low fitness. The general 

explanation is the development of 

genetic incompatibilities that reduce 

fitness in hybrids. Such incompatibilities 

could occur if there is a deleterious interac-

tion between two genetic variants that have 

previously not occurred in the same genetic 

background, commonly called Dobzhansky-

Muller incompatibilities (1, 2). Identifying 

the genes underlying these incompatibili-

ties is challenging; the more reproductively 

isolated two species are, the more difficult 

it is to cross them and map the incompat-

ibility. As a result, very few such interactions 

have been identified (3, 4). On page 731 of 

this issue, Powell et al. (5) identify the genes 

underlying hybrid incompatibilities using a 

natural experiment, ongoing hybridization 

between two species of swordtail fish. What 

they find is surprising: The same cancer 

gene that causes speciation in a different set 

of fish is at play here as well.

The swordtail fish of Central America 

(genus Xiphophorus) have an interesting 

connection to cancer genomics (6). Crosses 

between two species, X. maculatus and X. 

helleri, result in hybrids with “spots,” which 

can develop into invasive melanomas. The 

hybrids, as a result, show reduced fitness. 

These are a study system for both cancer and 

speciation. Study of these melanomas led to 

the identification of one of the first known 

incompatibility genes, me lanoma receptor 

tyrosine-protein kinase (xmrk) (7). Despite 

identification of xmrk as the gene underly-

ing melanomas in hybrids in the laboratory, 

it was unclear whether the results trans-

lated to natural populations. Furthermore, 

Dobzhansky-Muller incompatibilities are 

generally considered to occur between at 

least two loci, and 30 years of work had 

failed to identify the interaction partner 

gene of xmrk in these fish. Two naturally 

co-occurring species, X. birchmanii and X. 

malinche, provided a way forward: Hybrids 

between these recently diverged species also 

show melanic patterns.

Powell et al. identify the genes underly-

ing the hybrid incompatibility between X. 

malinche and X. birchmanii by combin-

ing traditional genome-wide association 

approaches with admixture mapping (8). 

In the first approach, they find two genes 

[xmrk and  myosin VIIA and Rab–interact-

ing protein (myrip)] where the identity of 

the genetic variant carried by each fish pre-

dicts its “spottiness” (association mapping). 

They then determine which of the parental 

species each segment of DNA came from 

and look at where in the genome ancestry 

from a particular parent is correlated with 

melanic spots (admixture mapping). This 

approach returned the region containing 

xmrk but also a second region containing 

the adhesion G protein–coupled receptor 

E5 (cd97) gene. Individuals that are homo-

zygous for X. malinche ancestry at xmrk 

and contain any X. birchmanii ancestry at 

cd97 account for most of the tumors among 

the hybrids. Powell et al. complement 

this analysis with evidence that selection 

against the tumor phenotype in nature is 

strong, solidifying the interaction as one 

involved in species barriers.

The list of identified genes involved in 

speciation is surprisingly short (3, 4). In 

natural systems in which hybridization be-

tween emerging species is ongoing, there 

are multiple paths to identify incompat-

ibility loci. Traditional genome-wide as-

sociation approaches can yield impressive 

results in hybrids [for example, identify-

ing many interacting genes in mice (9)]. As 

seen in the study by Powell et al., associa-

tions between ancestry and incompatibility 

phenotypes can identify genes missed in 

association studies by leveraging a second 

line of evidence. The power of the method 

depends on the amount of recombination 

in the region of interest. If these genes are 

in low-recombination regions, many nearby 

variants will be inherited alongside the 

causal variants. As a result, they will also 

show the same ancestry and therefore much 

of the same signal as the causal variant. 

Identifying genes underlying incompatibili-

ties may therefore often require multiple 

analyses that combine traditional mapping 

approaches with ancestry associations.

Given the substantial effort required to 

identify these incompatibility genes, why 

is this important? The study of Powell et 

Natural hybridization in swordtail fish uncovers cancer genes involved in speciation
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Incompatibilities between emerging species

Hybrids between 

Xiphophorus malinche 

and Xiphophorus 

birchmanii show a high 

frequency of melanoma.
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By Jonas J. Lembrechts and Ivan Nijs

C
hanges in ecological functioning 

and biodiversity have accelerated in 

concert with climate warming (1). 

However, scientists base their knowl-

edge of climate effects largely on 

temperature data measured in me-

teorological stations, which record free-air 

temperature (macroclimate) in controlled 

circumstances at more than a meter above 

short grassland. On page 772 of this issue, 

Zellweger et al. (2) use modeled understory 

microclimate dynamics to show that mac-

roclimate changes do not always drive the 

 ecology of Earth’s biodiversity. 

The average temperature experienced by 

many organisms—such as herbs, mosses, 

tree seedlings, small vertebrates, ground ar-

thropods, and soil microorganisms—often 

can differ by several degrees compared with 

temperatures measured in weather stations 

(3). This offset results from changes in the 

energy balance near the ground and is de-

tectable at fine spatiotemporal resolutions 

when measuring microclimate conditions 

in situ. Vertical landscape features such as 

vegetation, topography, or anthropogenic 

structures, drive these near-ground offsets 

by creating microscale variations in expo-

sure to radiation, wind, and humidity (mi-

croclimate) (3–5). 

When assessed at high spatiotemporal 

resolutions, microclimatic processes  oper-

ating near the ground are found not only to 

produce a persistent offset between micro- 

and macroclimates but also to drive a differ-

ent localized slope of climate change over 

time by decoupling local interior (micro-

climate) conditions from regional exterior 

(macroclimate) fluctuations (6). Although 

such a decoupling cannot completely isolate 

the local microclimate from regional mac-

roclimatic fluctuations, it can abate or am-

plify the impact of regional climate warm-

ing on ecosystems (6). 

Often overlooked until recently, however, 

is the additional and critical effect of  tem-

poral dynamics in landscape and ecosystem 

features on this divergence between micro- 

and macroclimate change. For example, 

 Zellweger et al. show how  trends in forest 

canopy cover can affect the warming rate 

on the forest floor: Understories in forests 

that lost canopy cover over time warmed 

faster than the  macroclimate in recent de-
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al. highlights the importance of identifying 

these genes individually. One of the most sur-

prising aspects of their study is that the in-

compatibilities in helleri-maculatus crosses 

seem to have an independent evolutionary 

origin from those in birchmanii-malinche

while both involving xmrk. The shared role 

of the gene is even more surprising when 

considering that birchmanii and malinche

are recently diverged sister species with 

naturally occurring hybrids, whereas helleri

and maculatus are highly diverged species 

that only hybridize in the laboratory. This is 

one of the first cases of the same genes be-

ing responsible for hybrid incompatibility 

in multiple species pairs and the second in-

compatibility gene identified in vertebrates. 

Intriguingly, the other incompatibility gene, 

PR domain–containing 9 (prdm9), is in-

volved in hybrid incompatibilities between 

multiple house mice subspecies (10, 11). 

There are good reasons to believe that cer-

tain genes may be more likely than others 

to act in hybrid incompatibilities (3, 12). For 

example, genes with many interactions sim-

ply have more potential incompatibility part-

ners. Without knowing more genes involved 

in speciation, it is difficult to assess whether 

speciation genes will be a reoccurring cast, 

or whether xmrk and prdm9 will be the ex-

ception rather than the rule.

The study by Powell et al. therefore ac-

complishes two main goals. It demonstrates 

how ancestry mapping can be used to iden-

tify genes underlying incompatibilities 

in young species. This study also demon-

strates that the same genes can indepen-

dently evolve to be important for speciation 

in different species pairs. The roadmap laid 

out by this study will hopefully lead to the 

identification of more alleles that have been 

involved in the persistence of species barri-

ers, bringing much needed data to the field 

of speciation genetics. j
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Forest
Forest understory microclimate warms faster than the 
associated macroclimate when forest management 
reduces the canopy cover. 

Subarctic tundra
As the macroclimate warms and shrubbery increases, 
microclimate warming in summer slows as a result of 
climate-vegetation feedback. 
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Microclimate shifts in 
a d ynamic world
Disparate rates of micro- and macroclimate warming forge 
future biodiversity and ecosystems
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Diverging rates of micro- 
 and macroclimate change 
In two possible scenarios, divergence is driven by 

land-use change or climate-ecosystem feedbacks. 

The dark blue dotted lines indicate three different 

levels of microclimate warming caused by varying 

vegetation. Predictions of future microclimate 

change should incorporate these dynamics.
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cades, whereas understories in forests that 

gained cover warmed more slowly (see the 

figure). Concurrent restructuring of the for-

est-floor plant community was related more 

to these microclimate changes than to the 

macroclimate ones. 

In many of the forest systems studied by 

Zellweger et al., the changes in canopy cover 

originated from altered forest management 

(such as shifts in thinning and felling inten-

sity). A change in anthropogenic land use 

is thus a key driver of microclimatic warm-

ing that diverges from the regional trend. 

This is also seen in urban environments, 

for example, where intensified urbanization 

boosts the urban heat island effect, in turn 

accelerating microclimate warming rela-

tive to macroclimate warming over time (7). 

 Divergence between micro- and macrocli-

mate warming can also arise from feedbacks 

between climate change and the ecosystem 

itself. In cold-climate regions, for example, 

comparable mismatches can result from al-

terations in snow cover. The snow cover buf-

fers winter temperatures in the  subnivium 

(the seasonal microenvironment beneath 

the snow) and the soil underneath (8), and 

altered snowfall induced by climate change 

modifies these temperatures. Regions with 

increased winter precipitation and thicker 

snow covers thus experience prolonged 

stable subnivium temperatures, whereas 

regions with decreasing winter precipita-

tion will see a reduced snowpack, advanced 

snowmelt, and hence a greater number of 

frost days both in winter and spring (9). 

When the net changes in temperature 

between winter and summer do not cancel 

out, the rate of microclimate warming in the 

subnivium will be either greater or smaller 

than the regional trend. Such climate-eco-

system feedbacks that drive a wedge be-

tween the micro- and macroclimate warm-

ing rates also occur in the subarctic tundra, 

where warming increases shrub cover (10). 

This increased shrub cover traps snow in 

winter and lowers the albedo, resulting in 

faster warming near the soil surface than in 

the air. The increased vegetation cover also 

more strongly buffers the soil and near-

surface temperatures in summer, resulting 

in slower warming (see the figure) (11). As 

a last example, changes in precipitation in-

duced by climate change will alter the cou-

pling between soil and air temperatures. 

Faster warming occurs in soils that are dry-

ing out through a reduced latent heat flux 

(lower transpirational cooling). In wetter 

soils, this latent heat flux will conversely be 

higher, thus slowing down warming (12). It 

is thus important to realize that in many 

terrestrial ecosystems across the globe, mi-

croclimates might be changing at a pace 

that differs from that of macroclimates.

Although recent advances in mechanistic 

microclimatic modeling have proven to be 

a  step change in describing and predicting 

microclimates in the past, present, and fu-

ture (8, 13, 14), the dynamic interactions of 

microclimate change with land use, vegeta-

tion, and climate change itself are far from 

resolved. Quantifying these dynamics—and 

their impacts on the slope of microclimate 

change—is, however, a critical prerequisite 

to accurately predicting species distribu-

tions and ecosystem functioning under cli-

mate change. Only with trustworthy predic-

tions of these microclimate changes would 

researchers have the necessary tools at 

hand to tackle the ongoing ecological crisis. 

To quantify the existing spatial hetero-

geneity in microclimatic change and its de-

viations from the global spatial variation in 

macroclimate change, scientists need long-

term time series of microclimates across all 

the world’s biomes (2). Elucidating the un-

derlying drivers—and ultimately, improving 

our predictions of future microclimates—

requires the linkage of these in situ time se-

ries with data on land-use changes over the 

same time period. To this end, Zellweger et 

al. used estimates of canopy cover based on 

vegetation surveys. Yet, detailed time series 

from remote sensing can be used effectively 

to quantify land-use, ecosystem, and climate-

change dynamics with high spatiotemporal 

resolution (currently, ~20 m spatial resolu-

tion, with weekly intervals) (15). 

A better understanding of microclimate 

change is standing at the crossroads of 

the climate and the biodiversity crisis and 

is fundamental to the tackling of both. If 

microclimatic changes either lag behind 

or overtake macroclimate changes—poten-

tially accumulating to several degrees of 

difference over a few decades—the fate of 

many ecosystems will differ from that pre-

dicted by today’s models. j
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Changes in anthropogenic land use can locally alter the rate of climate change effects.  
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By Sarah Cobey

  T
he emergence of severe acute res-

piratory syndrome–coronavirus 2 

(SARS-CoV-2) has offered the world 

a crash course in modern epidemi-

ology, starting with lessons in case 

detection and exponential growth. 

It has also reminded scientists of the chal-

lenges of communicating effectively dur-

ing uncertainty. The current pandemic has 

no parallel in modern history, but the new 

virus is following rules common to other 

pathogens. Principles derived from influ-

enza virus infections and other infectious 

diseases offer confidence for two predic-

tions: SARS-CoV-2 is probably here to stay, 

and the high transmission rate will con-

tinue to force a choice between widespread 

infection and social disruption, at least 

until a vaccine is available. The difficulty 

of this choice is amplified by uncertainty, 

common to other respiratory pathogens, 

about the factors driving transmission. This 

pandemic presents a broader opportunity 

to interrogate how to manage pathogens.

Modern history is riddled with pandem-

ics that have shaped the study of infectious 

disease. In the past 200 years, at least seven 

waves of cholera, four new strains of in-

fluenza virus, tuberculosis, and HIV have 

spread across the world and killed at least 

100 million people. Virtually all transmis-

sible diseases continue to evolve and trans-

mit globally once established, blurring the 

conceptual boundaries between a pandemic 

and a particularly bad flu season. More 

than a century studying the size and timing 

of outbreaks, including which interventions 

are effective in stopping them, has given 

rise to a well-founded quantitative and par-

tially predictive theory of the dynamics of 

infectious diseases. 

An epidemic dies out when an average in-

fection can no longer reproduce itself. This 

occurs when a large fraction of an infected 

host’s contacts are immune. This thresh-

old—between where an infection can and 

cannot reproduce itself—defines the frac-

tion of the population required for herd 

immunity. It can be calculated precisely if 

the epidemiology of the pathogen is well 

known, and is used to guide vaccination 

strategies. Herd immunity is constantly 

eroded by the births of new, susceptible 

hosts and sometimes by the waning of im-

munity in previously infected hosts. The 

durability of immunity to SARS-CoV-2 is 

not yet known, but births will promote vi-

rus survival. Thus, like other transmissible 

pathogens, SARS-CoV-2 is likely to circulate 

in humans for many years to come.

If sufficiently fast and widespread, de-

clines in the availability of susceptible in-

dividuals or the transmission rate can drive 

pathogens extinct. For example, in 1957 

and 1968, resident seasonal influenza virus 

strains died out because cross-immunity 

between these strains and emerging pan-

demic strains reduced the number of sus-

ceptible individuals (1). Four lineages of 

coronaviruses already circulate in humans. 

The genetic differences between these vi-

ruses and SARS-CoV-2 and its rapid spread 

suggest that they do not compete with one 

another for susceptible hosts, in contrast to 

influenza virus. Current interventions, such 

as social distancing, aim to reduce trans-

mission of SARS-CoV-2. Human behavior 

can have both subtle and obvious effects on 

transmission. For example, the schedule of 

school holidays, which modulate contacts 

between susceptible and infected children, 

influenced the timing of historic measles 

epidemics in England and Wales (2). 

Regional efforts to drive SARS-CoV-2 ex-

tinct may not be successful in the long term 

owing to seasonal factors that influence 

susceptibility or transmission. Influenza 

viruses flow from tropical to temperate re-

gions and back in each hemisphere’s respec-

tive winter. Within tropical and subtropical 

populations, influenza viruses move less 

predictably among interconnected cities 

and towns (3). These desynchronized dy-

namics limit opportunities for global popu-

lation declines. SARS-CoV-2 and influenza 

virus are epidemiologically similar in that 

they are both highly transmissible by the 

respiratory route, they both cause acute 

infections, and they both infect and are 

transmitted by adults. This suggests that in 

the absence of widespread, carefully coor-

dinated and highly effective interventions 

to stop SARS-CoV-2 transmission, the virus 

could persist through similar migratory pat-

terns, assuming it is influenced by similar 

seasonal forces.  

This assumption is tentative because 

exactly why most respiratory pathogens 

exhibit prevalence peaks in the winter of 

temperate regions is a long-standing puzzle. 

Experiments in ferrets showed that lower 

absolute humidity increases influenza virus 

transmission rates, and recent experiments 

showed higher humidity improves immune 

clearance of influenza virus in the lungs of 

mice (4, 5). But although drops in tempera-

ture and humidity are correlated with the 

onset of influenza seasons in the United 

States (6), annual seasonal influenza epi-

demics often start in the muggy southeast 

of the United States, not in the colder and 

dryer north. There is no clear evidence sug-

gesting a lower incidence of influenza virus 

infection in tropical compared with temper-

ate populations. Disentangling the environ-

mental from the endogenous immune driv-

ers of infectious disease dynamics has been 

a long-standing statistical challenge (7).

The early spread of SARS-CoV-2 has re-

vealed critical information about the poten-

tial size of the pandemic, if it were allowed 

to grow unchecked. This information has 

mathematical foundations developed from 

modeling other infectious diseases (see the 

figure). The total number of people infected 

in a population is determined by the intrin-

sic reproductive number, R
0
. This number

is the expected number of secondary cases 

caused by an index case in an otherwise sus-

ceptible population. Equivalently, R
0
 can be

expressed as the transmission rate divided 

by the rate at which people recover or die. It 

is most accurate to describe R
0 
in reference

to a pathogen and host population, because 

the number is partially under host control. 

It also partly determines the average long-

term prevalence in the population, assum-

ing new susceptible individuals prevent the 

disease from dying out. As an epidemic pro-

gresses and some of the population becomes 

immune, the average number of secondary 

cases caused by an infected individual is 

called the effective reproductive number, R
t
.

There are thus two major reasons to re-

duce SARS-CoV-2 transmission rates. In 

populations with access to advanced medical 
Department of Ecology & Evolution, University of Chicago, 
Chicago, IL, USA. Email: cobey@uchicago.edu
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Modeling infectious disease dynamics
T he spread of the coronavirus SARS-CoV-2 has predictable features

“This pandemic presents a 
broader opportunity to interrogate 

how to manage pathogens.”

15 MAY 2020 • VOL 368 ISSUE 6492    7 13

Published by AAAS



sciencemag.org  SCIENCE

G
R

A
P

H
IC

: 
A

D
A

P
T

E
D

 B
Y

 N
. 

C
A

R
Y

/
S
C
IE
N
C
E

care, lowering the transmission rate 

can decrease mortality by increasing 

the fraction of severe cases receiving 

treatments, such as mechanical ven-

tilation. Interventions that reduce 

transmission also reduce the total 

number of people who become in-

fected. As a recent report warns (8), 

dramatic interventions to reduce R
t 

might not substantially change the 

long-term, total number of infections 

if behavior later returns to normal. 

Thus, reductions in transmission 

must be sustained to lower the frac-

tion of the population that becomes 

infected. The high costs of current 

interventions underscore a need to 

quickly identify the most helpful 

measures to reduce transmission un-

til healthcare capacity can be increased and 

immunity boosted through vaccination. 

Comparing populations’ interventions to 

the severity of their epidemics is one way to 

learn what works. Comparisons of U.S. cities’ 

responses to the first wave of the 1918 H1N1 

influenza pandemic demonstrated that so-

cial distancing—including early decisions 

to close schools, theaters, and churches—

reduced prevalence and mortality (9, 10). 

Similarly, large differences are apparent in 

the level of SARS-CoV-2 control between 

countries and might be traceable to differ-

ences in diagnostic testing, contact tracing, 

isolation of infected individuals, and move-

ment restrictions. Testing for SARS-CoV-2–

specific antibodies, a marker of infection, 

in blood samples will provide important 

confirmation of the true numbers of people 

infected in different areas and can improve 

estimates of the effects of interventions and 

the potential number of future cases.

Mathematical modeling and historical in-

fluenza pandemics provide a warning about 

comparing the effects of interventions in dif-

ferent populations. A rapid decline in coro-

navirus disease 2019 (COVID-19) cases or a 

small springtime epidemic might be taken 

as evidence that interventions have been es-

pecially effective or that herd immunity has 

been achieved (11). But simple models show 

that epidemic dynamics become deeply un-

intuitive when there is seasonal variation 

in susceptibility or transmission, and es-

pecially when there is movement between 

populations (11). For SARS-CoV-2, like in-

fluenza virus, the shape of seasonal varia-

tion is uncertain. Linear correlations could 

lead to spurious causal inferences about 

which interventions work best and should 

not be overinterpreted. Previous influenza 

pandemics demonstrated regional variabil-

ity in the number, timing, and severity of 

their pandemic waves (1, 12). Differences 

between populations in their preexisting 

immunity and seasonal factors could have 

contributed to this variation, even before 

interventions are accounted for. Such dif-

ferences also caution against direct com-

parisons between prior pandemics and the 

SARS-CoV-2 pandemic, without mathemat-

ics as an intermediary.

Given uncertainty in the transmission dy-

namics of SARS-CoV-2 and high certainty in 

its virulence, it is understandable that early 

responses have relied on blunt interventions, 

such as movement bans and closures, to 

save lives. The scientific challenge now is to 

identify, through inference and simulation, 

measures that could provide as-good or bet-

ter protection with less social cost. The effec-

tiveness of targeted, less socially disruptive 

control measures depends critically on the 

biological parameters of the pathogen (13). 

Containing the SARS coronavirus in 2003 re-

quired intensive contact tracing coordinated 

by multiple countries. Ultimately, 8098 cases 

were identified, which probably represented 

the majority of people infected with the vi-

rus. Control was feasible because the onset 

of infectiousness coincided with the onset 

of symptoms, which were consistently se-

vere. With SARS-CoV-2, transmission can 

occur before symptoms develop, and symp-

tom profiles are heterogeneous. Substantial 

asymptomatic and presymptomatic transmis-

sion make containment-based interventions, 

especially those depending on recognition of 

early symptoms or limited testing, more chal-

lenging and potentially infeasible alone. 

A complementary and urgent task is to 

identify if any subpopulations or settings 

contribute disproportionately to transmis-

sion and to target interventions to them. For 

example, school-age children tend to drive 

influenza virus transmission in communi-

ties, although they are underrepresented 

among severe clinical cases and deaths (14). 

Interventions to reduce influenza virus in-

fections in children have yielded dispropor-

tionate effects in reducing infections 

in adults. Identifying opportunities 

to magnify the indirect effects of 

interventions is particularly impor-

tant if some, such as vaccination, 

are less effective or unavailable in 

vulnerable (e.g., older) populations. 

Population-level serological stud-

ies to estimate past infections, ac-

companied by household studies to 

measure the duration and amount 

of viral shedding in different people, 

can help identify the corresponding 

populations for SARS-CoV-2. These 

populations could shift over time if 

immunity to the virus is long lasting. 

This pandemic illuminates choices 

in managing respiratory pathogens. 

Most people do not have access to 

or opt out of the seasonal influenza virus 

vaccine, although influenza virus kills more 

than half a million people per year globally. 

It is not widely communicated that a typi-

cal infectious case of influenza virus does 

not have a fever (15), which could promote 

spread by people who think they only have 

a cold (caused by rhinoviruses, seasonal 

coronaviruses, and others). Populations have 

long differed in their formal and informal 

support for infection control, for example, 

whether people who feel ill wear face masks 

or can easily stay at home. The consequences 

are somewhat predictable. SARS-CoV-2 is an 

evolving virus, and whether this evolution 

will erode the effectiveness of a future vac-

cine is currently unknown. The choices faced 

now will continue to matter. j
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By Frank Wilczek

 F
reeman Dyson, a towering figure in 

physics and mathematics, died on 28 

February at the age of 96. During his 

long and vibrant life, Dyson explored 

both concrete and visionary technolo-

gies, ranging from safe, small nuclear 

reactors to proposals to genetically modify 

trees so they could grow on comets. He docu-

mented his adventures in beautifully written 

books and a marvelous collection of Web of 

Science video interviews. Dyson’s most im-

pactful contribution to physics was his fun-

damental work on quantum electrodynamics 

(QED), the theory of how matter interacts 

with the electromagnetic field. His synthesis 

of ideas completed the physical foundation 

for chemistry, materials science, laser phys-

ics, and electrical engineering.  

Dyson was born on 15 December 1923 and 

raised in the village of Crowthorne in the 

United Kingdom. As a young child, he loved 

to calculate and build, and he retained that 

joyful curiosity and creativity throughout his 

adulthood. In 1945, after lending his skills 

to the Royal Air Force as a civilian during 

World War II, he earned his bachelor’s degree 

in mathematics from Trinity College at the 

University of Cambridge. He began gradu-

ate studies at Cornell University in Ithaca, 

New York, in 1947, where he worked with 

physicists Hans Bethe and Richard Feynman. 

Although he had not completed his doctor-

ate, Cornell offered him a position as profes-

sor in 1951. The following year, he was given 

an appointment at the Institute for Advanced 

Study (IAS) in Princeton, New Jersey, where 

he remained until his retirement in 1994.

Quantum electrodynamics was a vibrant 

yet extremely murky subject when Dyson 

began studying it in 1948. Candidate equa-

tions had been proposed by Paul Dirac in 

the early 1930s, but attempts to solve the full 

equations had led to severe mathematical dif-

ficulties. Physicists retreated to a truncated 

version of the theory, which supported many 

successful applications. In the years after 

World War II, however, advances in electron-

ics and microwave engineering enabled more 

delicate measurements, which went beyond 

the scope of the abbreviated theory. The chal-

lenge of working with the full theory rose to 

the top of the agenda of theoretical physics. 

Julian Schwinger and Sin-Itiro Tomonaga 

showed how to get more accurate equations 

in a systematic but laborious way, using al-

gebra. Richard Feynman’s radically differ-

ent approach was based on intuition and 

diagrams. Each approach had advantages 

and drawbacks, and it was far from obvious 

whether the differing methods would always 

yield the same answers. 

Dyson unified these varied approaches 

into a single theory. He showed how to de-

rive Feynman’s rules from Dirac’s theory 

mathematically, without guesswork. Thanks 

to Dyson’s work, QED became a theory of 

unparalleled precision. In several current ap-

plications, the successful comparison of intri-

cate theory and refined experiment reaches 

the level of a few parts per billion. QED is, in 

Feynman’s words, “the jewel of physics.” 

The theoretical tools that Dyson fashioned 

to solve QED have been extremely versatile. 

In condensed matter physics, they catalyzed 

Philip Warren Anderson’s work on localiza-

tion and Kenneth Geddes Wilson’s work on 

phase transitions. More directly, they em-

powered physicists to derive consequences of 

quantum field theories proposed to describe 

other fundamental interactions. Today, our 

best understanding of strong and weak in-

teractions uses theories that are structurally 

similar to QED but more complex. Without 

Dyson’s work, these theories would have been 

unthinkable. 

In collaboration with mathematician 

Andrew Lenard, Dyson proved that quan-

tum mechanics explains the stability of mat-

ter. This is by no means obvious, because 

electrical attractions might foster a collapse. 

Indeed, Dyson and Lenard showed that sta-

bility depends on the Pauli exclusion prin-

ciple for electrons, a property that has no 

classical analog. Another notable contribu-

tion was a series of papers on the statistical 

properties of energy levels in complex quan-

tum systems. Dyson discovered a splendor 

of emergent mathematical regularities that 

transcend differences among such systems.

Dyson’s last major work was a collaboration 

with William Press on the iterated prisoner’s 

dilemma. Press had discovered, through nu-

merical work, strategies that allow one player 

in that classic game theory problem to dictate 

the results of the other player when the game 

is played repeatedly. He showed his puzzling 

conclusions to Dyson, who—despite being al-

most 90 years old and a complete outsider 

to the field—Press thought might help. The 

next morning, Dyson presented him with 

the mathematical analysis that cracked the 

problem. Together, Dyson and Press injected 

a revolutionary, mathematically brilliant new 

idea into the problem—a kind of “enforceable 

deterrence”—that had escaped researchers in 

the field for decades. In this last work, Dyson 

beautifully illustrated the enduring power of 

mathematics to surprise, entertain, and en-

lighten. It was a fitting conclusion to a cre-

ative career that had begun 65 years earlier 

with important papers in number theory.

Dyson was a brilliant conversationalist. 

Part of this talent came from his penetrat-

ing empathy: He would focus an intense 

gaze on his interlocutor and process every 

word. Another part came from his quick 

intelligence: His answers came in complete 

paragraphs and were usually right on point. 

In 1998, when I was writing a review of quan-

tum field theory, I asked many prominent 

physicists to pinpoint the most important 

insight about the physical world from that 

subject. Dyson immediately replied with the 

answer I had been proud to reach only after 

considerable thought (namely, that all elec-

trons are exactly the same). 

Dyson was wonderfully generous to his 

friends and colleagues. When my wife, Betsy 

Devine, organized a monthly newsletter 

for visitors to the IAS, Dyson contributed a 

monthly astronomy column. He also had a 

special appreciation of children. When my 

daughters spent time in my IAS office, which 

was directly below his, he never failed to 

stop by. His eyes sparkled and his expres-

sion glowed as he talked with them. He once 

told me that they were my best work. I was 

pleased to discover, years later, that when an 

interviewer asked Dyson what he considered 

his own best work, he said “raising six kids, 

who have become productive citizens.” j

10.1126/science.abb8579

RETROSPECTIVE

Freeman Dyson (1923–2020)
Brilliant polymath who reshaped quantum physics

Department of Physics, Massachusetts Institute of 
Technology, Cambridge, MA, USA. Email: wilczek@mit.edu

15 MAY 2020 • VOL 368 ISSUE 6492    7 15

Published by AAAS



sciencemag.org  SCIENCE

By Michelle Rourke,1,2 Mark Eccleston-Turner,3 

Alexandra Phelan,4,5 Lawrence Gostin5

 T
he coronavirus disease 2019 (COVID-

19) pandemic has demonstrated the

critical importance and persistent

challenges of rapidly sharing public

health and scientific information, bio-

logical samples, and genetic sequence

data (GSD). Sharing these resources is cru-

cial to characterizing the causative agent, 

understanding its spread, and developing 

diagnostics, antiviral treatments, and vac-

cines. But even though these resources are 

critical for the global health community, 

there is currently no legal obligation for 

countries to share physical pathogen sam-

ples or associated GSD. To date, researchers 

have often shared such resources in a spirit 

of scientific openness. Yet ongoing scientific 

cooperation has been insufficient (1) despite 

the scale of the pandemic threat. The lack 

of a clear legal obligation to share patho-

gens or associated GSD during a health 

emergency represents a blind spot in inter-

national law and governance, impeding pan-

demic response and scientific progress. We 

examine the sharing of public health infor-

mation, biological samples, and GSD in the 

still early days of the COVID-19 pandemic, 

identify barriers to sharing under the cur-

rent international legal system, and propose 

legal and policy reforms needed to enhance 

international scientific cooperation. 

On 10 January, scientists in China publicly 

uploaded the first genetic sequence of severe 

acute respiratory syndrome–coronavirus 

2 (SARS-CoV-2) (2). Two days later, China of-

ficially shared the viral GSD with the World 

Health Organization (WHO) (3). The WHO 

praised China for sharing GSD less than 2 

weeks after the first case cluster was reported 

on 31 December 2019 (3). The early availabil-

ity of GSD enabled laboratories around the 

world to rapidly begin developing diagnostic 

test kits and launching research into antivi-

ral medications and vaccines. 

Since that time, thousands of SARS-CoV-2 

sequences from around the globe have 

been uploaded to online databases such as 

GenBank and the Global Initiative on the 

Sharing of All Influenza Data (GISAID). 

These genetic sequences have helped to track 

the spread of SARS-CoV-2, determine which 

containment strategies have been successful, 

and monitor the emergence of adaptive mu-

tations in the viral genome (1). Physical sam-

ples of SARS-CoV-2 were, however, unavail-

able until researchers in Australia isolated 

the virus from a traveler from Wuhan on 29 

January and sent the isolate to the WHO and 

other laboratories (4). 

A GLOBAL GOVERNANCE PATCHWORK

The WHO’s International Health Regula-

tions (IHR, 2005) require all 196 States 

Parties to notify the WHO within 24 hours 

of all relevant “public health information” 

on any event that may constitute a Public 

Health Emergency of International Concern 

(PHEIC). The reporting obligation includes 

case definitions, diagnostic results, risk as-

sessments, and case fatality data, as well as 

information on containment and mitigation 

measures. Countries could broadly interpret 

“public health information” to include GSD; 

however, WHO policy does not classify GSD 

as health information under the IHR, and 

States Parties do not appear to interpret 

“public health information” to include GSD 

(5). Furthermore, physical pathogen samples 

are not regarded as “health information” that 

must be shared with the WHO. 

The main international instruments gov-

erning access to human pathogens were 

primarily designed not for public health, 

but to prevent the exploitation of biodi-

verse countries’ genetic resources, ensuring 

that the benefits of research and develop-

ment are equitably shared. The United 

Nations Convention on Biological Diversity 

(CBD, 1992) and its Nagoya Protocol on 

Access to Genetic Resources and the Fair 

and Equitable Sharing of Benefits Arising 

from their Utilization (NP, 2012) recognize 

Parties’ sovereignty over genetic resources 

within their borders. The CBD defines “ge-

netic resources” as “genetic material of ac-

tual or potential value.” Genetic material is 

defined as “any material of plant, animal, 

microbial or other origin containing func-

tional units of heredity.” These broad defi-

nitions are generally accepted to capture 

pathogens, including human viruses such 

as SARS-CoV-2 (6). However, the defini-

tional focus on “material” suggests that 

Parties could interpret the CBD and NP to 

exclude the associated pathogen GSD. 

These legally binding agreements allow 

countries to enact laws regulating access to 

their genetic resources and obtain a share 

of the benefits associated with their use 

(“access and benefit sharing” or ABS). The 

CBD and NP state that access to genetic 

resources should occur with the country 

of origin’s prior informed consent and that 

such access should be on mutually agreed 

terms. Mutually agreed terms can include 

benefit sharing, such as recognition in pub-

lications, capacity building, training, intel-

lectual property, and royalties. The CBD 

and NP default to a bilateral contractual 

arrangement between the provider party 

and the user party, negotiated on a case-

by-case basis. In practice, the parties often 

negotiate a material transfer agreement (a 

contract governing the transfer of research 

materials), unless a specialized ABS instru-

ment such as a multilateral agreement or 

framework exists for a specific category of 

genetic resources.

Although equity and fairness are common 

goals, the CBD and NP objectives are not 

necessarily aligned with the WHO’s mission, 

especially during health emergencies where 

access to pathogen samples from multiple 

countries and for multiple users is time-sensi-

tive. In these situations, negotiating a separate 

ABS agreement for each sample would result 

in high transaction costs and unacceptable 

delays. In December 2006, Indonesia refused 

to share H5N1 influenza virus samples with 

the WHO, claiming sovereign authority over 

these samples. Invoking the CBD, Indonesia 

argued for fairer distribution of vaccines 

and antivirals during influenza pandemics 

(7). In response, WHO Member States ad-

opted the Pandemic Influenza Preparedness 

Framework (PIP Framework, 2011), a multi-

lateral instrument that regulates access to in-

fluenza viruses with human pandemic poten-

tial and shares the benefits associated with 

their use, including diagnostics, vaccines, and 

antivirals. The PIP Framework was adopted 
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as a nonbinding resolution, but provider and 

user parties agree to ABS terms through the 

use of standard material transfer agreements 

among provider nations, the WHO, and phar-

maceutical companies and other users. The 

adoption of the PIP Framework meant that 

the ABS transaction cemented its place in 

global public health governance. Rather than 

treating these as separate issues, the PIP 

Framework has now linked access to patho-

gen samples to the reciprocal sharing of vital 

medicines and vaccines. Like the CBD and 

NP, the PIP Framework focuses on the shar-

ing of physical samples. During negotiation 

of the PIP Framework, Member States spe-

cifically deferred consideration of GSD, and 

they have yet to reach consensus on how, if at 

all, GSD should interact with the Framework. 

The PIP Framework and NP were negoti-

ated concurrently by separate UN bodies—

the World Health Assembly and the CBD’s 

Conference of the Parties, respectively—

but each influenced the other. The PIP 

Framework recognizes “the sovereign right 

of States over their biological resources,” us-

ing language influenced by the CBD. Despite 

contested negotiations, the NP did not ex-

plicitly address whether pathogens should be 

included within its scope, leaving it to coun-

tries to make future determinations. It did, 

however, include a special provision on “ex-

peditious” ABS during “present or imminent 

emergencies that threaten or damage human, 

animal or plant health.” The NP Parties can 

determine whether and how to implement 

this special consideration in domestic legis-

lation, such as delaying ABS documentation 

requirements during a PHEIC.

The WHO declared COVID-19 a PHEIC 

on 30 January. As a PHEIC, and potential 

PHEIC prior to the declaration, the IHR 

governs the sharing of public health infor-

mation. Yet physical samples of SARS-CoV-2 

would be regulated by domestic ABS laws 

implemented  under the CBD and NP . The 

PIP Framework is not directly relevant be-

cause it applies only to influenza viruses 

with human pandemic potential. All this 

creates a complicated and confusing global 

patchwork of pathogen ABS laws. Global 

governance is further complicated because 

the extent to which any of these legal in-

struments apply to GSD is unclear.

SAMPLES WITHOUT SAMPLES: 

DEMATERIALIZATION AND 

REMATERIALIZATION OF PATHOGENS

With the rapid improvement and decreas-

ing costs of DNA synthesis, the international 

scientific and ABS communities must find 

solutions to governing GSD, recognizing that 

extant ABS policies focus on physical genetic 

materials (8). This is especially pertinent for 

viruses that are relatively easy to synthesize 

from GSD. Researchers could decide to cir-

cumvent existing ABS rules by synthesizing 

a virus, thus avoiding benefit-sharing obli-

gations and undermining global efforts to 

more equitably distribute the benefits of re-

search and development. 

In 2017 , a Canadian research team syn-

thesized the horsepox virus using GSD that 

was openly accessible on GenBank (9). The 

team could have accessed a physical sample 

of horsepox virus from the U.S. Centers for 

Disease Control and Prevention, but this 

would have required signing a material 

transfer agreement, with potential limits on 

commercializing future products. There is 

evidence that the Canadian team decided to 

synthesize the virus to avoid these legal obli-

gations (10). The synthesis of viruses demon-

strates how openly accessible GSD creates a 

major gap in global ABS governance. 

On 21 February, a Swiss lab announced 

that it had synthesized the SARS-CoV-2 

genome from synthetic DNA constructs 

ordered on 14 January using publicly avail-

able GSD. In their preprint published on 

the bioRxiv server, the research team de-

tailed the synthesis of multiple RNA viruses, 

including SARS-CoV-2, using their yeast-

based reverse genetics platform (11). The 

team reported difficulties in creating two of 

the 14 synthetic DNA fragments to synthe-

size SARS-CoV-2, requiring a physical virus 

sample isolated from a COVID-19 patient in 

Germany in order to recover infectious virus 

particles (11). Even though the first SARS-

CoV-2 genetic sequence was shared early, it 

is clear that these developments in synthetic 

biology could make governments reluctant 

to share GSD on openly accessible databases 

if it means they could miss out on benefits 

that might otherwise be gained by enforcing 

their domestic ABS laws. Any delay in shar-

ing pathogen GSD during a potential PHEIC 

could be catastrophic. 

PROPOSED LEGAL OBLIGATIONS

There is currently no international legal in-

strument that can compel countries to share 

either physical pathogen samples or GSD 

during a public health emergency. The rec-

ognition of sovereignty in the CBD and NP, 

affirmed by the PIP Framework, means that 

countries determine how viruses isolated 

in their country are shared. At present, sci-

entific courtesy and norms drive continued 

sharing, but without a legal obligation to 

share, it is difficult to induce formal shar-

ing or sanction those countries that choose 

not to. It must also be remembered that in 

a health emergency, limiting access to these 

resources on the basis of state sovereignty 

may be one of the few points of leverage 

available to developing countries hoping to 

negotiate fair and equitable access to ben-

efits from research and development, such 

as diagnostics, treatments, and vaccines. As 

the situation stands, inconsistent and often 

conflicting legal regimes are creating confu-

sion about countries’ rights and obligations 

surrounding sample and GSD sharing, po-

tentially impeding pandemic preparedness 

and response [e.g., (12)]. 

The legal uncertainty surrounding who 

has the authority to grant access to samples 

and GSD, who can use those resources, and 

on what terms, caused access problems dur-

ing the 2012 Middle East respiratory syn-

drome–coronavirus (MERS-CoV), 2014–2016 

West African Ebola virus disease (EVD), and 

2016 Zika virus outbreaks (13). If countries 

limit access to physical pathogen samples, 

they would be acting within their sovereign 

rights under the CBD and NP, but they would 

breach scientific norms and international ex-

Whole-genome sequence of SARS-CoV-2 in one of the first French cases was determined at the Institut Pasteur, Paris. 
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pectations. Moreover, if countries withhold 

pathogen GSD, the international community 

has no legal tool to encourage compliance—

only traditional diplomatic and economic 

protocols such as that of the media pressure 

on India after its perceived delay in posting 

SARS-CoV-2 sequences online (14). 

In an emergency on the scale of the 

COVID-19 pandemic, the usual social, po-

litical, and economic systems start to fray. 

International scientific cooperation is in-

creasingly imperiled when countries pri-

oritize their own interests, contrary to the 

international cooperation and openness 

that responding to the pandemic requires. 

The sharing of information, samples, and 

GSD in the COVID-19 pandemic has been 

inconsistent and highlights the urgent need 

to address gaps in international law and 

governance. International adherence to vi-

tal scientific norms is not assured in this or 

future outbreaks.

The international community must there-

fore start to consider how best to close 

this gap, and through which international 

forum(s). One option is for Parties to the 

CBD and NP to adopt a decision expanding 

the scope of these agreements to include 

GSD, thereby recognizing the potential to ex-

tract tangible benefits from GSD alone, and 

ensuring that some of those benefits flow 

back to the country of origin. However, ap-

plying the same inefficient ABS regime that 

is currently applicable to physical genetic 

resources (8) could simply slow the rapid 

sharing of GSD during a public health emer-

gency, and would therefore require Parties 

to commit to adopting domestic legislation 

that expressly considers the NP’s special pro-

vision on the need for “expeditious” ABS dur-

ing health emergencies. Given that this pro-

vision is couched in the same vague language 

as the rest of the NP, and that countries have 

been slow to implement such measures, we 

remain skeptical about its effectiveness dur-

ing a health emergency. Furthermore, deal-

ing with pathogen GSD through the CBD/NP 

forum would place this issue primarily in the 

hands of domestic environmental ministries 

rather than public health departments.

We feel that as the primary normative, 

technical, and legal body for global health, 

the World Health Assembly is the logi-

cal venue for negotiating a comprehensive 

policy for international pathogen sample 

and GSD sharing during public health 

emergencies. The WHO could design a 

pathogen-specific specialized ABS instru-

ment in harmony with the NP, with the 

WHO coordinating multilateral access to 

pathogen samples and GSD from Member 

States  and the distribution of benefits from 

governments, pharmaceutical companies, 

and other users of those resources. The PIP 

Framework could serve as a guide for de-

termining how this might work, with the 

recognition that the PIP Framework relies 

heavily on existing virus-sharing infrastruc-

ture for its implementation and that the full 

range of benefit-sharing provisions remains 

untested. Any such pathogen-specific ABS 

instrument should explicitly encompass 

both biological material and GSD sharing 

for all novel pathogens. Although WHO 

Member States might be able to harness 

the momentum created by the COVID-19 

pandemic to negotiate a specialized ABS 

instrument, they may not get support from 

non-state actors (e.g., pharmaceutical com-

panies) for anything other than a nonbind-

ing resolution. The WHO has already seen 

a decline in sample sharing through the 

PIP Framework, and there are no direct le-

gal ramifications for countries that do not 

share influenza samples with the WHO (13). 

This option therefore lacks the legal and 

normative power of the IHR. 

 For these reasons, our preferred option 

would be for pathogen sharing to be re-

inforced by the IHR. Procedurally, WHO 

Member States have been hesitant to reopen 

the IHR for negotiation. However, in light 

of the COVID-19 pandemic, WHO Member 

States could take the opportunity to estab-

lish an IHR Review Conference (15) to dis-

cuss how the IHR has been used during this 

pandemic, issue interpretive guidance to 

inform WHO and Member States’ actions in 

the lead up to and during the next PHEIC, 

and rapidly consider pathogen sample and 

GSD sharing issues. This would provide an 

opportunity to discuss the suitability of a 

specialized ABS instrument connected to the 

IHR, tailored to sharing pathogens and GSD 

during potential and actual PHEICs. The text 

of the IHR need not be rewritten for Member 

States to negotiate its implementation and 

come to understandings on aspects of the 

IHR and its operation, such as the PHEIC 

declaration process and the potential inclu-

sion of GSD as “public health information” 

that is to be shared with the WHO during a 

potential or declared PHEIC. 

Whatever path is chosen, WHO Member 

States and CBD (and NP) Parties could mo-

bilize to advance international scientific 

cooperation, and there are multiple ways 

to foster trust and better collaborative re-

lationships between providers and users 

of pathogen samples and GSD. The ABS 

transactional mechanism that reinforces 

state sovereignty over these resources and 

calls for prior informed consent and mutu-

ally agreed terms is not conducive to deal-

ing with a PHEIC. We acknowledge that 

ABS, as a policy option for dealing with is-

sues of equity and fairness in science and 

technology, has become entrenched in the 

United Nations’ policy space (8), so any re-

formed governance systems for ABS would 

therefore need to advance data sharing and 

global health equity while promoting badly 

needed consistency in the ABS regimes 

of the CBD, NP, and PIP Framework. The 

COVID-19 situation has demonstrated posi-

tive examples of rapid sharing, but it has 

also highlighted the reality that countries 

may not readily relinquish their sovereignty 

over pathogenic genetic resources and asso-

ciated GSD. We must ensure that there is 

an adequate legal framework in place that 

engenders mutual trust and equitable scien-

tific collaboration and makes these critical 

resources available for rapid research and 

development into much-needed diagnos-

tics, vaccines, and treatments. j
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  T
imely and widespread dissemination 

of resources and information related 

to pathogenic threats plays a critical 

role in outbreak recognition, research , 

containment, and mitigation (1, 2) , as 

stakeholders from government, public 

health (PH), industry, and academia seek to 

implement interventions and develop vac-

cines, diagnostics, and drugs (3). But there 

are ersistent barriers to sharing and coop-

erative research and development (R&D) in 

the context of epidemics, rooted in a lack 

of trust in confidentiality and reciprocity 

(4, 5), ambiguity over resource ownership 

(6), and conflicting public, private, and aca-

demic incentives (2–4, 6). Here, we suggest 

how recent advances in blockchain and 

related technologies can enable decentral-

ized mechanisms to help break down these 

systemic and largely nontechnological bar-

riers. These mechanisms resolve scalability, 

energy consumption, and security concerns 

of early blockchain models and may be ap-

plied to underpin and interconnect, rather 

than supersede or conflict with existing, well-

established systems and practices for storing, 

sharing, and governing resources. 

As opposed to centralized databases that 

are maintained by a single party, a blockchain 

involves an infrastructure of different parties 

(nodes), each maintaining an identical copy 

of a distributed ledger. Once time-stamped 

into the ledger, records cannot be altered or 

removed unnoticed, owing to cryptographic 

data-structuring. A one-way algorithm pro-

cesses data into cryptographic identifiers 

(hash codes), which are unique for an input 

value, that is, the algorithm will have a differ-

ent output if the input is altered in any way. 

There is no way to reconstruct underlying 

data content from a hash code. In a block-

chain, the hash code of the preceding record 

is included in the new record before “hash-

ing” and time-stamping it, making the ledger 

evolve as a chained, time-stamped record-

keeping system that is tamper-resistant by 

design: The hash of an altered ledger will 

deviate from the hash of the consensually 

verified ledger as maintained by the rest of 

the nodes. Hence, blockchains enable proof 

of the existence of specific data objects and 

their content at specific points in time while 

data itself may remain concealed. This dis-

tributed infrastructure offers a common 

and inviolable source of records that can be 

verified by (permitted) network entities, re-

moving the necessity of having a mutually 

trusted, centralized intermediary for verifica-

tion and record-keeping of exchanges.

BARRIERS TO SHARING

Outbreak R&D depends on access to patho-

gen samples, data, and information, which 

are shared through physical collections of 

microbial and viral cultures (biobanks), 

open-access or restricted genetic sequence 

databases, or ad hoc peer-to-peer exchanges, 

and often only after having been shared 

through scientific publishing or patenting. 

The following barriers hamper timely and 

widespread sharing through these systems. 

Procedural delays

Rapid international cooperation during out-

breaks is challenged by a lack of trust in reci-

procity, with countries fearing unfair sharing 

of benefits arising from the use of their local 

resources by foreign parties. A prominent 

example arose in 2006, when the Indonesian 

government denied foreign access to H5N1 

influenza samples because of concerns about 

the unaffordability of resulting vaccines (4). 

Such concerns underlie the Nagoya Protocol 

(NP) to the Convention on Biological Diver-

sity (CBD), which stipulates that access to 

genetic resources must be preceded by con-

sent from providing countries and (bilateral) 

agreements on access and benefit-sharing 

(ABS). Users are responsible for tracing 

rights holders to negotiate and obtain certifi-

cates and permits for any sample (5). Partial 

implementation, lack of transparency in na-

tional legislations, and divergent interpreta-

tions of rights and obligations under the NP 

can delay this process (6) and thus, for exam-

ple, obstruct the validation of diagnostics (7). 

The NP’s central information system, the ABS 

Clearing-House, lacks a complete picture of 

national ABS conditions (5). Moreover, the 

commercial nature and prospects of R&D are 

hard to determine ex ante, complicating ABS 

negotiations. Reliable mechanisms for track-

ing resources and access to those resources 

across storage systems are lacking (8) but 

called for to (temporarily) suspend negotia-

tions, rapidly share, and allow for formaliz-

ing intent retrospectively. If the NP’s scope is 

expanded to include genetic sequence data 

(GSD)—as currently debated—free sharing 

and rapid exchanges or data risk additional 

obstruction (2, 5).

Secrecy and fragmented R&D

Timely sharing of data and information on 

emerging pathogens can be frustrated by in-

dividual (competitive) interests, reinforced 

by systemic incentives (2, 6). Researchers 

have an incentive to publish peer-reviewed 

papers and demonstrate scientific priority (2, 

9). Preprint platforms and close interactions 

between publishers and the PH community 

accelerate dissemination timelines but can 

still delay sharing until raw data or materials 

have been analyzed and processed unilater-

ally into publishable formats. Governments 

and researchers lack trust in reciprocity for 

shared resources and especially for GSD, be-

cause reliable mechanisms to track access 

and use across (public and private) systems 

remain absent (8). Even in the presence of 

designated portals hosted by PH authorities, 

lack of trust in database security and confi-

dentiality can keep researchers from sharing 

(6). Closed data hubs developed for fast shar-

ing offer limited means for managing and 

monitoring access of individual resources 

on a case-by-case basis (9). For severe acute 

respiratory syndrome–coronavirus 2 (SARS-

CoV-2) sequences, a closed hub was created 

under the Global Initiative on Sharing All 

Influenza Data (GISAID) that controls access 

and prohibits redistribution. Commercial 

aspirations can also cause sharing delays, as 

patent incentives impede open dissemina-

tion before patent applications are drafted 

and submitted (6). Reluctance in sharing is 

further explained by data sensitivity. Coun-

tries may fear impaired trade and tourism, 

and criticism on the appropriateness of 

measures taken (6). Source tracing or data 

triangulation can unintentionally lead to the 

identification of affected regions or individu-

als (2, 10). Furthermore, actors risk infring-

ing on ethical and legal frameworks (e.g., the 

European Union’s General Data Protection 

Regulation), especially once outbreak emer-

gencies and any data privacy exemptions 

have expired.
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Uncertain ownership rights

Competition between labs can lead to frag-

mentation of intellectual property rights 

(IPRs) over GSD-based inventions and to 

time-consuming legal procedures to deter-

mine who has priority for each claim (3). 

Uncertain ownership rights translate into 

uncertain accessibility and affordability of 

building-block resources, subsequently delay-

ing investments by downstream developers 

(3). For Middle East respiratory syndrome–

coronavirus (MERS-CoV), conflicts over own-

ership delayed sharing, leading to persistent 

knowledge gaps on viral origins and trans-

mission dynamics and hampering the devel-

opment of vaccines and treatments (11). Yet, 

IPRs remain an important incentive for nec-

essary industry investment in high-risk R&D 

to develop and produce diagnostics, vaccines, 

and therapeutics (3).

BLOCKCHAIN TO OVERCOME BARRIERS

Blockchain could help address root causes by 

underpinning the outbreak R&D ecosystem 

as a common, privacy-preserving, inviolable, 

and verifiable layer for records of objects 

and identities (e.g., resources, individuals, 

and organizations), rules (e.g., access permis-

sions and ABS provisions), and events (e.g., 

access and benefit-sharing). Some have ex-

pressed concern about the cost and sustain-

ability of implementing blockchain systems, 

but advanced models have appeared that 

do not rely on energy-guzzling algorithms 

to operate the distributed ledger and assure  

the integrity of its records. For instance, the 

necessary software and servers to imple-

ment a blockchain network can be hosted by 

a consortium of known, reputable, and pre-

appointed authority node operators (ANOs), 

and network access can be restricted to per-

mitted entities (i.e., those registered in the 

system and holding the right permissions). 

Such a federated, permissioned network 

model offers superior scalability, sustainabil-

ity, and options for confidentiality as com-

pared to “permissionless” systems such as 

the Bitcoin or public Ethereum blockchains. 

Current open-source technologies exist that 

allow for integration with traditional data-

base management systems and appear fit 

for cost-effective and compatible prototyp-

ing and implementation of an outbreak R&D 

blockchain infrastructure (ORBI). We dis-

cuss key concepts and features of a possible 

ORBI [elaborated on in the supplementary 

materials (SM)]. 

Trustful sharing

An ORBI would enable actors to anchor 

hashed records of their digital or physical 

resources to establish time-stamped proof of 

their existence, integrity, and (scientific) pri-

ority in the blockchain. Records themselves 

would be kept in an “off-chain” repository (9) 

and include indexing metadata (i.e., fields 

that systematically describe the resource, for 

example, pathogenic properties, provenance, 

and ownership) to enable querying and anal-

ysis by permitted entities only. Records would 

also include hashes of and pointers to the un-

derlying resources themselves, which could 

be stored in any existing storage service. De-

pending on the preferences of resource pro-

viders (e.g., desired level of confidentiality), 

these may be open-access repositories [e.g., 

of the International Nucleotide Sequence Da-

tabase Collaboration (INSDC)] or restricted 

systems (e.g., private encrypted data vaults or 

semi-open platforms like GISAID).

Data privacy and sensitivity concerns 

would be addressed through decentralized 

identity and access management: Only enti-

ties that can cryptographically authenticate 

with a decentralized identifier (DID) that 

meets the right conditions are granted per-

mission to discover and/or access records 

and underlying resources. DIDs are globally 

unique identifiers that are registered on the 

blockchain for all network entities (e.g., indi-

viduals, organizations, devices, resources, or 

any other digital or physical objects). DIDs 

contain no personally identifiable informa-

tion, can point to external locations (e.g., 

storage services or other service end points), 

and enable universal authentication of iden-

tities and their attributes (e.g., qualifications, 

permissions, or other credentials). Required 

credentials or other access conditions can 

be controlled by resource providers to meet 

(confidentiality) requirements of any ap-

plicable ethical or legal (IPR) framework. 

Conditions would be deployed through smart 

contracts: blockchain-registered scripts that 

can trigger an action (e.g., grant access) on 

recording conditionally relevant events (e.g., 

authenticating with the required credentials) 

(9, 12). These mechanisms could incentivize 

actors to rapidly time-stamp records—espe-

cially when contributions by data collectors 

and repositories would become adopted into 

the norms for scientific attribution or claim-

ing ownership of inventions. Next to records 

of samples and sequences, researchers could 

register analyzed data before writing and 

publishing (preprint) papers. PH centers 

could register raw epidemiological datasets 

before analyzing and processing into ag-

gregated country-level reports, enabling in-

tegrated analyses by authorized entities or 

analysis support when centers are heavily 

burdened during a PH crisis. The mecha-

nisms would offer actors fine-grained control 

over exposure, for example, enabling instant 

selective disclosure of sensitive data to supra-

national coordinating bodies only, offering a 

head start while countries prepare their of-

ficial public response and measures.

As suggested by MiPasa, a recent multi-

stakeholder initiative for coronavirus disease 

2019 (COVID-19) surveillance, blockchain-fa-

cilitated sharing can feed into improved and 

accelerated analyses of PH data, a use case 

for which blockchain has also been consid-

ered by the Centers for Disease Control and 

Prevention in the United States on a national 

level. This use case can be extended to en-

hance resource sharing and collaboration 

among public, private, and academic actors 

throughout the outbreak R&D chain. 

Traceability, interoperability, defragmentation 

DIDs offer decentralized control over identity 

attributes and service end points, comple-

menting and integrating key (centralized) 

tools for resource traceability—notably the 

INSDC’s accession number for sequences, 

digital object identifiers for publications, and 

the internationally recognized certificate of 

compliance (IRCC) for NP access permits. 

Existing identifiers could be attributed to a 

DID hosted in the common ORBI to establish 

stable links, addressing fragmentation and 

redundancy issues of the current system (8) 

and reducing administrative burden.

Paired with a time-stamped audit log, 

DIDs and smart contract–coordinated per-

missions would enable a reliable tracking 

system for both resources and access events 

across storage systems (8). Access interfaces 

can be offered for existing database man-

agement systems and their users who want 

to verify identities and permissions on the 

blockchain (12), allowing data to be stored 

as before but increasing monitoring options. 

Access events would be recorded to shape an 

immutable audit trail (i.e., who accesses what 
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and under which conditions). Such a shared 

identity and access management system en-

ables secure interconnections between stor-

age systems that are currently siloed or only 

integrated at national or regional levels (2, 

8). Although unintended circulations outside 

the tracking system (e.g., offline) are hard to 

rule out completely, blockchain mechanisms 

offer to strengthen the chain of custody tool 

kit of existing systems. They offer verifiable 

records (e.g., all parties with unique access 

keys) should disputes arise and be resolved 

under any existing legal framework, reduc-

ing reluctance to share and bringing data 

resources within the scope of NP principles 

of fair ABS (8). Foul play would be further 

discouraged when disclosing audit trails 

becomes expected in GSD-based publishing 

and patenting.

Facilitating compliance

Smart contracts would be applied to automate 

identification and authorization processes, 

accelerating, easing, and reducing transac-

tion costs of compliance procedures. For in-

stance, contracts could generate (and record) 

a unique access key for network entities on 

signing for the required ABS provisions, or 

trigger ABS obligations (e.g., payment) on re-

cording actual access. This would enable us-

ers to demonstrate and assert compliance for 

both public and protected resources without 

the current administrative burden, substan-

tially reducing sharing timelines. Blockchain 

prohibits unilateral changes to deployed 

smart contracts, clarifying and enforcing per-

missions, rights, and obligations for network 

entities. With the DIDs and audit log, the sys-

tem could rebuild trust in agreements being 

upheld, incentivizing the input of resources.

Though smart contracts would allow 

for bilateral terms and conditions, a lack of 

alignment and harmonization in ABS pro-

visions would impede the efficiency of an 

ORBI. Progress by governments and PH au-

thorities on defining the scope, alignment, 

and harmonization of governance structures, 

and especially legal global frameworks, thus 

remains crucial (1, 5). An ORBI offers to fa-

cilitate policy implementation and promote 

compliance by translating best practices—

such as the standardized material transfer 

agreements for research and commercial 

use under the World Health Organization’s 

(WHO’s) Pandemic Influenza Preparedness 

(PIP) Framework—into a certified library of 

smart contract templates, along with user 

interface components to modify the values 

of prespecified template attributes. In the 

Indonesian H5N1 case, such a system could 

have assisted in granting prompt access for 

entities involved in a noncommercial re-

sponse while triggering conditional ABS pro-

visions for any commercial follow-up.

Mapping R&D contributors 

Blockchain could further contribute to trust 

and reciprocity by mapping contributors and 

their agreements throughout the outbreak 

R&D chain, avoiding time-consuming proce-

dures for clarifying ownership such as those 

that were needed during the MERS-CoV 

emergency (11). R&D records could be stored 

in a repository that is optimized for directed 

acyclic graphs, which allows related records 

to be linked, capturing the evolution of R&D 

branches over time. A similar mechanism 

is applied by GitHub and finds support in 

recent literature (13). The audit log would 

affirm appropriate links and rightful con-

tributions, and foul play could be further 

discouraged by algorithmically identifying 

probable links based on record metadata 

(probabilistic graphical modeling). Graphs 

may even assist in consolidating IPRs over 

ensuing inventions when smart contracts 

that define how to equitably distribute own-

ership among contributors are properly de-

signed, certified, and offered in the system 

as configurable templates. These could coor-

dinate auditable distribution of arising ben-

efits (e.g., royalties) to all contributors—from 

those who register samples to those commit-

ting evidence of scientific value and/or pat-

entability, and all stakeholders in between. 

In response to SARS, aggregating all fair con-

tributors into a single patent-holding consor-

tium (a patent pool) could have reduced risks 

for licensees and accelerated follow-on R&D 

(3). R&D graphs could thus support com-

plex multistakeholder networks such as the 

WHO’s R&D Blueprint and the Coalition for 

Epidemic Preparedness Innovations (CEPI) 

in prioritizing R&D while respecting indi-

vidual ownership, by recording public and 

private contributions that can be accounted 

for retrospectively.

THOUGHTS ON IMPLEMENTATION

Key concepts we have discussed have been 

explored in recent efforts (9, 12, 13) and fit 

with existing open-source technologies (see 

SM). However, designing and implementing 

an ORBI-like system raises sociopolitical, le-

gal, and technical issues that need effective 

resolution. Political willingness and involve-

ment of stakeholders at the global gover-

nance level (e.g., WHO, Food and Agriculture 

Organization of the United Nations, World 

Organisation for Animal Health, World In-

tellectual Property Organization, and CBD) 

will be essential for aligning with existing 

(legal) frameworks and procedures and for 

coordinating pilots demonstrating system 

functioning in (simulated) practice. Adopting 

a multistakeholder governance model analo-

gous to the Global Health Security Agenda, 

embodied by a dedicated steering group 

(SG) that includes a fair, global representa-

tion of acknowledged stakeholders, seems 

promising (see SM). An SG could oversee 

the appointment of ANOs and facilitate in-

system design, implementation, and promo-

tion through technical and policy working 

groups. Standardization of key enabling tech-

nologies (e.g., through the International Or-

ganization for Standardization, World Wide 

Web Consortium, and Institute of Electrical 

and Electronics Engineers) and interfaces 

with existing storage systems (e.g., INSDC, 

GISAID, and COMPARE) will determine suc-

cess and sustainability, as will intuitive user 

clients and graphical user interfaces (2). 

Increased restrictions on sharing through 

strengthened access control could emerge 

but seem unlikely because this may conflict 

with legal obligations under the Interna-

tional Health Regulations and principles of 

cooperation, transparency, and openness. Fi-

nally, blockchain is not a panacea. Efforts to 

address market failures and regional capac-

ity building to improve R&D are essential for 

long-term preparedness (14, 15). j
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N
ow more than ever, it is useful to step 

outside at night and remember the 

grandeur of the Universe. You can 

do so while taking out the trash or 

while wandering the neighborhood 

wondering what will come over the 

next months. If you are lucky, you will pause 

long enough, looking up, to be humbled and 

awed by the sublimity and scale of what sur-

rounds us. With his new book, Entangled 

Life, Merlin Sheldrake reminded me that 

one can have a similarly transcendent expe-

rience by pausing and looking down.

Sheldrake’s book is an ode to fungi: the 

fungi that call to pigs from beneath the 

earth; the fungi that colonized the land 

from the sea and made it possible for plants 

to move ashore; the fungi that connect trees 

in a network, a web, an exchange system; 

the fungi that take control of minds (those 

of insects and that of the writer); and fungi 

that produce alcohol and enable the mak-

ing of bread, which have been dancing with 

humanity since before the dawn of agricul-

ture. More than anything else, Entangled 

Life is an ode to other ways of being. 

Fungi can assume dozens of different 

sexes and can transform even the most re-

MYCOLOGY

By Rob Dunn

The fantastical lives of fungi

calcitrant nonlife (be it wood or even rock) 

into life. They can sense what we might call 

smells or tastes with the entireties of their 

filamentous bodies. The fungal world is ev-

erywhere and yet entirely foreign. 

Sheldrake is a newly minted fungal bi-

ologist, having only recently earned his 

doctorate. Much of his work has been con-

ducted on Barro Colorado Island 

in Panama, where he studies 

the interactions among trees 

via fungi. He writes about some 

of this work but also about in-

teractions with fungi that will 

be more familiar to nonmycolo-

gists. I finished the book eager 

to ferment anything and every-

thing, dig through soil, and go 

out and sniff mushrooms. 

In the book’s first chapter, Shel-

drake considers truffles, fungi that 

live underground through diverse 

interactions with other beings. 

As he explains, truffles partner with trees in 

complex systems of exchange. But they also 

partner with mammals such as pigs, which 

gather and disperse their underground fruit-

ing bodies. Here, Sheldrake shares his expe-

rience following a truffle dog named Dante 

that, like Sheldrake, can detect signs of fungi 

that others miss. 

Entangled Life is full of details, but Shel-

drake tends to use those details to reveal 

broader truths. For example, he writes about 

the intricate interactions between the fungi 

and algae that make up lichens, but while 

doing so he considers the boundaries be-

tween one species and the next. 

In reading Entangled Life, it becomes 

clear that when we perceive fungi, we of-

ten do so with metaphors and through the 

lens of our own limited senses. Whereas 

we communicate with words and symbols, 

theirs is a realm of biochemical messages 

and exchanges. In chapter six and else-

where in the book, Sheldrake considers the 

underground web of connections between 

fungi and plants, tallying the many systems 

to which these connections have been com-

pared: social networks, rivers, the internet, 

labyrinths, the interrelated yet separate 

organs in the human body. Fungal connec-

tions are like all of these things, and yet 

they are also sufficiently singular as to be 

beyond easy description. 

It is perhaps only when fungi manipu-

late our own bodies that we fully realize 

their powers. In chapter four, Sheldrake de-

scribes the mind-altering drugs produced by 

fungi, using the story of his own LSD trip 

to consider the diverse ways fungi convince 

animals to do their bidding. He returns to 

this theme in chapter eight, considering the 

ways in which yeasts have shaped human so-

ciety. We describe ourselves as “using” yeasts 

to make beer, wine, and sourdough bread, 

but Sheldrake makes clear that yeasts, by 

producing aromas and alcohols that please 

and alter our minds, are actually using us to 

produce more of themselves. 

I have been working on and 

reading and writing about fungi 

for a decade. And yet, nearly ev-

ery page of this book contained 

either an observation so inter-

esting or a turn of phrase so 

lovely that I was moved to slow 

down, stop, and reread. At one 

point, for example, Sheldrake 

recounts making cider from 

apples harvested from trees 

that might have descended from 

Isaac Newton’s apple tree, writ-

ing: “I called the cider Gravity 

and lay heavy and reeling under the influ-

ence of yeast’s prodigious metabolism.” 

It is easy, as a biologist, to grow numb to 

nature: numbed by the ones and zeroes of 

spreadsheets, numbed by emails and virtual 

meetings. This book rocked me into remem-

bering that nature, especially fungal nature, 

is big and encompassing and creative and 

destructive. It reminded me that fungi are, 

like the Universe, sublime. j

10.1126/science.abb5841

Bioluminescence illuminates a ghost mushroom 

(Omphalotus nidiformis) in Australia.

An ode to an underappreciated life form reminds readers 
that the mundane can be sublime
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he rapid expansion of interstate high-

ways in the 1950s led to a marked in-

crease in travel by Americans. While 

White families traveled with ease, Af-

rican Americans and other marginal-

ized groups had to plan every detail 

of their trips to avoid “sundown towns”

en route to their destinations (1). Black 

families relied on an annual publication 

to navigate the country’s hostile terrain, a 

manual known as the Green-Book (2). De-

grees of Difference is another sort of green 

book, one that provides adv ice to women of 

color in graduate programs about how to 

survive and thrive while navigating hostile 

academic environments. In doing so, the 

book shines a light on the ways that gradu-

ate programs are failing these individuals. 

Edited by Kimberly D. McKee and 

Denise A. Delgado, Degrees of Difference

is a collection of essays about the North 

American graduate experience from the 

intersectional (3) perspective of Chicana, 

Arab, Latina, Cherokee, Asian, and Black 

women in programs in the medical sci-

ences, the humanities, and the social 

sciences. The book’s contributors use a 

technique known as “counterstorytelling” 

to center their lived experiences in the 

academy (4). By challenging traditional 

narratives, they illuminate the policies that 

exclude women of color from fully partici-

pating in academia and the practices that 

serve as daily reminders that the ivory 

tower was not built with them in mind. 

In a chapter titled “Evoking My Shadow 

Beast,” Carrie Sampson cites policies that 

assume that graduate students are one-

dimensional with “no life outside of our 

programs.” Policies such as strict time-to-

degree—which are at odds with parental 

leave, if such leave is even available—push 

many women out of the academy. This senti-

ment is echoed by Regina Emily Idoate in her 

piece “Stats and Stories,” in which she argues 

that graduate programs do not “work fam-

ily time into the academic calendar.” Such 

policies disproportionately affect women 

of color. Idoate goes on to say that promo-

tion and tenure policies that do not value 

“diversity-related service” impose an expen-

sive tax on women of color who do enter the 

professoriate and are expected to take the 

lead in making the academy inclusive. 

Exclusionary policies are compounded 

by exclusionary practices. For example, 

when faculty fail to include the scholar-

ship of women of color in the curriculum 

or, more broadly, when women of color 

are not represented in the student body 

and the professoriate, it perpetuates era-

sure and implicitly signals that women of 

color do not belong. As Aeriel A. Ashlee 

writes, “Not seeing myself represented in 

the scholars of my academic program…was 

just one of many racial microaggressions” 

experienced (5).

In the book’s foreword, numerous stud-

ies are cited that empirically show that 

there is a “hidden curriculum in graduate 

training” and that this curriculum “main-

tains the status quo of what knowledge is 

valid and who is legitimized as a knowl-

edge producer.” In “You’re Going to Need 

a Team,” Delia Fernández reiterates this 

point by reminding readers that “the pres-

ence of poor and working-class women of 

color at universities disrupts the very foun-

dation of higher education.” 

Degrees of Difference flips the traditional 

deficit narrative, which purports that mi-

noritized individuals need to be fixed, to 

one that presents undeniable evidence that 

graduate program policies and practices 

are what actually need to be fixed. By mak-

ing visible the uncomfortable truths about 

graduate education, the book incites the 

disruption needed to make change happen. 

Each counterstory provides wisdom about 

how to thrive in hostile graduate terrain. 

But more importantly, each counterstory is 

a call to action for graduate programs to do 

better. Until that happens, works like De-

grees of Difference will continue to be essen-

tial to the success of women of color, who 

shoulder the work of moving the proverbial 

doctoral-attainment needle. j
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Impact of COVID-19 
on academic mothers
As daily life grinds to a halt worldwide in 

response to the coronavirus disease 2019 

(COVID-19)  pandemic, professionals are 

adjusting to a new reality of remote work-

ing. For many researchers, the release 

from teaching and administrative activi-

ties means more time for independent 

work. In contrast, parents of young chil-

dren for whom school has been cancelled 

are facing uniquely challenging responsi-

bilities. Although academic fathers are not 

immune to the impacts of confinement, 

it is traditionally women who carry the 

heaviest load (1, 2). 

These women risk suffering yet another 

motherhood penalty. Instead of writing 

papers, they are likely to devote time to 

homeschooling children and doing house-

hold chores. For those who have not yet 

leaked from the pipeline (3) and are strug-

gling to keep their careers on track, these 

months of heavier duties may increase the 

distance between them and their male and 

childless peers. 

Gender inequality in science is an urgent 

issue, and motherhood plays a major role 

in it (4). Recent years have witnessed the 

emergence of many initiatives that ignited 

changes toward addressing this problem 

[e.g., (5–8)]. We cannot allow this pan-

demic to reverse advances and further 

deepen the gender gap in science. 

Policies and actions to mitigate the moth-

erhood penalty can benefit all scientists. 

Edited by Jennifer Sills Deadlines for grant proposals, reports, 

and renewal requests must be postponed. 

Funding agencies should consider creating 

granting programs designed around the real-

ity of academics with families. By instituting 

more flexible policies, we can make science 

fairer for everyone affected by the pandemic. 
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Support early-career 
field researchers
Pandemic-induced restrictions on 

research are now ubiquitous. We urge 

administrators and policy-makers to rec-

ognize that field researchers—especially 

those early in their careers—face unique 

challenges, even if restrictions last only a 

month or two. Bans on travel, hiring, and 

facility use are forcing many researchers 

to abandon the entire field season, los-

ing a full year of irreplaceable data and 

research-training opportunities.

The loss of data is most damaging for 

multi-year projects, which are common in 

the case of field research. For example, a lost 

year in a demographic study renders mul-

tiple years of data uninterpretable because 

data on growth and survival between years 

are required for analysis. Similarly, in any 

system with lagging effects, the loss of a sin-

gle season can have multi-year consequences 

on analyses. For long-term studies, the loss 

of a single year may seem less damaging, but 

increasing climate variance means that each 

season brings new insights.  

The impact of lost research is most 

severe for scientists at early career stages. 

Institutions and agencies should focus on 

protecting graduate students and post-

docs, as the loss of a year’s data can affect 

their ability to complete dissertations or 

acquire jobs. We call on policy-makers and 

institutions to provide funding opportuni-

ties for early-career researchers to recover 

from such disruptions; support for salary, 

stipends, and tuition will be most criti-

cal. Although scientists conducting field 

research may be most vulnerable, these 

funding opportunities would certainly 

benefit laboratory-based scientists as well.

No one institution or agency has the 

resources to prevent impacts of lost 

research on field science or science in 

general. However, modest targeted funding 

for the most vulnerable research projects 

and researchers would help to preserve 

the quality of research and the pipeline of 

LETTERS

COVID-19 stay-at-home orders could exacerbate 

challenges faced by mothers in academia. 
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research training that we depend on for 

our next generation of scientists.
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Preserve Global South’s 
research capacity 
 The coronavirus disease 2019 (COVID-

19) pandemic is pushing the world into

a humanitarian crisis that will have

devastating, long-term consequences for

development. One of the casualties will be

research capacity, and the recovery will be

most challenging in the Global South.

Over the past two decades, great strides 

have been made in creating research 

capacity to address health and develop-

ment in those countries most in need 

(1). This has been made possible through 

a range of funding sources, including 

national research councils and phil-

anthropic donors as well as overseas 

development assistance of multilateral 

funders such as the UN agencies and 

bilateral foreign aid agreements. Research 

institutions in low- and middle-income 

countries have used this support to 

improve infrastructure, governance, and 

human capital. 

Now, the pandemic is substantially 

disrupting funding streams (2, 3). Some 

institutions are already preparing to lay 

off or furlough staff (4). If they can-

not maintain or quickly rehire staff, 

researchers will drift away, and institu-

tional memory, relationships, and skills 

will fade. Although these challenges are 

universal, the Global South is particularly 

vulnerable given that its gains have been 

made only recently. The countries in this 

region cannot afford to hemorrhage the 

limited human resources that are the 

foundation of research and scholarship. 

Funders of scientific research, par-

ticularly in low- and middle-income 

countries, can contribute to preserve 

research capacity. Supplementary funding 

will be required to cover the costs of the 

delays likely to result from movement 

restrictions and deadline extensions. 

Deliverables on existing grants should 

be reconfigured to support virus-safe 

research. Investment should be made in 

the creation of collaborative platforms 

to enable virtual collaboration.  Finally, 

new funds should be committed in 

anticipation of the post–COVID-19 

implementation of planned or revised 

research projects. These changes will help 

all research institutions, but they will be 

most vital to retain capacity in the Global 

South, where the recovery from the loss 

to funding could take much longer than 

in regions with long-established research 

institutions and infrastructure.
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TECHNICAL COMMENT ABSTRACTS

Comment on “Dry reforming of methane by stable 

Ni–Mo nanocatalysts on single-crystalline MgO”

Yun Hang Hu and Eli Ruckenstein

  Song et al. (Reports, 14 February 2020, p. 

777) ignore the reported efficient Ni/MgO 

solid-solution catalysts and overstate the 

novelty and importance of the Mo-doped Ni/

MgO catalysts for the dry reforming of meth-

ane. We show that the Ni/MgO solid-solution 

catalyst that we reported in 1995, which is 

efficient and stable for the dry reforming, is 

superior to the Mo-doped Ni/MgO catalyst.

Full text: dx.doi.org/10.1126/science.abb5459

Response to Comment on “Dry reforming of 

methane by stable Ni–Mo nanocatalysts on single-

crystalline MgO”

Youngdong Song, Ercan Ozdemir, Sreerangappa 

Ramesh, Aldiar Adishev, Saravanan Subramanian, 

Aadesh Harale, Mohammed Albuali, Bandar 

Abdullah Fadhel, Aqil Jamal, Dohyun Moon, Sun 

Hee Choi, Cafer T. Yavuz

Hu and Ruckenstein state that our find-

ings were overclaimed and not new, 

despite our presentation of evidence for 

the Nanocatalysts on Single Crystal Edges 

(NOSCE) mechanism. Their arguments do 

not take into account fundamental differ-

ences between our Ni-Mo/MgO catalyst and 

their NiO/MgO preparations.

Full text: dx.doi.org/10.1126/science.abb5680
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As stated in our paper (1), the use of Ni for dry reforming 
goes back to 1928 (2) and Ni/MgO dates to ~1974 (3), not 
what was claimed by Hu and Ruckenstein (4). The lack of 
coke- and sintering-resistant catalyst is also widely known 
in the dry reforming of methane (DRM) field: “The most 
widely used catalysts for DRM are based on Ni. However, 
many of these catalysts undergo severe deactivation due to 
carbon deposition” (5). This was also shared in their 1995 
paper—“No commercial catalyst is yet available for [DRM] 
reaction, the main reason being the formation of carbon” 
(6)—and in their 2002 review—“Unfortunately, there is no 
established industrial technology for carbon dioxide reform-
ing of methane … The main reason for this is the carbon 
deposition … No effective commercial catalyst to date exists 
that operates without carbon formation” (7). There are 
many more reports that note nickel-based catalysts failing 
in DRM through coking (8–10). We listed about 60 of the 
representative ones in the supplementary materials of our 
paper (1). 

Hu and Ruckenstein, then, claim their work to be supe-
rior to ours and others in the rate of conversion. For a fair 
comparison of catalytic activity, it is best to focus on the 
total amount of reactants converted because conditions and 
parameters vary greatly, and also to properly investigate the 
durability of catalysts (hence the stability comparisons in 
coking and sintering). The long-term stability of our cata-
lyst, NiMoCat, was tested for 850 hours at 800°C (Table 1). 
During that test (Fig. 1), a total of 10,110 liters of reactants 
were converted per gram of NiMoCat. This value is much 

higher than that of their reduced NiO/MgO solid-solution 
catalyst (Table 1) and others. The spent catalysts were also 
not analyzed (6) to see whether there was any coking. Some 
of the carbon structures do not immediately affect the activ-
ity of catalysts but end up being the most serious problem 
in industrial applications, as coke breaks catalyst pellets and 
subsequently plugs the reactors (11). To avoid such prob-
lems, we characterized our spent catalysts judiciously (1) 
and showed that the NiMoCat did not show any signs of 
coking even after being used over 35 days. 

Hu and Ruckenstein also argue that low dosing of the 
incoming reactants would cause catalytic active sites to be 
insufficiently used. However, faster flow rates decrease the 
contact time between catalyst and reactants, and lead to 
reduced conversions because there is not enough time for 
reactions to occur (12, 13). In fact, we also used a flow rate 
that was higher by a factor of 5 [figure 2D in (1)], mainly to 
show this problem and account for dilutions, but more im-
portantly to provide a deliberate incomplete conversion that 
would unravel any catalyst exhaustion. With this faster flow 
rate, NiMoCat did not show any signs of coking or sintering 
for 500 hours. 

Perhaps the most problematic of all is the claim that the 
delay in the DRM activity of NiMoCat (induction) is an indi-
cation of low performance due to the slow NiO diffusion to 
the surface of MgO, despite our extensive analysis and ex-
planation on the “activation” phase (1). 

1) We used a strong reductant during catalyst synthesis
and NiO did not form. During the reaction, we never al-

Response to Comment on “Dry reforming of methane by 
stable Ni–Mo nanocatalysts on single-crystalline MgO” 
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lowed Ni to oxidize. Very recently, our partners in industry 
have tested gradual oxidation of NiMoCat prior to the DRM 
and found that activity ceased altogether. 

2) We carefully studied the activation [figures S17 to S30
in (1)] and found that the Nanocatalysts on Single Crystal 
Edges (NOSCE) mechanism that is responsible for sealing 
off coking-prone defects relies entirely on the activation. 

3) We have tested two separate NiMoCat batches under
identical conditions (Fig. 1) and observed different activa-
tion behaviors. This shows that defect sealing may require 
different amounts of time for each sample, further support-
ing the NOSCE mechanism. In a solid solution of NiO/MgO 
argument, there should not be any difference. 

4) If the solid solution were to be key to the coke pre-
vention, our control catalysts, such as those based on com-
mercial MgO, wet impregnation (versus polyol), and ball-
milled NiMoCat, would not have failed. In fact, they coke 
severely, indicating the validity of the NOSCE mechanism 
but not a solid solution (1). 

5) Electron microscopy images and elemental mapping
located nickel-molybdenum alloy nanoparticles on the sur-
faces of the single-crystal MgO, and Ni diffusion into MgO 
was never observed. This is also one of the advantages of 
NiMoCat over NiO/MgO solid-solution catalysts because, 
when prepared through a solid-solution method, substantial 
amounts of Ni would remain within the MgO support and 
be unavailable for reaction, as noted by Hu and Ruckenstein 
(4). 

6) We concluded that the low conversion of Ni/MgO
without Mo [figure S14 in (1)] was attributable to the sur-
face oxidation of nickel because NiO is not active in DRM 
and we could not observe such NiO layers in NiMoCat, even 
after 850 hours of testing. 

7) Ni/MgO catalysts prepared through wet impregnation
methods (as the commenters assume all Ni catalysts to be 
prepared, but certainly not NiMoCat) are not technically 
Ni/MgO catalysts, as they inevitably contain considerable 
amounts of unreduced NiO. Impregnation irreversibly dam-
ages the surface of pristine MgO and triggers coke for-
mation. For example, we predeposited Mo on MgO before 
loading Ni nanoparticles [figure S42 in (1)]. This resulted in 
severe coke formation, which is completely different when 
compared to NiMoCat. 

Finally, we prepared controls by making solid solutions 
of NiO/MoO/MgO and analyzed activity in order to investi-
gate the effect of preparation methods (1). The results clear-
ly showed severe coke formation after the reaction [figure 
S34 in (1)]. Some of the Ni was not at all reduced, and 50 wt 
% of the spent catalyst was unwanted carbon. This sample 
displayed the fastest and highest coking we saw in our con-
trol experiments, which clearly indicates the superiority of 
NiMoCat in composition and design. 
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 Entry Catalyst T 
(°C) 

GHSV 
(liters 
gcat

−1 
hour−1) 

CH4 
conversion 

(%) 

CO2 
conversion 

(%) 

Time 
(hours) 

Total amount 
of reactants 

converted 
(liters gcat

−1) 

Ref. 

1 NiMoCat 800 60 98 100 850 10,110 (1) 
2 NiMoCat 800 300 72 81 400* 18,360 (1) 

3† Ni/Mg.Al.550.CA 700 170 72 80 60 7,752 (14) 
4† LaHT2-550 700 150 45 58 50 7,500 (15) 
5‡ NiO/MgO solid 

 solution 
790 60 91 98 120 6,806 (6) 

Fig. 1. DRM activity of two separate batches of NiMoCat under identical conditions (e.g., GHSV = 60 
liters gcat

−1 hour−1). (A and B) Sample A works without any “activation” [see also figure 2B in (1)], whereas 
sample B requires about 100 hours. 

Table 1. DRM catalytic activity comparisons of NiMoCat with nickel-based catalysts at 1 bar. The total amounts 
of reactants converted were calculated by taking into account the dilutions and conversion yields, allowing a fair 
comparison of all studies. 

*Activation period of 100 hours was subtracted even though there was considerable conversion.    †Significant
coking detected.    ‡No data were given on the presence of coking.
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rhythmic, persisted during 

constant darkness and in infec-

tions of arrhythmic mice, and 

synchronized by entraining to 

the host’s periodicity. —CA

Science, this issue p. 754, p. 746

C–H BOND ACTIVATION

Speeding up borylation
Catalytic borylation is the rare 

reaction that can selectively 

target stronger over weaker 

saturated carbon–hydrogen 

(C–H) bonds. However, the 

trade-off has been that the 

reaction is slow and requires 

high excess of the hydrocarbon. 

Oeschger et al. now report that 

the right ligand (2-methyl-

phenanthroline) coordinated to 

iridium can accelerate the reac-

tion by 50- to 80-fold. This rate 

enhancement enables selec-

tive borylation of primary C–H 

bonds with the hydrocarbon as 

limiting reagent. The reaction 

is also unusually selective for 

FOOD ALLERGY 

Modeling peanut 
allergy in mice
A challenge in understanding 

food allergies is developing 

animal models that mirror 

human reactions. To develop 

such a model, Zhang et al. 

fed mice peanuts alongside 

an immune adjuvant, cholera 

toxin. In addition to peanut-

reactive immunoglobulin A 

(IgA) antibodies, these mice 

also developed peanut-specific 

IgE and IgG antibodies. T fol-

licular helper (T
FH

) cells were 

required for the generation 

of peanut-specific IgE and 

IgG antibodies, but not IgA 

antibodies. In addition to 

developing a model with which 

to study peanut allergy in 

mice, these results highlight 

the role of T
FH

 cells in driving 

distinct antibody-mediated 

responses. —AB

Sci. Immunol. 5, eaay2754 (2020).

TOPOLOGICAL OPTICS

Optical vortices on 
demand
Light has several degrees of free-

dom (wavelength, polarization, 

pulse length, and so on) that can 

be used to encode information. 

A light beam or pulse can also be 

structured to have the property 

of orbital angular momentum, 

becoming a vortex. Because the 

winding number of the vortex 

can be arbitrary, the channel 

capacity can be expanded con-

siderably. Zhang et al. and Ji et al. 

developed nanophotonic-based 

methods for generating and 

electrically detecting light with 

arbitrary orbital angular momen-

tum, a goal that has remained 

an outstanding challenge so far 

(see the Perspective by Ge). The 

nanophotonic platform provides 

a route for developing high-

capacity optical chips. —ISO

Science, this issue p. 760, p. 763;

see also p. 707

MALARIA

Plasmodium’s inner clock
Malarial fevers are notably 

regular, occurring when parasit-

ized red blood cells rupture 

synchronously to release 

replicated parasites. It has 

long been speculated that the 

Plasmodium parasites that 

cause malaria must therefore 

have intrinsic circadian clocks 

to be able to synchronize like 

this. Two groups have now 

probed gene expression in 

experiments and models using 

data obtained during the devel-

opmental cycles of P. falciparum 

in vitro and in the mouse model 

of P. chabaudi malaria. Smith et 

al. discovered that four strains 

of P. falciparum have circadian 

and cell cycle oscillators, each 

with distinctive periodicities 

that can be experimentally 

manipulated. Rijo-Ferreira et 

al. found that gene expression 

in P. chabaudi was strikingly 

RESEARCH

VOLCANOLOGY

Rumblings of a dormant volcano

E
arthquakes near volcanoes are often a warning sign of a 

future eruption. However, deep long-period earthquakes 

(DLPs) are a special type of seismicity tied most often to 

quiescent volcanoes. Wech et al. found more than a mil-

lion of these DLPs under the inactive Mauna Kea volcano 

in Hawai‘i over the past 19 years (see the Perspective by 

Matoza). Analysis of this large number of observations allowed 

the authors to conclude that the DLPs were connected to a deep, 

cooling magma body. Deep gas releases triggered by minerals 

crystallizing in the deep magma through the “second boiling” 

process may open cracks, triggering the DLPs. —BG

Science, this issue p. 775; see also p. 708

Deep earthquakes under Mauna Kea, an inactive volcano in Hawai‘i, may be associated with magma cooling and crystallization.
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b-C–H bonds in saturated het-

erocycles. —JSY

Science, this issue p. 736 

CORONAVIRUS

The COVID-19 RNA-
synthesizing machine
Many in the scientific com-

munity have mobilized to 

understand the virus that is 

causing the global coronavi-

rus disease 2019 (COVID-19) 

pandemic. Gao et al. focused on 

a complex that plays a key role 

in the replication and transcrip-

tion cycle of the virus. They 

used cryo–electron microscopy 

to determine a 2.9-angstrom-

resolution structure of the 

RNA-dependent RNA poly-

merase nsp12, which catalyzes 

the synthesis of viral RNA, in 

complex with two cofactors, 

nsp7 and nsp8. nsp12 is a target 

for nucleotide analog antiviral 

inhibitors such as remdesivir, 

and the structure may provide a 

basis for designing new antiviral 

therapeutics. —VV

Science, this issue p. 779

CORONAVIRUS

Containment works
National governments have 

taken different approaches in 

response to the coronavirus dis-

ease 2019 (COVID-19) pandemic, 

ranging from draconian quaran-

tines to laissez-faire mitigation 

strategies. In data from China 

Edited by Caroline Ash 

and Jesse Smith
IN OTHER JOURNALS

CELL BIOLOGY

Mitochondria to 
the rescue
When the plasma membrane is 

disrupted, lethal consequences 

can ensue. However, some cells 

can mount a plasma membrane 

repair response specifically 

targeted to the wound site. 

Horn et al. studied the role 

of mitochondria in plasma 

membrane repair in cultured 

mammalian cells. Mitochondria 

form a distributed intercon-

nected network throughout the 

cytoplasm. When the plasma 

membrane is breached, a local 

influx of calcium promotes a 

localized wave of rapid mito-

chondrial fission. The fission 

process is mediated by the 

collected in February 2020, 

Maier and Brockmann noticed 

that, unexpectedly, the epidemic 

did not take off exponentially. 

Nonexponential spread occurs 

when the supply of susceptible 

individuals is depleted on a time 

scale comparable to the infec-

tious period of the virus. The 

results of the authors’ model-

ing approach indicate that the 

public response to the epidemic 

plus containment policies were 

becoming effective despite the 

initial increase in confrmed 

cases. —CA

Science, this issue p. 742

SPACE ROBOTS 

Climbing a space 
mountain 
Traversing over regolith—a 

loose, granular soil that cov-

ers large swathes of Mars 

and the Moon—is challenging 

for wheeled planetary rovers 

because it can cause wheel 

locking.  Using a laboratory 

model of NASA’s Resource 

Prospector 15, Shrivastava et al. 

developed a scaled-down robot 

rover called Mini Rover that 

combines wheel spinning with 

a cyclic-legged gait to ascend 

steep, granular terrain. Mini 

Rover uses its wheels to agitate 

the granular soil to create a 

stable, dynamic surface for the 

rover to climb using its special-

ized gait. —MML

Sci. Robot. 5, aba3499 (2020).

GENE DELIVERY 

Acoustofluidic cell poration 

P
oration methods for introducing genes into cells 

must achieve sufficient throughput to deliver clinically 

useful numbers of transfected cells. Belling et al. have 

enhanced the mechanical poration of cells in microcap-

illaries by mounting them on ultrasonic transducers. 

Studies with fluorescently labeled DNA were used to image 

delivery into Jurkat cells. Ultrasound amplitude and fluid flow 

rates that maintained cell viability were adjusted to maximize 

expression of enhanced green fluorescent protein (eGFP) 

plasmids. These flow rates could process 200,000 cells per 

minute. In peripheral blood mononuclear cells and CD34+ 

hematopoietic stem and progenitor cells, eGFP expression 

was maintained for 3 days with 80% viability. —PDS

Proc. Natl. Acad. Sci. U.S.A. 10.1073/pnas.1917125117 (2020).

Color laser scanning micrograph of mouse embryonic fibroblasts after 

acoustofluidic sonoporation
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mitochondrial fission protein 

Drp1. At the injury site, the locally 

fragmented mitochondria help 

to clear the influx of calcium 

from the cytosol and generate 

a localized redox signal that 

promotes membrane repair. In 

cells lacking Drp1 or its adaptor 

protein, the mitochondria do 

not fragment and fail to repair 

plasma membrane damage. 

—SMH

J. Cell Biol. 219, e201909154 (2020).

.

MICROBIOLOGY

Community action
The evolution of antibiotic 

resistance is important to 

understand within the context 

of the community of resident 

(commensal) bacteria, particu-

larly within the gut. Baumgartner 

et al. investigated the role of 

microbial ecology on resistance 

to the antibiotic ampicillin in 

anaerobic fermenters set up to 

mimic the human gut environ-

ment. Focusing on effects on a 

tagged Escherichia coli strain, 

the authors found that the com-

mensal microbial community 

not only suppressed the growth 

of the E. coli but also prevented 

the development of ampicillin 

resistance. This was found to 

be true despite the presence of 

mobile resistance genes among 

the commensals that could be 

transferred to the tagged strain. 

However, ampicillin resistance 

did emerge when the com-

mensals in the fecal slurry were 

inactivated. —GKA

PLOS Biol. 18, e3000456 (2020).

SIGNAL TRANSDUCTION

Pathway to liver disease
Nonalcoholic steatohepatitis 

(NASH) is a prominent cause of 

chronic liver disease in humans 

but how it develops is not fully 

understood. Wang et al. traced a 

signaling pathway through which 

increased cholesterol in the liver 

promoted NASH. In a mouse 

model of NASH, cholesterol 

internalization led to activation 

of soluble adenylyl cyclase and 

production of cyclic adenosine 

monophosphate–activated 

protein kinase A. This in turn 

stimulated calcium release, 

activation of the small guano-

sine triphosphatase RhoA, and 

the stabilization of TAZ, the 

transcriptional regulator. This 

pathway may provide targets for 

therapeutic intervention in NASH 

and enhance understanding of 

cholesterol signaling. —LBR

Cell Metab. 10.1016/

j.cmet.2020.03.010 (2020).

SURFACE SCIENCE

Electric dipole catalytic 
descriptor
Identifying correlations 

between certain properties of 

heterogeneous systems and 

their catalytic performance is 

crucial for the development of 

efficient screening methods to 

generate new leads for cata-

lysts with superior properties. 

Using machine-learning neural 

networks trained on density 

functional theory simulations, 

Wang et al. show that the 

electric dipole and its related 

parameters can accurately 

predict the key parameters of 

surface-molecular adsorbate 

interactions: molecular adsorp-

tion energy and transferred 

charge. The predictive power of 

the proposed neural network 

models is comparable to the 

widely used d-band theory. 

The transferability of these 

models between different 

heterogeneous systems sug-

gests that the electric dipole 

moment is a promising new 

type of catalytic descriptor. —YS

J. Am. Chem. Soc. 142, 7737 (2020).

POLITICAL SCIENCE

Political attitudes 
among elite donors
In the United States, wealthy 

donors contribute large sums of 

money to politicians. However, 

it is unclear how donors’ policy 

preferences map onto the pref-

erences of average citizens. 

Broockman and Malhotra used 

survey methods to demonstrate 

an asymmetry whereby wealthy 

Republican donors tend to be 

more similar to Republican 

citizens on social issues but 

more economically conserva-

tive, whereas Democratic donors 

tend to be more similar to 

Democratic citizens on eco-

nomic issues but more socially 

liberal. These findings have impli-

cations for understanding when 

Republican and Democratic 

politicians prioritize economic 

versus social issues. —TSR

Public Opin. Q. 10.1093/poq/

nfaa001 (2020).

CHEMICAL DEFENSES  

Same weapon, different source  

M
any animals sequester toxins from their 

prey to use as deterrents for their own 

predators. Toads are a well-known source 

of cardiotonic steroid toxins known as 

bufadienolides. Snakes in the genus 

Rhabdophis are generally regular consumers of 

frog and toad prey and have special dermal glands 

in which toxins are stored for release when the 

animal is attacked. A derived lineage of Rhabdophis 

has shifted its diet from amphibian to invertebrate 

prey, notably toxin-free earthworms. However, 

despite this shift, these species retain the special 

toxin-bearing glands and, unexpectedly, the glands 

have been found to still contain bufadienolides. 

Yoshida et al. characterized the toxins borne by 

these snakes and found that they were similar to 

those synthesized by toads. Further, examination 

of gut contents revealed the presence of not only 

the snakes’ usual earthworm prey, but also firefly 

larvae, which synthesize the toad-like toxins. —SNV

Proc. Natl. Acad. Sci. U.S.A. 117, 5964 (2020).

Firefly-consuming Rhabdophis snakes defend 

themselves with toxin extracted from their insect 

prey, a trait derived from toad-eating ancestors.
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Modeling infectious 
disease dynamics
Current measures to prevent 

the transmission of severe acute 

respiratory syndrome–corona-

virus 2 (SARS-CoV-2) are aimed 

at reducing the projected spread 

and thus mortality rates. The 

projections that inform these 

measures are based on the 

dynamics of previous infectious 

disease pandemics, including 

influenza, Ebola, and HIV. In a 

Perspective, Cobey discusses 

what is known about the 

dynamics of infectious disease 

incidence and how this informs 

responses to SARS-CoV-2. 

Modeling SARS-CoV-2 may be 

complicated by seasonal factors 

and must account for the nature 

of local interventions to reduce 

transmission. —GKA

Science, this issue p. 713

NITROGEN FIXATION

Changing views and a 
changing ocean
As a component of many bio-

molecules, nitrogen is a crucial 

element for life, especially in 

nutrient-poor environs such as 

the open ocean. Atmospheric 

dinitrogen gas (N
2
) is abundant 

but must be fixed by reduction 

to ammonia, a process limited to 

certain organisms and environ-

ments. Zehr and Capone review 

changes in our understanding 

of what marine microorganisms 

are fixing N
2
, where they live, and 

what environmental features 

influence their activity. N
2
 fixa-

tion is more widely distributed 

than previously thought, and we 

still have much to learn about 

the physiology and regulation 

involved. We now have better 

estimates of global- and basin-

scale inputs and outputs, but 

questions remain as to whether 

the oceanic N cycle is bal-

anced. New tools are enabling 

better understanding of ocean 

N
2
 fixation despite disruptive 

consequences from human 

activities, including ocean acidifi-

cation and warming. —MAF

Science, this issue p. 729

VACCINOLOGY

TopoBuilding 
precision vaccines
To induce strong and targeted 

neutralizing antibody (nAb) 

responses against vaccine 

targets, one strategy has been 

to use computationally designed 

immunogens. However, the 

structural complexity of many 

known neutralization epitopes 

has posed a major challenge 

for the design of accurate 

epitope mimetics. Sesterhenn 

et al. created a protein design 

algorithm called TopoBuilder 

to design scaffolds for irregular 

and discontinuous neutralization 

epitopes. As a proof of principle, 

the authors generated epitope-

focused immunogens based on 

the prefusion conformation of 

the respiratory syncytial virus 

(RSV) fusion protein. When 

these immunogens were used to 

vaccinate mice and nonhuman 

primates in RSV infection mod-

els, they generated targeted nAb 

responses to RSV and boosted 

site-specific nAb responses in 

heterologous prime-boost vac-

cination schemes. —STS

Science, this issue p. 730

HYBRID GENOMICS

Mapping vertebrate 
incompatibility alleles
Deleterious gene interactions 

may underlie the observed 

hybrid incompatibilities. 

However, few genes underlying 

hybrid incompatibilities have 

been identified, and most of 

these involve species that do 

not hybridize in natural condi-

tions. Powell et al. used genome 

sequencing to map genes likely 

responsible for incompatibilities 

that reduce fitness in naturally 

occurring hybrid swordtail fish. 

These gene combinations result 

in malignant melanoma, which 

is found in naturally hybridizing 

populations but is not pres-

ent in the parental populations 

(see the Perspective by Dagilis 

and Matute). Using genome 

and population resequenc-

ing, the authors performed 

a genome-wide association 

study to identify potentially 

causative mutations. Using an 

admixture mapping approach 

that assessed introgression 

between multiple swordtail fish 

species, the authors suggest 

that lineages carry different 

genes that interact with the 

same candidate gene, resulting 

in the observed melanomas and 

providing insight into convergent 

hybrid incompatibles that arise 

between species. —LMZ

Science, this issue p. 731;

see also p. 710

CHEMICAL PHYSICS

Intriguing interference 
mechanism
Quantum interference (QI) 

effects play a fundamental role 

in the dynamics of chemical 

reactions. Xie et al. detected 

unusual QI oscillations in the dif-

ferential cross section measured 

in the recoil scattering direction 

of the prototypical elemen-

tary reaction H + HD  H
2
 + D 

(see the Perspective by Aoiz). 

Topological analysis showed 

that this pattern originates from 

the QI between a direct abstrac-

tion and previously unknown 

rebounding insertion pathways, 

which are affected by the 

geometric phase at energies far 

below the conical intersection. 

The QI observed between these 

two distinctive pathways in the 

three-atom system is a clear 

example of the quantum nature 

of chemical reactivity. —YS

Science, this issue p. 767;

see also p. 706

FOREST ECOLOGY

Local factors restrain 
forest warming
Microclimates are key to 

understanding how organisms 

and ecosystems respond to 

macroclimate change, yet they 

are frequently neglected when 

studying biotic responses to 

global change. Zellweger et al. 

provide a long-term, continental-

scale assessment of the effects 

of micro- and macroclimate on 

the community composition 

of European forests (see the 

Perspective by Lembrechts and 

Nijs). They show that changes in 

forest canopy cover are funda-

mentally important for driving 

community responses to climate 

change. Closed canopies buffer 

against the effects of macro-

climatic change through their 

cooling effect, slowing shifts 

in community composition, 

whereas open canopies tend to 

accelerate community change 

through local heating effects. 

—AMS

Science, this issue p. 772;

see also p. 711

MALARIA

Predicting protection
A highly effective malaria vac-

cine would save many lives, 

but correlates of protection 

remain ill defined. Moncunill et 

al. studied peripheral blood cells 

isolated from individuals who 

had received sporozoites under 

chemoprophylaxis or the RTS,S 

vaccine. Transcriptomic analysis 

of gene expression after in vitro 

stimulation of cells revealed pre- 

and postimmunization signatures 

that were validated with separate 

cohorts. The preimmunization 

signatures hint at mechanisms 

of differential vaccine responses 

between individuals; once 

validated in additional studies, 

the postimmunization signatures 

could be used as a surrogate 

for protection in clinical trials, 

possibly accelerating vaccine 

development. —LP

Sci. Transl. Med. 12, eaay8924 (2020).

Edited by Michael Funk
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IMMUNOLOGY

AMPing up killing by 
cytotoxic T cells
Cytotoxic T cells form immune 

synapses at the interface formed 

with their target cells and then 

reorient intracellular lytic gran-

ules toward the contact site to 

ensure efficient killing. Zurli et 

al. found that stimulation of the 

receptor CD2 on cytotoxic T cells 

by target B cells enhanced T cell 

receptor signaling during the 

formation of immune synapses. 

CD2 stimulation led to activation 

of the metabolism-regulating 

kinase adenosine monophos-

phate (AMP)–activated protein 

kinase on lysosomes, which 

promoted lytic granule translo-

cation to the immune synapse. 

Boosting either of these factors 

may thus enhance cytotoxic 

T cell efficacy. —JFF

Sci. Signal. 12, eaaz1965 (2020).
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NITROGEN FIXATION

Changing perspectives in marine nitrogen fixation
Jonathan P. Zehr* and Douglas G. Capone*

BACKGROUND: Biological dinitrogen (N2) fixation,
the reduction of atmospheric N2 to ammonia,
is important for maintaining the fertility of
the oceans by providing biologically useful
nitrogen to support primary organic matter
production (i.e., carbon dioxide fixation). N2

fixation offsets the removal of combined nitro-
gen bymicrobial denitrification and anaerobic
ammoniumoxidation (anammox) and export to
the deep sea. For several decades, there has been
a lack of consensus as to whether losses of N
throughmicrobial removal pathways are bal-
anced by biological nitrogen fixation, along with
other inputs suchas atmospheric nitrogen depo-
sition and terrestrial runoff. N2 fixation was
also generally thought to be largely attributable
to only two types of cyanobacteria—the free-living
filamentous colony-forming Trichodesmium and
the symbionts of diatoms, Richelia—both of
which were found primarily in tropical and sub-
tropical surface waters. Very little was known
about when and where N2 fixation occurred,
or whether there were more N2-fixing species
not yet identified. Nor did we know much about
the genetic capabilities and adaptations of the

marine N2 fixers and how they acquired other
nutrients required for their growth. Hypothe-
ses based on biogeochemical models predicted
that regional sites of N losseswere linked toN2

fixation, suggesting a mechanism that could
maintain the balance of the global ocean N
budget. Understanding the balance of the N
cycle in the sea has wide-ranging implications
for past, current, and future foodwebs, as well
as for the role of marine N2 fixation in the se-
questration of atmospheric CO2 and the pro-
duction and consumption of other greenhouse
gases such as nitrous oxide. With intensive re-
search over the past several decades, many of
these earlier suppositions have been displaced
and supplanted by new models as our knowl-
edge of the players and processes has greatly in-
creased. Nonetheless, many new questions have
arisen and old ones remain to be fully solved.

ADVANCES: Research on marine N2 fixation
has been aided by the development of new
technical and modeling approaches, includ-
ing genomic and metagenomic analysis of
natural populations, isotope geochemistry,

and satellite remote sensing. Global surveys
using high-throughput nucleic acid sequenc-
ing have uncovered novel organisms and
provided new information about the diver-
sity, global distribution, and phylogenetic af-
filiations of N2-fixing microorganisms (also
referred to as diazotrophs). The known diver-
sity of potential N2-fixing marine microorga-
nisms has thus greatly expanded and now
includes a free-living unicellular cyanobacte-
rium (Crocosphaera), a group of novel unicel-
lular cyanobacteria (UCYN-A) symbiotic with
a unicellular alga, and many lineages of hetero-
trophic or photoheterotrophic bacteria. The
cyanobacterial symbiosis is important in oce-

anic N2 fixation and is
characterized by genome
reduction and coevolu-
tion between cyanobac-
teria and their eukaryotic
hosts. Heterotrophic ma-
rine diazotrophs are di-

verse but have not yet been definitively shown
to fix N2 or to contribute substantially to wa-
ter column N2 fixation. Benthic habitats and
associations of diazotrophs with macroorga-
nisms have also been identified. Large-scale
biogeochemical controls (primarily the in-
puts and availability of phosphorus and iron)
and physical controls on N2 fixation are be-
ginning to be more fully understood, includ-
ing how they vary across ocean basins. The
local and global contributions of individual
species are still not fully understood and re-
main difficult to assess, which presents im-
portant research challenges for the future.
Observations and new assessments suggest
that N2 fixation and N removal through deni-
trification (canonical and anammox) may be
in approximate balance, although the stabi-
lizing feedbacks, such as the extent to which
input and removal processes are linked in
space and time, are still debated.

OUTLOOK: There are likely to be yet more dis-
coveries of novel organisms and a refined
view of where and when N2 fixation occurs
and is controlled, leading to a greatly im-
proved predictive capability for global N2

fixation. Distributions of N2-fixing microor-
ganisms and N2 fixation are expected to re-
spond to chemical and physical alterations
resulting from global climate change. Ma-
rine N2 fixers could contribute to the rapidly
developing field of marine aquaculture and
biotechnology. They have also been suggested
as possible targets for upper-ocean fertiliza-
tion to promote sequestration of atmospheric
carbon.▪

RESEARCH

Zehr et al., Science 368, 729 (2020) 15 May 2020 1 of 1

The list of author affiliations is available in the full article online.
*Corresponding author. Email: zehrj@ucsc.edu (J.P.Z.);
capone@usc.edu (D.G.C.)
Cite this article as J. P. Zehr, D. G. Capone, Science 368,
eaay9514 (2020). DOI: 10.1126/science.aay9514

N2 N2

Previous view:
Unbalanced

Current view:
Balanced?

Trichodesmium Crocosphaera UCYN-ARichelia

Uncultivated

bacteria
heterotrophic

N2 fixation in the marine environment and changes in perspectives in recent decades. N2 fixation was
largely attributed to Trichodesmium and Richelia (upper left). New organisms have been discovered by
nucleic acid sequencing, including diverse cyanobacteria (the unicellular symbiotic UCYN-A and free-living
Crocosphaera) and noncyanobacterial diazotrophs (currently uncultivated and not visualized). N2 fixation has
been found in an increasing array of environments previously not believed to be important regions for N2

fixation, such as coastal regions and high latitudes. Previously, N losses were believed to exceed N2 fixation
inputs, but whether the N budget of the oceans is balanced remains a matter of controversy.T
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NITROGEN FIXATION

Changing perspectives in marine nitrogen fixation
Jonathan P. Zehr1* and Douglas G. Capone2*

Nitrogen fixation, the reduction of atmospheric dinitrogen gas (N2) to ammonia, is critical for biological
productivity but is difficult to study in the vast expanse of the global ocean. Decades of field studies
and the infusion of molecular biological, genomic, isotopic, and geochemical modeling approaches have
led to new paradigms and questions. The discovery of previously unknown N2-fixing (diazotrophic)
microorganisms and unusual physiological adaptations, combined with diagnostic distributions of
nutrients and their isotopes as well as measured and modeled biogeographic patterns, have revolutionized
our understanding of marine N2 fixation and its role in the global nitrogen cycle. Anthropogenic
upper-ocean warming, increased dissolved carbon dioxide, and acidification will affect the distribution
and relative importance of specific subgroups of N2 fixers in the sea; these changes have implications
for foodwebs and biogeochemical cycles.

E
arth’s carbon and nitrogen cycles are
critical for maintaining the fertility and
habitability of the planet (1). Nitrogen
is the secondmost abundant element for
life on Earth, but availability often limits

the growth and productivity of terrestrial and
aquatic ecosystems despite the large atmo-
spheric reservoir of N2 gas. Biological N2 fix-
ation is an important source of combined N,
which ultimately is balanced by losses due to
reduction of inorganic forms of N back to N2

gas by anaerobic microorganisms [canonical
denitrification and anaerobic ammonium oxi-
dation (anammox)]. N2 fixation, atmospheric
deposition, terrestrial runoff, and internal re-
distribution (by mixing or upwelling of nitrate-
rich deep water to the surface) are external
sources of “new” N to the upper ocean that
can support the sinking and loss of N and
associated C to the deep ocean. These pro-
cesses have direct importance for atmospheric
CO2 dynamics and global climate change. Just
as human activities have perturbed the carbon
cycle, anthropogenic activities have substan-
tially altered the nitrogen cycle by chemically
reducing N2 gas to make N fertilizers in the
Haber-Bosch process, with resulting eutroph-
ication of inland waters and coastal seas as
well as the increased production of N2O, a
potent greenhouse gas (1, 2). These composite
perturbations on both the carbon and nitrogen
cycles are directly affecting the overall capacity
of the oceans to sequester carbon (1).
Biological N2 fixation partially constrains

the ultimate productivity of the oceans be-
cause N is a limiting nutrient throughout
large areas of the surface ocean. As recently

as a decade ago, therewere several widely held
hypotheses about where N2 fixation was lo-
calized, which organisms were important, and
whether N2 fixation was balanced by losses at
the basin and global scales (3, 4). A wide range
of studies, from the level of genes and genomes
to that of whole ecosystems, using methods
drawn from such fields as molecular biology,
nutrient and isotope geochemistry, and satel-
lite remote sensing, have expanded the known
habitats and the diversity of microorganisms
involved in this process (Fig. 1). N2 fixation has
also been explicitly represented in physiolog-
ical, ecological, and biogeochemical models
that have served to organize and refine our

knowledge of its geographical distribution
and quantitative importance in the sea.
These developments have led tomajor shifts

in paradigms and perspectives for our current
understanding of the role of N2 fixation in
ocean ecosystems and have provoked new
questions (5–7). It will be critical to under-
stand how the effects of human activities, in-
cluding ocean warming, acidification, and
N deposition and runoff, will affect marine
biological N2 fixation and its role in the global
nitrogen cycle in the future.

Diversity of symbiotic and free-living
diazotrophic cyanobacteria

Putative N2-fixing microorganisms have been
discovered by the application of molecular bi-
ological and genomics approaches. In recent
years, nitrogenase genes from N2-fixing uni-
cellular cyanobacteria and heterotrophic (pos-
sibly including photoheterotrophic) bacteria
have been amplified and sequenced fromopen-
oceanDNA samples using the polymerase chain
reaction (PCR) and quantitative PCR (8). More
recently, metagenomics and metatranscrip-
tomics (8, 9) have shown that N2-fixing mi-
crobial assemblages are far more diverse than
previously realized (Fig. 2). Prior to these studies,
marine N2 fixation was primarily attributed
to the nonheterocyst-forming cyanobacte-
rium Trichodesmium (10) and the symbiotic
heterocyst-forming cyanobacterium Richelia
(11, 12). Unlike Trichodesmium and diatom
symbionts, some of the newly discovered N2

fixers cannot be visualized macroscopically
or even by microscopy, and it has yet to be
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Fig. 1. N2 fixation in the marine environment. N2 fixation is distributed throughout marine habitats;
recently detected novel metabolic modes supporting N2 fixation are indicated. N2 fixers and N2 fixation have
been observed in sediments, hydrothermal vents, corals, and other habitats as well as the surface ocean.
Surface-ocean diazotrophs include Trichodesmium, Crocosphaera, UCYN-A symbionts, diatom symbionts, and
noncyanobacterial diazotrophs (NCDs).



demonstrated whether or when some of them
fix N2.
Perhaps the most striking discovery of the

past two decades was the finding of substantial
N2 fixation rates in the smaller size fraction of
the marine microplankton (13, 14). Unicellular
cyanobacteria were not known to be impor-
tant in diazotrophy in the open ocean until
their discovery by nitrogenase gene sequenc-
ing in a wide variety of locations (sequence
groupsUCYN-A, -B, and -C), including the free-
living Crocosphaera (UCYN-B), (15). Even more
surprising was an uncultivated species known
as UCYN-A (Candidatus Atelocyanobacterium
thalassa) (Fig. 2). UCYN-A is a very unusual
cyanobacterium with a small genome and ex-
treme metabolic streamlining (16) that is found
in symbiosis with relatives of the unicellular
haptophyte alga Braarudosphaera bigelowii
(17, 18), a eukaryotic photoautotroph. It has di-
verged and coevolved with its specific host for
~100 million years (16, 19). UCYN-A does not fix
CO2 or perform oxygenic photosynthesis as do
typical cyanobacteria, is likely to be an obligate
symbiont with the haptophyte (16), and has
been directly shown to fix N2 [by

15N2 isotopic
labeling and nanoscale secondary ion mass
spectrometry (nanoSIMS)] in divergent geo-
graphic locations (18, 20). This discovery has
implications for organelle origins and evolution,
but it also is an unusual unicellular symbiosis
that enables daytimeN2 fixation by a unicellular
cyanobacterium, which is important in the low-
nutrient waters of the oligotrophic ocean.
Another recent surprise is that themajor dia-

zotrophic cyanobacterial groupsTrichodesmium

(21, 22),Richelia/Calothrix (12), and the unicell-
ular cyanobacteria Crocosphaera andUCYN-A
(23) are made up of genetically diverse and
morphologically distinct species or sublineages
that are likely ecotypes or strains adapted to
specific conditions (24). All these findings have
radically changed our view of how, when, and
where N2 fixation occurs and the fate and
foodweb pathways that recently fixed N may
take. It is thus possible that the magnitude
of N2 fixation in the oceans is considerably
greater than had previously been estimated
from field observations.

Potential role of noncyanobacterial diazotrophs

Along with the unicellular cyanobacterial N2

fixers, noncyanobacterial diazotrophs (NCDs;
heterotrophic or photoheterotrophic bacte-
ria) were discovered at Station ALOHA in the
North Pacific Ocean in the form of gene se-
quences and gene transcripts (mRNA) (25).
More recently, it has become clear that NCDs
are distributed widely and are extremely di-
verse (25–27), even though their contribution
to open-ocean N2 fixation has yet to be demon-
strated. These include groups of gammaproteo-
bacteria (28, 29) and multiple genome types
found worldwide in the global TARA meta-
genomic sequence database (30).
The discovery of the high diversity and wide

distribution of NCDs is intriguing and yet
enigmatic (28). Although heterotrophic bacte-
ria are common in terrestrial N2 fixation, they
inhabit organic-rich soils or live in symbiosis
with C-fixing plants. N-limited oligotrophic hab-
itats in the oceans also have very low concen-

trations of dissolved organic matter and are
saturated with dissolved O2, which is inhibi-
tory to nitrogenase. A plausible explanation
is that heterotrophic N2-fixing bacteria are
largely associated with more organic-rich
particles (31) where the physical structure of
the particle can restrict diffusion, allowing O2

concentrations to be reduced and N2 fixation
to occur. Genes from presumed heterotrophic
bacteria have been found associated with de-
trital aggregates, associated with algal cells
(31), and in invertebrate plankton (copepod)
guts (32), some of which are native to the
copepod microbiome (33). The relative roles
and contribution of NCDs to N2 fixation rep-
resent a major unknown that needs to be
resolved.
Knowledge of the phylogeny and physiology

of surface-ocean diazotrophic microorganisms,
including free-living, symbiotic cyanobacteria
and NCDs, is critical for improving our un-
derstanding ofmarineN2 fixation, yet detailed
information on distributions and abundances
of diazotrophs, N2 fixation rates, and food-
web fates of N2 fixation remain poorly con-
strained. We still do not know for certain which
microorganism(s) contribute the most to global
marine N2 fixation. Rectifying biogeochemical
estimates with microbial distributions and
activities continues to be a challenge for the
future.

New perspectives on physiological strategies
and ecological controls

N2 fixation is energetically expensive and very
sensitive to inhibition and inactivation by O2.
The roles and quantitative importance of dif-
ferent groups of N2-fixing microorganisms are
a function of physiological adaptations and
ecological controls on growth and activities,
which in turn determine the geographic dis-
tribution, ecological competitiveness, and ac-
tivities of individual species and groups. In
recent years, molecular-level understanding
of growth and physiological controls coupled
with analytical models have shown promise
for understanding when and where N2 fixa-
tion occurs, but have also raised more ques-
tions when model predictions diverge from
robust field observations (6, 34).
Critical physiological characteristics for

diazotrophs are the mechanisms for protec-
tion from O2 (including the production of O2

in the case of photoautotrophic cyanobacteria),
obtaining energy from light (cyanobacteria) or
dissolved organic matter (heterotrophs), non-N
nutrient acquisition strategies and relative
sensitivity to the presence of fixed inorganic
N, and the temperature optima for growth.
Although there are now a few cultivated iso-
lates of open-ocean diazotrophs (the unicellular
Crocosphaera, the heterocyst-forming symbiont
Calothrix sp. SC01, and the nonheterocyst-forming
Trichodesmium spp.) whose physiologies can be
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Fig. 2. Phylogeny and microscopy of open-ocean N2-fixing microorganisms. (A) Cyanobacteria are now
known to include not only Trichodesmium and the diatom symbionts Richelia and Calothrix but also the unicellular
symbiont UCYN-A and free-living unicellular Crocosphaera (UCYN-B). (B) Diverse photoheterotrophic or
heterotrophic species have been detected by nucleic acid approaches but are currently being evaluated for their
role in N2 fixation. [Trichodesmium and UCYN-A micrographs courtesy of R. Foster and A. Cabello Pérez]
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studied in the laboratory, a major limitation
is that UCYN-A and surface-ocean NCDs have
not been obtained in culture. Physiological in-
formation for these species depends on novel
cultivation-independent approaches with natu-
ral populations (20).
Symbiosis is an important feature of N2

fixation in the oceans as well as in terrestrial
environments. Trichodesmium has a complex
associated microbiome (35). Two groups of
open-ocean N2-fixing cyanobacteria, Richelia/
Calothrix and UCYN-A, are symbiotic with
unicellular algae (diatoms and haptophytes,
respectively) (12), which means that the phys-
iological capabilities of the eukaryotic partners
(hosts) have critical physiological character-
istics defining ecological competitiveness and
niches. Although much remains to be known
about the unicellular diatom and haptophyte
host physiologies, the ability to couple eukary-
otic photosynthesis and growth to cyanobac-
terial N2 fixation clearly is an advantage in the
nutrient-poor, high-light environment of the
oligotrophic surface ocean and is an important
area of current and future research.
Growth rates of specific diazotrophs are one

of the most important characteristics because
they define their competitive abilities relative
to other N2-fixing and non–N2-fixing species.
The growth rates of N2-fixing microorganisms
have usually been assumed to be lower than
those of non–N2-fixing microorganisms (36),
and this assumption underpins a number of
mathematical models (6, 37). However, recent
estimates suggest that some diazotrophs, in
particular the uncultivated UCYN-A, might
have higher growth rates (up to 1.6 day–1) than
previously assumed (38, 39). This is of funda-
mental importance for understanding and
predicting N2 fixation in the oceans, but is
very difficult to determine because laboratory
experiments with cultures are not necessarily
representative of in situ rates. Moreover, many
of the newly discovered N2 fixers remain un-
cultivated, and growth rates can only be es-
timated in natural populations by indirect
methods. Knowledge of growth rates is a key
parameter for models but also is critical for
understanding the ecosystem flux and fate of
N fixed by N2-fixing microorganisms. Hence,
this is an outstanding and currently impor-
tant unresolved area of research.
Growth is ultimately balanced by loss pro-

cesses, which are also poorly known for oceanic
N2 fixers. At least some diazotrophs are grazed,
although relatively little is known about diazo-
troph grazers (33) or their species specificity
(40). Possible mortality from viruses has been
reported for Trichodesmium (41), but viruses
of other diazotrophs are not yet known. Some
species, such as the symbiotic diatoms (which
have silicon tests), are negatively buoyant, can
form dense blooms that sink relatively quick-
ly, and can therefore be important vectors in

transporting N (and C) from the surface to the
deep ocean (42). A recent mesocosm study in
the southwest Pacific showed the direct trans-
fer of N from Trichodesmium blooms to var-
ious components of the upper foodweb (43).
However, the fates of other smaller-sized
diazotrophs that are likely to follow distinct
pathways in the foodweb are poorly known.
Our understanding of the broader ecological
influence of N2 fixation as well as the accu-
racy of N2 fixation models will be improved
by research to determine the flux of recently
fixed N into the foodweb and the loss pro-
cesses involved in removing these distinct
subgroups.

Photosynthesis, oxygen, and marine N2 fixation

Oxygen is an important factor controlling N2

fixation in O2-evolving cyanobacteria. Most
cyanobacteria avoid inactivation of nitroge-
nase by fixing N2 at night, or by spatially sep-
arating photosynthesis in vegetative cells from
nitrogenase in specialized heterocyst cells
that lack oxygenic photosynthesis (Fig. 3).
Crocosphaera is a typical unicellular N2-fixing
cyanobacterium that fixes N2 primarily during
the dark period, with nitrogenase gene expres-
sion just prior to this period (44) (Fig. 3). The
symbionts of diatoms (Richelia and Calothrix)
and free-livingNodularia and Aphanizomenon
fix N2 in heterocysts, thereby avoiding in-
hibition by photosynthetically produced O2.
Daily cyanobacterial N2 fixation is coordinated
by a complex daily cycle of gene expression
in Trichodesmium, Crocosphaera, Richelia, and
UCYN-A (44, 45) (Fig. 3). Amodel of the cellular
costs of N2 fixation shows that Crocosphaera
must have an O2 barrier in addition to using
respiration to protect nitrogenase (46). Daily
gene expression of the symbiotic cyanobacteria

is coordinatedwith host gene expression in the
diatom-Richelia symbiosis (45), thus demon-
strating the high level of integration of the
association.
Although much has been learned about

Trichodesmium, it continues to puzzle re-
searchers because it does not have obviously
differentiated heterocysts (as does Richelia)
and yet fixes N2 primarily in the light (in con-
trast to Crocosphaera). Early studies suggested
that colony (aggregate) formation favored the
formation of anoxic microzones, but applica-
tion of new methods shows that this is clearly
not the case (47, 48). Some have argued that
Trichodesmium uses spatial separation of
activities along the filament analogous to a
heterocyst [reviewed in (49)], as well as fine-
scale temporal separation of activities to fix N2

during the day (49, 50), but there are contra-
dicting results for spatial intercellular distri-
butions of nitrogenase and for the timing and
inactivation of photosystem II (PSII)–mediated
O2 evolution (47). Nonetheless,metabolicmod-
eling has been used to evaluate how such spa-
tial separation might work (50, 51). Studies
have also shown that althoughTrichodesmium
primarily fixesN2 during the light, it will fix over
much of the dark period if providedwith nickel
(Ni) (52). There is much yet to learn about how
marinediazotrophs avoidO2 inactivation,which
is important for understanding diel cycles and
the depth distribution of cyanobacterial N2

fixation. Because marine N2-fixing symbioses
are mostly unicellular, the underlying mecha-
nisms involved may have useful biotechnol-
ogical implications for developing N2-fixing
plants in agriculture and aquaculture.
The UCYN-A haptophyte symbiosis also

fixes N2 only during the light, but UCYN-A
lacks PSII genes for oxygenic photosynthesis
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Fig. 3. Physiology of open-ocean N2-fixing microorganisms showing daily cycles of C and N metabolism,
O2, and nutrients. Cyanobacteria differ in whether they fix N2 in the light or in the dark and have different
adaptations for obtaining non-N nutrients that have implications for ecological distributions and magnitude
of N2 fixation. It is not known whether N2-fixing bacteria fix during the day or the night.

RESEARCH | REVIEW



and does not evolve O2 itself, although the
partner haptophyte alga does. It has not been
conclusively demonstrated that the oceanic
UCYN-A are truly endosymbiotic (intracellu-
lar), but images of the related UCYN-A2 of
Japanese coastal waters clearly show that they
are (16, 17). UCYN-A lacks two of the three kai
genes that are important in circadian rhythms
in cyanobacteria (53). The cycle of UCYN-A N2

fixation, although not yet understood, may in-
volve a novel circadian network or coordina-
tionwith the host cell circadian rhythm, ormay
simply be dependent on light-driven metab-
olite production by the host (53). UCYN-A
nitrogenase activity is susceptible to inhibition
by the O2 evolved from the haptophyte during
the day, and very recent work has shown that
hopanoid membrane lipids may be an impor-
tant barrier for O2 diffusion in UCYN-A as well
as in other N2 fixers (54). This strategymay also
be important in other nonheterocyst-forming
cyanobacteria (such as Trichodesmium and
Crocosphaera) and the heterotrophic compo-
nents of the Trichodesmium microbiome and
should be a focus of future research efforts.
There are no NCD isolates representative

of the types found in the oligotrophic surface
ocean. As a result, it remains unknownwhether
they are active and how they may be adapted
to fixing N2 under aerobic conditions. N2-
fixing bacteria have been shown to be active
in particles enriched in organic matter and
perhaps in microzones of reduced O2 (55),
but this has not yet been shown to be a gen-
eral phenomenon. A physiological model of
N2 fixation in the bacterium Azotobacter ap-
plied to hypotheticalmarine heterotrophs found
that bacteria need several mechanisms to avoid
O2 inhibition, or must exist in relatively low O2

habitats (46). Someof the diverse heterotrophic
diazotrophs might contain proteorhodopsins
and are functionally photoheterotrophic rather
than chemoheterotrophic, whichmay be of rel-
evance particularly given the recent establish-
ment of the ubiquity of this type of metabolism
among marine heterotrophic bacteria in gen-
eral. Understanding whether heterotrophic or
photoheterotrophic NCD bacteria are active in
the surface ocean, where they get their energy,
and how they avoid O2 inhibition are impor-
tant remaining questions in understanding
oceanic N2 fixation.

Nutrient controls on the distribution
of N2 fixation and diazotrophs

The ability of N2 fixers to compete for non-N
nutrients determines the ecological success of
N2 fixers and the biogeography of N2 fixation.
Different species have different responses and
adaptations to low nutrient availability, as
shown in culture (56), and nutrients limiting
diazotroph growth vary with space and time.
Physiological traits include basic cell size and
growth rate relative to nutrient resources; the

cell-size trait may explain the seasonal bloom,
sinking of diazotrophic diatoms, and transi-
tions to smaller, unicellular species (11). Assays
for expression of high-affinity transporters
(pstS) (57) in Crocosphaera indicate possible
stress and growth limitation caused by low P
availability. Organic P compounds comprise
multiple classes and are assumed to be a la-
bile source for microorganisms (58). One class
of organic P compounds are phosphonates,
which have a C-P bond and are abundant in
Trichodesmium (59). Thus, the use of organic
forms of P as a nutrient source provides an
ecological advantage to some species. Less is
known about how P limits growth in the un-
cultivated diazotrophs, but the addition of in-
organic P has been shown to stimulateUCYN-A
growth (38).
Fe availability is particularly important if

cell quotas for Fe of N2 fixers are greater as a
result of the FeS-rich centers in nitrogenase.
Fe occurs largely in the oxidized (ferric) forms
in oxic seawater and can also be complexed
with organic ligands (60, 61), and most focus
has been on dissolved Fe. However, other
sources that have been overlooked, such as
fluxes from sediments, may also be impor-
tant (62). Key genes involved in Fe metabo-
lism are involved in transport, such as FutA/
idiA, which are more highly expressed under
Fe limitation (63). An efficient adaptation for

Fe use has beendemonstrated inCrocosphaera,
where switching Fe from one protein to an-
other may help to decrease Fe requirements
overall by providing Fe to photosynthetic re-
action (PS1) centers during the day and re-
using the Fe in nitrogenase at night (64).
The relative availabilities of P and Fe are

important in determining the geographic dis-
tributions, activities, and species composition
of N2-fixing assemblages. Fe appears to be a
controlling factor for diazotrophic growth in
some regions (e.g., South Atlantic and South
Pacific), whereas P may be the more critical
element in others (e.g., North Atlantic) (65)
(Fig. 4). Intriguingly, there is an interaction
between P and Fe availability and species re-
sponses, where low Fe can increase the rela-
tive growth rates of some cyanobacteria under
P stress (56).
It was long assumed that N2 fixation was

important where fixed N concentrations were
low, and that N2-fixing microorganisms are
not ecologically competitive where combined
N resources were available. Energetically, fix-
ing N2 is costly, although it is only marginally
(~25%) more costly than using NO3

– (66), and
evidence has been accumulating from culture
work and the environment thatN2-fixingmicro-
organisms can be present and active when
modest concentrations of fixedN in the formof
NO3

– are present (66). The UCYN-A symbiosis
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Fig. 4. Map of known N2 fixation. Map is based on previously known Trichodesmium distributions from
Capone et al. (10) (green borders) and now-recognized general distributions of diverse diazotrophs including
coastal regions and the Arctic Ocean. Rough areas of P and Fe limitation are indicated, based on (37, 97). For
specific sampling stations and detailed data, see Luo et al. (132).
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has been found in many environments with
elevated NO3

– (67). Recent studies have also
shown that it is beneficial for heterotrophs to
use both fixed inorganic N and N2 fixation
under some conditions (68) and that it can be
energetically favorable for Trichodesmium to
use fixed N (69). This change in the N2 fixation
paradigm has expanded the environments
where N2 fixation may be expected, as well as
the global biogeography of N2 fixation more
generally.

Novel habitats for N2 fixation

Within the past two decades, N2 fixers have
been reported to be present and active in re-
gions not previously thought to be important
in N2 fixation, including nutrient-enriched
coastal (5, 70) and low-temperature higher-
latitude waters (67, 71, 72). Both have recently
been shown to have substantial and active
populations of UCYN-A (Figs. 1 and 2). N2

fixers and low but measurable N2 fixation
rates have also been detected in the oxygen-
ated sub–euphotic zone (7) as well as in hypoxic
and anoxic oxygen-deficient zones (ODZs)
along with NCD nifH genes (73–75). ODZs,
with their reduced O2 and combined N levels,
are potentially ideal habitats for certain NCD
diazotrophs. However, other recent studies
have not found active N2 fixation in sub–
euphotic zone stations across the North Pacific
(8) or in the eastern tropical South Pacific ODZ
(76), despite the presence of nifH sequences
of putative NCDs (77).
Rates of N2 fixation, when reported, in sub–

euphotic zone systems are often close to the
limit of detection for the tracer 15N2 isotope
uptake method (8). Nonetheless, if the reported
directly measured rates in the sub–euphotic
zone are real, as argued by Benavides et al. (7)
and others, the scaled-up integrated rates of
N2 fixation from these direct measurements
would be quantitatively important on a global
scale, given the large volumes of these habi-
tats. However, these inputs should be included
in basin-scale analyses using nutrients and iso-
topes, and so should not change the estimated
budgets derived by those methods. Although
the presence of NCD N2 fixers in the sub-
euphotic zone and low O2 waters extends the
spectrum of marine habitats that host diazo-
trophs, the spatial and temporal variability
of this input and the agents involved remain
largely unknown, as does their quantitative
importance to global marine N2 fixation.
N2 fixation has been extensively examined in

a range of coastal habitats, including coral reefs
(78), seagrasses, and sediments (79) (Fig. 1).
Over the past decade, deeper benthic sites
have also been found to host active and pre-
viously undescribed diazotrophic consortia.
Diazotrophy in deep hydrocarbon seeps was
demonstrated with the enriched stable iso-
tope uptake method coupled with nanoSIMS.

“Whale falls” (microbial “oases” defined by the
decaying carcass of a whale) have also been
shown to have active populations of diazo-
trophs (80). Diazotrophy in the hydrocarbon
seeps is mainly associated with the methano-
genpartner of the anaerobicmethane-oxidizing
(ANME) consortia of amethanogen and sulfate-
respiring bacteria (in which the oxidation of
methane occurs by reverse methanogenesis
by the methanogen partner). In the whale-
fall environments as well as several other deep
sediment environments, a more diverse diazo-
trophic flora was evident, suggesting other
metabolic pathways that support observed
diazotrophic activity (81). N2 fixation has also
been documented in the sulfur-oxidizing diazo-
trophic partners of deep-water corals (82).
Curiously, sulfur-oxidizing bacteria symbiotic
with deep hot vent animals have also been
implicated in diazotrophy, but with only indi-
rect evidence to date (83). Although the range
of benthic habitats with diazotrophic inhab-
itants has expanded substantially, the deep-sea
benthos is themost understudied of allmarine
habitats, and there are likely novel sites and
microorganisms yet to be discovered.

Global distribution of N2 fixation and balance
with N losses

Maintaining the balance of global ocean in-
puts of N, including N2 fixation, with losses is
critical for maintaining the fertility of the
seas over longer time scales (Fig. 5). However,
oceanographic research paid little attention to
N2 fixation for a considerable time until conve-
nient means of determining N2 fixation rates
were available (see Box 1) (84). In contrast, re-
active N losses back to N2 (now known to be
through both anammox and canonical de-
nitrification) had been broadly studied and

appeared to be predominant in shelf sedi-
ments and in the major ODZs (3). By the
1990s, extrapolation of available field mea-
surements of N2 fixation to the basin scale
indicated that N2 fixation was much less
than losses, suggesting that there were as yet
unidentified sources and organisms, that there
were errors in the estimates (e.g., large over-
estimates of denitrification), or that the budget
was indeed unbalanced (3). An imbalanced
budget would have important implications
for contemporary marine productivity and
greenhouse gas production (such as nitrous
oxide) and consumption (2) and cannot be
sustained over long time scales without major
effects on ocean productivity. However, ob-
taining accurate estimates of basin-scale rates
by extrapolating from measurements remains
an ongoing challenge given the relatively low
density and limited geographical range of
such observations.
A correspondence between the elemental

composition of plankton of the surface ocean
with the ratios of key nutrients, and in par-
ticular nitrate and phosphate (N:P), in the
deep ocean resulting from the remineraliza-
tion of surface-derived organic matter was
first noted by Redfield (85) and is referred
to as the Redfield ratio (C:N:P = 106:16:1). It
was long assumed that these ratios were
relatively invariant in the oceans. However,
extensive global surveys of ocean nutrients
over the past several decades showed that in
fact these ratios ranged substantially in value
(4) (Fig. 5). One consequence of N2 fixation is
an enrichment of N relative to P in organic
matter, and high subsurface N:P ratios are as-
sociated with areas of substantial N2 fixation.
Similarly, denitrification and anammox can
decrease the ratio of N to P in major nutrient
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Fig. 5. Conceptual model of N flows in the surface ocean. The model links N2 fixation, regeneration in
deep water, and effect on deep-water N:P ratios that are used to estimate N2 fixation rates, taking into
account known global circulation and integrating over large-scale ocean sections.
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pools. Thus, regional imbalances in N2 fixa-
tion and denitrification drive these deviations
from the Redfield ratio. Robust basin- and
global-scale estimates of N2 fixation and de-
nitrification have been derived from geo-
chemical gradients of these ratios (4, 86).
Similarly, isotopic signatures of N in nitrate
integrated over time and space (87) have been
used to infer integrated rates of N2 fixation
and denitrification.
On the basis of these basin-scale analyses,

some have concluded that the nitrogen cycle
has strong homeostatic controls and feedbacks
and is close to balanced (4). Deutsch et al. (86)
noted that the excesses in phosphate relative
to nitrate in waters upwelled through the ODZ
zones of denitrification or anammox in the
eastern tropical Pacific showed progressive
decreases in the large P excess as those waters
were transported westward in surface waters.
They ventured that these regions downstream
of the ODZs should coincide with high N2 fix-
ation rates, thereby providing a mechanism
for coupling inputs and losses over relatively
short space and time scales (86). However, this
model does not agree with the spatial distri-
bution of directlymeasuredN2 fixation in field
studies in the region (88). Furthermore, zones
of highN2 fixation have been observed far from
these areas in the western Pacific (89). Others

still assert that an imbalance exists (90) or that
plasticity in nutrient ratios in organisms can
make these feedbacks weaker than predicted
from assuming constant elemental ratios in
organisms (6, 91, 92), as many earlier models
have done.
A very recent study using two independent

modeling approaches predicted N2 fixation
regions more consistent with field observa-
tions (6) but still yielded relatively high rates
in the South Pacific and South Atlantic gyres
inconsistent with several earlier field studies.
This study also predicted low rates in the North
Atlantic equatorial upwelling region, which
contrasts with recent observations (93) and
geochemical inferences of relatively high rates
of N2 fixation based on basin-scale trends in
the isotopic signature of nitrate (34).
All methods for estimating basin- and global-

scale N2 fixation rates have substantial biases
and assumptions (94). Nonetheless, modeling
approaches based on the distributions of nu-
trients and their isotopes continue to be the
best current way to make estimates at these
scales. Thus, the state of the relative balance of
inputs and removal in the oceanic nitrogen
cycle, and the strength and time scale of cou-
pling of N2 fixation and denitrification, are
still widely debated (6, 34, 86, 91, 95) and have
yet to be conclusively resolved.

The distribution of N2-fixing microorga-
nisms, directmeasurements ofN2 fixation rates,
and determination of which nutrients con-
strain N2 fixation provide complementary per-
spectives on when and where N2 fixation
occurs (Fig. 4). Knowing the identities of the
N2-fixing microorganisms matters because
the physiological subgroups vary greatly in
size and will therefore have different ecolog-
ical consequences and fates. Newmodels based
on size classes of N2-fixingmicroorganisms (37)
provide the ability to predict how different
groups respond to nutrients and ocean circu-
lation, as well as the ability to visualize where
different species grow (Movie 1). These models
can be used to predict distributions and dy-
namics even over long time intervals and are
useful in forecasting the possible effects of
global climate change (Movie 1).
Fe and P availability (the inputs, concentra-

tions, and chemical forms) are believed to be
two major factors controlling the distribution
of specific diazotrophs and N2 fixation rates
(65, 91). The global patterns of atmospheric
deposition of Fe in aerosol dust may be a key
determinant of the structure of diazotrophic
communities and the magnitude of surface-
ocean N2 fixation (65). Physical processes can
be important in providing nutrients by advec-
tion, such as in the North Atlantic, where the
nature of nutrient limitation drives species com-
position of microbial communities including
diazotrophs (96). New approaches to measure
andmodelN, P, andFe limitation have begun to
allow us to predict broad geographic pat-
terns (97) (Fig. 4 and Movie 1). Comprehensive
sampling of ocean metal distributions is cur-
rently under way through the international
GEOTRACES Program (98) and will provide a
quantum jump in our understanding of how
metal dynamics affect plankton populations in
the sea in general and diazotrophy in particular.

Marine N2 fixation, global change,
and the future

Diazotroph communities are now recognized
to be much more diverse than previously ap-
preciated, including uncultivated symbiotic
cyanobacteria and heterotrophs. Although
these discoveries have resulted inmajor changes
in perspectives, many questions remain to be
resolved before we can understand and pre-
dict N2 fixation in the oceans, including infor-
mation on the organisms, interactions, and
factors controlling N2 fixation (99). The next
decade promises to yield exciting new insights
and yet more shifts in paradigms of marine N2

fixation. Understanding N2 fixation and its
role in the nitrogen cycle of the oceans is
critical for understanding and predicting the
effects of global environmental changes on
the biology and chemistry of the seas.
Environmental changes are challenging the

oceans inmultipleways, including upper-ocean
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Box 1. Overcoming challenges for N2 fixation research.

Measurement of N2 fixation rates and quantification of abundances of diazotrophs, particularly if they are
uncultivated, can be challenging. Quantitative polymerase chain reaction (qPCR) (117) is commonly used to
quantify even uncultivated microorganisms by the presence of the nitrogenase gene (specifically nifH).
Rates are usually measured in bulk water by acetylene reduction (technically simple but less sensitive and
indirect) or the more sensitive but analytically more tedious 15N2 technique. Recently, difficulties have been
identified in the 15N2 technique [(118, 119), but see also (120)] and the analysis of the abundances of
genes (121). Other approaches for measuring activity have been proposed, such as using highly purified
acetylene to improve sensitivity (122), measuring H2 evolution (113, 123), or using isotopically labeled
acetylene in an acetylene reduction method (124).

Advanced methods make it possible to measure taxon- and cell-specific N2 fixation. As diazotroph 16S
rRNA gene sequences become available, individual diazotroph cells such as UCYN-A can be visualized
and enumerated by catalyzed reporter deposition fluorescence in situ hybridization [CARD-FISH (125)].
Nanoscale secondary ion mass spectrometry (nanoSIMS) has been used to directly identify active
diazotroph cells (126). Stable isotope probing (SIP) (127) directly identifies active diazotrophs and has
been used widely in soils and recently in a marine setting (81).

The inability to sample the vast oceans with sufficient spatial and temporal resolution remains a
primary challenge for determining how factors such as critical nutrients control N2-fixer distributions and
activities. Advanced remote instrumentation promises to provide high-resolution sampling over large
spatial scales (42) and short time intervals that approximate the Lagrangian behavior of water parcels.
New technologies have been adapted to directly determine in situ patterns of nitrogenase activity (5, 128).
Satellite color remote sensing has contributed greatly to our knowledge of the basin-scale distributions of
certain diazotrophs, such as Trichodesmium and diatom-diazotroph associations (DDAs) (129, 130). The
use of color sensors on unmanned aerial vehicles (UAVs; drones) from land and ships will provide a new
level of spatial resolution (131).

Innovative mathematical models are critical for evaluating and predicting N2 fixation over basin scales
by using diazotroph size, growth, and nutrient relationships (97) (Movie 1). These models provide
important approximations of regional N2 fixation by different size classes of N2 fixers, although they are
based on assumptions of lower maximum growth rate of N2 fixers and elevated non-N nutrient require-
ments (36).
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warming from increasing atmospheric CO2

concentrations, increases in dissolved CO2

with resulting acidification (100), and atmo-
spheric deposition of inorganic nutrients (2).
ODZs, major sites of N losses, are expanding
in extent (101). Marine N2 fixation, along with
other components of the marine nitrogen
cycle, will be affected by these stressors.
Upper-ocean warming may benefit the

growth of some marine diazotrophs such as
Trichodesmium (102). Increased CO2 concen-
trations have also been shown to stimulateN2

fixation and CO2 fixation in Trichodesmium
and some unicellular cyanobacteria [(22) and
references therein], although other reports
did not observe such stimulation for UCYN-A–
dominated assemblages (103, 104). New studies
have focused on elucidating the underlying
mechanisms of these responses through tran-
scriptomics andmodeling (105, 106). Long-term
exposure of Trichodesmium to elevated CO2

results in adaptive responses encoded in their
underlying genome (107), which may help
N2-fixing organisms adapt to long-term envi-
ronmental change.
The flux of fixed N to the ocean from the at-

mosphere and terrestrial runoff is also rapidly
accelerating as a result of expanding nitrogen
fertilizer synthesis for agriculture (1), and in-
creases in surface combined N related to atmo-
spheric deposition and runoff have already been
detected in coastal waters (108). Although N2

fixation has been noted in the presence of low
levels of combined N (109), sufficient deposi-
tion of combined N could ultimately suppress
N2 fixation in the upper ocean and serve as a
negative, stabilizing feedback (2). Determin-
ing the overall effects of this accelerating N flux
on the oceanicNbalance (including pathways of
N removal) and onmarine productivity should
be a research priority in the upcoming decade.

Looking forward, marine N2 fixation could
play a role in three critical applied areas for
humankind: marine aquaculture, biotechnol-
ogy, and geoengineering. Aquaculture, both of
fish and seaweeds, is an emergent enterprise
globally. As wild fisheries decrease precipi-
tously, aquaculture will increasingly meet the
need for nutritional protein of the swelling
human population as well as contributing
to the “blue economy” of the sea in terms of
carbon sequestration (110). Aquaculture has
been well established and is surging in many
countries and rapidly expanding in others.
Coastal aquaculture systems often require the
addition of exogenous nutrients to succeed,
and the development of N2-fixing partners to
subsidize nitrogenous nutrient needs (111),
paralleling their importance in agricultural
systems, seems an obvious future direction.
Isolates of hyperthermophilic diazotrophic
archaea have been obtained (112) and could
be models for an ammonium biosynthesis ap-
proach less costly than the Haber-Bosch pro-
cess (1), perhaps coupled to H2 production by
nitrogenase (113).
Ocean fertilization with Fe has previously

been proposed as a potential mechanism to
mitigate atmospheric increases in CO2 through
stimulation of surface phytoplankton popula-
tions leading to carbon sequestration (114). The
primary areas considered for ocean fertilization
have been the high-nutrient (or nitrate), low-
chlorophyll (HNLC) regions of the oceans, such
as areas of the equatorial Pacific and the South-
ern Oceanwhere iron is in short supply relative
tomacronutrients. Low-nutrient, low-chlorophyll
(LNLC) regions may also be susceptible to Fe
fertilization through the stimulation of cyano-
bacterial diazotrophs and have also been con-
sidered in the context of carbon sequestration
(60). However, the area of purposeful ocean

fertilization has a long history of debate con-
cerning the ecological and ethical implications
of such an approach. Numerous science-driven
open-ocean experiments have shown the stim-
ulatory effect of Fe additions on phytoplank-
ton in some of these regions, although the
aggregate results with regard to net carbon
sequestration remain ambiguous (115). Fur-
thermore, analogous direct stimulation of N2

fixers by Fe additions in situ has not yet been
observed (116).
The past decade has brought new knowl-

edge and a new understanding of marine N2

fixation. We now know more about the com-
position of marine N2-fixing species and their
roles in the nitrogen cycle. We also have better
estimates and mathematical models for esti-
mating N2 fixation as well as the growth and
distribution of N2-fixing microorganisms. Yet
questions remain as to whether the N budget
is balanced and which species or group is the
major contributor to fixed N in the oceans,
and how these will change under future global
environmental change scenarios. With new
microbiological, genomic, and isotopic meth-
ods in hand, the ensuing decade is likely to
bring new discoveries and further changes to
our perspectives and paradigms of marine N2

fixation.
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Movie 1. Predicted global distribution of biomass of different size classes of diazotrophic cyanobacteria.
Distribution (several size classes) is estimated by the DARWIN biogeochemical model (https://dataverse.harvard.
edu/dataverse/GUD_CS510), based on global ocean circulation, estimated growth characteristics, grazing,
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INTRODUCTION: The ultimate goal of de novo
protein design is to create proteins endowed
withnewbiological functions. Froma structural
perspective, this remains a challenge because
most biological functions in natural proteins
are mediated by irregular and discontinuous
structural motifs. By contrast, state-of-the art
techniques for de novo protein design excel at
designing highly regular structures. Thus, most
de novo proteins designed so far are either func-
tionless or present functions that are encodedby
regular, continuous secondary structures.
A promising application for de novo pro-

teins is in vaccine design, more specifically the
design of proteins that mimic a viral epitope

outside the context of the native protein. These
proteins, when used as immunogens, have
shown promise in inducing targeted virus-
neutralizing antibodies (nAbs) in vivo. To date,
epitope-focused immunogens have been lim-
ited to single epitopes that are regular and
continuous, greatly limiting their potential in
the field of vaccine design.

RATIONALE: A major bottleneck for the design
of proteins endowed with complex functional
motifs is the lack of appropriate design tem-
plates in the known structural repertoire. Here,
we propose a strategy to assemble protein
topologies tailored to the functional motif with

the ultimate aim of enabling the design of
de novo proteins endowed with complex struc-
tural motifs. We sought to apply this approach
to develop an immunogen cocktail presenting
three major antigenic sites of the respiratory
syncytial virus (RSV) fusion protein (RSVF),
aiming to induce nAbs acting through precisely
defined epitopes.

RESULTS:Wedeveloped a novel computational
design strategy, TopoBuilder, to build de novo
proteins presenting complex structural motifs.
TopoBuilder enabled us to define and build
protein topologies to stabilize functionalmotifs,
followed by in silico folding and sequence de-
sign using Rosetta.
In vitro, the computationally designed pro-

teins bound with high affinity to a panel of
human, site-specific RSV nAbs. High-resolution
crystal structures of the designs confirmed the
atomic-level accuracy of the models and the
presented neutralization epitopes.

In vivo, cocktail formu-
lations of the immunogens
(“Trivax”) induced a bal-
anced antibody response
targeting three defined ep-
itopes, yielding neutraliz-
ing serum levels in mice
and nonhuman primates

(NHPs) after a single boost. Trivax elicited a
remarkably focused immune response toward
the target antigenic sites. Moreover, when used
as a boosting immunogen after prefusion RSVF
administration, Trivax profoundly reshaped the
serum composition, leading to a higher fraction
of epitope-specific antibodies and an increased
quality of the antibody response comparedwith
prefusion RSVF boosting immunizations. At the
molecular level, monoclonal antibodies isolated
from Trivax-immunized NHPs were epitope spe-
cific, and in one instance resembled those in-
duced by viral infection in humans.

CONCLUSION:Ourwork provides a new route to
functionalizing de novo proteins and presents a
blueprint for epitope-centric vaccine design, of-
fering an unprecedented level of control over
induced antibody specificities in both naïve and
primedantibody repertoires. Beyond immunogens,
the ability to design de novo proteins presenting
functional siteswithhigh structural complexitywill
be broadly applicable to expanding the structural
and sequence repertoires, but above all, the func-
tional landscape of natural proteins.▪
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De novo design of a trivalent cocktail vaccine. Structurally complex RSV neutralization epitopes were
stabilized in de novo–designed proteins. The computational tool TopoBuilder builds customized protein
topologies to stabilize functional structural motifs, followed by folding and sequence design using Rosetta. In
vivo, a three-scaffold cocktail induced focused RSV nAbs against the target epitopes in mice and NHPs.
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De novo protein design has been successful in expanding the natural protein repertoire. However, most
de novo proteins lack biological function, presenting a major methodological challenge. In vaccinology,
the induction of precise antibody responses remains a cornerstone for next-generation vaccines. Here,
we present a protein design algorithm called TopoBuilder, with which we engineered epitope-focused
immunogens displaying complex structural motifs. In both mice and nonhuman primates, cocktails of
three de novo–designed immunogens induced robust neutralizing responses against the respiratory
syncytial virus. Furthermore, the immunogens refocused preexisting antibody responses toward
defined neutralization epitopes. Overall, our design approach opens the possibility of targeting specific
epitopes for the development of vaccines and therapeutic antibodies and, more generally, will be
applicable to the design of de novo proteins displaying complex functional motifs.

T
he computational design of new pro-
teins from first principles has revealed a
variety of rules for the accurate design
of structural features in de novo pro-
teins (1–4). However, the de novo design

of functional proteins remains far more chal-
lenging (5, 6). A commonly used strategy to
design functional proteins is to transplant
structural motifs from other proteins into pre-
existing or de novo protein scaffolds (7–9). In
nearly all cases previously reported, the trans-
plantedmotifs mediated protein–protein inter-
actions. These structural motifs are common in
the natural protein repertoire, for example, in
linear helical segments, which allows their
grafting without extensive backbone adjust-
ments (7, 8). Most protein functional sites,
however, are not contained within regular sin-
gle segments in protein structures but rather
arise from the three-dimensional (3D) arrange-
ment ofmultiple, and often irregular, structural
elements supported by the overall architecture
of the protein structure (10–12). Therefore, the
development of computational approaches to

endow de novo proteins with irregular and
multisegment motifs is crucial to expanding
their function and the scope of their application.
Protein design has sparked hopes in the

field of rational vaccinology, particularly to
elicit targeted neutralizing antibody (nAb)
responses (9, 13). Althoughmany potent nAbs
have been identified and structurally charac-
terized in complex with their target antigens,
the design of immunogens that elicit precise
and focused antibody responses remains a
major challenge (14, 15). To date, structure-
based immunogen design efforts have mostly
focused on modifying viral fusion proteins
through conformational stabilization, silenc-
ing of non-neutralizing epitopes, and targeting
the germline precursors of nAbs. (16). Unlike
respiratory syncytial virus (RSV), several major
human pathogens only display a limited num-
ber of broadly neutralizing epitopes that are
surrounded by strain-specific, non-neutralizing,
or disease-enhancing epitopes (17–19). Thus, one
of the central goals for vaccine development is to
elicit antibody responses with precisely defined

epitope specificities and, in some cases, con-
strainedmolecular features (e.g., antibody lineage,
complementarity-determining region length,
or binding angle) (20–24).
The difficulty in developing immunogens

that can elicit antibodies specific for a restricted
subset of epitopes on a single protein continues
to be a critical barrier to rational vaccine de-
sign. Previous studies have sought to elicit
epitope-specific responses using peptide-
based approaches (25) or epitope scaffolds
(9, 13, 26–28). Leveraging computational
design, the antigenic site II of the RSV fusion
protein (RSVF), a linear helix–turn–helix motif,
was transplanted onto a heterologous protein
scaffold, which was shown to elicit nAbs in
nonhuman primates (NHPs) after repeated
boosting immunizations (9). Despite this proof-
of-principle showing the induction of functional
antibodies using a computationally designed
immunogen, two major caveats have emerged:
the neutralization titers observed in immuno-
genicity studies were inconsistent and the
computational approach was not suitable for
structurally complex epitopes.
To address these limitations, weuseddenovo

design approaches to engineer epitope-focused
immunogens mimicking irregular and discon-
tinuous RSV neutralization epitopes [sites 0
(29) and IV (30); Fig. 1].We designed a trivalent
cocktail formulation (“Trivax”) consisting of a
previously published immunogen for site II (13)
and in-house–designed immunogens mimick-
ing sites 0 and IV. In vivo, Trivax induced a
balanced antibody response against all three
epitopes, resulting in consistent levels of serum
neutralization in six of seven NHPs. Upon
priming with RSVF, the computationally de-
signed immunogens boosted site-specific anti-
bodies, resulting in an improved antibody
quality. Our approach enables the targeting of
specific epitopes for the development of vac-
cines and therapeutic antibodies and, more
broadly, will be applicable in the design of
de novo proteins displaying complex func-
tional motifs.

Results
De novo design of immunogens presenting
structurally complex epitopes

The computational design of proteinsmimick-
ing structural motifs has been done previously
by first identifying compatible protein scaffolds,
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which then serve as design templates to
graft the motifs (7, 26–28, 31, 32). This ap-
proach, referred to as template-based design,
has been used to transplant functional sites
both to structures from the natural repertoire
(26–28, 31, 32) and to those from de novo–
designed proteins (7). Although most studies
have focused on linear, regular bindingmotifs,
one study successfully grafted a structurally
complex HIV epitope into an existing protein
scaffold. However, both the overall structure
and sequence of the template remained most-
ly native (31).
Here, we sought to design accurate mimetics

of RSVF neutralization epitopes based on
de novo proteins and evaluate their function-
ality in immunization studies. We chose anti-
genic sites 0 and IV (Fig. 1A), which are both
targeted by potent nAbs and have a high struc-
tural complexity; site 0 is a discontinuous epi-
tope consisting of a kinked, 17-residue alpha
helix and a disordered, seven-residue loop
(29, 33), whereas site IV presents an irregular,
six-residue, bulged beta strand (30).
In a first effort, we used a template-based

de novo design approach relying on Rosetta
FunFolDes (34) to fold and design scaffolds for
sites IV and 0. Given the structural complexity
of these sites, few structures in the Protein
Data Bank (PDB) matched the backbone con-

figuration of the epitopes, even using loose
structural criteria (fig. S1). Briefly, our best
computational design for site IV (S4_1.1),
based on a domain excised from prefusion
RSVF (preRSVF), bound with weak affinity
to the target nAb 101F [dissociation constant
(KD) > 85 mM]. After in vitro evolution, we
obtained a double mutant (S4_1.5) that bound
101Fwith aKD of 35 nMandwas thermostable
up to 65°C (Fig. 2, B to D, and figs. S2 and S3).
For site 0, we used a designed helical repeat
protein [PDB 5CWJ (35)] as a design template.
Our first computational design showed aKD of
1.4 mM to the target D25 nAb, which we im-
proved to aKD of 5 nMupon several truncations,
iterative roundsof computational design, and in
vitro evolution (Fig. 2 and figs. S4 and S5).
This template-based approach led to designs

that presented several desired features (e.g.,
stability and antibody binding). However, im-
portant limitations emerged during the design
process: (i) extensive in vitro evolution optimi-
zation was required, (ii) binding affinities to tar-
get nAbs were one to two orders of magnitude
lower than those of the viral protein (preRSVF),
and (iii) suboptimal template topologies con-
strained the epitope accessibility (fig. S6).
To address these limitations, we developed

a template-free design protocol, TopoBuilder,
which generates tailor-made protein topol-

ogies to stabilize complex functional motifs.
TopoBuilder consists of three stages (Fig. 3A).
The first stage is topological sampling in 2D
space. To quickly define the fold space com-
patible with the target structural motif, we
used the aba-Form topology definition scheme,
a string-based descriptor that allows the ex-
tensive enumeration of multilayer protein to-
pologies with alternating secondary structure
elements and all possible connections between
the secondary structural elements (36, 37).
Putative folds were then selected according to
basic topological rules (e.g., lack of crossover
loops and chain directionality of the func-
tional motif). This allowed the definition of
the fold space for a given design task, thereby
overcoming a main hurdle in de novo design
approaches. The second stage of TopoBuilder
is 3D projection and parametric sampling. The
selected 2D topologies were projected into the
3D space by assembling idealized secondary
structure elements (SSEs) around the fixed
functional motif. These 3D structures, referred
to as “sketches,”were further refined by coarsely
sampling structural features of the fold (e.g.,
distances andorientations betweenSSEs) using
parametric sampling. The final stage is flexible
backbone sampling and sequence design. To
refine the structural features of the sketches at
the all-atom level and to design sequences that
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stabilize these structures, we used Rosetta
FunFolDes as described previously (9, 34).
To present antigenic site IV, we designed a

fold composed of a beta sheet with four anti-
parallel strands and one helix (Fig. 3A), referred
to as the S4_2 fold. Within the S4_2 topology,
we generated three structural variants (S4_
2_bb1 to S4_2_bb3) by sampling three distinct
orientations of the helical element, varying both
orientations and lengths to optimize thepacking
interactions with the beta sheet. Sequences gen-
erated from two structural variants (S4_2_bb2
and S4_2_bb3) showed a strong propensity to
recover the designed structures in Rosetta ab
initio simulations (fig. S7).
To evaluate our design approach, we screened

a library of designed sequences using yeast
display and applied two selective pressures:
binding to the 101F antibody and resistance to
the nonspecific protease chymotrypsin (Fig. 3B),
an effective method to digest partially unfolded

proteins (7, 38). To reveal structural and se-
quence determinants of designs that led to
stable folds and high-affinity binding to 101F,
we performed next-generation sequencing of
populations sorted under different conditions,
retrieving stability and binding scores for each
design. We found that S4_2_bb2–based de-
signs were preferentially enriched over the bb1
and bb3 design series, showing that subtle
topological differences in the design template
can have a substantial impact on function and
stability (Fig. 3C). Thirteen of the 14 best-
scoring S4_2 variants, bearing between one
and 38 mutations compared with each other,
were successfully purified and biochemically
characterized (fig. S8). The designs showed
mixed alpha–beta circular dichroism (CD)
spectra and bound to 101F with affinities
ranging from 1 to 200 nM (fig. S8). The best
variant, S4_2.45, was well folded according
to CD and nuclear magnetic resonance (NMR)

spectroscopy and only showed partial unfold-
ing even at 90°C (Fig. 3E and fig. S9). S4_2.45
showed a KD of 1 nM to the target antibody
101F (Fig. 3G), consistent with the preRSVF-
101F interaction (KD = 4 nM).
Similarly, we built a minimal de novo topol-

ogy to present the tertiary structure of the site
0 epitope. The choice for this topology was
motivated by the native environment of site 0
in preRSVF, where it is accessible for anti-
bodies with diverse angles of approach (33)
(fig. S6). We explored the topological space
within the shape constraints of preRSVF and
built three different helical orientations (S0_
2_bb1 to S0_2_bb3) that supported the epitope
segments. Rosetta ab initio folding predictions
showed that only designs based on one topol-
ogy (S0_2_bb3)presented funnel-shaped energy
landscapes (fig. S10). A set of computationally
designed sequences based on the S0_2_bb3
template was screened in yeast under the
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selective pressure of two site 0–specific anti-
bodies (D25 and 5C4) to ensure the presentation
of the native epitope conformation. Deep se-
quencing of the double-enriched clones revealed
that subtle sequence variants (e.g., position 28)
are sufficient to change the antibody-binding
properties of the designs, highlighting the chal-
lenges of designing functional proteins (Fig. 3D).
From the high-throughput screening, we bio-
chemically characterized five sequences bearing

between three and 21 mutations compared
with each other in a protein of 58 residues (fig.
S11). The design with best solution behavior
(S0_2.126) showed a CD spectrum of a predo-
minantly helical protein, with extremely high
thermostability [melting temperature (Tm) =
81°C; Fig. 3F] and a well-dispersed hetero-
nuclear single quantum coherence NMR spec-
trum (fig. S9). S0_2.126 bound with KDs of
~50 pM and 4 nM to D25 and 5C4, respective-

ly, which is consistent with the affinities of the
nAbs to preRSVF (~150 pM and 13 nM for D25
and 5C4, respectively) (Fig. 3H and fig. S12).
Across a panel of site-specific human nAbs

(39), S4_2.45 and S0_2.126 showed large-
affinity improvements compared with the
first-generation designs, exhibiting a geo-
metric mean affinity closely resembling that
of the antibodies to preRSVF (fig. S12). These
results suggest that the immunogens designed
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using TopoBuilder were superior mimetics of
sites IV and 0 compared with the template-
based designs.

De novo–designed topologies adopt the
predicted structures with high accuracy

To evaluate the structural accuracy of the
computational design approach, we solved
the crystal structure of S4_2.45 in complex
with 101F at 2.6 Å resolution. The structure
closely resembled our design model, with a
backbone rootmean square deviation (RMSD)
of 1.5 Å (Fig. 4A). The epitope was mimicked

with an RMSD of 0.23 Å and retained all es-
sential interactions with 101F (Fig. 4, D and E,
and fig. S13). The structural data confirmed
that we accurately presented an irregular beta
strand, a commonmotif found inmanyprotein–
protein interactions (40), in a fully de novo–
designed protein with sub-ångström accuracy.
Next, we solved an unbound structure of

S0_2.126 by NMR, confirming the accuracy
of the designed fold with a backbone RMSD
of 2.9 Å between the average structure and
the computational model (Fig. 4B). Addition-
ally, we solved a crystal structure of S0_2.126

bound to D25 at a resolution of 3.0 Å. The
structure showed backbone RMSDs of 1.4 Å
to the design model and 1.03 Å over the dis-
continuous epitope compared with preRSVF
(Fig. 4, C to E, and fig. S13). Compared with
native proteins, S0_2.126 showed exception-
ally low core packing because of a large cavity
(fig. S14) but retained a very high thermal
stability. The core cavity was essential for
antibody binding and highlights the potential
of de novo approaches to design small proteins
hosting structurally challenging motifs and
preserving cavities required for function (2).
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Cocktails of designed immunogens elicit nAbs in
vivo and reshape preexisting immunity
Finally, we evaluated the ability of the designed
antigens to elicit targetednAb responses in vivo.
Our rationale for combining site 0, II, and IV
immunogens in a cocktail formulation is that
all three sites are nonoverlapping in the
preRSVF structure (fig. S15) and thus might
induce a more potent and consistent nAb re-
sponse in vivo. To increase immunogenicity,
each immunogen was multimerized on self-
assembling protein nanoparticles. We chose
theRSVnucleoprotein (RSVN), a self-assembling
ring-like structure of 10 to 11 subunits that was
previously shown to be an effective carrier for
the site II immunogen (S2_1.2) (13), and for-
mulated a trivalent immunogen cocktail con-
taining equimolar amounts of S0_1.39, S4_
1.5, and S2_1.2 immunogen nanoparticles
(“Trivax1”; fig. S16). The fusion of S0_2.126
and S4_2.45 to RSVN yielded poorly soluble
nanoparticles, prompting us to use ferritin
particles for multimerization with a 50% oc-
cupancy (~12 copies), creating a second cocktail

comprising S2_1.2 in RSVN and the remaining
immunogens in ferritin (“Trivax2”; fig. S17).
In mice, Trivax1 elicited low levels of

preRSVF cross-reactive antibodies, and sera
did not showRSV-neutralizing activity inmost
animals (fig. S18). By contrast, immunization
with Trivax2 (Fig. 5A) induced robust levels of
preRSVF cross-reactive serum levels (Fig. 5B)
and six of 10mice showed neutralizing activity
(Fig. 5C). In these mice, the serum antibody-
binding responseswere equally directed against
all three sites (site 0: 32 ± 6%; site II: 38 ± 7%;
and site IV: 30 ± 6%) (Fig. 5D). This is notable
because in previous studies, mice have been
a difficult model in which to induce serum
neutralization with scaffold-based immuno-
gens (9, 13, 28). Furthermore, Trivax2 presented
only ~14% of the preRSVF surface area to be
targeted by the immune system. Although
serum neutralization titers in mice remained
substantially lower compared with the titers
induced by preRSVF (Fig. 5C), these results
demonstrate that vaccine candidates composed
of multiple de novo proteins can induce phys-

iologically relevant neutralizing serum levels
[defined as those with similar or higher in vitro
neutralizing activity comparedwith clinically pro-
tective serumconcentrationsofpalivizumab (41)].
Given the well-defined epitope specificities

induced by the de novo–designed immunogens,
we tested the potential of Trivax2 to boost site-
specific responses after a priming immuniza-
tion with preRSVF (Fig. 5A). We found that
Trivax2 boosting yielded significantly higher
levels of site 0, II, and IV antibodies (4.4-, 2.3-,
and 5.3-fold, respectively) compared with boost-
ing immunizations with preRSVF (Fig. 5E).
Although overall serum neutralization titers
remained inferior to preRSVF boosting (Fig.
5C), Trivax2 boosting resulted in a 4.2-fold
lower ratio of binding to neutralizing anti-
bodies, a common measure to assess vaccine-
induced antibody quality (42, 43) (Fig. 5F).
Therefore, denovo–designed immunogenshave
the potential to boost site-specific antibodies
and to increase the quality of the antibody
response compared with repeated boosting
immunizations with a viral fusion protein.
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titers in groups 2 (gray) and 3 (blue). (G) Dynamics of
site-specific antibody levels. Site 0– and site II–specific
titers were significantly higher in group 3 compared with
group 2 after Trivax1 boosting (*P < 0.05, Mann–Whitney U
test). (H) RSV neutralization curves upon depletion of
day 91 sera with site 0-, II-, and IV-specific scaffolds.
(I) ELISA binding curves of isolated mAbs C19 and

C57 to preRSVF and site-specific knockouts compared with palivizumab. (J) In vitro RSV neutralization of C19, C57, and palivizumab. (K) X-ray structure of C57
Fab fragment in complex with S2_1.2. (L) Model of C57 bound to preRSVF, as confirmed by negative-stain electron microscopy. Scale bar, 5 nm. (M) Lineage analysis
(Venn diagram) of previously identified site 0 nAbs from three different human donors (39). The elicited site 0 nAb C19 is a close homolog of the human VH5-51
lineage (blue). Data are representative of three independent experiments.
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In parallel, we performed an immunogenic-
ity study in NHPs to test the trivalent cocktail
in a closer-to-human antibody repertoire (Fig. 6A).
This experimentwas designed to test the activity
of Trivax1 in both RSV-naïve and preRSVF–
primed animals to provide further insights into
the ability of computationally designed immuno-
gens to elicit focused antibody responses.
The previously designed site II immunogen
showed promise in NHPs, but the induced
neutralizing titers were low and inconsistent
across animals even after repeated immuni-
zations (9). In contrast to mice, all NHPs
immunized with Trivax1 developed robust
levels of RSVF cross-reactive serum titers
(Fig. 6B). Additionally, induced antibodies
were directed against all three epitopes (site
0: 23 ± 5%; site II: 51 ± 6%; site IV: 25 ± 5%)
(Fig. 6C). Six of seven NHPs showed RSV-
neutralizing serum levels after a single boosting
immunization [median inhibitory concentra-
tion (IC50) = 312; Fig. 6D]. Neutralization
titers were maximal at day 84 (median IC50

= 408), and measurements were confirmed
by an independent laboratory (fig. S19).
Beyond naïve subjects, an overarching chal-

lenge for the development of vaccines against
pathogens such as influenza virus, dengue
virus, and others is to focus preexisting immu-
nity onto defined neutralization epitopes that
can confer long-lasting protection (13, 22, 44).
To mimic a serum response of broad specific-
ity toward RSV, we immunized 13 NHPs with
preRSVF. All animals developed strong preRSVF-
specific titers (Fig. 6E) and cross-reactivity with
all the epitope-focused immunogens, indicating
that epitope-specific antibodies were primed
against all three epitopes (fig. S20). Six of those
preRSVF-primed animals did not receive boost-
ing immunizations so that we could follow the
dynamics of epitope-specific antibodies over
time (group 2). Seven of the preRSVF-primed
animals were boosted three times with Trivax1
(group 3) (Fig. 6A). Although preRSVF-specific
antibody and neutralization titers remained
statistically comparable in both groups (Fig. 6,
E and F), we found that Trivax1 boosting sig-
nificantly increased antibodies targeting site
II and site 0, but not site IV (Fig. 6G). In the
nonboosted control group, site II and site 0
responses dropped from 37 and 17% at day 28
to 13 and 4% at day 91, respectively (Fig. 6G).
Comparedwith the control group, Trivax1 boost-
ing resulted in 6.5-fold higher site II–specific
responses on day 91 (84 versus 13%) and 6.3-fold
higher site 0-specific titers (25 versus 4%) (Fig.
6G). By contrast, site IV–specific responses in-
creased to similar levels in both groups, 43 and
40% in groups 2 and 3, respectively.
To evaluate the functional relevance of re-

shaping the serum antibody specificities, we
depleted site 0-, II-, and IV-specific antibodies
from pooled sera. In the Trivax1-boosted group,
we observed a 60%drop in neutralizing activity

compared with only a 7% drop in the non-
boosted control group (Fig. 6H). Thus, epitope-
focused immunogens can reshape a serum
response of broad specificity toward a focused
response that predominantly relies on site 0-, II-,
and IV-specific antibodies for RSV neutralization.
Looking further into the molecular basis

of the neutralizing activity triggered by the
epitope-focused immunogens, we isolated two
epitope-specific monoclonal Abs (mAbs) from
Trivax1-immunized (group 1) animals using
single B cell sorting. Using a panel of binding
probes, we confirmed that one mAb targeted
antigenic site II (C57) and the other site 0
(C19) (Fig. 6I and fig. S21). Both C57 and
C19 neutralized RSV in vitro (IC50 = 0.03 and
4.2 mg ml−1, respectively). Although C19 was
less potent, antibody C57 neutralized RSV
with approximately one order of magnitude
higher potency compared with the clinically
used antibody palivizumab, which is similar
to the potency of motavizumab and previously
reported antibodies induced by a site II epi-
tope scaffold (9) (Fig. 6J).
To elucidate the molecular basis for the

potent site II–mediated neutralization, we
solved a crystal structure of C57 in complex
with S2_1.2 at a resolution of 2.2 Å (Fig. 6K
and fig. S13). C57 recognizes the site II epitope
in its native conformation, with a full-atom
RMSD of 1.21 Å between the epitope in S2_1.2
and site II in preRSVF. Negative-stain electron
microscopy of the complex C57-preRSVF further
confirmed binding to site II, allowing binding of
three Fabs per preRSVF trimer (Fig. 6L).
RSV nAbs are not known for a strictly con-

strained VH usage as has been described for
certain influenza- and HIV-broadly neutraliz-
ing antibodies (45, 46). However, an impor-
tant milestone for computationally designed,
epitope-focused immunogens is to elicit nAbs
similar to those found in humans upon nat-
ural infection or vaccination. In one of the
largest RSV antibody isolation campaigns,
30 site 0–specific RSV nAbs were isolated
from three human donors (39) derived from
11 different VH genes (Fig. 6M). Of these
nAbs, VH5-51 was the only lineage shared
among all three donors, suggesting that it is a
commonprecursor for site 0 nAbs in humans.
We found that the closest human VH gene to
C19 is indeed the VH5-51 lineage (89% se-
quence identity). Thus, computationally de-
signed immunogens can elicit nAbs with
properties similar to those found in humans
after viral infection (fig. S21).
In summary, the computational design

strategies that we have developed enable the
design of scaffolds presenting epitopes of un-
precedented structural complexity and atomic-
level accuracy. Upon cocktail formulation,
the de novo–designed proteins consistently
induced RSV neutralization in naïve animals,
mediated through three defined epitopes. In

addition, thedesigned antigenswere functional
in a heterologous prime-boost immunization
regimen, inducing more focused antibody re-
sponses toward selected, bona fide neutrali-
zation epitopes and an overall increase in the
quality of the antibody response.

Discussion and conclusions

Here, we showcased two de novo design strat-
egies for engineering protein scaffolds to present
epitopes with high structural complexity. Using
template-based de novo design, irregular and
discontinuous epitopes were successfully sta-
bilized in heterologous scaffolds. However,
this design strategy required extensive opti-
mization by in vitro evolution, and the designs
remained suboptimal in their biochemical and
biophysical properties.Moreover, this approach
lacks the ability to control the topological
features of the designed proteins, constitut-
ing an important limitation for functional
protein design.
To overcome these limitations, we developed

TopoBuilder. Compared with other approaches,
TopoBuilder has specialized features and ad-
vantages to design de novo proteins with
structurally complex motifs. First, it assembles
topologies tailored to the structural require-
ments of the functional motif from the start of
the design process, rather than through the
adaptation (and often destabilization) of a
protein structure to accommodate the func-
tional site. Second, the topology assembly re-
sults in designed sequences that stably fold
and bind with high affinity without requiring
iterative rounds of optimization through directed
evolution, as is often necessary in computational
protein design efforts (8, 47, 48).
As to the functional aspect of our design

work, we have shown that computationally
designed immunogens targeting multiple epi-
topes can induce physiologically relevant levels
of functional antibodies in vivo. The elicitation
of antibodies targeting conserved epitopes that
can mediate broad and potent neutralization
remains a central goal for the development of
vaccines against pathogens that have frus-
trated conventional efforts (15). For RSV, the
development of a prefusion-stabilized version
of RSVF has yielded a superior antigen com-
pared with its postfusion counterpart (42, 49),
largely attributed to the fact that most preRSVF-
specific antibodies are neutralizing (39, 50).
Given that Trivax only presents a small frac-
tion (14%) of the antigenic surface of preRSVF,
the substantially lower serum titers and con-
sequently lower bulk serum neutralization
elicited by Trivax may be expected and will
likely require substantial optimization in
terms of delivery and formulation to increase
the magnitude of the response.
Nevertheless, we have shown that a cocktail

of de novo–designed proteins induced relevant
levels of serum neutralization in most naïve
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mice and NHPs. Beyond bulk serum titers,
Trivax offers an unprecedented level of control
over antibody specificities to the single-epitope
level. In heterologous prime-boost immuniza-
tion schemes, Trivax profoundly reshaped the
serum composition, leading to increased levels
of desirable antibody specificities and an overall
improved quality of the antibody response. The
ability to selectively boost subdominant nAbs
targeting defined, broadly protective epitopes
could overcome long-standing obstacles in the
development of vaccines against pathogens
such as influenza, for which the challenge is
to overcome established immunodominance
hierarchies (51).
This study provides a blueprint for the com-

putational design of epitope-focused vaccines.
In addition to antigens for viral epitopes, the
ability to stabilize structurally complex epi-
topes in a de novo protein with a defined
protein topology may prove useful in eliciting
and isolating mAbs against tertiary epitopes
with potentially exclusive allosteric or ther-
apeutic properties. Beyond immunogens, our
work presents an alternate approach for the
design of de novo functional proteins, en-
abling the assembly of customized protein
topologies tailored to structural and func-
tional requirements of the motif. The ability
to design de novo proteins presenting func-
tional sites with high structural complexity
will be broadly applicable to expanding the
structural and sequence repertoires and, above
all, the functional landscape of natural proteins.
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HYBRID GENOMICS

Natural hybridization reveals incompatible alleles
that cause melanoma in swordtail fish
Daniel L. Powell1,2,3*, Mateo García-Olazábal2,3, Mackenzie Keegan4, Patrick Reilly5, Kang Du6,
Alejandra P. Díaz-Loyo7, Shreya Banerjee1, Danielle Blakkan1, David Reich8,9, Peter Andolfatto10,
Gil G. Rosenthal2,3, Manfred Schartl2,3,6,11,12,, Molly Schumer1,2*

The establishment of reproductive barriers between populations can fuel the evolution of new species.
A genetic framework for this process posits that “incompatible” interactions between genes can
evolve that result in reduced survival or reproduction in hybrids. However, progress has been slow in
identifying individual genes that underlie hybrid incompatibilities. We used a combination of approaches
to map the genes that drive the development of an incompatibility that causes melanoma in swordtail
fish hybrids. One of the genes involved in this incompatibility also causes melanoma in hybrids between
distantly related species. Moreover, this melanoma reduces survival in the wild, likely because of
progressive degradation of the fin. This work identifies genes underlying a vertebrate hybrid
incompatibility and provides a glimpse into the action of these genes in natural hybrid populations.

T
he emergence of reproductive barriers
between populations is the first step in
theprocess of speciation anddrivesEarth’s
biological diversity, yet surprisingly little
is known about how it occurs at the ge-

netic level. The Dobzhansky-Muller model of
hybrid incompatibility (1–3) posits that new
mutations arising in diverging species can in-
teract negatively in hybrids, generating lower
hybrid viability or causing hybrid sterility. Al-
though empirical work provides support for
the general predictions of this model (4), prog-
ress in this area has been limited by a lack of
knowledge about which genes interact to gen-
erate hybrid incompatibilities. Despite the
effort devoted to this problem, only a dozen
incompatible interactions have been mapped
to the single-gene level [reviewed in (5)]. With
so few known cases, it has been difficult to
evaluate whether common genetic and evo-
lutionarymechanisms underlie the emergence
of incompatibilities (6–8).

With an increasing appreciation that hy-
bridization is common across the tree of life
(9–13), there has been renewed interest in
identifying hybrid incompatibilities and un-
derstanding how these genes act as barriers
in nature. Of hybrid incompatibilities that have
been mapped to the single-gene level, most
have been identified with crosses between
model species that no longer naturally hybrid-
ize (4, 5). As a result, it is unclear whether
these mapped incompatibilities were impor-
tant in the initial divergence between spe-
cies or arose after these lineages had stopped
exchanging genes.
One such example is themelanoma receptor

tyrosine-protein kinase (xmrk) gene in sword-
tail fish (genus Xiphophorus). xmrk is one of
two identified genes in vertebrates that drive
hybrid incompatibility (the other being the
regulator of mammalian recombination hot-
spots, prdm9) (14) and was one of the earliest
described hybrid incompatibilities (15). In
crosses between Xiphophorus maculatus and
Xiphophorus hellerii, a malignant melanoma
develops in a subset of F2 hybrids, emanating
from natural pigmentation spots on the body
and fins. This hybrid incompatibility is the re-
sult of an interaction between the xmrk gene
derived from X. maculatus and an unknown
locus derived from X. hellerii (16).
Despite work that demonstrated the role

of xmrk in the development of hybrid mela-
nomas, its importance as a barrier between
species has been debated (17). This is because
X.maculatus andX. helleriidiverged~3million
years ago and do not naturally hybridize (18).
Moreover, becausemelanoma inX.maculatus
x X. hellerii laboratory hybrids develops later
in life, it is unclear whether it affects survival
and reproduction (17).

Melanoma occurs in hybrids between recently
diverged swordtail species
We identified a phenotypically similar mela-
noma in natural hybrids formed between the
swordtail fish speciesXiphophorus birchmanni
andXiphophorusmalinche.X. birchmanni and
X.malinche are closely related and hybridize in
the wild (~0.5% differences per base pair and
~250,000 generations diverged) (19). Although
a subset of hybrids are viable and fertile, there
is evidence of selection against hybrid incom-
patibilities (20–22). In somepopulations, hybrids
develop melanoma early in life (13 ± 4% of
males develop melanoma before sexual matu-
rity) (fig. S1).
Melanoma in X. birchmanni x X. malinche

hybrids develops from a phenotype derived
fromX. birchmanni called the “spotted caudal,”
which is a dark blotch on the caudal fin gen-
erated by clusters of macromelanocyte cells
(Fig. 1A and fig. S2) (23). The spotted caudal
trait occurs at intermediate frequencies in
X. birchmanni but is absent from X. malinche
populations (Fig. 1B). Some hybrid popula-
tions have a high frequency of the trait and
exhibit phenotypes that extend beyond the
range of those observed in X. birchmanni
(Fig. 1, B and C, and figs. S3 and S4), in-
cluding invasion of macromelanocyte cells
into the body, where they are normally absent.
Tracking of hybrids in the laboratory docu-
ments the progression of the trait from a
phenotype typical of the X. birchmanni spot
to the expanded trait found in some hybrids
(Fig. 1D and fig. S1) (24). Histological sections
from hybrid individuals revealed penetration
of melanocytes into themusculature and inva-
sion of surrounding tissues, which is indicative
of a malignant melanoma (Fig. 1E and fig. S5).
We performed mRNA-sequencing of hybrid

individuals that varied in the degree of expan-
sion of their spot (figs. S2 and S6). Functional
enrichment analysis indicated changes in the
regulation of a number ofmelanoma-associated
gene categories, such as pigment cell differen-
tiation and regulation of cytoskeletal organiza-
tion, including several implicated inmelanoma
in other fish species (Fig. 1F and table S1)
(24, 25).
Melanoma is extremely rare in nonhybrid in-

dividuals (Fig. 1C) (6, 26), and we have not iden-
tified a single wild-caught X. birchmannimale
with melanoma (1296 males collected from
2017 to 2019, 0 with melanoma). Laboratory-
reared individuals indicate that environ-
mental levels of ultraviolet irradiance or other
natural carcinogens do not underlie differ-
ences in the frequency of melanoma between
hybrid and parental populations (24). The
presence of melanoma in hybrids, but not the
parental species, suggests that this melanoma
is a hybrid incompatibility generated by inter-
actions between alleles in the X. birchmanni
and X. malinche genomes.
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Loci associated with the spotting phenotype
in X. birchmanni
We mapped the genetic basis of the spotted
caudal in X. birchmanni and the genetic ba-

sis of melanoma in interspecific hybrids. We
generated de novo assemblies for both species
using a 10X-based linked read approach fol-
lowed by assembly into chromosomeswithHi-C

data and annotated the resulting assemblies
with RNA-sequencing (RNA-seq) data (24).
We collected low-coverage whole-genome se-

quence data for 392 adult male X. birchmanni
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Fig. 1. Hybridization generates a high
incidence of melanoma. (A) Naturally
hybridizing species X. malinche (top) and
X. birchmanni (middle) differ in morpholog-
ical traits, including the presence of a
melanin pigment spot that is polymorphic in
X. birchmanni. In hybrids, this spotting
phenotype can transform into a melanoma
(bottom). (B) Whereas X. birchmanni pop-
ulations segregate for the presence of
this spot, the trait is absent in X. malinche
populations; hybrid populations have high
frequencies of this trait. (C) The trait is
at higher frequencies in hybrid populations
and covers more of the body. Shown here
is invasion area, or the melanized body
surface area outside of the caudal fin
(normalized for body size). Hybrid pheno-
types are shown from three populations
on the Río Calnali (fig. S3). AGCZ, Aguazarca;
CALL, Calnali low; CHAF, Chahuaco falls.
(D) Spots expand more over a 6-month
period in hybrids than in X. birchmanni
individuals. (E) A cross section of the caudal
peduncle from a Chahuaco falls hybrid
(10× magnification). Melanoma cells
invading the body and muscle bundles are
visually evident (indicated with blue stars). (F) Gene ontology categories enriched in melanoma tissue compared with normal caudal tissue (24, 45). The size of the dots reflects
the number of genes identified, and the color corresponds to the P value. Categories with undefined odds ratios (not plotted) are listed in table S1. In (B) and (D), the plot
shows the mean, and whiskers indicate two standard errors of the mean. Individual points show the raw data.

Fig. 2. Combined genome-wide
association and admixture mapping
approaches identify the genetic
basis of the melanoma hybrid
incompatibility. (A) Results of genome-
wide association scan for allele frequency
differences between spotted cases and
unspotted controls. (Top) Results can
be seen for all chromosomes, and the
red line indicates the genome-wide
significance threshold, determined by
permutation (24). (Bottom) Results
from chromosome 21, where two distinct
regions are strongly associated with
spotting. (B) Admixture mapping in
hybrids identifies associations between
X. birchmanni ancestry on chromosome 21
and spot presence. Plotted here are log
likelihood differences between models
with and without ancestry at the focal site
included as a covariate. The red line
indicates the genome-wide significance
threshold, determined by permutation (24). (C) When we treated melanocyte invasion as the focal trait and mapped associations with ancestry, we again identified
associations with X. birchmanni ancestry on chromosome 21 but also identified a second region on chromosome 5 associated with X. malinche ancestry.
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individuals from a single collection site and
performed a genome-wide association study
(GWAS), scanning for allele frequency differ-
ences between spotted cases (n = 159) and
unspotted controls (n = 233), evaluating the
impact of population structure and low-coverage
data (24). We identified a strong association
between the spotting pattern and allele fre-
quency differences on chromosome 21 at an
estimated false positive rate of 5% (by per-
mutation) (Fig. 2A and figs. S7 and S8) (24).
Two distinct signals are evident on this chro-
mosome, ~5 Mb apart (Fig. 2A) (24). The first
peak is centered on the xmrk gene (fig. S9)
(27), which arose through duplication of a
gene homologous to the mammalian epider-
mal growth factor receptor ~3 million years
ago (11, 28, 29). xmrk controls pigmentation
patterns and drives hybrid melanomas in rela-

tives of X. birchmanni and X. malinche (16).
The signal at the second peak on chromo-
some21 contains a single gene, themelanosome
transporter genemyosin VIIA andRab interact-
ing protein (myrip) (Fig. 2A) (24, 30).

Genetic architecture of the
melanoma incompatibility

For the melanoma phenotype, we used an ad-
mixturemapping approach, focusing our efforts
on a hybrid population with high incidence of
melanoma (19±3%ofadultmales, theChahuaco
falls population). To infer local ancestry, we
generated ~1X low-coveragewhole-genome se-
quence data for 209 adultmales from this popu-
lation and applied a hiddenMarkovmodel to
680,291 ancestry informative sites genome-wide
(20, 22, 31) [approximately one ancestry inform-
ative site per kilobase, (24)]. Simulations and

analyses of laboratory-generated crosses indi-
cate that we should have high accuracy in local
ancestry inference (figs. S10 to S13) (24).
Using these data, we performed admixture

mapping for spot presence and melanocyte
invasion of the body (59% of individuals had
spots, and 19% of individuals had melanoma).
Admixture mapping for the presence of the
spotted caudal revealed one strongly associ-
ated region on chromosome 21 (log likelihood
difference of linear models, 23) (24) where
spotting correlated with X. birchmanni ances-
try (Fig. 2B). Because of the lower resolution of
admixture, mapping this peak is broad, but
the signal occurs in the same regions identi-
fied by our GWAS scan (24), confirming that
the genetic basis of the spot is the same in
X. birchmanni and hybrids. Simulations ac-
counting for effect size inflations owing to the
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Fig. 3. Interactions between chromosomes 5 and 21 are associated with
melanoma in hybrids. (A) Proportion of individuals with melanoma as a function
of ancestry at the associated regions on chromosome 5 and chromosome 21.
The blue dashed line indicates the expected proportion of cases if melanoma risk
were equally distributed among individuals with at least one birchmanni allele at
chromosome 21. We only had one observation for the bir-bir and bir-het genotypes.
(B) The xmrk sequence in X. birchmanni harbors two mutations (G364R and
C582S) that transform xmrk to a constitutively active state (33, 46). The schematic
compares the ancestral form of the protein (egfrb) to the predicted structure of
xmrk in X. birchmanni. Proteins are shown in red, and the cell membrane is shown in
gray. In xmrk, residues R364 and S582 promote intramolecular disulfide bonds
that cause protein dimerization and phosphorylation (blue circles) (33, 46). (Single-
letter abbreviations for the amino acid residues are as follows: C, Cys; G, Gly;
R, Arg; and S, Ser. In xmrk, amino acids were substituted at certain locations;

for example, G364R indicates that glycine at position 364 was replaced by
arginine.) (Inset) A partial clustal alignment of X. birchmanni egfrb and xmrk
with these substitutions highlighted. Colors indicate properties of the amino
acid, and asterisks indicate locations where the amino acid sequences are identical.
(C) Clustal alignment showing the N terminus of cd97 in X. birchmanni and
X. malinche. We observed a substitution in a conserved epidermal growth factor–
binding domain (gray rectangles). (Inset) The substitution found in X. birchmanni
is not present in closely related species. (D) Expression of cd97 based on RNA-seq
data in melanoma, spotted, and unspotted tissue from Chahuaco falls hybrids
(four biological replicates per group). (E) Real-time quantitative PCR of cd97 from
caudal fin tissue from X. malinche, X. birchmanni, and natural and F1 hybrids
(four to nine biological replicates per group). In (D) and (E), large solid dots indicate
the mean, and whiskers indicate two standard errors of the mean. Individual
points show the raw data.

RESEARCH | RESEARCH ARTICLE



“winner’s curse” (32) suggest thatX. birchmanni
ancestry in this region explains ~75% of the
variation in spot presence or absence (24).
Admixture mapping for melanoma identi-

fied an additional significant region on chro-
mosome 5. In this case, melanocyte invasion
was associated with X. malinche ancestry
(Fig. 2C). A contingency test indicated a non-
random association between X. birchmanni
ancestry at the chromosome 21 peak and
X. malinche ancestry at the chromosome 5
peak,with theprevalence ofmelanoma (Fisher’s
exact test, P = 0.0005) (Fig. 3A). Individuals
heterozygous for X. malinche ancestry at this
region on chromosome 5 appear to have a
lower risk of melanoma (Fig. 3A). Moreover,
regardless of melanoma phenotype, spotted
individuals that were heterozygous at the chro-
mosome 5 peak had smaller spots than indi-
viduals that were homozygous (Student’s t test
on log-normalized area P = 0.007) (fig. S14).

Linking molecular changes to hybrid melanoma

Our GWAS identified associations between the
spotted caudal and both xmrk andmyrip (Fig.
2A), making it initially unclear whether either
or both of these genes interacts withmalinche
ancestry on chromosome 5 to produce mela-
noma. Although both are associated with the
spotting pattern that precedes melanoma,
myrip is not expressed in an RNA-seq dataset
of adult caudal tissue, nor is it expressed in the
melanoma itself (fig. S15). By contrast, xmrk is
expressed in caudal tissue and has higher ex-
pression in spotted than unspotted tissues (fig.

S15). In addition, functional studies have linked
xmrk to the development of melanoma. We
identified two amino acid substitutions in
X. birchmanni that fall within the extra-
cellular domain of xmrk known to drive the
oncogenic properties of xmrk in vitro (Fig. 3B)
(33), and transgenic studies have demonstrated
that overexpression of xmrk causes the forma-
tion of tumors (25, 34, 35). Althoughmyripmay
not be directly involved in the development of
melanoma, past work in other swordtail spe-
cies has suggested the presence of “patterning”
loci linked to xmrk [reviewed in (23)]. Given
myrip’s role inmelanosome transport,we spec-
ulate that it could play a role in pigmentation
patterning, which occurs in the first several
weeks of life.
The region on chromosome 5 associatedwith

X. malinche ancestry and melanoma contains
only two genes, a gene called cd97 and a fatty
acid transporter gene (Figs. 2C and 3C). Al-
though this is unusually high resolution given
our admixture-mapping approach, subsam-
pling the data indicated that this scale of
resolution is likely the result of high recombi-
nation rates in this region (24). We therefore
sought to better characterize the two genes in
this region.
The ortholog of cd97 in mammals plays a

role in epithelial metastasis and is associated
with tumor invasiveness in cancers (36–38). Ac-
cordingly, we found that cd97 is up-regulated
in RNA-seq data from melanotic tissue in
hybrids, whereas the fatty acid transporter
gene is not (Fig. 3D); nor is this pattern of up-

regulation observed in any other gene within
100 kb of this region (24). In addition, of five
amino acid changes between X. birchmanni
and X. malinche in cd97, one occurs in a con-
served epidermal growth factor–like calcium-
binding domain (Fig. 3C).
We further investigated differences in ex-

pression of cd97 using a targeted quantitative
polymerase chain reaction (qPCR) approach.
We found that cd97was expressed at low levels
in the caudal fin tissue of X. birchmanni, re-
gardless of spotting phenotype, but at sim-
ilarly high levels in X. malinche and in natural
and artificial hybrids [analysis of variance
(ANOVA) P = 1−5, Tukey post hoc; all groups dif-
ferent fromX. birchmanni atP<0.005) (Fig. 3E).
Higher expression of cd97 in X. malinche and
hybrids is not tissue-specific and surprisingly
does not appear to be driven by cis-regulatory
differences (fig. S16) (24). We do not know
whether the link between X. malinche ances-
try at cd97 andmelanoma is driven by coding
or regulatory differences (24). However, in
mammals, overexpression of cd97 has been
linked to tumor metastasis; a similar mecha-
nism could be involved here, given that high
expression of cd97 coincides with invasion of
other tissues with melanoma cells.

Independent evolution of a
melanoma incompatibility

Although the role of xmrk in the maculatus-
hellerii hybrid incompatibility has been known
for 30 years (39), the identity of the interacting
gene is not known. Laboratory crosses have
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Fig. 4. Impact of the spotted
caudal melanoma in natural
hybrid populations. (A) Fre-
quency of spotting in juvenile and
adult males across populations
with high (circles, Calnali low and
Chahuaco falls) or low (squares,
Aguazarca and X. birchmanni)
melanoma incidence. Asterisks
indicate significant differences
by age class (*P < 0.05,
**P < 0.01; ns indicates
nonsignificant differences in a
two-sample z test). Gray points
indicate the raw data, black
points indicate the mean, and
error bars indicate one standard
error of the mean. (B) Results
of approximate Bayesian com-
putation simulations indicate that
the change in frequency of the
spotting phenotype between
juvenile and adult males is
consistent with strong viability
selection (24). Shown here are posterior distributions of viability selection coefficients consistent with the observed frequency change data in (left) Chahuaco falls and
(right) Calnali low. (C) Because of where the melanoma develops, it can cause (top) the degradation of a fin essential in swimming or (bottom) the growth of tumors on the
fin (overhead and side view of the same individual). (D) Visualization of the difference in fast-start response between individuals with low and high melanoma invasion (upper and
lower 25% quantiles shown here). This representation is for visualization only; the statistical analysis comes from a linear model.
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narrowed to a ~5 Mb region on chromosome 5
but have not yet identified the underlying
gene, although candidates have been proposed
(16). We identified a distinct region on chro-
mosome 5 (Fig. 2C), more than 7 Mb away
from the region identified in the hellerii-
maculatus cross. Alignments of chromosome 5
confirm that cd97 is at the same location in
all four species (fig. S17), and linkage disequi-
libriumbetween cd97 and the region identified
in hellerii-maculatus decays to background
levels in hybrids (24). Using simulations, we
ruled out a lack of power to detect an asso-
ciation between this region and melanoma,
assuming a similar effect size to that seen in
the hellerii-maculatus cross (fig. S18). These
results indicate that the incompatibility has
a partially distinct genetic basis in the two
crosses generating hybrid melanoma. How-
ever, wemay not havemapped all components
of the melanoma incompatibility, particularly
if other genes have subtle impacts on mela-
noma risk (24).
These mapping results are surprising be-

cause they suggest that a melanoma incompat-
ibility involving xmrk emerged independently
in two distinct lineages. Despite the evolu-
tionary distance between these species (fig.
S19), it is possible that the melanoma in-
compatibility arose through similar evolu-
tionary paths in both cases. X. hellerii and
its relatives lack xmrk (39), either because the
lineage leading to this clade diverged before
xmrk arose (fig. S19) or because of an ancient
loss of xmrk. By contrast, many species in the
lineage leading to X. birchmanni and X. malinche
retained xmrk (fig. S19) (24), but we found
that xmrk has been deleted in X. malinche
since its divergence from X. birchmanni (fig.
S20) (24). We speculate that the loss of xmrk
in X. malinche could have changed the level
of constraint on interacting genes in this line-
age, and if so, similar evolutionary mecha-
nisms could be at play in X. hellerii.

Selection on melanoma in natural populations

Althoughthemelanomathat forms inbirchmanni
xmalinche hybrids appears to be deleterious
from its development early in life (fig. S1) and
itsmalignancy (Fig. 1E and fig. S5), wewanted
to evaluate its impact in natural hybrid pop-
ulations. Over several years, we observed shifts
in the frequency of the spotted caudal trait
between juvenile and adult males (24). Spe-
cifically, in hybrid populations with high in-
cidences of melanoma, juvenile males had a
significantly higher frequency of the spotted
caudal trait than that of adult males (two-
sample z test, both P < 0.02) (Fig. 4A). By
contrast, this pattern was not observed in the
X. birchmanni parental population or in a
hybrid population with a low incidence of
melanoma (Fig. 4A). Phenotype tracking of
laboratory-raised individuals shows that once

it appears, the spotted area always expands
over time, indicating that we do not expect
reversal of spotting due to some formof pheno-
typic plasticity (Fig. 1D) (24). We also did not
find evidence for systematic shifts in ancestry
genome-wide between the juvenile and adult
male life stages that could explain this pat-
tern (24). However, we do see a shift toward
X. birchmanni ancestry at the melanoma risk
locus (in the top 1% of changes genome-wide)
(fig. S21) (24).
The observed shifts in spotting phenotype

and ancestry at the melanoma risk locus, com-
bined with an absence of substantial genome-
wide shifts in ancestry, suggest that viability
selection acts against spotted hybrids during
maturation (24). Using an approximate Bayes-
ian approach, we inferred that the strength of
viability selection required to generate ob-
served phenotypic shifts was extremely high
and consistent across the two hybrid popula-
tions wheremelanoma is common (maximum
aposteriori estimate of s~0.2; 95% confidence
intervals 0.05 to 0.44 and0.04 to 0.38) (Fig. 4B).
Histology showed degradation of the mus-

cle tissue that connects to the caudal fin in
advanced melanomas (Figs. 1E and 4C, fig. S5,
and movie S1). We thus measured its impact
on swimming performance using two ap-
proaches.We did not find differences between
phenotypes in ability to swim against a cur-
rent (24). However, individuals with three-
dimensional melanoma had slower escape
responses when startled (linear model, t = –2.6,
p=0.014) (Fig. 4D) (24). This result is intriguing
because fish with expanded spotting are likely
more visible (movie S2), which could affect de-
tection by avian and piscine predators.
Given the evidence for reduced survival of

spotted individuals in populations with high
rates of melanoma, it is surprising that this
trait is still segregating in some hybrid popula-
tions (Fig. 4, A and B, and fig. S22) (24). Simu-
lations suggest that high levels of gene flow
fromX. birchmanniwould be required tomain-
tain spotting at observed frequencies in hybrid
populations (fig. S22) (24). However, because
our inferences are based on viability rather than
direct measures of fitness, we stress that there
may be weaker effects of melanoma on overall
fitness. Alternatively, other factors, such as
mating advantages in individuals with large
spots (40, 41), may explain its maintenance.

Implications

The involvement of xmrk in a melanoma hy-
brid incompatibility in two distantly related
swordtail species pairs raises the question of
whether certain genetic interactions are par-
ticularly prone to breakdown in hybrids. Genes
that interact with many other genes or those
that are involved in evolutionary arms racesmay
be especially likely to generate hybrid incom-
patibilities (such as observed in Arabidopsis)

(42, 43). Indeed, the only other known hybrid
incompatibility in vertebrates, the recombi-
nation hotspot regulator prdm9, causes hy-
brid sterility in multiple crosses in mice (44).
Whether unifying molecular or evolutionary
forces drive the evolution of hybrid incom-
patibilities will become clearer as more in-
compatibilities aremapped to the single-gene
level.
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C–H BOND ACTIVATION

Diverse functionalization of strong alkyl C–H bonds
by undirected borylation
Raphael Oeschger*, Bo Su*, Isaac Yu, Christian Ehinger, Erik Romero, Sam He, John Hartwig†

The selective functionalization of strong, typically inert carbon-hydrogen (C–H) bonds in organic
molecules is changing synthetic chemistry. However, the undirected functionalization of primary C–H
bonds without competing functionalization of secondary C–H bonds is rare. The borylation of alkyl C–H
bonds has occurred previously with this selectivity, but slow rates required the substrate to be the
solvent or in large excess. We report an iridium catalyst ligated by 2-methylphenanthroline with activity
that enables, with the substrate as limiting reagent, undirected borylation of primary C–H bonds and, when
primary C–H bonds are absent or blocked, borylation of strong secondary C–H bonds. Reactions at the
resulting carbon-boron bond show how these borylations can lead to the installation of a wide range of carbon-
carbon and carbon-heteroatom bonds at previously inaccessible positions of organic molecules.

T
he installation of functional groups at the
positions of unreactive C–H bonds in or-
ganicmolecules has been a longstanding
goal of synthetic chemistry (1). The reac-
tion at suchC–Hbondswithout the assist-

ance of a nearby directing group (2) is arguably
the greatest challenge. Many reactions, both
catalyzed and uncatalyzed, are known to occur
at benzylic, allylic, secondary, and tertiary C–H
bonds (3), but undirected functionalizations of
primary C–H bonds, which are stronger and
less electron rich, are much less developed.
Primary alkyl C–H bonds are stronger than

secondary or tertiary C–H bonds and are much
stronger than C–H bonds located alpha to
heteroatoms or alpha to an aryl ring. Thus,
primaryC–Hbonds are the least reactive toward
reagents, chemical catalysts, or enzymes that
abstract hydrogen atoms or a hydride to gen-
erate alkyl radical or carbocation intermediates.
Yet a catalyst can change the site at which
chemical reactions occur (4). The insertions
of a particular class of carbene can occur pref-
erentially into primary C–H bonds over sec-
ondary C–H bonds with sterically hindered
catalysts (5), but only one class of reaction—the
borylation of C–Hbonds—has been reported to
occur without a directing group with exclusive
selectivity for functionalization of a primary
C–H bond (6). Although unusually selective
and having potential synthetic value because
of the many types of products that can be
formed from alkylboronates, the borylation of
primary C–H bonds has typically required the
substrate to be the solvent or in large excess and
has not occurred in the presence of potentially
reactive functional groups (6–11).
Here, we report iridium-catalyzed boryla-

tions of primary C–H bonds in a wide range
of structures and the borylation of secondary
C–Hbonds of saturated carbocycles andhetero-

cycles at strong C–Hbonds positioned beta to the
heteroatom. The use of 2-methylphenanthroline
(2-mphen) as ligand accelerated the reaction rate
by almost two orders of magnitude relative to
the most widely used catalysts containing sub-
stituents on bipyridine or phenanthroline ligands
at more distal positions, and this rate enhance-
ment enabled reactions to occur with the alkyl
substrate as limiting reagent in an inert solvent
lacking methyl C–H bonds.

Development of undirected borylation of alkyl
C–H bonds in an inert solvent

To achieve the borylation of alkyl C–H bonds
without requiring a large excess of the substrate,
we investigated the rates of the borylation of
alkyl C–H bonds with bis-pinacolatodiboron
(B2pin2) as reagent catalyzed by iridium com-
plexes of phenanthroline ligands substituted
with methyl groups at the 2-position and at
the 2- and 9-positions and compared these
rates to those of the catalyst containing 3,4,7,8-
tetramethylphenanthroline (tmphen) that had
previously generated the most active catalyst
for the borylation of aryl and primary alkyl
C–H bonds. We recently showed, for the silyla-
tion of aryl C–Hbonds, that catalysts containing
2-mphen and 2,9-dimethylphenanthroline
(2,9-dmphen) as ligand are more active than
those containing tmphen (12, 13). However, the
iridium catalysts generated from 2-mphen and
2,9-dmphen proved to be one and two orders of
magnitude less active than those containing
tmphen for the borylation of arenes with B2pin2
(see supplementary materials, fig. S5).
Despite these relative rates for the borylation

of arenes, the results in Fig. 1 show that the
catalyst coordinated by 2-mphen is muchmore
active than that coordinated by tmphen for the
borylation exclusively at the primary C–Hbonds
and secondary C–H bonds beta to oxygen in
the linear and cyclic ethers, respectively. The
initial rate of the reaction of B2pin2 with neat
dibutyl ether catalyzed by the combination
of [Ir(mesitylene)(Bpin)3] and 2-mphen was

~40 times greater than that of the reaction of
B2pin2 with dibutyl ether catalyzed by the com-
bination of [Ir(mesitylene)(Bpin)3] and tmphen
or 2,9-dmphen after short induction periods,
and the initial rate of the reaction of B2pin2

with neat tetrahydrofuran (THF) catalyzed
by [Ir(mesitylene)(Bpin)3] and 2-mphen was
80 times greater than that of the reaction of
THF catalyzed by [Ir(mesitylene)(Bpin)3] and
tmphen or 2,9-dmphen.
These large rate increases with the catalyst

containing 2-mphen implied that the same
reactions could occur in goodyields at acceptable
rates with the substrate as the limiting reagent
atmuch lower concentrations in an inert solvent
(8, 14). To test the potential of achieving the
borylation on a purely unactivated alkane in
an inert solvent, we conducted the reaction of
dodecane in cycloalkanes. We found that the
reaction of dodecane in cyclooctane at 100°C
formedproducts fromborylation at one or both
of the terminal positions. The ratio of products
from borylation of substrate to borylation of
solvent wasmore than 60:1. We also performed
a competition experiment involving the reac-
tion of cyclohexane and cyclooctane together
at 100°C, which afforded the corresponding
borylated products in a 4:1 ratio (for details on
the reactivity of these cycloalkanes and saturated
heterocycles, see supplementarymaterials). Thus,
the reactions in the remainder of the studywere
conducted in cyclooctane as solvent.
Although the product from the borylation of

dodecane in cyclooctanewas observed,monitor-
ing of the reaction over time showed that the
rate decreased more rapidly than expected for
a typical first-order process, and only 34% of
the methyl groups of the substrate converted
to alkylboronate units. We considered that the
pinacolborane (HBpin) by-product could inhibit
the reaction and conducted two experiments to
test this hypothesis. First, we conducted the re-
action of dodecane with B2pin2 initiated with
2 equiv of addedHBpin. Qualitatively, the reac-
tionwith the addedHBpinwas slower than the
one without added HBpin (see supplementary
materials for details), and this result is consist-
ent with inhibition by the HBpin formed as a
by-product.
Second, we conducted the reaction at 100°C

in a vessel that was open to a flow of nitrogen.
Under these conditions, volatile side products
could evaporate from the system. Indeed, the
reactions of alkanes with B2pin2 (3 equiv)
catalyzed by [Ir(OMe)(COD)]2 and 2-mphen at
100°C in cyclooctane under these conditions
occurred tohigh conversionandyield of products
from borylation of the methyl groups. We pro-
pose, on the basis of the observation of B2pin3
by 11B nuclear magnetic resonance (NMR) spec-
troscopy (fig. S11), that the HBpin by-product
disproportionates to B2pin3 and BH3 (15, 16),
driven by the elimination of BH3 in the flow of
nitrogen. Under these conditions, the reaction
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of dodecane in cyclooctane fully converted the
linear alkane and formed a 6:1 ratio of products
from reaction at one and two methyl groups,
respectively; the 1-boryldodecane was isolated
in 65% yield (Fig. 2). Likewise, the reaction of
pentylcyclohexane, a hydrocarbon that contains
just one set of primary C–H bonds, along with
many inequivalent secondary and tertiary C–H
bonds, gave a single product under these condi-
tions inhigh yield fromborylation at themethyl
group. The remainingmass balance in this case
was a small amount of unreacted alkane.

Scope of the borylation of alkyl C–H bonds

With conditions for the borylation of primary
alkyl C–H bonds with the substrate as limiting
reagent, we tested the scope of the reactions
of B2pin2 catalyzed by [Ir(OMe)(COD)]2 and
2-mphen with substrates that contain primary
C–Hbonds (Fig. 2). Substrates containing ether,
silyl ether, imide, carbamate, amine, ketal, and
acetal functionality underwent borylation at
primary C–Hbonds or unactivated secondary
C–H bonds when primary C–H bonds were ab-
sent or were blocked by steric hindrance. These
reactions occurred without direction by the
existing functional groups.
As shown in Fig. 2A, alkanes (1 and 3), ethers

(2, 4, 5, and 6), amines and amine derivatives
(7 to 11), and acetals (12 and 13) containing
methyl groups all underwent the borylation at
the primary C–H bond. Although most of the
reactions at primary C–H bonds were con-
ducted in a system open to a flow of nitrogen,
some of the reactions at methyl groups, partic-
ularly in substrates containing an electron-

withdrawing group, occurred to high conversion
in a closed system. Dodecane (1) and dioctyl
ether (2) formed amixture of products from the
borylation of one or two methyl groups at the
chain ends, but tert-butyl octyl ether formed a
single product from borylation of the less hin-
deredmethyl group (4), and the triisopropylsilyl
(TIPS) tetradecyl ether formed a single alcohol
product with the boryl group at the w-position
after cleavage of the silyl ether (5). Ethyl butyl
ether (6) formedproducts fromborylation at the
primary C–Hbonds in the ethyl and butyl groups
in 71%combinedyieldwith a90:10 ratio favoring
reaction at the primary C–H bond of the ethyl
group. This ratio is comparable to that (87:13)
observed from the reaction of the neat ether
with an iridium catalyst ligated by tmphen
(14). N-Hexyl piperidine (11) reacted like the
alkyl cyclohexane, forming a single product from
reaction at the methyl group. N-Propyl and N-
octyl aliphatic imides (7 and 8) each formed
a single product from reaction at the methyl
group, but the 2-octyl imide (9) formed a mix-
ture of two products from borylation at one or
the other methyl group in a 3:2 ratio favoring
reaction at the bmethyl group over thewmethyl
group, likely reflecting the electronic effect of
the imide on the functionalization process.
N-Boc dibutyl amine (Boc = tert-butyl carbam-
oyl) (10) gave a high yield of product from
monoborylation at the n-butyl group without
reaction at the more hindered tert-butyl group
in the carbamate unit. Although aldehydes and
ketoneswerenot tolerated, theneopentaneglycol
acetals of octanal (12) reacted at the terminal
methyl group of the alkyl chain, and the analo-

gous ketal of 2-hexanone (13) reacted at the less
hindered of the twomethyl groups on the hexyl
chain. Neither substrate underwent reaction at
the more hindered geminal dimethyl groups.
Alkylarenes also underwent reactions at

methyl groups when the aryl C–H bonds con-
tained an ortho substituent (14 and 15). 1,4-
Diisopropyl benzene underwent borylation to
form amixture of products frommonoborylation
and diborylation (mono:di = 3:1) at the alkyl sub-
stituents. 3-Bromo-1-isopropylbenzene reacted
at themutuallymeta C–Hbond on the aryl ring
and at one methyl C–H bond on the isopropyl
substituent to give the product from twodistinct
borylation processes in good yield. As shown
below, these two boryl groups could be used
independently for derivatization.
Primary, secondary, and tertiary alcohols (16

to 18) also underwent borylation of a C–Hbond
after initial borylation of the hydroxyl group (Fig.
2B). The alcohol was first mixed with HBpin
and, after conversionof the alcohol to the borate,
addition of B2pin2 and catalyst led to reaction at
a primary C–H bond, enabling formation of the
w-functionalized product of hexadecanol and
borylation of themethyl groupon the cyclohexyl
ring of menthol. In addition to reactions at C–H
bonds of these representative primary and sec-
ondary alcohols, this sequence led to borylation
of the primary C–Hbond of the tertiary alcohol
butyl cyclohexanol. When this reaction of 18
was conducted on a larger 3.5-mmol scale, the
isolated yield (48%) was comparable to that
of the small-scale reaction (0.25 mmol, 56%).
The borylation of alkyl C–H bonds also oc-

curred at the secondary positions of many
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Fig. 1. Profiles of the Ir-catalyzed
reactions of THF and dibutyl
ether with B2pin2 with variously
substituted phenanthrolines as
ligands. The reactions are cata-
lyzed by the combination of
5 mol % [Ir(mesitylene)(Bpin)3]
and 5 mol % 2-mphen (red),
tmphen (blue), or 2,9-dmphen
(green). The relative rates
were estimated from the
slope of the curves for
the initial rates of reactions
with 2-mphen (red) versus
those for the reactions
with the other two ligands
after the induction period.
n-Bu2O, n-dibutyl ether;
Me, methyl.
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saturated carbocycles (Fig. 2C) andheterocycles
(Fig. 2D). The reactions of carbocycles occurred
at the most sterically accessible C–H bond. For
example, the borylation occurred at the C–H
bond trans to the substituent of a cyclopropane
carboxylate (19). The reaction of this cyclopro-
pane catalyzed by 2-mphen is approximately
five times faster than that catalyzed by the
complex of 2,9-dmphen (fig. S6) (17). This higher
reactivity enabled the borylations of less-reactive
carbocycles, such as cyclobutane (20) and cyclo-
pentanes (21 to23). The acetals of cyclobutanone
and cyclopentanone reacted at themost sterically
accessible C–Hbond located beta to the fusion of
the spirocycle (20 and21). The reaction occurred
at these methylene C–H bonds over the geminal
dimethyl substituents on the acetal. Two cyclo-
pentanes containing nitrogen atoms also reacted
(22 and 23). These reactions of the fused
octahydrocyclopenta[c]pyrrole and the imido-
cyclopentane also occurred at the less hindered
methylene units.
This catalyst also enabled the borylation of

a wide range of saturated heterocycles at the
position beta to the heteroatom (Fig. 2D) with
the heterocycle as limiting reagent. Reactions
that functionalize the C–H bonds beta to the
heteroatom in such heterocycles aremuch less
common than those that functionalize the
weaker C–H bonds alpha to these atoms (18).
In general, the reactions of these heterocycles
are faster than those of C–H bonds farther
from a heteroatom, allowing these reactions to
occur ina closed system.For example, borylations
at the C–H bonds beta to oxygen in furans
(24 to 26), dihydrofuranone (27), and tetrahy-
dropyrans (28 and 29) occurred in good yield
under these conditions. 2-Substituted tetrahy-
drofurans reacted selectively at the 4-position,
which is beta to the oxygen, as did the 3-methyl
dihydrofuranone. Although reaction of the
2-substituted tetrahydrofurans was not dia-
stereoselective, the reaction of the more con-
formationally defined 3-substituted pivaloyl
tetrahydropyran occurred at the 5-position with
3:1 diastereoselectivity in favor of the cis isomer.
Formation of the cis isomer and the greater
stability of 3-pivaloyltetrahydropyran with the
substituent in an equatorial position implies
that the reaction occurs preferentially at an
equatorial C–H bond over an axial C–H bond.
The origin of the regioselectivity for reactions
of these heterocycles is being studied, but
one recent paper reporting computational
studies of our prior borylation of THF as
solvent (19) suggests that cleavage of the
C–H bond alpha to the heteroatom occurs
but is reversible and does not lead to product
because the barrier to form the B–C bond at
this position is high.
Saturated nitrogen heterocycles are among

the most common units in pharmaceuticals,
and the importance of functionalizing the
C–H bonds of such heterocycles has been
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Fig. 2. Borylation of the primary C–H bonds of alkyl groups and secondary C–H bonds of cyclic
compounds. (A) Borylation of primary C–H bonds of acyclic alkanes, ethers, silyl ethers, and protected amines.
(B) Borylation of the methyl C–H bonds of alcohols, including the natural terpene menthol. (C) Borylation of
the secondary C–H bonds of carbocycles. tBu, tert-butyl; d.r., diastereomeric ratio. (D) Borylation of the methylene
C–H bonds beta to oxygen in tetrahydrofurans and tetrahydropyrans and beta to nitrogen in azetidine, pyrrolidine,
piperidine, and azepine derivatives. Assay yields were measured by 1H NMR spectroscopy, with isolated yields
in every example given in parentheses. The difference in yields determined by NMR spectroscopy and by isolation
typically resulted from the difficulty of separating the products from the alkyl reactants, unreacted diboron
reagent, and boron-containing side products owing to their similar polarities. In no case did a reaction form >5%
of any other product from reaction with the substrate. Yields marked with an asterisk refer to the yield of the
corresponding alcohol isolated after oxidation in cases for which the alkylboronate could not be separated from
other reaction components. Piv, pivaloyl.
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emphasized recently (20). The major products
of the borylations we report result from func-
tionalization beta to nitrogen with N-substituted
azetidine (30), pyrrolidine (31), and piperidine
(32 and 33) in good yields and even in accept-
able yield with the larger-ring N-trifluoroacetyl
azepane (34). The selectivity for reaction at
the position beta to nitrogen versus gamma to
nitrogen in the piperidine derivatives was 6:1
in both cases. The products from functional-
izations of pyrrolidines resulted exclusively from
reaction beta to nitrogen and were isolated in
pure form; the product from borylation of pyr-
rolidine itself was obtained in good yield on a
2.5-mmol scale. These reactions also occurred
with versions of these heterocycles containing
substituents on the ring (35 and 36). For ex-
ample, 2-trifluoromethyl pyrrolidine reacted at
the more sterically accessible of the methylene
units beta to nitrogen, and tert-butyl N-Boc
proline reacted at the same position.

Transformations of the products from
C–H borylation

The boryl groups in the products of these re-
actions are poised for conversion to a range of
other functional groups. Alkylboronic esters are
known to undergo oxidation (21, 22), amination
(23), halogenation (24), arylation (25), vinyl-
ation, and homologation (25), among other
transformations. To showcase this flexibility,
we first conducted transformations of the
borylated aryl and alkyl C–H bonds of 3-bromo
isopropyl benzene (Fig. 3).
The bromide, arylboronate, and alkylboro-

nate all react independently under appro-
priate conditions. Both C–B bonds are stable
when the C–Br bond reacts with boronic acid
under Suzuki coupling conditions [Pd(dppf)Cl2
(5mol%) andK3PO4] to form the biaryl37 (Fig.

3, top). The reactions at the left and bottom of
Fig. 3 show that the aryl C–B bond can react
selectively over the alkyl C–B bond. Deboro-
nation to form the aryl C–Hor C–D bond (38
and 39) using an iridium catalyst (26) provided
labeled and unlabeled product from formal
selective borylation at the alkyl C–H bond.
Likewise, selective reaction at the aryl C–B bond
enabled copper-mediated halogenation (27)
and palladium-catalyzed Suzuki coupling (28) to
occur selectively at the arylboronate unit, giving
the aryl chloride 40 and the biaryls 41 to 43
containing the intact alkyl C–B unit. Copper-
catalyzed oxidation (29) converted the arylboro-
nate unit to the phenol 44, maintaining the
alkylboronate unit, while oxidation under stan-
dard conditions of basic hydrogen peroxide
formed the diol 45.
After transformation of the aryl-boron bond,

amination at the aryl bromide or transforma-

tion of the alkyl-boron bond could be conducted
(Fig. 3, right). For example, coupling of cyclo-
hexylamine with the aryl bromide formed the
aniline derivative 46 without affecting the
alkyl-boron linkage, and subsequent oxidation
of the C–B bond formed product 47, contain-
ing a new C–O, C–N, and C–C bond from the
initial product of C–H bond functionalization
at both the alkyl and aryl C–H bonds. Trans-
formation of the alkylboronate unit to a furyl
group gave product 48, containing two differ-
ent C–C bonds at the two C–H bonds that had
undergone borylation, and olefination at the
alkyl C–B bond gave product 49, resulting
from installation of two different types of C–C
bonds. Amination and protection with Boc
for the purpose of isolation led to product 50,
in which the primary C–H bond was converted
to a newC–Nbond, and the overall process led
to formation of one C–C and one C–N bond
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Fig. 3. Derivatization of
the products from C–H boryl-
ation at alkyl C–H bonds.
Borylation of an alkylarene at
the aryl and primary alkyl C–H
bonds, followed by derivatiza-
tion specifically at the aryl
C–B bond or C–Br bond, and
then at the alkyl C–B bond.
brs, based on recovered
starting material; NBS,
N-bromosuccinimide.

Fig. 4. Derivatization of the B–C bond
of an N-Boc 3-borylpyrrolidine. DAST,
diethylaminosulfur trifluoride.
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by C–H bond functionalization and selective
derivatizations at the C–B bonds.
In a similar vein, the products from borylation

of heterocycles at a secondary C–H bond
can undergo multiple derivatizations (30).
As shown in Fig. 4, the 3-boryl pyrrolidine 31
underwent cleavage of the pinacolate by fluoride
to form the solid,more reactive trifluoroborate
analog of the pinacolboronate 51, coupling
under metallaphotoredox conditions (31) to
form the arylpyrrolidine 52, heteroarylation
(25) to generate the furanyl pyrrolidine 53,
amination to form the N-Boc amine 54, and
oxidation to generate the alcohol 55. Fluorina-
tion to form 56 was accomplished by oxida-
tion and deoxyfluorination.
The ability to conduct these reactions with

the substrate as limiting reagent enables the
borylation of natural products or medicinally
relevant synthetic structures containing many
C–H bonds and functional groups. For exam-
ple, dehydroabietic acid contains a carbox-
ylate group along with many aryl and alkyl
C–H bonds. After conversion of the carbox-
ylic acid to the tert-butyl ester 57, this mole-
cule underwent borylation exclusively at the
methyl C–H bond of the isopropyl group over
the aryl C–H bonds, the other three more hin-
dered methyl C–H bonds, and the methylene
or methine C–H bonds (Fig. 5). Because of
the remoteness of this group from the exist-
ing stereogenic center, two diastereomers are
formed in equal amounts, but the overall yield
was sufficient to provide material to create a
series of derivatives of 58. The product 58 from
borylation at the methyl group underwent oxi-
dation to form the corresponding alcohol
product59, whichwould be difficult to obtain
by direct oxidation. This intermediate also
underwent halogenation (60) to place bromine

at the position of the strongest C–H bond of
the isopropyl group rather than the weaker
benzylic C–Hbond, which would be the site of
reactivity under conditions of radical bromi-
nation. Suzuki cross-coupling formed product
61, containing an aryl group at the original
C–H bond that would otherwise be inacces-
sible, and homologation led to chain exten-
sion to form an alkylboronate (62) that could
be derivatized in a similar fashion to create an
analogous homologated series of products. Ami-
nation at the C–B bond similarly formed a prod-
uct (63) that would otherwise be inaccessible.

Mechanistic studies

To gain preliminary insight into the mech-
anism of the C–H bond functionalization
process, wemeasured the kinetic isotope effect
(KIE) for substrates that react at primary and
secondary C–Hbonds. TheKIE value determined
from reaction with amixture of THF and THF-d8
was 2.1 ± 0.1, and the value for the reaction of a
mixture of octane and octane-d18 was 3.4 ± 0.2.
Whereas the value for the reaction of THFcould
be interpreted as primary kinetic or equilib-
rium, the value for the reaction with octane is
clearly a primary KIE. Thus, cleavage of the pri-
mary C–H bond is irreversible, and the energy
of this transition state is higher than that of the
subsequent B–C bond formation. The rate of
the reaction of tert-butyl octyl ether increased
with increasing concentration of the substrate
(fig. S15), further implying that the reaction
with this catalyst is due to an increase in the
rate of the C–H bond cleavage step.
The high selectivity for functionalization of

primary over secondary C–H bonds is consistent
with prior studies on the borylation of C–H
bonds. Prior studies on the origins of the
selectivity of the borylation of primary C–H

bonds of alkanes catalyzed by Cp*Rh(C6Me6)
showed that the exclusive selectivity for re-
action of primary over secondary C–H bonds
resulted from a combination of 7:1 selectivity
for the cleavage of primary over secondary
C–H bonds, which was determined experi-
mentally by hydrogen–deuterium exchange,
and a 9 kcal/mol difference in energy for the
formation of the B–C bond, which was com-
puted by density functional theory (DFT) (32).
A small KIE of 2.0 for the reaction of octane
catalyzed by this rhodium system implied that
the C–H bond cleavage step is reversible and
the primary influence of the selectivity results
from that for B–C bond formation. In contrast,
the KIE for reaction of octane catalyzed by the
iridium system reported here implies that the
selectivity results fromC–Hbondcleavage. Thus,
the high selectivity for reaction of the primary
C–Hbonds of octane versus the secondary C–H
bonds in linear octane or the cyclooctane sol-
vent likely reflects the selectivity from C–H
bond cleavage instead of reductive elimination
to form the B–C bond from the primary or sec-
ondary alkyl intermediates. The high reactivity
of the C–H bonds beta to the heteroatoms in
both five- and six-membered saturated hetero-
cycles, so far, is specific to the borylation of C–H
bonds. One set of detailed DFT studies has
previously suggested that the higher reactivity
at this type of C–H bond than at C–H bonds in
saturated carbocycles results from attractive
noncovalent interactions between the sub-
strate and the boryl ligands (14), and a second
study suggests that the selectivity for reaction
at the beta position over the alpha position re-
sults from a high barrier for reductive elimina-
tion from the a-alkoxy (and presumably amino)
alkyl intermediate (19). The ability to run reac-
tions with the cyclic ethers and amines in a
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Fig. 5. Borylation and derivatization of tert-butyl ester of dehydroabietic acid.
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closed system without prohibitive inhibition
by the HBpin side product presumably results
from the favorable rates for reaction beta to
the heteroatom.
The origin of the accelerating effect of the

2-mphen ligand is particularly intriguing. To
gain initial information on the origin of this
effect, we carefully monitored the profile of
the reaction catalyzed by the iridium complex
that would be analogous to the active catalyst
in the reactions of arenes studied previously. To
do so, we added 2-mphen to [(mes)Ir(Bpin)3]
(mes = mesitylene) in the presence of B2pin2
in THF-d8 at room temperature. This combi-
nation of ligand and iridium complex has been
shown to generate the active form of the
catalyst (ligand)Ir(Bpin)3 with other ligands,
and this process generated a 2-mphen-ligated
Ir boryl complex in ~80% yield in the presence
of B2pin2 (fig. S14). In contrast to reactions of
arenes, the reaction of THF-d8 catalyzed by
this preformed complex occurredwith amarked
induction period, implying that this complex is
not the active catalyst (fig. S13).
We considered that the induction period

could involve modification of the 2-mphen
ligand to generate the active catalyst, although
borylations of bipyridine and phenanthroline
ligands have previously been shown to deacti-
vate, rather than activate, the catalyst (33). Be-
cause multiple modifications of the 2-mphen
were observed by gas chromatography–mass
spectrometry and liquid chromatography–mass
spectrometry, we assessed the potential that
modification of the ligand activates the cata-
lyst andgained informationabout the important
position of suchmodification by monitoring the
profile of the reactionwith 2-mphen-d3 inwhich
the methyl group is deuterated and 2-mphen-d7
in which the phenanthroline ring is deuterated.
If modification of the ligand leads to the active
catalyst, then an isotope effect on this process
at the ring or at themethyl group shouldmani-
fest as a change in the length of the induction
period. These experiments showed that the
induction period is longer for the reaction with
the ligand containing deuterium at the methyl
group but unchanged for reaction with the lig-
and containing deuterium at the ring (fig. S16).
This effect of the position of deuterium on the
extent of the induction period implies that a

change to the methyl group leads to the active
catalyst. Further studies are needed to identify
the precise structure of the ligand in the active
catalyst and to inhibit detrimental changes to
its structure, but it is possible that borylation at
the methyl group triggers the high activity.

Outlook

The systemwe report enables the introduction
of a range of functional groups at the strongest
alkyl C–H bonds in organic molecules in an
undirected fashion and at the C–H bonds beta
to the heteroatom in saturated heterocycles
with the substrate as limiting reagent. While
the combination of high reactivity and high
selectivities for these C–H bonds, along with
the synthetic utility of the resulting products,
has not beenobservedpreviously, further devel-
opments are needed to achieve the full poten-
tial of this class of C–Hbond functionalization.
Clearly, the yields of the reactions inmany cases
are modest and require catalysts with greater
activity and stability. Furthermore, a combina-
tion of a catalyst and inert medium that more
readily dissolves larger and more polar sub-
strates than cyclooctane is needed. We antic-
ipate that studies on the true active catalyst will
enable the pinpointing of features that lead to
high activity and enable design or selection of
evenmore active catalysts. Such systems should
make the undirected borylation of primary
alkyl C–Hbonds a syntheticmethod that greatly
expands the utility of undirected C–H boryla-
tionbeyond the commonly practicedundirected
borylation of aryl and heteroaryl C–H bonds.
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CORONAVIRUS

Effective containment explains subexponential
growth in recent confirmed COVID-19 cases in China
Benjamin F. Maier1* and Dirk Brockmann1,2

The recent outbreak of coronavirus disease 2019 (COVID-19) in mainland China was characterized by
a distinctive subexponential increase of confirmed cases during the early phase of the epidemic, contrasting
with an initial exponential growth expected for an unconstrained outbreak. We show that this effect can
be explained as a direct consequence of containment policies that effectively deplete the susceptible
population. To this end, we introduce a parsimonious model that captures both quarantine of symptomatic
infected individuals, as well as population-wide isolation practices in response to containment policies
or behavioral changes, and show that the model captures the observed growth behavior accurately. The
insights provided here may aid the careful implementation of containment strategies for ongoing
secondary outbreaks of COVID-19 or similar future outbreaks of other emergent infectious diseases.

T
he outbreak of coronavirus disease 2019
(COVID-19) caused by the coronavi-
rus severe acute respiratory syndrome–
coronavirus 2 (SARS-CoV-2) in mainland
China was closely monitored by govern-

ments, researchers, and the public alike (1–8).
The rapid increase of positively diagnosed
cases and subsequent rise of secondary out-
breaks in many countries worldwide raised
concern on an international scale. The World
Health Organization (WHO) therefore an-
nounced the COVID-19 outbreak a Public
Health Emergency of International Concern
on 31 January and eventually classified it as a
pandemic on 11 March (2, 3).
InmainlandChina, confirmedcases increased

from ~330 on 21 January 2020 to more than
17,000 on 2 February 2020 within 2 weeks
(9). In Hubei Province, the epicenter of the
COVID-2019 outbreak, confirmed cases rose
from 270 to 11,000 in this period; in all other
Chinese provinces, the cumulated case count
increased from 60 to 6000 in the same pe-
riod. Yet, as of 28 March, the total case count
has saturated at 67,800 cases in Hubei with
no new cases per day and reached 13,600 in
the remaining Chinese provinces with about
50 new cases per day.
An initial exponential growth of confirmed

cases is generically expected for an uncon-
trolled outbreak, as observed e.g., during the
2009 influenza A (H1N1) pandemic (10) or the
2014 Ebola outbreak in West Africa (11). This
initial outbreak is in most cases mitigated
with a time delay by effective containment
strategies and policies that reduce transmis-
sion and effective reproduction of the virus,
commonly yielding a saturation in the cumu-
lative case count and an exponential decay in
the number of new infections (12). Although

in Hubei the number of laboratory-confirmed
cases C (t) was observed to grow exponen-
tially in early January (13), the subsequent
rise followed a subexponential, superlinear,
algebraic scaling law tµ with an exponent m =
2.3 (between 24 January and 9 February) (com-
pare Fig. 1A). For most of the affected Chinese
provinces of mainland China, however, this
type of algebraic rise occurred from the be-
ginning of case reporting on 21 January. The
exponents m fluctuate around a typical value
of m = 2.1 ± 0.3 for the confirmed case curves
in other substantially affected provinces
(confirmed case counts larger than 500 on
12 February), displaying algebraic growth de-
spite geographical, socioeconomical differ-
ences, possible differences in containment
strategies, and heterogeneities that may have
variable impacts on how the local epidemic
unfolds (compare Fig. 1, B and C). Eventually,
case counts began to deviate from the observed
scaling laws around 9 February for Hubei and
in early February for the remaining provinces,
approaching a saturation behavior.
The appearance of the observed growth be-

havior for all provinces during the transient
phase between onset and saturation suggests
that this aspect of the dynamics is determined
by fundamental principles that are at work
and robust with respect to variation of other
parameters that typically shape the temporal
evolution of epidemic processes. Three ques-
tions immediately arise: (i) What may be the
reason for this functional dependency? (ii) Are
provinces other than Hubei mostly driven by
cases exported from Hubei and therefore fol-
low a similar functional form in case counts, as
suggested by preliminary studies discussing
the influence of human travel (14–16)? Or, al-
ternatively, (iii) is the scaling lawa consequence
of endogenous and basic epidemiological pro-
cesses, caused by a balance between transmis-
sion events and containment efforts?
In the following, we will provide evidence

that the implementation of effective con-

tainment strategies that target both suscepti-
bles and infecteds can account for the observed
growth behavior.
The Chinese government put several miti-

gation policies in place to suppress the spread
of the epidemic (17). In particular, positively
diagnosed cases were either quarantined in
specialized hospital wards or put under a form
of monitored self-quarantine at home. Sim-
ilarly, suspected cases were confined in mon-
itored house arrest, e.g., individuals who arrived
from Hubei before all traffic from its capital
Wuhan was effectively restricted. These mea-
sures aimed at the removal of infectious indi-
viduals from the transmission process.
Additionally, introduced social distancing

measures aimed at the protection of the sus-
ceptible population, induced by behavioral
changes as well as the partial shutdown of
public life (17). For instance, many people wore
facemasks in public spaces and followed stricter
hygiene procedures concerning hand wash-
ing; universities remained closed; many busi-
nesses closed down; and people were asked to
remain in their homes for as much time as
possible, in several places enforced by manda-
tory curfews. Another standard strategy that
Chinese authorities applied was contact trac-
ing (17), where possible transmission chains
between known infecteds and their contacts
were identified and suspected cases were
isolated at home before symptom onset. Al-
though very effective in interrupting the trans-
mission process and thereby shielding large
numbers of susceptibles from acquiring the
infection, contact tracing becomes infeasible
when the number of infecteds grows rapidly in
a short amount of time or when an undetected
outbreak leads to a large number of uniden-
tifiable infecteds, as was the case in Hubei.
The latter containment efforts that affect

both susceptibles and asymptomatic infec-
tious individuals not only protect susceptibles
from acquiring the infection but also remove a
substantial fraction of the entire pool of sus-
ceptibles from the transmission process, indi-
rectly mitigating the proliferation of the virus
in the population in much the same way that
herd immunity is effective in the context of
vaccine-preventable diseases.

Modeling epidemic spread under
containment efforts

On a very basic level, an outbreak such as the
one in Hubei is captured by SIR dynamics
where the population is divided into three
compartments that differentiate the state of
individuals with respect to the contagion pro-
cess: infected (I), susceptible (S) to infection,
and removed (R) (i.e., not taking part in the
transmission process) (18, 19). The correspond-
ing variables S, I, andR quantify the respective
compartment’s fraction of the total population
such that S + I + R = 1. The temporal evolution
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of the number of cases is governed by two
processes: the infection that describes the
transmission from an infectious to a suscep-
tible individual with basic reproduction num-
ber R0 and the recovery of an infected after
an infectious period of average length TI. The
basic reproduction number R0 captures the
average number of secondary infections an
infected will cause before he or she recovers or
is effectively removed from the population.
Initially, a small fraction of infecteds yields

an exponential growth if the basic reproduc-
tion number is larger than unity. A simple
reduction in the number of contacts caused
by quarantine policies without additional
shielding of susceptibles could be associated
with a reduction in the effective reproduc-
tion number, which would, however, still yield
an exponential growth in I(t) if R0 > 1, which
is inconsistent with the observed transient
scaling law tµ discussed above. To test the
hypothesis that the observed growth behav-
ior can be caused by mitigation policies that
apply to both infected and susceptible indi-
viduals, we extend the SIR model by two
additional mechanisms, one of which can be
interpreted as a process of removing suscep-
tibles from the transmission process: First,
we assume that general public containment
efforts or individual behavioral changes in
response to the epidemic effectively remove
individuals from the interaction dynamics
or significantly reduce their participation in
the transmission dynamics. We will refer to

this mechanism as “containment” in the fol-
lowing. Second, we account for the removal
of symptomatic infected individuals, which
we will refer to as “quarantine” procedures.
The dynamics are governed by the system of
ordinary differential equations

@tS ¼ �aSI � k0S ð1Þ

@t I ¼ aSI � bI � k0I � kI ð2Þ

@tR ¼ bI þ k0S ð3Þ

@tX ¼ ðkþ k0ÞI ð4Þ
a generalization of the standard SIR model,
henceforth referred to as the SIR-X model.
The rate parameters a and b quantify the trans-
mission rate and the recovery rate of the stan-
dard SIR model, respectively. Additionally,
the impact of containment efforts is captured
by the terms proportional to the containment
rate k0 that is effective in both I and S popu-
lations, because measures such as social dis-
tancing and curfews affect thewhole population
alike. Infected individuals are removed at rate
k corresponding to quarantine measures that
only affect symptomatic infecteds. The new
compartmentX quantifies symptomatic, quar-
antined infecteds. Here we assume that the
fraction X(t) is proportional to the empirically
confirmed and reported cases C(t) and that the
time period between sampling and test results
can be neglected. The case k0 = 0 corresponds
to a scenario in which the general population

is unaffected by policies or does not commit
behavioral changes in response to an epidemic.
The case k0 = 0 corresponds to a scenario in
which symptomatic infecteds are not isolated
specifically.
In the basic SIRmodel that captures uncon-

strained, free spread of the disease, the basic
reproduction number R0 is related to transmis-
sion and recovery rate by R0 ≡ R0;free ¼ a=b
because b−1 = TI is the average time an in-
fected individual remains infectious before
recovery or removal. Here, the time period
that an infected individual remains infec-
tious is TI ;eff ¼ ðbþ k0 þ kÞ�1 such that the
effective, or “observed,” reproduction number
R0;eff ¼ aTI ;eff is smaller than R0;free because
both k0 > 0 and k > 0.
The key mechanism at work in the model

defined by Eqs. 1 to 4 is the exponentially fast
depletion of susceptibles in addition to iso-
lation of infecteds. This effect is sufficient to
account for the observed scaling law in the
number of confirmed cases for a plausible range
of model parameters as discussed below.

Effective protection of susceptibles leads
to subexponential growth

We assume that a small number of infected
individuals traveled fromHubei to each of the
other affected provinces before traffic re-
strictions were effective but at a time when
containment measures were just being im-
plemented. Figure 2 illustrates the degree to
which the case count for Hubei Province and
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Fig. 1. Confirmed cases of
COVID-19 infections. C(t) in
mainland China in late January–
early February. (A) Confirmed
case numbers in Hubei. The
increase in cases follows a
scaling law tµ with an exponent
µ = 2.32 after a short initial ex-
ponential growth phase. On
9 February, the case count starts
deviating toward lower values.
(B) Aggregated confirmed cases
in all other affected provinces
except Hubei. C(t) follows a
scaling law with exponent µ =
1.92 until 2 February when case
counts deviate to lower values.
The insets in (A) and (B) depict
C(t) on a log-log scale and show
example exponential growth
curves for comparison. (C) Con-
firmed cases as a function of time
for the eight remaining most
affected provinces in China. The
curves roughly follow a scaling
law with exponents µ ≈ 2 with the
exception of Chongqing Province
(µ = 1.45) and Jiangxi Province
(µ = 2.75).
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the aggregated case count for all other prov-
inces is captured by the SIR-X model as de-
fined by Eqs. 1 to 4.
For a wide range of model parameters, the

empirical case count is well reproduced, dis-
playing the observed scaling law tµ for a sig-
nificant period of time before saturating to a
constant level. Notably, the model reproduces
both growth behaviors observed in the data: It
predicts the expected initial growth of case
numbers in Hubei Province followed by an
algebraic growth episode for ≈11 days until the
saturation sets in, a consequence of the decay
of unidentified infected individuals after a
peak time around 7 February (Fig. 2A). Fur-
thermore, the model also captures the im-
mediate subexponential growth observed in
the remaining most affected provinces (Fig.
2, B and C). Again, saturation is induced by a
decay of unidentified infecteds after peaks
that occur several days before peak time in
Hubei, ranging from 31 January to 4 February.
For all provinces, following their respective
peaks, the number of unidentified infecteds
I(t) decays over a time period that is longer
than the reported estimation of maximum in-
cubation period of 14 days (4, 20). It is im-

portant to note that the numerical value of
unidentified infecteds is sensitive to param-
eter variations—the general shape of I(t), how-
ever, is robust for a wide choice of parameters,
as discussed in the materials and methods.
Parameter choices for best fits were a fixed

basic reproduction number of R0,free = 6.2 (note
that this reproduction number corresponds to
an unconstrained epidemic) and a fixed mean
infection duration of TI = 8 days consistent
with previous reports concerning the incuba-
tion period of COVID-19 (4, 20). The remain-
ing fit parameters are shown in table S1. For
these values, the effective basic reproduction
number is found to range between 1.4≤R0,eff≤
3.3 for the discussed provinces, consistent with
estimates found in previous early assessment
studies (4, 8, 21, 22). We discuss these param-
eters and their possible range in the materials
and methods.
On 12 February, case counting procedures

were altered regarding the outbreak in Hubei
to include cases that were clinically diagnosed
and not laboratory confirmed. Consequently,
about 15,000 new cases were added on a single
day, compared to about 1500 new cases on
the day before. We therefore only use data

predating 12 February to estimate model pa-
rameters for the most affected provinces and
compare the obtained predictions with sub-
sequent cases numbers. We find that for all
provinces other than Hubei, our predictions
accurately reflect the empirical observations
(Fig. 2, B and C). When we omit the afore-
mentioned discontinuity that arises in the
empirical data, the saturating behavior of
cases in Hubei is consistent with the predic-
tion, as well. When the clinically diagnosed
cases of 12 February are subtracted from the
number of cases in Hubei, our model underesti-
mates the final count of laboratory-confirmed
cases in Hubei by 4%. In the remaining part
of mainland China, we underestimate the
final case count by 7% (as of 28 March).
A detailed analysis of the model parameters

indicates that a wide range of values can ac-
count for similar shapes of the respective case
counts (see materials and methods). Conse-
quently, the model is structurally stable with
respect to these parameters, and the numeri-
cal value is of less importance than the quality
of the mechanism they control. In particular,
we find that an exponential decay of available
susceptibles is responsible for the observed
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Fig. 2. Case numbers in
Hubei compared to model
predictions. The quarantined
compartment X(t) and the
unidentified infectious com-
partment I(t) are obtained
from fits to the model
defined by Eqs. 1 to 4 as
described in the materials
and methods. All fits were
performed for case numbers
predating 12 February at
which the case number defi-
nition was temporarily
changed for Hubei, adding
~15,000 cases at once. Con-
sequently, confirmed case
numbers after 12 February
are well captured by the
model for all provinces
except Hubei. Fit parameters
are given in table S1. (A) In
Hubei, the model captures
both the initial rise of
confirmed cases as well as
the subsequent algebraic
growth. The confirmed cases
were predicted to saturate at
C = 51,000. The model also
predicts the time course of
the number of unidentified infectious individuals I(t) which peaks on 7 February
and declines exponentially afterwards. Although the magnitude of I(t) is
associated with rather large fluctuations due to uncertainties in the fitting
parameters, the predicted peak time is robust, consistently around 7 February.
(B) Model prediction for case numbers aggregated over all affected provinces
other than Hubei. The case numbers’ algebraic growth is well reflected and

predicted to saturate at C = 12,600. In contrast to Hubei, the fraction of
unidentified infecteds peaks around 1 February, ~1 week earlier. The insets
in (A) and (B) depict both data and fits on a log-log scale. (C) Fits for
confirmed cases as a function of time for the remaining eight most affected
provinces in China. All curves are well captured by the model fits that predict
similar values for the peak time of unidentified infecteds.
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subexponential growth behavior, i.e., a non-
zero containment ratek0 >0.Wepresentmodel
analyses for all affected Chinese provinces in
the supplementary materials (compare figs.
S1 and S2, and table S2). We further provide
analytical arguments for the emergence of
subexponential growth of confirmed cases
and derive an approximate expression that
relates the scaling-law exponent µ to model
parameters, finding reasonable agreement
with the empirical values shown in Fig. 1 (com-
pare table S5).
Additionally, we analyzed two model var-

iants in which (i) containment strategies affect
thewhole population equally (k0 > 0 and k =0)
and (ii) only infecteds are quarantined (k = 0
and k0 > 0). The first model captures the case
number growth slightly less accurately com-
pared to the completemodel (compare figs. S3
and S4, table S3). The second model requires
the assumption that shielding susceptibles from
transmission was sufficiently effective that
only a very small number was at risk of infec-
tion, i.e., the effective population sizeNeff ≪ N
becomes an additional model parameter (com-
pare figs. S5 and S6, and table S4). In this case,
the immediate exponential depletion of sus-
ceptibles because of the transmission process
itself causes the empirically observed growth
in case numbers. Both of these limiting cases
strengthen the point that the fast removal of
susceptibles from the population is responsi-
ble for the observed subexponential growth.
The described saturation behavior of con-

firmed cases requires that eventually all sus-
ceptibles will effectively be removed from the
transmission process. In reality, not every
susceptible person can be shielded or shield
themselves for such an extended period of
time as the model suggests. One might expect
instead that the number of unidentified in-
fecteds will decay more slowly and saturate
to a small, yet nonzero level, which is why we
expect systematic but small underestimations
regarding the final empirical case count of
epidemic outbreaks.

Discussion and conclusion

In this study, we find that one of the key fea-
tures of the dynamics of the COVID-19 epi-
demic in Hubei Province but also in all other
provinces is the robust subexponential rise in
the number of confirmed cases according to a
scaling law tµ during the transient episode of
the epidemic before assuming saturating be-
havior. This general shape of growth suggests
that fundamental principles are at work as-
sociated with this particular outbreak that are
dominated by the interplay of the contagion
process with endogenous behavioral changes
in the susceptible population and external con-
tainment policies. Although the explicit shape
of the growth curves discussed here can be in-
fluenced by factors such as seasonal effects,

systematic delay in reporting, or heterogene-
ities in demographic structure and popula-
tionmixing, the total case numbers eventually
reached a stable value, which suggests that
containment strategies that shielded the sus-
ceptible population from the transmission
process were rather effective—compared to
potential case numbers of an unmitigated out-
break, only a small fraction of the Chinese
population that was at risk has been infected
to date (29 March). Nevertheless, we cannot
rule out that other factors contributed to the
growth behavior displayed in the data that
were collected over a short period of time dur-
ing a tense situation.
The model defined by Eqs. 1 to 4 and dis-

cussed here indicates that the type of observed
growth behavior can generally be expected if
the supply of susceptible individuals is sys-
tematically decreasedbymeansof implemented
containment strategies or behavioral changes
in response to information about the ongoing
epidemic. Unlike contagion processes that de-
velop without external interference at all or
processes thatmerely lead to parametric changes
in the dynamics, our analysis suggests that non-
exponential growth is expected when the sup-
ply of susceptibles is depleted on a time scale
comparable to that of the infectious period
of a disease.
The model reproduces the empirical case

counts in all provinces well for plausible pa-
rameter values. The quality of the reproduction
of the case counts in all 29 affected provinces
can be used to estimate the peak time of the
number of asymptomatic or oligosymptomatic
infected individuals in the population, which
is the key quantity for estimating the time
when an outbreak will wane. The current anal-
ysis indicates that this peak time was reached
around 7 February for Hubei and within the
first days of February in the remaining affected
provinces.
The model further suggests that the public

response to the epidemic and the containment
measures put in place were effective despite
the increase in confirmed cases. That this
behavior was observed in all provinces also
indicates that containment strategies were
universally effective. On the basis of our anal-
ysis, such strategies would have to stay in effect
for a longer time than the maximum incuba-
tion period after the saturation in confirmed
cases sets in.
Our analysis shows that mitigation strat-

egies that target the susceptible population
and induce behavioral changes at this “end”
of the transmission process can be very effec-
tive in containing an epidemic—especially
in situations when asymptomatic or mildly
symptomatic infectious periods are long or
their duration unknown. Although standard
containment strategies such as contact tracing
may become infeasible during large-scale out-

breaks of such diseases, the implementation
of stricter measures can aid in the fast reduc-
tion of the number of new infections, thereby
quickly increasing the feasibility of interven-
tions that do not affect the general public as
drastically. This may be of importance for
developing containment strategies for cur-
rently developing large-scale secondary out-
breaks of COVID-19 in several regions of the
world or future outbreaks of other infectious
diseases.
We stress that our model describes the gen-

eral effects of containment mechanisms, effec-
tively averaged over many applied strategies
or individual changes of behavior. Our analysis
therefore cannot identify the efficacy of spe-
cific actions. As the implementation of drastic
measures such asmandatory curfews can have
severe consequences for both individuals as
well as a country’s society and economy, deci-
sions about their application should not be
made lightly.
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MALARIA

The malaria parasite has an intrinsic clock
Filipa Rijo-Ferreira1,2*, Victoria A. Acosta-Rodriguez1†, John H. Abel3,4,5†, Izabela Kornblum1,2,
Ines Bento6, Gokhul Kilaru1, Elizabeth B. Klerman5,7,8, Maria M. Mota6, Joseph S. Takahashi1,2*

Malarial rhythmic fevers are the consequence of the synchronous bursting of red blood cells (RBCs)
on completion of the malaria parasite asexual cell cycle. Here, we hypothesized that an intrinsic
clock in the parasite Plasmodium chabaudi underlies the 24-hour-based rhythms of RBC bursting
in mice. We show that parasite rhythms are flexible and lengthen to match the rhythms of hosts with
long circadian periods. We also show that malaria rhythms persist even when host food intake is
evenly spread across 24 hours, suggesting that host feeding cues are not required for synchrony.
Moreover, we find that the parasite population remains synchronous and rhythmic even in an
arrhythmic clock mutant host. Thus, we propose that parasite rhythms are generated by the
parasite, possibly to anticipate its circadian environment.

M
ultiple daily rhythms have been de-
scribed in malaria infections, includ-
ing fevers, host-seeking behavior of
the mosquito vector, oocyst burden,
gametocyte numbers, and blood-stage

schizogony timing (1–3). In the blood, eryth-
rocytes (red blood cells or RBCs) burst about
24, 48, or 72 hours after invasion, depending
on the Plasmodium species (4). These periodic
blood-stage asexual cell cycle rhythms are ac-
companied by robust rhythms in gene expres-
sion (5–8). It has been proposed that host
rhythms drive the daily rhythms of themalaria
parasite, because shifting the normal circadian
rhythms of the host leads to a change in the
timing of cell cycle rhythms in the parasite
(9–12). This idea is also supported by the ob-
servation that malaria parasites lose their
populational synchrony in culture, where host
rhythms are absent (13). However, virtually all
living organisms have intrinsic circadian clocks
that can anticipate daily changes of their en-
vironment (14), and we previously showed that
the parasite that causes sleeping sickness has
an intrinsic circadian clock (15). Because the
malaria cell cycle and gene expression are in-
timately linkedwith daily rhythms, we hypoth-
esized that, instead of merely responding to
host cues, the malaria parasite also has an
internal timekeeping mechanism.

Malaria parasite rhythms persist in
constant darkness
The 24-hour light-dark cycle is the primary
cue used by a host to entrain its circadian
rhythms to the environment. Thus, to dissect
which cues are essential for malaria parasite
synchrony, we first assessed the effects of light-
dark cycles on parasite rhythms. We probed
the transcriptomes of parasites every 4 hours
for 3 days from wild-type (WT) mice housed
in regular light-dark (LD; 12 hours:12 hours)
conditions or in complete darkness (DD; Fig. 1A).
Consistent with previous reports, when ex-
posed to regular light-dark cycles Plasmodium
chabaudi populations were synchronized with
robust daily rhythms in both the asexual cell
cycle and gene expression (6, 12). Malaria gene
expression was notably rhythmic, with un-
biasedmultidimensional scaling analysis iden-
tifying similar patterns of expression across the
>5000 genes for samples taken 24 hours apart
(e.g., 16, 40, or 64 hours clustering together)
independent of the host LD or DD lighting
conditions (WTLD andWTDD, Fig. 1B). Using
statistical tests for ~24-hour periodicity (de-
tailed in the methods and fig. S1), we found
that, out of the 5244 genes expressed by blood-
stage parasites, more than 4000 were cycling
in both lighting conditions (>80% of the
transcriptome; Fig. 1, C and D, and data S1).
This is a slightly higher number of genes than
described previously for LD conditions (6),
possibly because of a combination of higher
sensitivity of the sequencing technique, mul-
tiple cycles assessed per condition, and robust
statistical methods. Importantly, the phase at
which these common cycling genes peaked
and their median circadian fold change (6.5-
fold) was maintained in both LD and DD con-
ditions, indicating that malaria rhythms
persist in constant darkness and suggesting
that lighting cues are not an important signal
for this intracellular parasite within its rhyth-
mic host (Fig. 1, C to H), consistent with our
prior research on the sleeping sickness par-
asite (15).

Malaria parasites actively synchronize their
rhythms with the host
Although these results showed that malaria
parasites remain synchronized in a host with
normal circadian rhythms, we wondered
whether malaria parasites, similar to many
other organisms, can entrain to periods that
are not exactly 24 hours (16). If so, this would
suggest that their cell cycle is not locked to a
24-hour thermodynamic constraint and, in-
stead, that they may have their own intrinsic
rhythms that can be modulated by host cues.
Previous studies have shown that the timing
(phase) ofmalaria parasite rhythms can adjust
to host rhythms when hosts experience jetlag
(9–12). However, instead of just the timing, we
aimed to directly test the plasticity of their
rhythms (how long a cycle would last, i.e., the
period) in a host with an abnormal circadian
period (17, 18). Therefore, we challenged the
plasticity of parasite rhythms by infecting both
WT and long-period Fbxl3 (Long Period) mu-
tant mice maintained under constant dark-
ness (DD) and assessed the effects on asexual
cell cycle and transcriptional rhythms. Under
DD conditions, the period of WT mice activity
rhythms was 23.7 hours (±0.3 hour, n = 34
mice), whereas that of Long Period mice was
25.7 hours (±0.7 hour,n= 37mice; Fig. 2, A and
B), which caused activity onset to shift about
2 hours later each day. Thus, after 6 to 7 days
in DD, Long Period mice were in opposite
phase to WT animals (Fig. 2A). Notably, in-
stead of staying locked to a 24-hour asexual
cycle, malaria parasites in Long Period hosts
slowed their cell cycle to match the longer
period rhythms of the host. When these data
were analyzed relative to the length and timing
of the host activity period, it was clear that the
timing of parasite cell division matched the
host (WT or Long Period) activity rhythms
(Fig. 2C). Gene expression rhythms were also
longer, with substantial overlap between the
cycling genes from parasites in either host type
(Fig. 2D; fig. S2, A and B; and data S1) andwith
the phase of gene expression matching host
activity rhythms (Fig. 2, E and F). This was a
gradual slowing down (Fig. 2F), which suggests
that there is not a thermodynamic constraint
imposed on the 24-hour cell cycle period and
that parasiteswere not completing the 24-hour
cell division and then waiting for a host cue
to resume the next cycle of replication (Fig. 2G
and fig. S2, C andD). Instead, the distribution
of phases of cycling genes was spread out
rather uniformly across each cycle. Further
characterization of the phase alignment hinted
at an active, intrinsic phenomenon, because,
although the timing of gene expression was
aligned with the host’s activity, the two were
not perfectly correlated (Fig. 2F, right). The
parasite peak gene expression in the Long
Periodmice lagged behind (0.64 radians, i.e.,
10% of the cycle), and the amplitude of the
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asexual cycle was not as high as within a WT
host (Fig. 2C; reduction of 62% in amplitude),
as might be expected from a parasite that is
actively adjusting (i.e., gradually delaying) their
internal rhythm to the longer period. These
findings suggest that the parasite asexual cell

cycle and gene expression may not be simply
driven by the host rhythms but are generated
by the parasite. Also, importantly, the parasite’s
rhythmicity is not merely a consequence of the
length of its cell cycle, because it can be actively
synchronized to the period length of the host.

Malaria rhythms do not require host
feeding rhythms
Together, our first two experiments demon-
strated that lighting cues are not necessary for
parasite rhythms and that there is plasticity in
parasite rhythmicity, but these findings do not
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Fig. 1. Circadian host cues, not environmental changes, synchronize the
parasite population. (A) Schematic representation of the experimental design in
which mice were kept either under light-dark cycles (WTLD, light blue) or in
complete darkness (WTDD, gray) where their internal rhythm is the only time cue
for the parasites (top). Activity represents the daily rhythm profile of host activity.
Diagram of the asexual cell cycle stages known to be synchronous among the
parasite population throughout the day (bottom). (B) Multidimensional scaling
assessment of parasite gene expression within each host shows samples that were
collected 24 hours apart clustering together as if they were replicates, even
when considering all of the more than 5000 genes (cycling or not, using this
unbiased method). This creates a circular shape, characteristic of very rhythmic
datasets. Samples were collected every 4 hours for three consecutive days starting on
day 5 after infection. WTLD, n = 108 mice; WTDD, n = 36 mice. The annotation 16A
refers to gene expression data from the parasites collected at 16 hours after lights

were turned on [zeitgeber time 16 (ZT16), light blue] or from the equivalent time
point in DD [circadian time 16 (CT16), gray], replicate A. Similar annotations are
used for the remaining data points. (C) The number of parasite cycling genes with a
24-hour period, showing that gene expression in the parasite is rhythmic in both
conditions. (D) Phase (time of peak of expression during the day) is maintained
across conditions. (E) Examples of two of the top 20 cycling genes in both conditions
include those encoding the RNA-binding protein (PCHAS_0508500) and the
transcription factor with AP2 domain (PCHAS_0110100). RPKM, reads per kilobase
of transcript, per million mapped reads. (F) Phases of the common cycling genes
are perfectly correlated. Phase correlation is double plotted. (G) Heatmaps sorted by
phase of genes cycling within the WTLD host, showing that in WTDD, their profile
is virtually unchanged. Each row is one gene whose gene expression is z scored.
(H) Circadian fold change for the common cycling genes across conditions does not
change on isolation of environmental cues. ks, Kolmogorov–Smirnov test.

RESEARCH | RESEARCH ARTICLE



exclude the possibility of other nonphotic
host cues (19–21). Feeding rhythms have been
proposed to drive rhythms of the asexual cell
cycle of the parasite (19, 20), because the
timing of parasite cell cycle division is reversed
in animals fed in the daytime. Because both
WT and Long Period mutant mice in DD
maintain their circadian feeding rhythms and

liver gene expression (Fig. 2H and fig. S2B),
we nextwanted to testwhether feeding rhythms
are necessary for parasite cell cycle and tran-
scriptional rhythms. Infectedmicewere housed
in automated feeders (22) in LD conditions that
either restricted the timing of food intake to the
dark when mice usually eat (“night fed” mice)
or, to abolish feeding rhythms, had food access

evenly distributed throughout the 24-hour day
(“spread-out fed” mice, Fig. 3A). The total
amount of food providedwas the same in both
conditions (14 times 300-mg food pellets in
24 hours; Fig. 3, B and C). Regardless of when
food was available, mice still chose to run
during the dark phase (Fig. 3, B and C). As
predicted, the metabolic challenge of feeding
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Fig. 2. Parasite rhythms are not locked to a 24-hour period but are instead
plastic and adjust to a different period length. (A) Schematic representation of
the experimental design in which WT mice or a long circadian period mutant
were infected in complete darkness (DD), where rhythms shift to the opposite phase
after 6 days. Blood was collected every 4 hours for three consecutive days
starting on day 5 after infection. (B) Running-wheel activity actograms to monitor
circadian behavior on release in complete darkness (shaded areas of the actogram).
Mice were recorded for 36 days to characterize their phenotypes before infection
(day 0, second period in DD, shaded area). (C) Internal circadian period of each mouse
(left). Asexual cell cycle timing was converted from collection time (from blood
collected at standard local time) to match the circadian time of activity period of the
host (n = 62WTmice; n = 43 Long Period mice, from three independent experiments).
(D) Number of cycling genes of the parasite in each host. (E and F) Phase of
expression of cycling genes based on the clock (local) time of collection (ZT0 in the
previous light-dark schedule, with 0 hours representing the time at which lights
were turned on before constant darkness), representative of day 6 after infection

(blood from 36 mice per group, from two independent biological replicates for
each time point) (E) and after matching to the circadian time of the host (reliable
circadian onset identifiable for n = 35 WT and n = 29 Long Period mice), showing
their alignment to host rhythms (F). For WT, 2p is roughly 23.7 hours for each
mouse, and for Long Period, 2p is roughly 25.7 hours. The correlation of the phases
among genes is shown on the right. (G) Phase plots for parasite gene expression
when infecting the Long Period mutants. The observed phase (peak expression)
of the cycling genes is represented on the left, and on the right are the expected
results for the phase of parasite gene expression when infecting Long Period
mutants if the parasite rhythms were driven by a 24-hour thermodynamic constraint
cell cycle, that is, this would be a similar phase plot to that expected when infecting
WT mice with a 2-hour delay to resume the cycle. The red arrow indicates the
expected 2-hour gap, when no genes would reach peak expression. (H) Host liver
gene expression of clock genes and twometabolic genes. Each time point represents
three or four mice per condition; the line connecting the time points is only for
visualization purposes. Error bars represent standard deviation.
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with the unnatural spread-out pattern led to a
significant body-weight and body-fat percent-
age increase in the spread-out fed group rela-
tive to nighttime fed conditions (23, 24), even

though food consumption and running-wheel
activity were similar (Fig. 3, C and D). This re-
inforces that the experimental design was suc-
cessful in abolishing feeding rhythms. If feeding

rhythmsdrive the synchrony ofmalaria, abolish-
ing feeding rhythms should make the proba-
bility of finding parasites at any stage of the
cycle at any time of the day the same (i.e., the

Rijo-Ferreira et al., Science 368, 746–753 (2020) 15 May 2020 4 of 8

Fig. 3. Feeding rhythms are not required for parasite rhythmicity. (A) Schematic
representation of the experimental design in which WT mice were either fed at
nighttime or provided the same amount of food spread throughout the day,
thereby abolishing daily rhythms in food intake. Blood was collected every 4 hours
for two consecutive days, starting on day 5 after infection. (B) Running-wheel
activity actograms to monitor activity (black) and food intake (red circles).
(C) Average daily profile of activity for the nighttime-fed mice (n = 26) and spread-
out fed mice (n = 24). Spread-out feeding had no effect on the timing or total
amount of activity. However, with spread-out feeding, daily rhythms of food intake
were lost despite the same total consumption. ZT, zeitgeber time. (D) Body
weight comparison (left), using two-way analysis of variance (ANOVA), with
**p < 0.01 for both time factor and feeding conditions. Body fat composition, using

Mann–Whitney U rank sum test, ****p < 0.0001. Error bars represent standard
error of the mean. (E) Parasite asexual cell cycle stage over time. Quantification
of the frequency of parasites in the ring stage versus frequency of parasites in
different stages of development within RBCs is shown. (F) Phase (peak time)
of parasite daily gene expression. p.i., postinfection. (G) Number of cycling genes
in the parasites from hosts in each feeding condition. (H) Circadian fold change
of the common cycling genes across feeding conditions. (I) Host liver gene
expression of clock genes and two metabolic genes. Each time point represents
three or four mice per condition; the line connecting the time points is only
for visualization purposes. Error bars represent standard deviation. Two-way
ANOVA shows an effect of time for all genes, p < 0.0001, and an effect of feeding
condition for Cry1 (p < 0.05), Glut2 (p < 0.0001), and Gys2 (p < 0.001).
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rhythmicity of the parasite population would
be lost, even if each parasite still takes ~24 hours
to divide). Instead, we found that even during
spread-out feeding conditions, the asexual

cell cycle rhythms of malaria parasites were
maintained (Fig. 3E and fig. S2, E and F), with
>90% of cycling genes in the spread-out con-
dition being shared with regular night feeding

(Fig. 3, F to H, and data S1). These data clarify
that the host cue that parasites align to is not
the actual food intake rhythm, and, notably,
feeding rhythms do not drive the oscillations
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Fig. 4. Malaria rhyth-
micity is not driven
by the host. (A) Sche-
matic representation of
the experimental
design in which WT
mice or arrhythmic
mutants were infected
and released into con-
stant darkness (DD).
Blood was collected
every 4 hours for two
consecutive days,
starting on day 5 after
infection. (B) Running-
wheel activity acto-
grams to monitor
activity (black) and
food intake (red
circles). Mice were
recorded for 36 days to
characterize their
phenotypes before
infection (day 0,
shaded area represents
the second period in
DD). (C) Average circa-
dian profile of activity
for WT (n = 19) and
arrhythmic (n = 18)
mice in DD. Arrhythmic
mice lost both activity
and feeding rhythms in
DD. CT, circadian time.
(D) Parasite asexual
cell cycle stage across
time. (E) Multi-
dimensional scaling
assessment of parasite
gene expression within
each host shows
rhythmicity (circular
pattern) of gene
expression even in an
arrhythmic mutant.
(F) Number of cycling genes in the parasite from within each host. (G) Circadian fold
change of the common cycling genes across conditions. The amplitude of the
~3000 genes that remained cycling was compared with a Kolmogorov–Smirnov test.
(H) Heatmaps sorted by phase of genes cycling within the WT host, where the profile
of parasite gene expression in the arrhythmic host is virtually unchanged. Each row
is one gene whose expression is z scored. The green mark on the right side of the
heatmap represents the phase (0 to 8 hours) that lost many of the 1000 genes that
stopped cycling within the arrhythmic host. (I) Phase (time of peak of expression
during the day) was maintained across conditions. (J) Of the top 25 common cycling
genes, shown are some examples that drop amplitude and some whose profile is
unaffected: Fam-a protein (PCHAS_0100100), schizont membrane associated
cytoadherence protein (SMAC) (PCHAS_0101300), reticulocyte binding protein
(PCHAS_0101100), elongation factor G (PCHAS_0101900), transcription factor AP2
(PCHAS_0103600), and dihydroorotate dehydrogenase (DHODH) (PCHAS_0102800).

(K) Host liver gene expression of clock genes and two metabolic genes. Each time
point represents three or four mice per condition; the line connecting the time points is
only for visualization purposes. Error bars represent standard deviation. (L) Parasites
have intrinsic clocks but cannot mutually synchronize each other and instead require
host rhythmic cues once synchronization is lost. WT (n = 2) and arrhythmic mutant
(n = 5) mice were kept in constant darkness (DD) for more than a week before
infection and during the remainder of the experiment. Mutant arrhythmicity was
confirmed with running-wheel activity and food intake patterns. Mice were infected and
synchrony was assessed at two time points: at previous lights on (6 a.m., light gray)
and previous lights off (6 p.m., dark gray) schedule for 16 days after infection. Parasites
infecting WT mice showed significant rhythmicity before and after day 8 (peak of
parasitemia, JTK and LS circadian algorithms, days 5 to 8 and 12 to 14, p < 0.05),
whereas parasites infecting arrhythmic mice were only rhythmic before day 8 (JTK and
LS cycling analysis for days 5 to 8, p < 0.05; for days 12 to 14, not significant).
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in the parasite population, contrary to what
has been proposed (19). Other downstream
cue(s) that may change with feeding manip-
ulations (such as body temperature, metabo-
lites, or hormones) and that do not change in
the absence of feeding rhythms are likely used
by parasites as a time cue (Fig. 3I). The ampli-
tude of the oscillation of the common cycling
genes was slightly reduced (6% reduction) with
spread-out feeding, implying that a minor per-
centage of parasite transcripts rely on rhythmic
feeding cues (Fig. 3H and fig. S2F). Together,
these data suggest that, although rhythms in
host food intake may be a cue for malaria cell
cycle timing, they are not necessary formalaria
rhythmicity.

Malaria rhythms persist in an arrhythmic host

Finally, we asked whether malaria rhythms
could persist within a completely arrhythmic
host. If parasites do not have clocks, we would
predict that they would very rapidly lose syn-
chrony in the absence of host rhythms; how-
ever, if parasites have clocks, we would predict
that parasites maintain synchrony or slowly
lose it over time. To test this, we entrainedWT
and Cry1/Cry2 arrhythmic clock mutant mice
in LD conditions, then infected and released
them into DD. Arrhythmic mutant mice lose
both their wheel-activity and feeding rhythms
immediately under DD (25) (Fig. 4, A to C,
and fig. S3A). The arrhythmicmutants showed
higher body-fat percentage than WT mice in
DD (as in WT mice under spread-out feeding
conditions) despite having lower body weight
(Fig. 3D and fig. S3B). Notably, both malaria
asexual cell cycle rhythms and transcriptional
rhythms persisted with ~24-hour rhythmicity
for 5 to 7 days after infection, even in the ar-
rhythmic host (Fig. 4, D and E, and fig. S3C).
Unbiased multidimensional scaling detected
a circular pattern representing a similarity in
gene expression across time points that varied
throughout the day and returned to an initial
value as the day ended, similar to what is ob-
served in WT (Figs. 1B and 4E). This result in-
dicates that parasite gene expression remains
rhythmicacross24hours, evenwithouthost cues.
We identified ~1000 genes that ceased cycling

in parasites within arrhythmic hosts, suggesting
that these are genes that cycled because of ex-
ternal host signals (Fig. 4F and fig. S3E). How-
ever, the vastmajority of genes (~3000, or 60%)
remained cycling in parasites in bothWT and
arrhythmic hosts, suggesting that these genes
are driven by the internal timekeepingmecha-
nism of the parasite rather than driven by host
circadian rhythms (Fig. 4F anddata S1). A small
number of genes (328) whose rhythms were
revealed on the absence of host rhythms sug-
gest that some host rhythms counterbalance
these gene expression patterns of the parasite.
There was a clear reduction in amplitude of
the common cycling genes in parasites from

arrhythmic hosts (Fig. 4H and fig. S3D), as
would be expected for any population of cells
when environmental cues are removed and
similar to what has been described for other
circadian systems (15, 26, 27). Despite the
abundance of researchdescribing the absence of
rhythms in these arrhythmic mutants (28, 29),
it is always complex to prove the negative, that
there are no remaining rhythms that could
maintain parasite population synchrony.How-
ever, if arrhythmic mutant mice were to have
any residual rhythms able to set the time of
(entrain) the parasite population, then the
amplitude of the parasite rhythms should re-
main similar to that when parasites infect a
WT host. Instead, we observed that the ampli-
tude decreased with time, which is consistent
with parasite desynchronizing. This has been
well described in mammalian cells, where, in
the absence of entraining signals, endogenous
clocks slowly drift apart (15, 26, 27).
The overall daily rhythms of the transcrip-

tional cascade were similar inWT and arrhyth-
mic hosts.Most of the cycling genes that ceased
cycling had maximum expression at the be-
ginning of the cycle (~0 to 8 hours; Fig. 4H
and fig. S3D), whereas those that remained
cycling showed little change in their relative
phase of expression (Fig. 4I). Despite the de-
creased amplitude of the oscillation of some
genes, their overall expression profiles were
unchanged (Fig. 4, G and J). Among the top
25 common cycling genes (likely internally
driven by the parasite timekeepingmechanism),
were those encoding the Fam-a proteins, which
is one family of Plasmodium-specific proteins
exported into the RBC that are involved in the
transporting and uptake of host phospha-
tidylcholine for parasite membrane synthesis
(30). Other examples include the genes that
encode the schizont membrane associated
protein (SMAC), which is associated with
sequestration in the vasculature (31, 32), and
reticulocyte binding protein, which is asso-
ciated with invasion of RBCs (33). As an es-
sential control, we also assessed whether
molecular rhythms (in addition to wheel-
activity and feeding behavior rhythms) were
abolished in the arrhythmic mutant hosts. As
expected, arrhythmic hosts showed no rhythms
in either clock gene expression or metabolic
pathways (Fig. 4K).

Malaria clocks are entrained by host cues

There are at least two ways that parasites
could maintain rhythms in the absence of
host cues: (i) by having an internal clock
but being unable to mutually synchronize,
which, with period variation across the pop-
ulation, would lead to a slow decay in syn-
chrony [as observed in fibroblasts in culture
(26, 27)]; or (ii) by having a clock that allows
parasites to release rhythmic signals that can
mutually synchronize the parasites with each

other. To distinguish between these two pos-
sibilities, we housed WT and arrhythmic mu-
tantmice formore than aweek in darkness to
ensure arrhythmicity in the arrhythmic geno-
type. We then infected them and followed
parasite synchrony for 16 days. We observed
that parasites in WT mice remained synchro-
nized throughout the protocol. By contrast, in
arrhythmic mutant mice, synchrony was main-
tained with a slow decay only until the peak
of parasitemia [~8 to 9 days after infection,
Jonckheere–Terpstra–Kendall (JTK_CYCLE)
and Lomb–Scargle (LS) p < 0.05; Fig. 4L and
fig. S3F], after which parasite synchrony was
lost (JTK and LS p > 0.05; Fig. 4L). These find-
ings are similar to those seen in mammalian
cells with intrinsic circadian rhythms that re-
quire an external cue to synchronize the popu-
lation, because over time, the small variation
in their internal rhythms leads to overall pop-
ulation asynchrony (26, 27). Thus, these ob-
servations support hypothesis (i) instead of
hypothesis (ii), because the parasite population
could not resynchronize on losing synchrony,
showing that parasites are not able to release
a signal to mutually synchronize themselves
but rather need to integrate some host cue.
Taken together, our findings indicate that ma-
laria rhythms are maintained through inter-
nal clocks, but they still require host cues to
entrain their rhythms to maintain synchrony
across the parasite population and to remain
synchronous in the long term.
As a complement to our biological experi-

ments, we developed mathematical models of
the host and parasite transcriptional systems
to test whether the rhythmicity of malaria
parasites could be a simple “reactionary”
response to host stimuli or whether malaria
parasites have an intrinsic timekeepingmecha-
nism (Fig. 5). We produced four different
models using ordinary differential equations.
Models 1 and 2 assume that malaria parasites
do not have an intrinsic clock and that the
parasite rhythms observed aremerely responses
to host feeding patterns (model 1) or driven by
host circadian activity (model 2).Model 1 reflects
the current understanding of the field in which
the malaria parasite rhythms reflect a simple
reactionary response, known as a “just-in-time”
response, to feeding-fasting cycles. In models 3
and 4, the malaria parasite has its own clock
generating the parasite’s rhythms, with the
clock capable of entraining to host feeding
(model 3) or activity (model 4) cues to initiate
synchrony, thereby reflecting our hypothesis.
We applied these models to a population of
100 parasites with a distribution of periods
among them of 24.2 ± 1.3 hours (34). Using
these models, we simulated our experimental
challenges (WT in LD under ad libitum or
spread-out feeding and arrhythmic mutant
hosts) and then compared our simulation re-
sults with the experimental observations. The
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direct comparison would be from the exper-
imental data to the “parasite mean” rhythms
because, experimentally, we studied popula-
tion dynamics.
We began by testing model 1, which pre-

dicted that under evenly distributed feeding
conditions, parasite rhythms would be lost
(model 1, WT spread-out and arrhythmic mu-
tant; Fig. 5, middle and bottom rows, and
figs. S4 and S5). The simulation result did not
match what we observed experimentally (Figs.
3, E to H, and 4J); thus, model 1 is not valid.
Model 2 predicts that malaria parasite rhythms
would be immediately lost in an arrhythmic
host (model 2; Fig. 5, bottom row, and figs. S4
and S5). However, the simulation results do not
match what we observed experimentally be-
cause rhythmicity of the parasite population is
maintained even after 5 to 7 days (Fig. 4, D to
J); thus, model 2 can also be rejected. Instead,
only an intrinsic timekeeping mechanism of
the parasite (models 3 or 4) could explain our
observed experimental results, including re-
maining rhythmic in the absence of any rhyth-
mic host cues to the parasite population (Fig.

5). Because with spread-out feeding the ampli-
tude of parasite rhythms is predicted to drop
considerably if the intrinsic parasite oscillator
was entrained by feeding (model 3, middle
row) and this does not match our observed
results (Fig. 3H), the model that best describes
the biophysical oscillation experimentally ob-
served is model 4. Model 4 recapitulates the
slow decay in synchrony that was experimen-
tally observed in arrhythmic hosts (Fig. 4,
D to J and L) and amplitude that persists
on spread-out feeding. Altogether, modeling
of the biophysical properties of the host and
malaria parasite rhythms further supports
the idea that malaria rhythmicity is driven by
an intrinsic clock that is entrained by circa-
dian signals from the host.

Malaria rhythms may be under
transcriptional regulation

Finally, to investigate the molecular mecha-
nisms underlying the Plasmodium clock, we
searched for putative regulatory regions for
the cycling genes. Although we did not find
clear homologs between known clock genes

and themalaria parasite genome (data S2), we
defined several putative regulatory elements
that may be responsible for the cycling of sets
of genes at specific times of day. Interestingly,
the coexpression cluster M identified from our
datasets, whose 174 genes peak at 18 hours, is
enriched (63% of genes; figs. S6 and S7) for an
E-box DNA motif, CACGTG, that is a binding
site of CLOCK:BMAL1, the transcriptional ac-
tivator complex in the core circadian clock
mechanism in mammals (35). The absence
of clock homologs is not surprising, because
early eukaryotes are quite divergent and, even
across the well-established circadian rhythm
models (cyanobacteria, fungi, plants, and ani-
mals), the genes that control such oscillations
are not conserved (14, 36). Nonetheless, the
enrichment of specific regulatory motifs may
suggest a transcriptional-translation mecha-
nismunderlying the oscillations inPlasmodium
gene expression.

Conclusions

Our findings show that periodic rhythms are
intrinsic to each parasite, although the parasites
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Fig. 5. Malaria rhythms are intrinsic. Mathematical modeling of the two
main hypotheses: (i) Malaria parasites have “host-driven rhythms,” either
driven by feeding rhythms (model 1) or activity rhythms (model 2); or
(ii) parasites have a “malaria intrinsic clock,” and their rhythms are
synchronized with the host clock by integrating feeding (model 3) or
activity rhythms (model 4). Simulations of models 1 to 4, recreating (i) the
“normal” infection of WT in LD with food available ad libitum (ad lib, top row);

(ii) the experimental challenges of the “spread-out feeding” experiment in LD,
in which feeding rhythms were abolished and mice voluntarily maintained a
rhythmic activity profile (middle row); and (iii) the “arrhythmic host”
experiment in DD with food available ad libitum, during which, owing to the
lack of a functional clock in the mice, both feeding and activity behaviors
became arrhythmic (bottom row). Model 4 is the model that best
recapitulates the observed experimental results.
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in a population do not have a means to
synchronize themselves to each other without
host cues. These findings are consistent with
the fact that parasites lose synchrony in cul-
ture (13) and with findings from other isolated
cell types: Individual mammalian cells have
slightly different circadian periods and lose
synchrony with time; thus, they need to be
repeatedly resynchronized when in culture.
It is also important to note that, although
the most evident malaria parasite rhythm is
the asexual cell cycle, clocks can regulatemany
more aspects of biology (14, 37). This may
provide an explanation for malaria parasites
having developmental cycles shorter than
24 hours [an 18-hour cycle for P. yoelii (38)
and a 21-hour cycle for P. berghei (39)], sim-
ilarly to cyanobacteria (40) and T. brucei (15).
Future studies will need to address what com-
prises the parasite timekeeping mechanism
that allows it to sustain intrinsic rhythms
while also receiving and integrating timing
cues from the host. In addition, it may be
interesting to assess the contribution of non-
transcriptional oscillators to parasite rhythms.
Peroxiredoxin oxidation rhythms exist in RBCs
(which do not perform transcription); how-
ever, based our findings, it is unlikely that the
weak rhythms found in RBCs of arrhythmic
mutants (41, 42) could drive oscillations of
60% of the genome of the parasite. Even if
they play a minor role, they are not able to
maintain the synchrony (because there is a
decrease in amplitude) nor reentrain the par-
asite population once synchrony is lost. These
findings are also supported by humanmalaria
parasites showing different period lengths
when cultured in the same blood (43). It
would also be important to investigate how
asexual cell cycle timing is gated by para-
site transcriptional rhythms that persist in
the absence of host rhythms (44, 45). Be-
cause perturbing either the clock mecha-
nism or the integration of host cues may
alter the host-parasite interaction, a better
understanding of the complex host-parasite
interaction may improve treatments for
malaria.
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MALARIA

An intrinsic oscillator drives the blood stage cycle
of the malaria parasite Plasmodium falciparum
Lauren M. Smith1, Francis C. Motta2, Garima Chopra3*, J. Kathleen Moch3, Robert R. Nerem4†,
Bree Cummins4, Kimberly E. Roche5, Christina M. Kelliher1‡, Adam R. Leman1§, John Harer6,
Tomas Gedeon4, Norman C. Waters3¶, Steven B. Haase1,7#

The blood stage of the infection of the malaria parasite Plasmodium falciparum exhibits a 48-hour
developmental cycle that culminates in the synchronous release of parasites from red blood cells, which
triggers 48-hour fever cycles in the host. This cycle could be driven extrinsically by host circadian
processes or by a parasite-intrinsic oscillator. To distinguish between these hypotheses, we examine the
P. falciparum cycle in an in vitro culture system and show that the parasite has molecular signatures
associated with circadian and cell cycle oscillators. Each of the four strains examined has a different
period, which indicates strain-intrinsic period control. Finally, we demonstrate that parasites have low
cell-to-cell variance in cycle period, on par with a circadian oscillator. We conclude that an intrinsic
oscillator maintains Plasmodium’s rhythmic life cycle.

M
alaria and its causal parasite, the
Plasmodium genus, are fundamen-
tally rhythmic entities. Patients in-
fected with Plasmodium falciparum
often exhibit 48-hour fever cycles, and

these cycles coincide with the blood stage of
the infection, where the parasite progresses
through the asexual intraerythrocytic cycle.
After infection of the erythrocyte [red blood
cell (RBC)], parasites transit through three
morphologically distinct developmental stages
that can be visualized by light microscopy:
rings, trophozoites, and schizonts. Parasites
are in the ring stage immediately after RBC
invasion, and they divide asexually multiple
times during the schizont stage. At the end
of the schizont stage, the RBC bursts and
releases merozoites, which quickly invade
new host cells and begin the cycle anew. The
infecting population of parasites in the host
tends to undergo this cycle synchronously,
and the subsequent release of merozoites is
responsible for the characteristic periodic fevers
seen in many patients (1). The human-infecting
species of Plasmodium repeat this cycle every
24, 48, or 72 hours (depending on the species),
which suggests that cycles could be driven by

a host’s circadian cycle or a parasite-intrinsic
oscillator with circadian periodicity (2). Nota-
bly,multiple animal studies have demonstrated
that Plasmodium infections appear to syn-
chronize with their host’s 24-hour circadian
rhythms (2–5).
The source of the parasite’s rhythmic life

cycle is a central, unsolved question. It is pos-
sible that the intraerythrocytic-cycle periodic-
ity is driven by extrinsic temporal cues in the
host environment that trigger the parasite’s
developmental cascade (fig. S1A). Several rhyth-
mic host factors have been suggested to affect
Plasmodium dynamics, including temperature
(2), melatonin (6), glucose, and tumor necrosis
factor–a (TNFa) (7). Additionally, recent studies
have revealed the existence of an indepen-
dent 24-hour oscillator in the redox state of
peroxiredoxins, a highly conserved family of
prominent cellular proteins; these oscillations
continue even in isolated RBCs (8). Thus, it is
possible that Plasmodium, even grown in cul-
ture, merely responds to an extrinsic oscillat-
ing program (fig. S1A). An example of such
activity can be found in plants, where several
rhythmic biological processes are driven by light
rather than by the plant’s innate rhythm (9).
Alternatively, Plasmodium may have an in-

trinsic biological oscillator that generates its
rhythms independently from the host. The
best-known examples of endogenous oscil-
lators are circadian biological clocks, which
are found across a wide range of taxa and
affect a substantial array of functions. These
24-hour oscillators emerge from highly inter-
connected, autoregulatory gene networks that
contain transcription-translation feedback loop
motifs (10, 11). The oscillators themselves are
free-running, but they temporally align to cyclic
entrainment signals, driven by the 24-hour
cycle imposed by Earth’s rotation. A wide
variety of genes may be under circadian con-
trol, exhibiting 24-hour cyclic expression. The

period length of the circadian rhythm is set
by the core gene network underlying the
clock (11); mutations may result in shortened,
lengthened, or absent rhythms (12, 13). Sim-
ilar programs of periodic gene expression are
observed during cell division and have also
been proposed to be driven by oscillating gene-
regulatory networks (14, 15). Unlike circadian
oscillators, cell cycle oscillators do not neces-
sarily exhibit 24-hour periods and are not nec-
essarily alignedwith or entrained by light-dark
cycles.
The fact that Plasmodium spp. exhibit

rhythms that are usually multiples of 24 hours
suggests that they may have an intrinsic oscil-
lator network similar to a circadian oscillator.
AlthoughPlasmodium genomes do not appear
to contain orthologs of canonical circadian
clock genes (5), this does not rule out the
possibility of an intrinsic network, similar
in structure to either circadian or cell-cycle
networks and capable of producing rhythms
at multiples of 24 hours.
In this study, we investigate the rhythmic

behavior of the P. falciparum intraerythro-
cytic cycle in an in vitro culture system,where
canonical circadian signals from the host were
not present. Using high-density time-series
transcriptomics andmicroscopy for four strains
of P. falciparum, we compare several key mo-
lecular features of these cycles with molecular
signatures produced by circadian networks and
eukaryotic cell cycle oscillators (14, 16). Our
findings provide strong evidence for the exis-
tence of an intrinsic oscillator in Plasmodium
and suggest that parasites have evolved mech-
anisms to drive periodicity that may align with
host circadian rhythms.

Qualitative similarities to biological
oscillator transcriptomes

To assess the molecular features of the
P. falciparum temporal transcriptome, we
performedhigh-density time-series transcrip-
tomic analyses for the strains 3D7 (17), FVO-
NIH (18), SA250 (19), and D6 (20). These
strainswere chosen for their diverse geographic
origins and cycle lengths, with some strains
varying from the wild-type 48-hour cycle. Syn-
chronized parasite populations were cultured
in vitro for 60 to 70 hours, with time points
sampled every 3 hours for transcriptomic anal-
ysis andmicroscopic observation. This sampling
schedule allowed for the completion of one to
two intraerythrocytic cycles per strain. RNAwas
isolated from each time point and subjected to
RNA sequencing (RNA-seq) analysis to quantify
the abundance of P. falciparum transcripts at
each time point (Fig. 1 and data S1). For three of
the four strains (D6, FVO-NIH, and SA250),
experiments were performed on the same days
in the same conditionswith blood froma single
human donor to eliminate variability caused by
growth conditions (materials and methods).
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A key characteristic of circadian or cell cycle
oscillators is awell-orderedprogramof periodic
gene expression (14, 16). For each P. falciparum
strain, we used the periodicity-detecting algo-
rithm JTK_CYCLE (21) to estimate the num-
ber of rhythmic genes (table S1 and data S1
and S2). Periodic genes are largely conserved
among the four strains, with the majority
of each strain’s periodic genes (79 to 82%)
overlapping all those of the other strains (fig.
S2), which is a finding similar to previous ob-
servations (22, 23). The vast majority of the
mapped transcriptome (between 87.3 and
92.5%) in P. falciparum appears to be pe-
riodically expressed (Fig. 1, table S1, and
data S1 and S2) on the basis of visual in-
spection. These phase-specific, oscillating
genes peak in expression across the entire
cycle, forming a cascade of rhythmic genes in
a manner that is highly reminiscent of other
oscillators.
Mammalian transcriptomic studies have

noted that circadian genes tend to peak in
phase clusters (“rush hours”) near dawn and
dusk, and this clustering is thought to rep-
resent the activation of expression in anticipa-
tion of metabolic events (16, 24). To evaluate
the timing of gene peaks in P. falciparum,
3703 periodic genes shared between all strains
were mapped to a single representative cycle
using a wrapping procedure that averaged
overlapping measurements, similar in principle
to phase dispersion minimization (25) (mate-
rials and methods). This approach allowed
comparison between parasites with different
cycle times and, usingmicroscopic assessments
of intraerythrocytic-cycle phase (fig. S3), allowed
the mapping of the timing of gene peaks
throughout the cycle (Fig. 2). Notably, we did
not observe any evidence of rush hours in any
of the phases of the intraerythrocytic cycle
(Fig. 2).
Multiple studies have shown that in both

vertebrate and invertebrate circadian rhythms,
a subset of genes oscillate at 8- and 12-hour
periods (26, 27). Although the precise mech-
anisms of these harmonic rhythms have not
been dissected, evidence from Clock gene mu-
tants in mice indicates that they arise from
the core circadian clock mechanism (28). To
search for such harmonics in P. falciparum,
we took advantage of JTK_CYCLE’s period
prediction features by running the algorithm
with a period search range of 6 to 60 hours (6
to 54 hours in the case of D6). A minority of
genes (between 3.5 and 4.3%) in each strain
have a predicted period length that is roughly
half that of the strain (Fig. 3 and table S2).
Visualizing the expression of these genes con-
firms that they peak twice per cycle (Fig. 3
and fig. S4). Among this set of harmonic genes,
most are specific to one strain; only three
harmonic genes were identified in all four
strains (fig. S5).

Quantitative characteristics
of biological oscillators
Cell cycle and circadian oscillators tend to
produce well-ordered programs of transcrip-
tion; however, substantial evolutionary diver-
gence between species may yield unexpected
ordering of orthologous periodic genes, corre-
latingwith substantial phenotypic changes that
may reflect rewired networks (29). We assessed
the temporal ordering of the transcriptome
between strains using a set of periodic genes
shared between all four strains. For each heat-
map in Fig. 4A, the genes are plotted in the
order of peak time of expression in the strain
3D7. Visual inspection indicates that the
ordering of peak gene expression is globally
well conserved between all four strains (Fig.
4A). Similar qualitative levels of conservation
were observedwhen the analysis was repeated

using each of the remaining strains as the
ordering standard (fig. S6).
Tomake a quantitative determination of the

similarity in ordering, a recently developed
method was used to measure the conserva-
tion of gene ordering between datasets (30).
In brief, extrema (peaks and troughs) for
each gene’s normalized expression pattern
were assigned a time interval, and a partial
order was computed. The use of partial orders
allows a quantitative assessment while ac-
knowledging that the order of some extrema
cannot be distinguished because they both
fall at the same time point. To account for
stochastic behavior of gene expression and
the relatively coarse sampling, partial orders
were evaluated in the presence of 6 to 10%
noise (e) (Fig. 4, B and C). A similarity score
for each e is computed between partial orders
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Fig. 1. The majority of P. falciparum genes are periodically transcribed. Four strains of P. falciparum
were cultured in vitro and transcriptionally profiled using time-series RNA-seq. Periodic genes were identified
in each strain by JTK_CYCLE, and strain-intrinsic period length is evident. Each vertical line represents a
time point, and gene expression is displayed horizontally. Expression values are mean-normalized for each
gene and depicted as a z score of standard deviations from the mean. Genes are ordered per strain by peak
expression time. The color scale shows z scores, ranging from −1.5 (blue) to 1.5 (yellow).
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of the same subset of genes from two datasets
(30). We calculated the conservation of gene
ordering among our strains of P. falciparum
and compared this conservation to a collec-
tion of time-series data obtained from an
established circadian oscillator. For the latter,
we used the high-density time-series data of
Zhang et al. (16), which profiled the circadian
transcriptomes of 12 mouse organ tissues
every 2 hours for 48 hours. In both species,
we used subsets of periodic genes that peaked
at similar times across parasite strains or
mouse tissues, which we call “in-phase” sub-
sets, and computed a null baseline by ran-
domizing the corresponding time series within
each dataset (materials and methods).
We found that the ordering of similarity

scores of the null baselines for circadian
and parasite data were comparable, with
in-phase similarity scores equivalent or higher
in P. falciparum (Fig. 4, B and C, and table S3).
Furthermore, the percentage of samples above
the null baseline in all three parasite strains
(75 to 95%) was greater than in both mouse
circadian tissues (61% in lung and 68% in
kidney; Fig. 4C and table S3). Although it has
been observed that circadian genes are not
perfectly ordered across mouse tissues (16),
the observation that P. falciparum strains
exhibit ordering comparable to or better than
that of circadian genes suggests that the
mechanisms guiding the parasite’s transcrip-
tional cycle are capable of maintaining high-
fidelity ordering.
The analyses thus far indicate thatP. falciparum’s

transcriptome dynamics share features with
known, cell-intrinsic biological oscillators, but
the results could still be consistent with an
extrinsic mechanism for the control of peri-
odicity. Although most conventional rhythmic
host cues are absent in RBC culture condi-
tions, a 24-hour peroxiredoxin clock identi-
fied in RBCs (8) could be sufficient to drive

intraerythrocytic-cycle periodicity by repeated
cascades of gene expression.
To ascertain the period length of the intra-

erythrocytic cycle for each of our cultured
strains, we used several distinct metrics to
avoid bias from any one method. We interpo-
lated andwrapped each strain’s transcriptome
(fig. S7) and microscopic culture progression
curves for ring, trophozoite, and schizont stages
(fig. S8) to find the periods that minimized
overlapping error for each strain (materials
and methods and table S4). We also measured
the distances between recurring expression
peaks and expression troughs for each rhyth-
mic gene and identified the modal value in
these peak-distance and trough-distance dis-
tributions, providing two more estimates of
genetic period length (figs. S9 and S10 and
table S2). Because of some disagreement be-
tweenmetrics in certain cases, we established
a final estimated period by using a weighted
average of all four metrics (table S2). We ob-
serve that the strains differ in period regard-
less of the method of estimation and that the
rank order of strains in terms of period length
is the same.
Although the typical in vivo P. falciparum

infection exhibits a 48-hour periodicity, we
observed that each cultured strain had a dif-
ferent period length that sometimes varied
substantially from 48 hours (table S2). These
variations are also apparent in the visualiza-
tion of each strain’s periodic transcriptomes
(Fig. 1), and the observed variations are not
due to growth conditions, as three of four
strains were cultured in parallel in blood
from a single donor (materials and methods
and data S3). Strain SA250 has the longest
estimated cycle at 54 hours, whereas strain
D6’s cycle is a mere 36 hours long. These
results are incompatible with the hypoth-
esis that the 24-hour peroxiredoxin clock is
responsible for controlling the parasite’s

rhythm; if that were the case, period lengths
in all four strains would be roughly 48 hours
long. The observations are, however, consist-
ent with what is known about cell-intrinsic
oscillators, in which period length is geneti-
cally controlled (11, 12, 31).
The pronounced diversity in cycle period

lengths between P. falciparum strains raises
the question of how such shortening and
lengthening from the wild-type’s 48-hour
cycle period has occurred. In the eukaryotic
cell cycle, the length of the G1 phase is the
most flexible because factors such as cell size
and the availability of nutrients or growth
factors all affect the ability of the cells to
move into the S phase. If P. falciparum’s
intraerythrocytic cycle stages are analogous
to the cell cycle phases, as has been suggested
(32), then the bulk of the changes in period
length between strains may be confined to
particular stages of the cell cycle.
Using microscopy data rewrapped to the

final estimated cycle lengths (table S4 and fig.
S11), stages are labeled on the basis of dom-
inant parasite phase (>50% of parasites), and
the length of each stage is calculated as a
percent of the total period length. We are
unable to detect a single stage or stages that
show particular conservation or flexibility in
length, whether measured in hours or in per-
cent of the period length (table S5). Although
the ring stage shows the most variability and
the trophozoite stage appears to be the most
stable, there is no consistent correlation be-
tween total period lengths and stage lengths.
The intraerythrocytic cycle appears to be plas-
tic in terms of lengthening and shortening
throughout all stages.

Variance in period length in culture

When Trager and Jensen published the first
protocol for in vitro culture of P. falciparum
in 1976, they noted that an initially synchro-
nous parasite population from a clinical ma-
laria sample eventually desynchronizes in
culture, becoming a heterogeneous mix of
ring, trophozoite, and schizont stages (33).
It has come to be broadly accepted in the
field that synchronized parasites lose syn-
chrony rapidly in culture, an observation that
would appear to be largely inconsistent with
a robust intrinsic oscillator. However, cells
synchronized in the cell cycle lose synchrony
over time (34), and circadian oscillators also
lose synchrony in cell-based systems in the
absence of entrainment cues (35) because of
variance in the individual cycle times.
To determinewhether synchrony loss owing

to the cell-to-cell variance observed in pop-
ulations ofP. falciparum is compatiblewith the
variance in periods observed in cell-intrinsic
circadian oscillations, we fit a simple phase-
oscillator model (see materials and methods)
to the microscopic staging data for the four
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Fig. 2. The periodic genes of P. falciparum are expressed in multiple phases of the intraerythrocytic
cycle. Polar graphs depict the relative numbers of genes peaking per hour of each strain’s cycle. The
boundaries between phases (ring, trophozoite, and schizont) were determined by microscopy (fig. S3) and
marked in hours (table S5). Wrapped, interpolated expression data for the set of shared periodic genes
(materials and methods) were used to assign peak times.
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strains along with an additional strain, HB3,
from a prior study (23) (fig. S1, B and C, and
fig. S12). We calculated the coefficient of var-
iation (CoV) for all P. falciparum strains from
this model and compared these values to the
calculated CoV of single-cell traces of a cir-
cadian reporter gene in human fibroblast cells
(36) (table S6). The CoV of circadian cycles in
the fibroblast population was estimated to be
0.0845, which means that the period lengths
exhibit a standard deviation of roughly 8.45%
of the average period length. Notably, the es-
timated CoVs of the five P. falciparum strain
cycles were similar or smaller, ranging between
0.23 and 10.18% of the estimated mean cycle
period, depending on the strain (Fig. 5 and
table S6). Increasing or decreasing the mean
cycle period by 1 hour does not appreciably
change the estimated CoV (Fig. 5 and table S6).
These results were produced using best-fit

estimates for parameters in the phase-oscillator
model, such as strain-specific period length and
initial population synchrony (table S6). To en-
sure that the model was not artificially lower-
ing estimates for period variability by adjusting
other parameters, we recomputed optimal
model parameterswhile enforcing aminimum-
allowed period variability that is larger than
the empirically determined circadian oscilla-
tor (materials and methods and table S7). This
alteration substantially decreases the model’s
fit to the experimental data, particularly in the
second round of replication, where dampen-
ing due to synchrony loss becomes more ap-
parent (fig. S12).
It has recently been suggested that micro-

scopic staging curves overestimate parasite
population synchrony of P. falciparum in cul-
ture (37), because parasite replication during
the schizont stage enforces synchrony on the
schizont-ring transition. To make sure that
our models were not unfairly biasing our
estimates of variance, we explicitly added
replication to the model at the schizont-ring
transition, assuming a parasite multiplication
rate of N = 4, 8, or 16 (materials and methods).
We find that, with the addition of replication,
the dynamics of the experimental staging curves
are better matched by modeling populations
with smaller variance in period length than
those found in the simple oscillator model
(fig. S13). Thus, including replication in our
model bolsters the finding that P. falciparum’s
estimated period length variability, and
therefore the rate at which the population
loses synchrony, is comparable to a circa-
dian oscillator.

Discussion

Periodic biological processes can arise from
cell- or organism-intrinsic oscillators or may
be imposed by extrinsic rhythmic factors. Clas-
sic examples of cell-intrinsic biological oscil-
lators include circadian rhythms and the

eukaryotic cell cycle (11, 14). In this work,
we investigated the origin of periodicity in
the intraerythrocytic cycle of P. falciparum
using an in vitro culture system where ex-
trinsic rhythmic cues are largely eliminated.
We find that P. falciparum shares many
molecular signatures of well-characterized

cellular oscillators and that the data are most
consistent with a model in which rhythmic
behaviors are driven by a parasite-intrinsic
oscillator.
Consistentwith the observations of previous

studies (22, 23, 38), we find that the majority
(87.3 to 92.6%) of P. falciparum’s mapped
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Fig. 3. P. falciparum strains exhibit periodic genes at half the normal cycle length (harmonic
expression). JTK_CYCLE was used to search for genes in a wide range of predicted period lengths; the
distribution of predicted period lengths is shown for each strain. A minority of genes oscillate at approx-
imately half the dominant period in each strain, indicated with an arrow: 21 hours in 3D7, 24 hours
in FVO-NIH, 27 to 33 hours in SA250, and 18 hours in D6. These genes are plotted by heat map; each vertical
line represents a time point, and gene expression is displayed horizontally. Expression values are mean-
normalized for each gene and depicted as a z score of standard deviations from the mean.
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genes are rhythmic in their expression during
the cycle. This large periodic program of phase-
specific transcription is also observed in cell
cycle (~15 to 20% of the genome) (14) and
circadian systems (~40 to 80% of the genome)
(16, 24), although rhythmicity itself does not
indicate an intrinsic oscillator. Circadian con-
trol of gene expression has been proposed to
link various physiological processes with light-
dark cycles (e.g., sleep-wake cycles) (11) or to
temporally separate incompatible biochemical
processes (39), whereas the temporal program
of expression in the cell cycle is a foundational
mechanism for ordering cell cycle events (40).
Unlike circadian gene expression, which tends
to cluster roughly near dawn and dusk, there
does not appear to be a consistent pattern of
phase clustering in P. falciparum. Given the
ordered nature of P. falciparum development
during the intraerythrocytic cycle, it is likely
that the temporal program of transcription
serves a purpose similar to the cell cycle tran-
scriptional program, where just-in-time gene
expression helps maintain temporal order-
ing. It has been suggested that these para-
site stages may be analogous to the familiar
G1, S, G2, andM phases of the eukaryotic cell
cycle (32, 41), with the ring stage specifi-
cally suggested to be the equivalent of G1.
In a typical cell cycle, the cell cycle period is
adjusted mostly by expanding or shorten-
ing in the G1 phase (42). However, in the four
P. falciparum strains we examined, there was
no discernible pattern of stage expansion or

contraction to explain the diversity in strain
cycle lengths.
Like circadian systems from several organ-

isms (26–28), genes that oscillate at the first
harmonic of the period length (i.e., twice as
fast) are observed in all four P. falciparum
strains. Notably, the harmonic genes are half-
period regardless of the different period lengths
of the strains, which indicates that, like circa-
dian oscillators, harmonic expression is driven
by the core network and not by an alternative
oscillator. The fact that the strains have dif-
ferent periods, despite three of the four strains
growing in RBC cultures from the same donor,
indicates that periodicity is not driven by the
peroxiredoxin oscillations reported to function
with a 24-hour period in RBCs. Moreover, the
periods are not exact multiples of 24 hours, so
they are unlikely to result from some alter-
native coupling to the peroxiredoxin cycle.
These findings are supported by studies that
indicate genetic variation or mutation of
Plasmodium genes can lead to altered cycle
period lengths (32, 41).
It has been suggested that synchronized

populations of P. falciparum in in vitro cul-
tures lose synchrony rapidly. Rapid synchrony
loss argues that without input from the host,
the parasite is unable to maintain a robust
period. However, synchronized populations of
cells under circadian and cell cycle oscillator
controls have also been shown to lose perio-
dicity because of variation in period (34, 35),
which raises the question of how variable the

P. falciparum intraerythrocytic cycle is when
compared with cell cycle– or circadian-controlled
systems. To examine this question, we used a
phase-oscillator model to estimate the varia-
tion in cycle period lengths between parasites
in culture and found that it is comparable to
the variation found in circadian cell lines.
Thus, the degree of synchrony loss observed
for synchronized P. falciparum is completely
compatible with a model in which the intra-
erythrocytic cycle is driven by a robust intrinsic
clock network.
Collectively, our findings are incompatible

with a mechanism in which P. falciparum’s
intraerythrocytic cycle is controlled only by
extrinsic cues. Our findings point to a mech-
anism in which the cycle is driven by an in-
trinsic oscillator withmolecular characteristics
of circadian or cell cycle oscillators. The control
mechanisms for circadian and cell cycle oscil-
lators have been identified as gene regulatory
networks composed of transcriptional regula-
tors, kinases, and ubiquitin ligases with nega-
tive feedback loops that drive oscillation. Of
the genes we have identified as periodic, we
found ApiAP2 transcription factor genes (43)
along with genes annotated as kinases, which
suggests the possibility that gene regulatory
networks resembling circadian or cell cycle
oscillators may be present. It is not surprising
that orthologs to known circadian clock genes
have not been identified in Plasmodium spp.
(5), as even gene networks with similar oscil-
lating functions often do not share genes.
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Fig. 4. Ordering of periodic gene expression is
broadly conserved among four strains of
P. falciparum, comparable to mouse circadian
genes. (A) The ordering of genes for 3D7, as
determined by peak expression time, was applied to
the remaining three strains (FVO-NIH, SA250, and
D6). The resulting heat maps show highly conserved
ordering (see Fig. 1 for comparison). Each vertical
line represents a time point, and gene expression is
displayed horizontally. Expression values are
mean-normalized for each gene and depicted as
a z score of standard deviations from the mean.
(B and C) A set of periodic genes from parasite
(119 genes) and mouse circadian data (107 genes)
was identified that peaked in very similar cycle
phase to the reference strain (3D7) or tissue
(liver). A null baseline distribution was created,
and both the baseline and in-phase genes were
sampled 5000 times in sets of six genes to
produce estimates of gene ordering similarity
across strains or tissues. (B) Mean and standard
deviation of ordering similarity to reference
strain or tissue, averaged across all samples
and all applied levels of noise (6 to 10% e). (C)
Percent of in-phase samples above baseline.
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Genes in oscillating networks from different
organisms may not be highly conserved, but
network motifs and topologies are (11, 44).
Farnert et al. have found that, in chronic

infectionswith P. falciparum, 48-hour rhythms
in parasitemia levels could be observed in
patients who did not exhibit fever cycles,
which led them to speculate that “mecha-
nisms other than fever might be involved”
(45). The existence of an intrinsic oscillator
in P. falciparum is a likely mechanism, and
this hypothesis reframes the models of pe-
riodicity in malarial disease as the coupling
between a parasite oscillator with a 48-hour
period and the host circadian oscillator with
a 24-hour period. There is evidence for phase
alignment betweenPlasmodium parasites and
animal models (2, 7). Plasmodium’s oscillator
may entrain to circadian rhythms in the host,
much as circadian clocks themselves ultimately
entrain to light (46). The host signal(s) that the
parasite uses for entrainment are, as yet, un-
settled (6, 7). It is also possible that the parasite
can manipulate the host’s circadian cycle to
achieve better alignment. In mouse experi-
ments, entrainment of the intraerythrocytic
cycle to the host shows benefits for the para-
site (4, 47). The benefit of phase alignment to
the host’s circadian rhythm is a likely explana-
tion forwhymammalian-infectingPlasmodium
species have cycle lengths that are multiples of
24 hours. The lack of this selective pressure
in vitro (and/or genetic bottlenecking during
culture establishment) may also explain why
cultured P. falciparum strains, such as those
in this study, can vary substantially from their
48-hour wild-type period length.

Plasmodium is not the only parasite with a
highly rhythmic life cycle, as several parasites
exhibit time-of-day elements in their life cycles
(5). Moreover, an innate circadian rhythmwas
recently identified in the Trypanosoma brucei,
the causal organism of sleeping sickness, using
traditional metrics of circadian clocks (48).
Recent reports indicate that nearly 80% of all
genes in a primate genome are under circa-
dian control in at least one tissue (24). Given
that animal physiology is so broadly controlled
by circadian rhythm, it makes sense that
pathogens have evolved to take advantage of
the 24-hour periodicity of the host, and it is
likely that many pathogens will display pe-
riodic behaviors.
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Fig. 5. Variation of period lengths between
cycles in P. falciparum is comparable to a circa-
dian model. Microscopic times-series data from
this study, along with additional data from strain
HB3 (23), were fit to a phase-oscillator model,
yielding an estimated standard deviation of cycle
length as percent of the mean cycle length. The
dashed line represents the empirical standard
deviation (std. dev.) of the circadian cycle derived
from single-cell imaging of circadian reporters in
fibroblast cells (36). Estimates are also shown if the
mean cycle length is lengthened or shortened by
1 hour (table S6).
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Tunable topological charge vortex microlaser
Zhifeng Zhang1, Xingdu Qiao1, Bikashkali Midya2, Kevin Liu2, Jingbo Sun3, Tianwei Wu2, Wenjing Liu2,
Ritesh Agarwal2, Josep Miquel Jornet4, Stefano Longhi5,6, Natalia M. Litchinitser3, Liang Feng2,1*

The orbital angular momentum (OAM) intrinsically carried by vortex light beams holds a promise for
multidimensional high-capacity data multiplexing, meeting the ever-increasing demands for information.
Development of a dynamically tunable OAM light source is a critical step in the realization of OAM
modulation and multiplexing. By harnessing the properties of total momentum conservation, spin-orbit
interaction, and optical non-Hermitian symmetry breaking, we demonstrate an OAM-tunable vortex
microlaser, providing chiral light states of variable topological charges at a single telecommunication
wavelength. The scheme of the non–Hermitian-controlled chiral light emission at room temperature
can be further scaled up for simultaneous multivortex emissions in a flexible manner. Our work provides
a route for the development of the next generation of multidimensional OAM-spin-wavelength division
multiplexing technology.

I
n the digital era of proliferating connec-
tions between pervasive endpoints, the
tremendously growing aggregated data
traffic motivates the development of inno-
vative optical communication technolo-

gies to sustain the required massive increase
in information capacity. The current informa-
tion infrastructure based on wavelength and
time divisionmultiplexing—together with other
degrees of freedom of light, including the
amplitude, polarization, and phase—is never-
theless approaching a bottleneck. Fortunately,
the full-vector nature of light provides another
information dimension—namely, the angular
momentum—to ease the upcoming informa-
tion crunch. Whereas the spin angular mo-
mentum (SAM) associated with the circular
polarization of light is limited by two states
(s = ±1), the orbital angularmomentum (OAM)

of a vortex beam with an azimuthal phase
dependence (E ~ eilϕ, where E is the complex
electric field distribution, characterized by the
topological integer l = 0, ±1, ±2..., and ϕ is the
azimuthal angle) (1, 2) creates a dimension of
unlimited spatially distinguishable channels
for data transmission. In addition to their
potential for optical communication (3–6), op-
tical vortex beams carrying OAM have also re-
volutionized several applications in the fields
of optical manipulation (7, 8), imaging and
microscopy (9, 10), and quantum information
processing (11, 12).
Dynamically tunable vortex light sources

have become essential to bring into reality
these emerging photonic technologies based
on the OAM degree of freedom. Traditional
bulk optical components such as spiral phase
plates and forked holograms (2, 13)—or re-

cently developed planar optical components,
including various metasurfaces (14–17) and
silicon resonators (18), used for OAM beam
generation—require an external input beam
that originates from a separate light source.
Chip-scale microlasers offer a more compact
and robust solution to obtain highly pure co-
herent vortex modes and have been recently
investigated extensively (19–21). However, the
demonstrated miniaturized vortex lasers at
telecommunication wavelengths so far lack
reconfigurability, limited by their output of
a predefined polarized OAM state per wave-
length (19, 20). Nevertheless, the ongoing ef-
fort of OAM-SAM-wavelength (3–6) division
multiplexing formultidimensionalhigh-capacity
information processing requires flexible gen-
eration and versatilemanipulation of different
OAM and SAM states at the same wavelength,
which is not yet accessible by state-of-the-art
microscale devices.
We used the transverse spin andOAM inter-

action to precisely maneuver the chiral light
states in microring lasers. Additionally, total
angular momentum conservation allows fur-
ther tuning of the topological charge. The
ability to simultaneously and cohesively ma-
nipulate both the SAM and OAM degrees of
freedom can couple the local spin with orbital
oscillation of optical cavity modes, leveraging
richer functionalities in vortex light genera-
tion (22, 23). Spin-orbit coupling can enable
effective control of the OAM handedness aris-
ing from the chiral symmetry of Tjlj wave
functions, featuring the ability to flexibly gen-
eratemultivortex emissions of variable jljOAMs
in the full angular momentum space. Although
it is straightforward to switch the chirality de-
pending on the direction of input light in a
passive microring resonator (18), a sophisti-
cated active, robust strategy is required to se-
lectively break the chiral symmetry that is
intrinsically associated with a microring laser,
yielding flexible control of spin-orbit interac-
tion. Optical control of spin-orbit interaction
and its induced chiral light emission have been
demonstrated through spin-polarized gain gen-
eration in a semiconductor polaritonic system
(21); however, in such a device a cryogenic en-
vironment is required, which is not suitable
for practical integration in current information
systems. To create a robust yet reconfigurable
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Fig. 1. Schematic of non–Hermitian-
controlled vortex microlaser. The
non-Hermitian interaction mediated
by the externally applied control pump
on the bus waveguide can flexibly be
switched for the emission of OAM
states with desirable chirality from
the spin-orbit engineered microring.



spin-orbit coupling in an ambient-temperature
environment, we developed a microlaser sys-
tem in which spin-orbit interaction is con-
trolled by an externally applied non-Hermitian
coupling between the cavity modes (Fig. 1).
Strategic non-Hermitian symmetry breaking
facilitates the lifting of degeneracy between
two spin-orbit coupled states, of which the
spin is locked to the orbit direction, in a con-
trollable manner and favors the lasing of an
OAM state of desirable chirality. The spin-orbit
interaction, together with the conservation of
the total angular momentum, is further ex-
ploited to alter the emitted OAM state by
converting the SAM into OAM, introducing ad-
ditional tunability with variable topological
charges at the same wavelength. This scheme
can be further scaled up to simultaneously gen-
eratemultiple laser vortices with an imaginary
gauge (24, 25) conducted in the coupled sys-
tem (26).
We considered a microring resonator sup-

porting the two degenerate clockwise ð↻Þ and
counterclockwise ð↺Þ whispering gallery modes
(WGMs) ona III-V semiconductor platformwith
a 200-nm-thick InGaAsP multiple quantum
well layer, coupledwith an additional bus wave-
guide of InGaAsP with two control arms, which
enables the indirect coupling between the two
modes (Figs. 1 and 2). By finely tuning the
aspect ratio of the cross-section geometry of
the waveguide, the transverse spin in the eva-
nescent tail of guided light is engineered to
be 1, which is achieved with equal amplitudes
of the radial and azimuthal components of
the electric field (26). The absolute value of
transverse spin generated in this scheme
cannot exceed 1. The spin-orbit interaction
consequently couples the right-hand (↓) and
left-hand (↑) circular polarizations with the ↻
and ↺ modes, respectively, leading to spin-
orbit locking for the light circulating in the
microring. The degeneracy between these two
countercirculating states is broken by intro-
ducingnon-Hermitianmode coupling bymeans
of the bus waveguide. By optically pumping
one of the waveguide arms to create gain
(generated through pumping) and loss (intrin-
sic material loss without pumping) contrast,
an effective asymmetric coupling between
the counterpropagating WGMs in the micro-
ring is obtained. The Hamiltonian of the non-
Hermitian controlled microring resonator can
effectively be described as

Heff ¼ w↻ ke�geþgL

ke�geþgR w↺

� �
ð1Þ

where w↻ and w↺ are the eigen frequencies
of the two degenerate modes; k denotes the
coupling between the cavity modes without
any gain or loss in the bus waveguide; –g
describes the single pass attenuation due to
the intrinsic material loss; and +gR and +gL

represent the single pass amplification from
the optical pumping applied to the right and
left control arms, respectively. This effective
Hamiltonian can also be transformed into a
parity-time symmetric-like form (27) by using
the basis of w↻ þ iw↺ and w↻ � iw↺ states
(26). In the absence of optical pumping on the
control arm (gL = gR = 0), the overall coupling
strength between↻ and↺modes approaches
zero because of the strong intrinsic material
loss of the InGaAsP multiple quantum well
ðg ≫ 1Þ (Fig. 3A). When the left (or right) con-

trol arm is selectively pumped, the intrinsic
material loss on the left (or right) is then
overcome by net optical gain, gL > g (or gR > g).
However, the unpumped right (or left) side of
the waveguide remains lossy. Because of spin-
orbit locking, selective pumping results in a
unidirectional coupling between the ↻ and
↺modes, breaking the chiral symmetry and
facilitating an effective means to controlling
the chirality of the mode (Fig. 3, C and E).
Under this condition, the microlaser effec-
tively operates at an exceptional point (19).
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Fig. 2. Scanning electron microscope images
of the tunable vortex microlaser. On an
InGaAsP multiple quantum well platform, the
microlaser consists of a main microring cavity
coupled to an external feedback loop that enables
the on-demand chiral control through selective
pumping and thus enforces the unidirectional
coupling between the two circulating modes
in the microring. The angular grating is
patterned on the inner sidewall of the microring
to produce the vortex laser emission of
variable topological charges.

Fig. 3. Non-Hermitian chiral interactions and experimental characterization of the lasing emission.
(A) In the absence of non-Hermitian interaction, both the cavity modes represented by jjlj; sgnðlÞ; si—with
sgn(l) = ±1 denoting the CCW (↺) and CW (↻) oscillations, respectively, and s = ±1 denoting the left (↑)
and right (↓) circularly polarized light—are favored for lasing action. (B) Corresponding experimentally
measured output emissions and off-center self-interference pattern of both the states. (C and D) Lasing
emission of left-chiral mode measured after the introduction of non-Hermitian interaction applied by the
right-side control pump. (E and F) Lasing emission of right-chiral mode measured after reversing the
non-Hermitian interaction applied by the left-side control pump. The shaded rectangular area at left denotes
the microring cavity, and the shaded elliptical areas indicate non-Hermitian control arms. The red and
gray arrows outside the cavity denote the gain and loss feedback, respectively, and the blue arrows represent
energy outcoupled from the cavity into the environment. Because of the unidirectional gain feedback, the red
cavity mode is selectively favored for chiral lasing action, whereas the blue cavity mode is suppressed.
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Unidirectional emission is robust against in-
stabilities induced by nonlinearities above
the laser threshold (28) and is essential to real-
ize our single-frequency microlaser with recon-
figurable OAM through spin-orbit coupling.
The non-Hermitian controlled microlaser

was designed so that the angular momentum
carried by the WGM inside the resonator is
extracted into free space by introducing pe-
riodic angular scatters on the inner sidewall
(Fig. 2). The angular scatters are located at qq=
2pq/M and carry a local phase of ϕlocal,q =
2pCq(N –M)/M, where q ∈ {0,M – 1}; C = sgn(s)
for the↻and↺modes, respectively; andN is the
order of the WGM. By accounting for the ro-
tation of local coordinates with respect to the
global coordinate, the extracted global phase
can be expressed as ϕglobal,q = 2pC[q(N – M) –
q]/M. Consequently, the linearly varying phase
distribution creates an OAM emission with a
topological charge of l = C(N – M – 1) and a

total angular momentum of J = C(N –M). The
corresponding vortex emission, containing both
SAM and OAM as well as their associated
chirality, can be represented as jjlj; sgnðlÞ;si.
In our experiment, the microlaser cavity has
a diameter of 7 mm and a width of 0.65 mm,
which supports a WGM on the order of N =
34 and scatter number M = 32 for a total
angular momentum of jJ j ¼ 2.
To better configure the non–Hermitian-

controlled chirality and its resulting spin-
orbit interaction, two synchronized pump
beams from a nanosecond laser were pro-
jected: one onto the microlaser cavity to carry
out the lasing and the other to selectively
pump one of the control arms to manipu-
late the chirality of the lasing (26). The chiral
symmetry of the system was observed in the
absence of a control pump (Fig. 3A). The emis-
sion from the resonator showed right- and
left-handed circularly polarized components

of nearly balanced intensities without a net
spin angular momentum (Fig. 3B). This re-
veals the absence of net nonzero angular mo-
mentum resulting from the coexistence of the
two degenerate↻ and↺modes. To probe the
vortex nature of laser radiations, the emitted
beam was split into two identical beams that
were subsequently interfered with a slight off-
set in the horizontal direction. The acquired
interferogram shows no notable fringe mis-
match or discontinuity, indicating no phase
winding near the center of the beam, which
confirms a net-zero OAM charge (Fig. 3B). By
contrast, when the control beam was switched
on while illuminating only the right control
arm (Fig. 3C), unidirectional laser oscillation
arose in the ↺ mode. The emission of nearly
perfect left-handed circular polarization was
consequently observed, revealing the unidi-
rectional power circulation of the ↺ mode
inside the microring and spin-orbit locking.
Because of phase singularity, the phase dis-
tribution changes drastically near the center
of the emitted laser beam while maintaining
relatively uniform distribution at outer regions.
Therefore, the corresponding self-interference
pattern shows a pair of inverted forks, ver-
ifying the topological charge of OAM laser
emissions. In each fork, a single fringe splits
into two, corresponding to an OAM charge
of +1 (Fig. 3D). Similarly, when the control
beam was only applied onto the left control
arm (Fig. 3E), a nearly perfect right-handed
circularly polarized emission was observed
instead, demonstrating the non–Hermitian-
controlled switching of chirality through spin-
orbit locking. The orientations of the forks
were reversed compared with the previous
condition, in which the single fringe still splits
into two but in the opposite direction, verify-
ing an OAM charge of –1 (Fig. 3F).
Additional tunability of the OAM charge

through the conservation of the total angular
momentum in the spin-to-orbit conversion
was demonstrated with the vortex microlaser
by using a radial polarizer that preserves the
rotational symmetry of the emitted laser beam
(26). The radial polarizer allows the transmis-
sion of only radially polarized light and thus
converts circularly polarized light into a linear-
ly polarized beam in a polar coordinate. Be-
cause the radial polarizer does not break the
rotational symmetry, the total angular mo-
mentum, J = l + s, of light must remain
conserved. For a given J, l can therefore be
controlled through the manipulation of s. The
new OAM states with l = ±2 were achieved
after the transfer of s = ±1 SAMs into the
demonstrated l = ±1 OAMs, respectively, when
the laser beam was passed through the polar-
izer. The self-interference interferograms were
captured to analyze the vortex reconfiguration
of the emitted beams. A pair of inverted forks
with three fringes were observed, revealing a
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Fig. 4. Experimental characterization of different OAM states at a fixed wavelength. (A) Simulated
phase distributions of OAMs of charges l = 0, ±1, and ±2, showing the helical phase winds 2lp around the
center. The OAMs of the lower three orders were achieved through spin-orbit locking, and higher-order
OAMs were obtained through the spin-to-orbit coupling: (s, l) = (±1, ±1) to (s, l) = (0, ±2). In both cases,
the chiral symmetry was broken by controllable non–Hermitian mode coupling. (B) Corresponding
experimental results showing the off-center self-interference patterns (images are enhanced for better
visualization). Although no notable fringe mismatch was observed for the l = 0 state, a pair of inverted
forks were observed for nonzero OAMs. A single fringe splits into two or three, indicating a phase wind
of 2p or 4p around the center singularity point, confirming the OAM of jlj ¼ 1; 2, respectively. The forks
associated with opposite chirality were in opposite directions. (C) Measured lasing spectra show all five OAM
lasing peaks located at 1492.6 nm, implying that the vortex microlaser can generate single-frequency
vortex beams of variable OAMs simultaneously.
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phase winding of 4p at the center, which
confirmed the OAM charge l = ±2 (Fig. 4, A
and B, top and bottom). Altogether, the non–
Hermitian-controlled vortex microlaser is ca-
pable of producing five different OAM states
ranging in l = –2, –1, 0, +1, +2 in a recon-
figurable manner. The lasing of all these OAM
states occurred at a “single” wavelength at
1492.6 nm (Fig. 4C), potentially providing five
spatial channels for information modulation
and communication (26). The switching time
of spin-orbit coupling is in principle limited
by the semiconductor optical response, with
the potential to reach ultrafast OAM switch-
ing in the picosecond scale (29), so that our
reconfigurable OAM microlaser, besides emit-
ting at a fixed wavelength, is much faster than
those based on thermo-optic control of WGM
resonances (microsecond to millisecond time
scales). Further, our non-Hermitian spin-orbit
mode control scheme is scalable by applying
an imaginary gauge (24, 25) to cascade se-
quential microrings to simultaneously gen-
erate multiple laser vortices; experimental
results are given in (26).
Our tunable OAM microlaser is capable of

emitting vortex beams of five different topo-
logical charges at room temperature. The non-
Hermitian manipulation of chiral spin-orbit
interaction offers fundamentally new func-
tionality of controllable vortex light emission
in a scalable way. The non-Hermitian control
of spin-orbit interactions and thus OAM emis-
sions is general and compatible with conven-
tional electrical pumping schemes in which

standard p-i-n semiconductor configurations
are exploited for current injection to excite
optical gain (30). The toolbox of generating
various vortex light at a single wavelength
holds the promise for future development of
multidimensional OAM-SAM-wavelength di-
visionmultiplexing for high-density data trans-
mission in classical and quantum regimes.
Additionally, dynamic switching between dif-
ferent OAMmodes in time can further increase
the security of wired and wireless communica-
tion networks (26).
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TOPOLOGICAL OPTICS

Photocurrent detection of the orbital angular
momentum of light
Zhurun Ji1, Wenjing Liu1, Sergiy Krylyuk2, Xiaopeng Fan1,3, Zhifeng Zhang4, Anlian Pan3, Liang Feng1,4,
Albert Davydov2, Ritesh Agarwal1*

Applications that use the orbital angular momentum (OAM) of light show promise for
increasing the bandwidth of optical communication networks. However, direct photocurrent
detection of different OAM modes has not yet been demonstrated. Most studies of current
responses to electromagnetic fields have focused on optical intensity–related effects, but phase
information has been lost. In this study, we designed a photodetector based on tungsten
ditelluride (WTe2) with carefully fabricated electrode geometries to facilitate direct
characterization of the topological charge of OAM of light. This orbital photogalvanic effect,
driven by the helical phase gradient, is distinguished by a current winding around the optical
beam axis with a magnitude proportional to its quantized OAM mode number. Our study provides a
route to develop on-chip detection of optical OAM modes, which can enable the development of
next-generation photonic circuits.

T
he interaction between the oscillating
electromagnetic field of light and the
electric or magnetic dipole moment of
matter can be designed to go beyond sim-
ple intensity and temporal characteristics

by manipulating light’s different degrees of
freedom (e.g., frequency, polarization, phase,
and angular momentum). One such property
is the spin angular momentum (SAM) of light,
which can induce a linear motion of electrons
to generate dc photocurrent that switcheswith
light helicity. This circular photogalvanic effect
(1–3) is governed by angular momentum con-
servation laws and is a powerful technique for
exploring the interaction between the chiral
degree of freedom of matter and SAM of light.
In addition to spin, light can also carry or-

bital angularmomentum (OAM) (4, 5).Whereas
SAM of light is associated with its polarization
state and has a bounded value S ¼ Tℏ per pho-
ton, OAM is also quantized but unbounded,
given by L ¼ mℏ (wherem is the mode num-
ber and ℏ is Planck’s constant divided by 2p).
OAM of light leads to a spatial distribution of
the phase of the optical field, which manifests
as a helical wavefront or an azimuthal phase
dependence eimf (where f is the azimuthal
angle). Exploiting the OAMmodes of light has
been widely proposed to enable the next gen-
eration of high-capacity photonics, but direct
electrical readout of OAM is a challenge, thus

limiting its applications to system-level inte-
grations that require on-chip generation
(6, 7), waveguiding (8), and detection (9, 10)
of OAM.
Extensive theoretical (11–13) and some ex-

perimental studies have reported on the in-
teraction between OAM of light and atomic
media (14, 15), generating new selection rules
and optical responses. These studies suggest
that the optical phase gradient modifies the
excitation processes, but the results cannot be
translated to obtain direct photocurrent gen-
eration for fabricating OAM-sensitive photo-
detectors. This is because dc photocurrent
response does not inherently carry phase in-
formation, and the slow variation of vector
potential associated with OAM of light com-
pared to the Brillouin zone size limits its in-
fluence onmicroscopic processes (16). Here we
show that OAM of light can induce a strong,
nonlocal interaction between electromagnetic
waves and matter. Additionally, we discuss
our observation of a distinctive photocurrent
fromOAM emerging from the phase gradient
of optical fields, the direction and amplitude
of which directly reflect the different OAM
modes (Fig. 1).
The in-plane electric field of a monochro-

matic, Laguerre-Gaussian ðLGm
0 Þ beam with

OAM orderm propagating in the ẑ�direction
is given by (17)

Eðr; tÞ ¼ uðr; zÞeimfeiðkzz�wtÞD̂ þ c:c: ð1Þ

under the paraxial approximation, where r ¼
ðr; f; zÞ is the position in the cylindrical co-
ordinate,uðr; zÞ is the donut-shaped LGmode
profile, kz ẑ is the wave vector, w is the fre-
quency, t is time, c.c. is the complex conjugate,
and the polarization of light is determined by
D̂ ¼ ðx̂þ isŷÞ, with s being the optical helicity
(−1 < s < 1) or SAM of the beam. The electric

field can be Fourier expanded as Eðr;wÞ ¼
1=ð2pÞ3∫dqEðq;wÞeiq�r. When the OAM order
m is nonzero, besides k ¼ kz ẑ, an azimuthal
photon momentum q ¼ qff̂ also arises from
the helical phase f . Then, a general second-
order dc response by accounting for the helical
phase is (supplementary materials sections
S1.1 to S1.4)

J ðdcÞk;totðr; tÞ ¼

∬
dqdð�qÞdwdð�wÞ

ð2pÞ8 xijkðq;w;�q;�wÞ

�Eiðq;wÞEjð�q;�wÞe�iðw�wÞteiðq�qÞ�r

≈ aijkðw;�wÞEiðr;wÞEjðr;�wÞ þ
bijklðw;�wÞ∇lEiðr;wÞEjðr;�wÞ ð2Þ

where the subscripts i, j, k, and l denote di-
rections in the cylindrical coordinate system.
In the small perturbation limit (q is ~10−3

times the Brillouin zone length), the second-
order conductivity tensor can be expanded
up to the first order of q to obtain xijkðq;w;
�q;�wÞ ≈ aijk þ iqlbijkl .aijk corresponds to the
conventional photogalvanic conductivity ten-
sor, which implies that in the small q limit,
OAMof light does not appreciably change the
dipole selection rules, and hence the local cur-
rent response to the light field will be deter-
mined by its local intensity and polarization,
regardless of the OAM order. It explains the
absence of signatures of OAM transfer to mat-
ter in photoemission experiments (16) and fur-
ther suggests that when the lowest-order aijk
tensor exists, as in previous high harmonic
generation studies (18), OAM-carrying optical
beams are almost equivalent to plane waves,
except that the phase factors are modified
under phase-matching conditions. However,
the conductivity tensor,bijkl, goes beyond the
dipole approximation and describes a part of
the spatially nonlocal current that is propor-
tional to the helical phase gradient; hence,
the OAM of light-induced photocurrent can
be obtained as (supplementary materials sec-
tion S1.3)

Jkðr; fÞ ¼ bijkfðw;�wÞ 1
2
½∇fEiðr;wÞEjðr;�wÞ

�∇fEjðr;�wÞEiðr;wÞ�ºm ð3Þ

The gradient operator ∇f in Eq. 3 directly cor-
responds to the helical phase gradient in the
f direction and is a signature of the nonlocal-
ity of the photocurrent. bijkl can also be divided
into a symmetric

�
bþijkl ¼ ðbijkl þ bjiklÞ=2

�
part

dependent on linear polarization and an anti-
symmetric

�
b�ijkl ¼ ðbijkl � bjiklÞ=2

�
part that

switches with light helicity. Therefore, the
phase information of OAM of light is main-
tained in the nonlocal, polarization-dependent
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photocurrent Jk and forms the central hypoth-
esis of our studies.
LGm

0 modes (Figs. 1 and 2) were obtained
bymodulating a linearly-polarized collimated
light beam from a Ti-sapphire laser (wave-
length: 1 mm) with a phase-only spatial light
modulator (SLM). The beam was then trans-
mitted through a quarter-wave plate (QWP)
and focused by a 60× objective to a spot size
of ~3 to 20 mm, and the sample was irradiated
at normal incidence (19). To measure the re-
sponse from OAM of light, a material system
that has a symmetry-forbidden photogalvan-
ic response (described by a

↔
) under normal

incidence but supports the nonlocal response
(describedby b

↔
)when thehelical phase gradient

breaks certain in-plane symmetries is desired.
The material chosen in our study is ~50- to
200-nm-thick exfoliated single-crystalline
WTe2 in Td phase (Pmn21), a type-IIWeyl semi-
metal (20) with large nonlinear optical suscep-
tibilities (21, 22) and a symmetry-forbidden
contribution from tensor a under normal in-
cidence (along the c axis). In the laboratory
cylindrical coordinate ðr; f; zÞ frame, mea-
surable terms related to the nonlocal cur-
rent and response to light helicity include
b�rfrf and b�rfff, which correspond to photo-
currents along radial ðr̂Þ and azimuthal ðf̂Þ
directions, respectively (supplementarymate-
rials section S1.3).
To identify and characterize photocurrent

response from the helical phase profile of the
optical beam, one must design suitable elec-
trodes and distinguish all possible sources of
current. First, because photocurrent related

to the helical phase profile may flow in the
radial or azimuthal directions, electrodes were
designed into a U shape (Fig. 2A) to collect the
radial current (see supplementary materials
sections S2.1 and S2.2 for the electrostatic
model and results fromother electrode geom-
etries). Second, because this current described
by b�ijkl has a circular polarization dependence,
the polarization of light was continuously
modulated by a QWP, and the photocurrent
was measured as a function of the QWP rota-
tion angle a (Fig. 2B). In a 180° period, the
light goes through linear (0°)–left circular
(45°)–linear (90°)–right circular (135°)–linear
(180°) polarization states. The total measured
photocurrent can be divided into three parts:
(i) current that switches with circular polariza-
tion with a 180°-period modulation (JC) (23),
(ii) the part that is sensitive to linear polariza-
tion with a 90°-period modulation (JL) (24),
and (iii) the polarization-independent com-
ponent (J0; includes thermal currents). Third,
aside from the azimuthal phase profile, an LG
beam also carries an annular intensity pro-
file. As is evident from Eq. 2, it can generate
spatially dispersive photogalvanic current
(Js-PGE) proportional to the local light inten-
sity gradient (i.e., @jEðrÞj2=@r) (21). Although
Js-PGE is also sensitive to light helicity, its
effect can be eliminated by measuring sig-
nals from both OAM +m and −m beams be-
cause the local light intensity is preserved
when OAM order reverses sign (the same ar-
gument holds for contributions from radial
phase profiles; see supplementary materials
section S1.4).

To first examine the existence of photo-
current from OAM of light, OAM orderm =
+1 andm = −1 beams generated by the SLM
were measured using the U-shaped electrodes
with the beam center fixed at the center of
the electrode arcs (Fig. 2A). The results show
that both OAM +1 and −1 beams gave rise to
polarization-dependent currents (Fig. 2B).
JC values from OAM +1 and OAM −1 beams
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Fig. 1. Schematic of the photocurrent measurement from optical beams carrying OAM.

Fig. 2. Evidence of the nonlocal photocurrent
generated by OAM of light and its dependence
on OAM order. (A) Optical image of a photo-
detector device with U-shaped electrodes on WTe2.
The light spot is focused at the center of the arc
defined by the electrodes (blue circle). Scale bar:
10 mm. (B) Measured photocurrent amplitudes from
OAM +1 (red curve) and −1 (blue curve) beams,
as a function of the QWP angle (a). The insets are
charge-coupled device (CCD) images of OAM +1
and −1 beams. (C) Normalized photocurrent that
switches with circular polarization, from beams
with OAM order ranging from −4 to 4. Error bars
represent the standard deviations of the fitting.
(Inset) Three components of the measured photo-
current: J0, JL, and JC.
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have similar amplitudes but opposite polar-
ities. By measuring the beam size and spatial
dependence (supplementary materials section
S2.3) andby comparing the results fromvarious
electrode geometries and mirror-symmetric
electrode pairs, it was further confirmed that
the observed JC did not originate from exter-
nal symmetry reductions such as material
defects, edge effects, or beam imperfections
(see supplementary materials sections S3.1
and S3.2 for details). The polarity switch of
JC cannot be attributed to spatial intensity
gradients either, because the two m = ±1
beams have the same intensity profile and
differ only by their helical phases ðTfÞ. There-
fore, these results suggest that a distinctive
current—which we term the orbital photo-
galvanic effect (OPGE)—originates from the
light OAM. OPGE is distinct from any other
reported photogalvanic effects, owing to its
nonlocal nature, spatially dispersive fea-
tures, and sensitivity to the wavefront shape
of light beam.
The mechanism of this photocurrent can be

understood as light transferring its OAM and
energy simultaneously to the electrons. Because
the optical phase varies in the azimuthal direc-
tion, it induces a spatial imbalance of excited
carriers, producing a net current. This process
has similarities to the photondrag effect (25, 26)
(supplementary materials section S1.3), but
here the spatial variation of photon momen-
tum plays a vital role, causing the nonlocal
OPGE current to flow either along or perpen-
dicular to the helical phase gradient. In one pic-
ture, the OAM-carrying beam has amagnetic
field B(w) parallel to the beam propagation
direction, and through a magnetic dipole–
like interaction, the in-plane electric field
E(−w) and the out-of-plane magnetic field
B(w) generate a dc photocurrent, which is the
OPGE current: JOPGEºEð�wÞBðwÞ. JOPGE is
proportional to the part of the longitudinal
magnetic field that changes with phase gra-
dient, so when the OAM index reverses sign,
the direction of OPGE current also flips (Fig.
2B). As noted in Eq. 3, the OPGE current can
be distinctively projected onto the OAM or-
der [when spin-orbit coupling of light (27)
is not considered], with a proportionality fac-
tor dependent on the material’s conductivity
tensor.
To demonstrate the discrete behavior of the

OPGE current, light beams with OAM order
±4, ±3, ±2, and ±1 were generated sequentially
by a phase-only SLM (with constant optical
power), and the radial photocurrent was mea-
sured using the U-shaped electrode geometry
with the beam center fixed at the center of
the electrode arcs. The measurement results
(Fig. 2C) clearly show that, under certain fo-
cusing conditions, JC displays steplike changes
from OAM order −4 to 4, in agreement with
the theoretical model, which implies that the

measured JC is attributed to light helicity–
sensitive OPGE current described by the con-
ductivity tensor b�ijkl (see supplementary mate-
rials section S2.4 for discussion of geometrical
constants related to the LG profiles of differ-
ent OAM orders). Our results show that when
JC is proportional to OAM order, the linear
polarization–dependent current, JL, and the
polarization-independent thermal current, J0,
do not have such dependence (Fig. 2C, inset),
which indicates that they are dominated by
different mechanisms (although OPGE cur-
rent described by bþijkl is also present; sup-
plementary materials sections S1.3 and S1.4).
Furthermore, because the measured OPGE
current is proportional to the product of SAM
andOAMand thewinding number of the light
field is�m � s (13), the OPGE current directly
characterizes the topological property of light
(see supplementary materials sections S1.3 and

S2.5 for generalization to arbitrary OAMorders
and mixtures of different OAM orders).
Besides scalar OAM beams, there are vec-

torial OAM beams with space-variant states of
polarization in addition to the helical phase
distribution (28). Owing to the sensitivity of
OPGE on both the SAM and OAM of the op-
tical field (Fig. 2), we studied the mechanism
of photocurrent generation from these beams.
Vectorial OAM beams can be represented on a
higher-order Poincare sphere (HOPS) (29, 30),
and the m = +1, s = −1 HOPS is taken as an
example (Fig. 3A; P1 to P5 are five represent-
ative states). In the parameter space (repre-
sented by the spherical coordinatesQ andF)
of the HOPS, the state of the optical field is
represented by jYðQ;FÞi ¼ cos Q

2

� �
expð�iF=

2ÞjL�miþ sin Q
2

� �
expðiF=2ÞjRmi, where jRmi

and jL�mi are scaler vortex beams with OAM
+m (−m) and SAM s = −1 (+1), respectively.
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Fig. 3. OPGE current from generalized vectorial OAM states on a HOPS. (A) Schematic of the
m = 1, s = −1 HOPS, with states represented by ðQ;FÞ spherical coordinates and five points P1 to
P5. Each subplot shows polarization distribution (single-headed arrows) with or without a linear polarizer
oriented in the horizontal direction (double-headed arrows), and the corresponding intensity profile
as recorded by a CCD camera. (Inset) Optical image of the octopus-shaped electrodes. Four pairs of
electrodes (L1, L2, L3, and L4) are located at four azimuthal coordinates (f ¼ 0; p=2; p; and 3p=2,
respectively). Scale bar: 10 mm. (B) Relative photocurrent amplitudes at two QWP angles (p=4 and 3p=4)
from two states (P3 and P4) on HOPS, measured at two locations (L1 and L2). (C) OPGE current
amplitude from a set of states on the line connecting P1, P5, and P2, with the sameF. (Inset) Calculation
showing a F-independent distribution of OPGE current. (D) Phase of OPGE current from a set of
states on the line connecting P3, P5, and P4, with a fixed Q. (Inset) Calculation showing a Q-independent
distribution of OPGE current phase.
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The azimuthal OPGE current from an arbitrary
state jYðQ;FÞi from this HOPS can be writ-
ten as

Jf;OPGE ¼ J ð0Þf;OPGE þ J ðfÞf;OPGE ¼

bijff

�
∇fEiðwÞEjð�wÞ � ∇f Ejð�wÞEiðwÞ

�
2

þ

gijff

�
∇fEiðwÞEjð�wÞ þ ∇f Ejð�wÞEiðwÞ

�
2

º
m

r
c0 þ c1 cosðQÞþ

�
c2cos

�
2ðmþ sÞf

h

þF
�
þ c3 sin

�
2ðmþ sÞfþF

��
sinðQÞ

i
ð4Þ

where bijkl, gijkl, c0, c1, c2, and c3 are conduc-
tivity coefficients (see supplementary mate-
rials section S2.5). At P1 and P2, the last two
terms [denoted as J ðfÞOPGE] vanish, and this
equation reduces to Eq. 3 for scalar OAM
beams.
For other points on the HOPS, J ðfÞOPGE de-

scribed by c2 and c3 is, in general, nonzero
and varies with the azimuthal angle fwith a
period of p=ðmþ sÞ—i.e., it is determined by
the total angular momentum of light. To cap-
ture this azimuthal angle dependence, the
electrodes were arranged into an “octopus”
shape (Fig. 3A, inset) to enable a set of azi-
muthal current measurements at various azi-
muthal coordinates (L1 to L4) while the beam
is fixed at the center defined by the electrodes.
The beam was modulated by a QWP between
angles a ¼ p=4 and 3p=4, and the amplitude
variation DJ ðfÞOPGE forms an alternative sig-
nature of J ðfÞOPGE. As shown in Fig. 3B, for both
P3 and P4 states, DJ ðfÞOPGE collected at different
azimuthal angles L1 and L2 are of opposite sign
(details in supplementary materials section
S2.5), indicating the existence of J ðfÞOPGE that
originates from the vectorial OAM beams.
To further examine the dependence ofOPGE

current on the ðQ;FÞ coordinates, a set of
different states on the HOPS was measured.
Without loss of generality, the state of the
vectorial OAM beam was swept along two
lines on the sphere—from P1 to P2 with fixed
F and from P3 to P4 with fixed Q (Fig. 3A)—
while the photocurrent was measured at the
same location (i.e., L1). As shown in Fig. 3C,
when moving along the longitude on the
HOPS, the OPGE current amplitude decreases

from its maximum at P1 (but remains posi-
tive in the northern hemisphere), crosses zero
near P5 on the equator (and then becomes neg-
ative in the southern hemisphere), and finally
reaches a minimum value at P2. This result
shows that the amplitude of the OPGE current
has direct correspondence to Q when F is
fixed. On the other hand, when moving along
the latitude on the Poincare sphere, the phase
retardation of the OPGE current goes from 0
at point P3 to p=2 at point P5 and then to p at
point P4 (Fig. 3D), which indicates that the
phase of the OPGE current can be mapped
onto the F coordinate on HOPS when Q is
fixed. Therefore, our results demonstrate that
different states on the HOPS have distinct
OPGE current responses.
The photocurrents originating from the

helical phase of theOAM-carrying beamprovide
evidence of the transfer of OAM to electrons
and reveal the associated phase-related infor-
mation in photodetection. For scalar OAM
beams, the OPGE current has a direct corre-
spondence to the topological winding num-
ber of light; for vectorial OAM beams, the
variation of OPGE current with the azimuthal
coordinate reflects its phase and polarization
distribution simultaneously. On the basis of
these results, we expect that the OAM order or
the coordinates of any arbitrary OAM state on
a HOPS can be specifically determined bymea-
suring currents via a small matrix of electrodes.
Once a device geometry is fixed, characterized,
and calibrated, a single electrode matrix can
detect a variety of OAMmodes, including their
arbitrary mixtures. With further optimization,
on-chip detection of OAM modes of light will
be possible, thus potentially facilitating OAM-
based optical communication by expanding the
parameter space of light.
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CHEMICAL PHYSICS

Quantum interference in H + HD→ H2 + D between
direct abstraction and roaming insertion pathways
Yurun Xie1,2*, Hailin Zhao1*, Yufeng Wang1, Yin Huang1, Tao Wang3, Xin Xu1, Chunlei Xiao1†,
Zhigang Sun1†, Dong H. Zhang1†, Xueming Yang1,3†

Understanding quantum interferences is essential to the study of chemical reaction dynamics. Here, we
provide an interesting case of quantum interference between two topologically distinct pathways in the
H + HD → H2 + D reaction in the collision energy range between 1.94 and 2.21 eV, manifested as
oscillations in the energy dependence of the differential cross section for the H2 (v′ = 2, j′ = 3) product
(where v′ is the vibrational quantum number and j′ is the rotational quantum number) in the backward
scattering direction. The notable oscillation patterns observed are attributed to the strong quantum
interference between the direct abstraction pathway and an unusual roaming insertion pathway.
More interestingly, the observed interference pattern also provides a sensitive probe of the geometric
phase effect at an energy far below the conical intersection in this reaction, which resembles the
Aharonov–Bohm effect in physics, clearly demonstrating the quantum nature of chemical reactivity.

Q
uantum effects are ubiquitous in chem-
ical reactions, which are, in essence,
atomic and molecular collision pro-
cesses. Thus, understanding quantum
effects such as reaction resonance, quan-

tum tunneling, and quantum interference (QI)
in chemical reactions is crucial in the study of
chemical reaction dynamics (1). Experimental
and theoretical studies of reaction resonances
in elementary chemical reactions, such as F +
H2 and Cl + H2, have provided deep insights
into the quantum nature of transition states in
chemical reactions (2–5). Quantum tunneling
was also found to be essential in bimolecular
reactions (6, 7) as well as in biochemical re-
actions at low temperatures (8, 9). A more
general quantum phenomenon in atomic and
molecular collisions is QI, and often the study
of QI is vital to understanding the dynamics
of inelastic bimolecular collisions (10–13), chem-
ical reactions (14–16), and photochemical reac-
tions (17, 18). In a typical elementary chemical
reaction, normally there is a single reaction
pathway that goes through only one transition
state. QI in such a reaction arises between
partial waves with different total angular
momenta (J), which belong to the same topo-
logical reaction path (19) and are usually man-
ifested in the differential cross section (DCS)
or the scattering angular distribution, as in
the case of the H + D2 reaction (15, 16). How-
ever, a QI phenomenon in a chemical reaction
is not easy to observe, because the averaging

over a range of scattering angles and over
many partial waves usually blurs any pattern
expected to be associated with interferences
(11, 15).
For molecular dynamics processes with

more than one pathway, especiallymore than
one topologically distinct pathway, QI could
occur between different pathways, and a few
of them have been identified (15, 17–20). For
example, QI between different conical inter-
section (CI) pathways was observed in the
unimolecular dissociation of the water mole-
cule, manifested as oscillations in product
rotational state distribution (17). A similar QI
phenomenon was also probed in the HCO
photodissociation (18). In a bimolecular re-
action with CIs between the ground and ex-
cited electronic states, the reaction could occur
through two topologically different pathways
around the CI (fig. S1), and QI occurs strongly
between them (19). That is the case for the H +
H2 → H2 + H reaction and its isotopologs,
which have a well-characterized CI with aD3h

symmetry at 2.75 eV in total energy (21).
The H + H2 → H2 + H reaction and its

isotopologs have been the most important
benchmark systems for studies of interest-
ing quantum dynamics in chemical reactions
(22–26). The first collinear quantum dynamics
calculations were carried out on this system in
the early 1970s by Schatz and Kuppermann
(27). Full-dimensional quantum dynamics cal-
culations were then conducted in 1988 (28).
Among all the interesting quantum dynamics
effects in this system, an intriguing effect in-
volving its CI has been the geometric phase
(GP) effect (29). There has been great effort to
search for the GP effect in this system, both
experimentally and theoretically. Kuppermann
and co-workers (30, 31) investigated the GP
effect on the H + H2 reaction using the multi-
valued basis approach, which was revealed
to be erroneous by later theoretical studies

(32–34) and experimental results (23, 35). Quan-
tum dynamics calculations by the Kendrick
and Althorpe groups showed that the GP ef-
fect is negligible at a total energy below 1.6 eV
(34, 36–40), whereas the GP effect could be
considerable at high collision energies. How-
ever, how to effectively detect the elusive GP
effect experimentally remained a big challenge.
Searching experimentally for the GP effect

in the H + H2 reaction continued in the past
few decades (16, 22–26), with no evidence de-
tected until recently. In 2018, a high-resolution
crossed-beam imaging study on the H +HD→
H2 + D reaction at a collision energy of 2.77 eV
(41), which is 0.24 eV above the CI, observed
the GP effect by measuring H2 product state-
resolved angular distributions. Through accu-
rate theoretical analysis, a previously uncovered
reaction channel other than the direct abstrac-
tion channel was inferred at this high collision
energy. This distinctive channel at this collision
energy is topologically different from the direct
abstraction channel. More interesting questions
thus follow: Can we directly detect strong QI
between the two topologically distinct reaction
pathways in theH+HD→H2+D reaction, and
what is the exact mechanism of this distinctive
reaction pathway?
A preliminary theoretical study shows that

for certain specific rovibrationally excited H2

products from the H +HD→H2 + D reaction,
strong oscillations are present in the energy
dependence of the DCS in the backward scat-
tering direction. These strong oscillations are
intriguing, and the dynamics origin of these
DCS oscillations in the backward scattering
direction is not explicit. We thus initiated a
combined experimental and theoretical study
of this interesting phenomenon.
The experiment was carried out using an

improved crossed-beam apparatus based on
the D atom Rydberg tagging method shown
in fig. S2 in the supplementary materials
(SM) (42). A molecular beam of pure HI was
generated by supersonic expansion with a
stagnation pressure of 1.7 bar from a pulsed
valve. A deep ultraviolet laser at 213 nm with
a pulse energy of about 10 mJ, which was
produced by the fifth harmonic of a yttrium-
aluminum-garnet–Nd laser (YAG-Nd) laser,
was focused to a spot of ~1 mm in diameter
and intersected the HI beam about 5 mm
downstream from the nozzle to dissociate
the HI molecule. The fast H atoms with a
velocity of 22,945 m/s, corresponding to the
ground-state iodine atom product, were se-
lected to cross the HD beam, which was gen-
erated by a supersonic expansion through a
pulsed valve cooled to liquid nitrogen tem-
perature. The cold expansion ensured that
nearly all HD molecules in the beam popu-
lated the lowest rovibrational state (v = 0, j = 0)
(where v is the vibrational quantum num-
ber and j is the rotational quantum number).
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The velocity of the HD molecules was deter-
mined to be 1240m/s, with a speed ratio better
than 20. The HD beam was rotatable around
the center of the crossing region, so it was pos-
sible to vary the collision energy in the range of
1.94 to 2.21 eV by changing the crossing angle
from 55° to 130°, with an energy interval of
about 0.02 eV. The product D atom was de-
tected by the D atom Rydberg tagging tech-
nique (22). Time-of-flight (TOF) spectra at
different collision energies were accumulated
at the corresponding backward scattering di-
rection. To reduce the experimental errors,
TOF spectra were accumulated by scanning

the collision energies back and forth more
than 100 times.
Figure 1A shows the D atom TOF spectra at

five different collision energies. The TOF spec-
trameasured at various collision energies show
many sharp peaks, which can be clearly as-
signed to rovibrational states of theH2 product
from the reaction of H + HD (v = 0, j = 0).
Some of the peaks, such as theH2 (v′ = 0, j′ = 5)
product, are rather well resolved, whereas some
are partially resolved, such as theH2 (v′=2, j′=3)
product, which partially overlaps with H2

(v′ = 1, j′ = 9) and H2 (v′ = 2, j′ = 4) (Fig. 1B).
From the partially resolved TOF spectral fea-

tures of the D atom, it was possible to extract
the accurate peak height of the corresponding
H2 (v′ = 2, j′ = 3) product for all collision
energies in the backward scattering direction
by fitting the experimental spectra at all col-
lision energies using three Gaussian peaks for
the corresponding quantum states (Fig. 1B).
The obtained peak height was used to com-
pute the DCS for the H2 (v′ = 2, j′ = 3) product
in the backward scattering direction.
Figure 2 shows the DCS for the H2 (v′ = 2,

j′ = 3) product in the backward scattering
direction in the collision energy range between
1.94 and 2.21 eV. The error bars in this figure
were estimated by analyzing the signal fluctu-
ation in these scans and should be taken as
±1 SD of uncertainty. As the collision energy
increased, the DCS for H2 (v′ = 2, j′ = 3) in the
backward scattering direction clearly under-
went strong oscillations (up-down-up-down).
This oscillation can also be roughly seen from
the corresponding energy dependence of the
peak height in the TOF spectra shown in Fig.
1A, as it becomes higher (1.990 eV) and lower
(2.050 eV), and then becomes higher (2.162 eV)
and lower (2.211 eV)againwith increasingenergy.
In an effort to understand the origin of

these oscillations in the collision energy de-
pendence of the DCS for the H2 (v′ = 2, j′ = 3)
product, we carried out quantum dynamics
calculations and analysis on the refined
Boothroyd–Keogh–Martin–Peterson (BKMP2)
potential energy surface (PES) (43) using the
time-dependent quantum wave-packet ap-
proach (44, 45). The corresponding theoret-
ical results shown in Fig. 2 are convoluted by
including the overall angular broadening of
the crossed-beam experiment, which is about
10.0° in the center-of-mass frame. For more
details on the theoretical simulation of the
DCS, see the SM. We first carried out quan-
tum dynamics calculations using the adia-
batic PES (without the upper cone of the CI)
and including noGP (NGP) effects. Therewere
clear oscillations in the DCS from the NGP
calculations for H2 (v′ = 2, j′ = 3) in the
backward scattering direction (Fig. 2). Sur-
prisingly, the oscillations calculated without
GP effects were almost completely out of phase
with the experimentally observed oscillations,
suggesting the possibility that the GP has a
large effect on the observed oscillations.
We then performed time-dependent quan-

tum dynamics calculations using the same
adiabatic BKMP2 PES but including the GP as
a vector potential, as has been done previously
(34, 37, 41). The calculatedDCS for theH2 (v′=2,
j′ = 3) product by including the GP, shown in
Fig. 2, is now in notable agreement with the
experimental result. This clearly demonstrates
that the GP could have a profound effect on
the dynamics of the H + HD → H2 + D re-
action, even at energies well below the CI. To
verify this, we performed quantum dynamics
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Fig. 1. TOF spectra of the D atom product from the H + HD → H2 + D reaction. (A) The D atom TOF
spectra in the backward scattering direction (180° ± ~5°) of the reaction of H + HD → H2 + D at five selected
collision energies: 1.958 (black), 1.990 (red), 2.050 (green), 2.162 (blue), and 2.211 eV (magenta). The
peaks marked by asterisks are contributed from H2 (v′ = 2, j′ = 3), H2 (v′ = 1, j′ = 9), and H2 (v′ = 2, j′ = 4).
arb. unit, arbitrary unit. (B) The Gaussian fit of the peak marked by the asterisk at the collision energy
of 1.958 eV. The black squares are the experimental data. The red, blue, and green solid lines are the
Gaussian fits for H2 (v′ = 2, j′ = 3), H2 (v′ = 1, j′ = 9), and H2 (v′ = 2, j′ = 4), respectively. The magenta solid line
is the sum of the three Gaussian peaks.
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calculations based on the diabatic PES, in-
cluding the lowest two electronic states of the
H3 system, which are strongly coupled through
the CI at a total energy of about 2.75 eV. The
diabatic results agree well with the GP results
(fig. S4). This verifies that the adiabatic results
that include the GP should be accurate enough
for this reaction.
Observation of the GP effect on the energy

dependence of the DCS is intriguing, espe-
cially at an energy substantially below the
CI. In an effort to understand the origin of
the oscillations in the energy dependence of
the DCS in the backward direction for the
H2 (v′ = 2, j′ = 3) product, theoretical results
in the NGP and GP calculations are presented
in an expanded collision energy range (Fig. 3A).
Notable oscillations of the DCS as a function of
collision energy were observed in the two sets
of calculations, with the oscillations of the NGP
results completely out of phase with those of
the GP ones. Such oscillations were also ob-
served for many other rovibrational states
of the H2 product (fig. S5).
In our previous work, we applied the topo-

logical theory proposed by Althorpe et al.
(19, 34, 37) to show that there are two possible
reaction paths in the H + HD reaction: One
goes clockwise around the CI through a single
transition state (path 1), and the other passes
through two transition states in an opposite
direction around the CI (path 2). These two
paths interfere with each other, which leads
to the angular oscillation pattern change in
the forward scattering sphere at a particular
collision energy.
In the present work, we similarly analyze

the energy-dependent oscillations in the DCS
in the backward scattering direction observed
using the topological theory. According to this

theory, the scattering nuclear wave functions
for path 1 and path 2 can be expressed ex-
plicitly by y1 ¼ ðyNGP þ yGPÞ=

ffiffiffi
2

p
and y2 ¼

ðyNGP − yGPÞ=
ffiffiffi
2

p
, respectively, where yNGP

and yGP are the calculated scattering wave
functions without and with the GP, respec-
tively. The scattering amplitudes from path 1
and path 2 in the backward scattering direction
can thus be calculated using the following
expressions:

f1ðEÞ ¼ ½ fNGPðEÞ þ fGPðEÞ�=
ffiffiffi
2

p
ð1Þ

f2ðEÞ ¼ ½ fNGPðEÞ − fGPðEÞ�=
ffiffiffi
2

p
ð2Þ

Because f1ðEÞ and f2ðEÞ are both complex
functions, they can be written as f1ðEÞ ¼
j f1ðEÞj�exp½−iΦ1ðEÞ� and f2ðEÞ ¼ j f2ðEÞj�exp
½−iΦ2ðEÞ� , where Φ1ðEÞ and Φ2ðEÞ are the
phases of the scattering amplitudes of the
two paths. The square moduli of f1ðEÞ and
f2ðEÞ give the product angular distribution,
that is, the DCS at collision energy E in the
backward scattering direction,

σNGPðEÞ ¼ j fNGPðEÞj2 ¼ j f1ðEÞ þ f2ðEÞj2
2

¼ fj f1ðEÞj2 þ j f2ðEÞj2 þ 2j f1ðEÞj � j f2ðEÞj
�cos½Φ1ðEÞ−Φ2ðEÞ�g=2

and

σGPðEÞ ¼ j fGPðEÞj2 ¼ j f1ðEÞ − f2ðEÞj2
2

¼ ðj f1ðEÞj2 þ j f2ðEÞj2 þ 2j f1ðEÞj � j f2ðEÞj�

cosfpþ ½Φ1ðEÞ−Φ2ðEÞ�gÞ=2

Using Eqs. 1 and 2, it is possible to obtain
j f1ðEÞj, j f2ðEÞj, and Φ1ðEÞ and Φ2ðEÞ in the
backward scattering direction, and they are
shown in Fig. 3. Surprisingly, the j f1ðEÞj and
j f2ðEÞj functions were both rather smooth
curves, and the two phases were roughly
linearly dependent on the collision energy
above 1.3 eV. More interestingly, Φ1ðEÞ de-
creased with the collision energy, andΦ2ðEÞ
increased with the collision energy. The rel-
ative phase between the two paths, jΦ1ðEÞ−
Φ2ðEÞj, thus increased rapidly and caused fast
oscillations in the energy dependence of the
DCS in the backward scattering direction for
the H2 (v′ = 2, j′ = 3) product.
From the above analysis, it is clear that the

oscillations in both σNGPðEÞ and σGPðEÞ were
caused by the crossing terms between the two
pathways, with a phase difference of p, which
is exactly the relative GP change between the
two reaction paths. Thus, we concluded that
the observed oscillations in the energy depen-
dence of the DCS of the H2 (v′ = 2, j′ = 3)
product can only be attributed to the QI be-
tween the two reaction pathways. To the best

of our knowledge, such a QI pattern in the
form of energy-dependent DCS oscillations
between two topologically distinct reaction
pathways in a chemical reaction has not been
observed and understood previously.
It is also quite notable that it was possible

to detect the QI, or the GP effect, for the H2

(v′ = 2, j′ = 3) product channel in the back-
ward scattering direction at a collision energy
as low as 1.94 eV, because the reactivity of
path 2 was only 0.28% of path 1 at this en-
ergy. Theoretically, one could also see the
oscillations at a collision energy as low as
1.5 eV, which means that the GP effect in
this system could theoretically be seen at a
collision energy down to 1.5 eV, much lower
in energy than its CI. This clearly shows that
the oscillations in the energy dependence of
the state-resolved DCS provide a distinctive
way to investigate QI and the GP effect at a
low collision energy in this benchmark sys-
tem. Further analysis shows that the DCS
contribution to the H2 (v′ = 2, j′ = 3) product
frompath 2 at this energy was predominantly
backward scattered (fig. S6), which thus made
the oscillations in the energy dependence of
theDCSmore easily observable in the backward
scattering direction. The dynamics mechanism
of this backward scattered reaction path (path 2)
must be different from previous findings about
path 2 in the H + H2 reaction by Althorpe and
co-workers, where they focused on the forward
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Fig. 2. Comparison of the backward scattering
for product H2 (v′ = 2, j′ = 3) from theory and
experiment. Experimental (black dots) and
theoretical (lines) DCS for the backward-scattering
H2 (v′ = 2, j′ = 3) product (with uncertainty about
±5°) over the collision energy range between 1.94 and
2.21 eV. The red and blue lines are the NGP and
GP theoretical results, respectively, where the exper-
imental angular broadening has been convoluted.
The error bars were estimated by analyzing the signal
fluctuations and taken as ±1 SD of uncertainty.

Fig. 3. Backward scatterings and their phases
for product H2 (v′ = 2, j′ = 3) from theory in an
expanded energy range. (A) The collision energy
dependence of the DCS in the backward scattering
direction for the H2 (v′ = 2, j′ = 3) product from
the GP and NGP calculations and the backward
scattering for product H2 (v′ = 2, j′ = 3) generated
through path 1 and path 2 in a range of collision
energies. a.u., arbitrary units. (B) The phases Φ1(E)
and Φ2(E) calculated from scattering amplitudes
f1(θ = 180°, E) and f2(θ = 180°, E) for path 1 and path
2. rad., radians.
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scatterings and a direct insertion mechanism
was found (34, 37).
To understand the reaction mechanism of

path 2 in the classical dynamics picture, quasi-
classical trajectory (QCT) calculations were
carried out on the adiabatic BKMP2 PES. Al-
though the QCT theory breaks down when
there are strong quantum effects, it could
nevertheless provide an intuitive picture of
the reaction mechanism (19). The QCT meth-
odology is described in the SM. A total of
50 million trajectories were propagated at
a 2.01-eV collision energy, giving an overall
statistical error of 0.046% in the total reactive
cross section. Of these, 4.03 million trajecto-
ries were found to be reactive to produce the

H2 product, with ~99.77% reacted through
path 1 and only ~0.23% (9256 trajectories)
through path 2. This ratio is quite consistent
with the quantum scattering calculations.
The reaction mechanisms for the two paths

are different. Path 1 is the well-known direct
abstraction mechanism, and the mechanism
of path 2 is interesting. The snapshots of a
representative QCT trajectory of the path 2
mechanism for backward scattered H2 (v′ = 2,
j′ = 3) product are shown in a movie sequence
(Fig. 4, A to F). These snapshots show that
the incoming H atom initially approaches the
HD molecule via the CI region toward the D
atom end, then roams around the D atom in
HD. When the incoming H atom approaches

the CI region, the HD bond starts to stretch,
making it possible for the roaming H atom to
insert into the stretched HD molecule. The
incoming H atom then forms a new chemical
bond with the H atom in HD to scatter mostly
into the backward sphere. To the best of our
knowledge, such a distinctive insertion reac-
tion pathway with predominantly backward
scattering has not been observed previously in
any other elementary direct chemical reactions.
The roaming insertion mechanism accounts
for nearly all trajectories of product that was
backward scattered through path 2 around
this collision energy. However, previously in
theH+H2 reaction, the direct insertionmech-
anism for path 2 at a much higher energy was
found, which was forward scattered (37). The
movies of the two representative trajectories of
these two reaction mechanisms are also pro-
vided in the SM for reference (movies S1 andS2).
From the above study, we concluded that the

interesting oscillations in the energy depen-
dence of the DCS observed for the H2 (v′ = 2,
j′ = 3) product in the backward scattering
direction were caused by the QI between the
two topologically distinct reaction paths. To
stress the difference between these two kinds
of trajectories, typical trajectories calculated
by the QCT theory, which correspond to the
snapshots in Fig. 4 and movies S1 and S2,
were plotted in the hyperspherical coordinates
(46) with a fixed hyperspherical radius (ρ) in
Fig. 5. Reaction by path 1 proceeds in clock-
wise direction around the CI by passing one
transition state with the usual direct abstrac-
tion mechanism, whereas reaction by path 2
occurs through a topologically different path-
way in a counterclockwise direction around
the CI by passing two transition states, with a
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Fig. 4. Representative classical trajectories
for the H + HD → H2 + D reaction by the
roaming mechanism. (A to F) A representative
trajectory of the H + HD → H2 (v′ = 2,
j′ = 3) + D reaction in the backward scattering
direction (θ = 173°) via the roaming mechanism
(path 2) moving with time in Cartesian
coordinates. The black curves represent the
trajectories of the incoming H atom. The
positions of the atoms are plotted at a
series of time intervals (23, 33, 47, 62, 74,
and 83 fs) in frames (A) to (F) on top of the
potential energy surface in a space-fixed
frame located at the center of the mass of
reactant HD molecule. The color map shows
the potential energy surface captured at times
23, 33, 47, 62, 74, and 83 fs for frames (A) to
(F), respectively. In the map, blue color indicates
the lowest energy, red color indicates the
highest energy, and green color indicates the
intermediate energy. The crosses indicate
the locations of the CIs.

Fig. 5. Representative direct and roaming trajectories in hyperspherical coordinates. (A and B) Typical
trajectories calculated by the QCT theory for the direct abstraction reaction path (A) and the roaming
insertion path (B) in the hyperspherical coordinates with a fixed ρ. The pink crosses indicate the locations
of the CIs, and the blue lines, which indicate transition states (T), separate three different atom-diatom
channels. The trajectory in (A) passes over only one transition state, but the trajectory in (B) passes over
two transition states. These two trajectories are the same as those used to generate movies S1 and S2.

RESEARCH | REPORT



distinctive roaming insertion mechanism to
producemainly backward scattering products.
This distinctive reaction path allows us to sen-
sitively probe the QI between the two paths at
the backward scattering direction. Accord-
ing to the topological argument proposed by
Althorpe and co-workers (19), the two com-
ponents of the nuclear wave function encir-
cling the CI in different directions belong to
two different branching spaces or two different
homotopy classes, which interfere quantum
mechanically with each other in the product
channel. The inclusion of the GP altering their
relative phases of the scattering amplitudes
from these two pathways thus changes the
interference pattern. The interference pattern
observed in this work can thus be used to sen-
sitively probe the GP effect at an energy far
below the CI. The picture of QI between the
two topologically distinct pathways in a chem-
ical reaction presented here also resembles the
Aharonov–Bohm experiment, (47) providing
an excellent example of quantum effect in
chemical reactions.
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FOREST ECOLOGY

Forest microclimate dynamics drive plant responses
to warming
Florian Zellweger1,2*†, Pieter De Frenne3†, Jonathan Lenoir4, Pieter Vangansbeke3, Kris Verheyen3,
Markus Bernhardt-Römermann5, Lander Baeten3, Radim Hédl6,7, Imre Berki8, Jörg Brunet9,
Hans Van Calster10, Markéta Chudomelová6, Guillaume Decocq4, Thomas Dirnböck11, Tomasz Durak12,
Thilo Heinken13, Bogdan Jaroszewicz14, Martin Kopecký15,16, František Máliš17,18, Martin Macek15,
Marek Malicki19, Tobias Naaf20, Thomas A. Nagel21, Adrienne Ortmann-Ajkai22, Petr Petřík15,
Remigiusz Pielech23, Kamila Reczyńska19, Wolfgang Schmidt24, Tibor Standovár25,
Krzysztof Świerkosz26, Balázs Teleki27, Ondřej Vild6, Monika Wulf20, David Coomes1*

Climate warming is causing a shift in biological communities in favor of warm-affinity species (i.e.,
thermophilization). Species responses often lag behind climate warming, but the reasons for such
lags remain largely unknown. Here, we analyzed multidecadal understory microclimate dynamics in
European forests and show that thermophilization and the climatic lag in forest plant communities are
primarily controlled by microclimate. Increasing tree canopy cover reduces warming rates inside forests,
but loss of canopy cover leads to increased local heat that exacerbates the disequilibrium between
community responses and climate change. Reciprocal effects between plants and microclimates are key
to understanding the response of forest biodiversity and functioning to climate and land-use changes.

C
limate warming is having profound
effects on ecological processes and
biodiversity—and thus on ecosystem
functioning and humanwell-being (1–4).
Our knowledge and predictions about

biotic responses to anthropogenic climate
warming are largely based on air temper-
ature data measured at official meteorological
stations, which record free-air (macroclimate)
temperature in open areas at 1.2 to 2 m above
short grass (5, 6). However, most organisms
on Earth experience temperature conditions
that differ from the macroclimate, mainly be-
cause the topography and vegetation create
heterogeneous microclimates near the ground
through interception of solar radiation, air
mixing, and evapotranspiration (7, 8). Local
microclimates may explain why responses of
biological communities and ecosystem pro-
cesses are often partially uncoupled from
macroclimate warming (6, 9–14).
Range shifts toward higher latitudes and

elevations are now commonly observed for
many species and systems as organisms shift
their geographical distributions to track their
thermal requirements (15). With rising tem-

peratures at a location, the presence or abun-
dance of species adapted to higher temperatures
is therefore expected to increase, whereas spe-
cies adapted to lower temperatures may de-
cline and eventually become excluded. Such
directional shifts in community composition
in favor of warm-affinity species are referred
to as “thermophilization,” a phenomenon that
is increasingly documented in terrestrial and
marine plants and animals (12–14, 16, 17).
However, the thermophilization rate of many
biological communities is not keeping pace
with the velocity of contemporary macro-
climate change (18, 19), leading to a climatic
lag or debt in community responses to macro-
climate warming (10–13). Climatic debt ef-
fects may be the inevitable consequence of
habitat fragmentation, slow dispersal, and
long life spans (20), but the magnitude of the
climatic debt may also be affected by differ-
ent warming rates of localized microclimates.
We know very little about how microclimates
have changed over time, and it is unclear how
any such change has modulated the tempo-
ral thermophilization rate and climatic debt
observed in plant and animal communities

(12–14, 17). Effects of changes in vegetation cover
on microclimates near the ground could have
either accelerated or counteracted the effects of
macroclimate warming on biological communi-
ties, but a long-term, large-scale, and multitaxa
assessment of these effects is currently missing.
Microclimates are perhaps nowhere more

evident than in forests, owing to their three-
dimensional canopy structure that drives shad-
ing, airmixing, and evapotranspirative cooling
(7, 21). The tree canopy buffers forest floor tem-
peratures against extreme heat (9), and this
buffering capacity constantly changes with
tree species, growth, and mortality, leading to
highly dynamic microclimates across space
and over time (22). Accounting for changes in
canopy cover and the associated microclimate
dynamics is therefore important to better un-
derstand the response of forest biodiversity to
climate change. Here, we provide multidecadal
evidence of forest subcanopy temperature
changes, enabling the comparison between
anthropogenic climate change, as measured
by weather stations (macroclimate), and for-
est microclimate dynamics triggered by can-
opy cover changes over time. To this end, we
combined subcanopy temperature measure-
ments in 100 forest stands in temperate for-
est in Europe with 2955 permanent vegetation
plots from 56 regions, where each plot has
been resurveyed over a period of 12 to 66 years
(23) (Fig. 1A and fig. S1). Using a continental-
scale analysis of forest microclimates based on
in situ empirical temperature and canopy cover
data, we then predict changes in understory
temperature during the growing season, build-
ingupon the relationship between canopy cover
and the buffering of macroclimate temper-
atures (21) (Fig. 1, B and C).
We found that temporal changes in canopy

cover varied greatly across the 56 European
regions studied, ranging from –110% (significant
canopy opening) to +113% (strong densification
of the canopy) (1st and 99th percentile of
distribution, respectively), with a mean can-
opy cover change not significantly different
from zero (+2.6%; mixed-effects models P =
0.426; fig. S3). To predict how the micro-
climate in the understory of each plot had
changed between the baseline survey and
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resurvey, we applied a previously published
statistical model to estimate temperature buf-
fering as a function of canopy cover (21, 23)
(fig. S2). The predicted maximum tempera-
tures in the forest understories have signif-
icantly increased over the past decades, with
mean (±SEM) rates of 0.40 ± 0.04 and 0.38 ±
0.03°C per decade for micro- and macrocli-
mate warming, respectively (both estimates
of warming rates are based on mixed-effects
models: P < 0.001). However, the rate of micro-
climate change was 45% more variable (1st
and 99th percentiles: –0.32 to 1.36°C per dec-
ade) than the rate of macroclimate change (1st
and 99th percentiles: –0.08 to 1.08°C per decade)
(fig. S4). The rate of macroclimate change was
significantly (P < 0.001) related to the rate of
microclimate change but left 48% of the total
variation in microclimate change unexplained
(slope: 1.05, R2 = 0.52, P < 0.001) (Fig. 1C).
To quantify the thermophilization, we in-

ferred the thermal affinity for each vascular
plant species present in our dataset from its
current distribution ranges. Using these species-
specific temperature affinity values, we calculated
the rate of change in the community-basedmax-
imum temperature affinity values between the
resurvey and baseline survey (14, 23) (fig. S6).
We expected changes in maximum temper-
ature affinity values to be most closely related
to changes in micro- and macroclimate max-
imum temperatures during the growing season
(23). This biotic reconstruction of temperature
changes based on the observed changes in the

composition of species assemblages has been
widely used to assess community-level cli-
mate change impacts in a variety of terrestrial
and marine taxa (12–14, 16). The resulting ther-
mophilization rates across the 2955 perma-
nent plots ranged from –0.84 to 1.05°C per
decade, with a mean (±SEM) of 0.01 ± 0.01°C
[which was not significantly different from
zero (P = 0.09) (23)]. The thermophilization
rate of forest understory vegetation was
positively linked to the rate of microclimate
warming [scaled slope estimate: 0.02, 95th
confidence interval (CI): 0.01 to 0.03, P <
0.001] but not to macroclimate warming
(scaled slope estimate: –0.002, CI: –0.01 to
0.01, P = 0.70) (Fig. 2).

To quantify how forest microclimate af-
fected the observed climatic debt accumu-
lated by a plant community in a given plot,
we subtracted the thermophilization rate
(DTplant) per unit of time (Dt) from the rate
of microclimate change (DTmicro) per unit of
time [i.e., microclimate debt: (DTmicro/Dt) –
(DTplant/Dt)] and from macroclimate change
(DTmacro) per unit of time [i.e., macroclimate
debt: (DTmacro/Dt) – (DTplant/Dt)] in each focal
plot. Despite very similar means (±SEM) for
the microclimatic debt (0.38 ± 0.04°C per
decade) and macroclimatic debt (0.37 ± 0.04°C
per decade), the climatic debts calculated using
macroclimate data underrepresent the varia-
bility in microclimatic debt (fig. S7). We found
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Fig. 1. Forest microclimate change after canopy cover changes over time
is considerably more variable than macroclimate change. (A) Distribution
of the 2955 resurveyed forest plots (black dots) in 56 regions (purple
circles, scaled to the number of plots as indicated at the top right) across the
temperate forest biome (green area) in Europe. We representatively sampled
microclimate temperature in 100 forest stands, i.e., in 10 stands in each
of 10 regions (black circles; effective n = 96) to estimate the maximum
(macroclimate) temperature buffering during the growing season as a function
of canopy cover (23) (fig. S2). (B) Schematic overview of the method used to
approximate microclimate change in the forest understory. In this example,
canopy cover at the time of the baseline survey was higher than that during
the resurvey, resulting in a decrease in macroclimate temperature buffering
from 2 to 1°C, which in turn led to a relatively larger increase in microclimate

warming (20 to 23°C) compared with macroclimate warming (22 to 24°C). The
relationship between canopy cover and the buffering of maximum macro-
climate temperature was empirically assessed across the study area (fig. S2)
(21). (C) Rate of macroclimate change plotted against the rate of microclimate
change, with the black bisecting line representing the 1:1 relationship. Micro-
and macroclimate have both significantly warmed (see text for statistical
results). The distributions of values in the rates of micro- and macroclimate
change are indicated by gray shading on each axis. Microclimate change rates
are 45% more variable than macroclimate change rates, and macroclimate
change rates only accounted for about half of the variation in microclimate
change rates, as indicated by the marginal (conditional) R2 value of 0.52 (0.69).
All statistical results are based on mixed-effects models with region as a
random-effect (intercept) term.

Fig. 2. Thermophilization in
forest understory plant
communities is related to
microclimate change, not to
macroclimate change. Ther-
mophilization rates increase
with increasing microclimate
warming of maximum tem-
peratures during the growing
season (Tmax), as shown by
the regression slope and 95%
CIs for microclimate. The
thermophilization rate was not
statistically related to the rate
of macroclimate warming
(see text for statistical results).
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the greatest microclimate warming in areas
where canopy cover and thus the temperature
buffering declined, and these were also areas
where the microclimatic debt was greatest
(Fig. 3A). Despite higher thermophilization rates
with increasing microclimate warming (Fig. 2),
locally increased heat caused by a reduction
of canopy cover impedes the ability of under-
story plant communities to respond to such
high rates of warming. On the contrary, we
found lower microclimatic debts in sites with
increased canopy cover; there, temperature
buffering led to a cooling effect during the
growing season. These patterns remain hid-
den when analyzing climatic debts based on
macroclimate data (Fig. 3B). Realistic assess-
ments of the current pressures on communi-
ties caused by climate warming thus require
long-term data on microclimate change.
Canopy cover dynamics have triggeredmicro-

climate changes over time in forest interiors
that can differ considerably from macroclimate
changes outside forests. This has important
implications for predicting biodiversity re-
sponses to climate and land use (e.g., forest
management) change,which interactively drive
the emergence of new thermal environments.
With the predicted increase of heat waves (4),
many species and communitiesmay suffer great-
ly from loss of canopy cover, e.g., after tree
harvesting or dieback (24). The resulting im-
pacts are serious because forests harbor most
of the terrestrial biodiversity andmany ecosys-
tem services and livelihoods critically depend on
forest biodiversity (1, 25). Forest managers and
policy-makers should therefore consider the ef-
fects of different forestmanagement practices on
local microclimates in their endeavors to safe-
guard forest biodiversity in a warming world.
Our results support the hypothesis that the

thermophilization rate in forest understory
plant communities is primarily driven by
the rate of subcanopy microclimate change
(10, 12) and not by the rate of macroclimate

change. This finding provides empirical evi-
dence that microclimate change ultimately
drives organismal responses to climate change,
a frequently ignored fact when using macro-
climate data to study biotic responses to cli-
mate change (8, 26, 27).
Increasing climatic debts in community re-

sponses to climate change mean that a growing
number of species are occurring in suboptimal
climatic conditions, potentially accelerating
the loss of biodiversity. Our results suggest
that microclimates can amplify as well as de-
crease the disequilibriumbetween community
responses and macroclimate change, suggest-
ing that climatic debts based on macroclimate
data (13, 20) should be revisited and inter-
preted with caution. Microclimate data, there-
fore, considerably improve the local relevance
of the climatic debt concept for climate change
impact assessments on biodiversity, a field
that will benefit from emerging datasets and
methods to quantify microclimatic variabil-
ity in space and over time (28, 29). In fact, high
rates of microclimate warming can greatly ex-
ceed the capacity of understory plant species
to spatially track their thermal niche, suggest-
ing that other factors limiting species estab-
lishment, such as plant–water relations (30),
habitat fragmentation, and dispersal limita-
tion, may impede or severely delay commu-
nity responses (11). Such effectsmay outweigh
remedial effects of microclimate variability
to reduce the pressures of climate change on
biological communities, e.g., by providing ther-
mal refuges and facilitating short-distance
thermal niche tracking (27, 31, 32).
In this study, we have provided evidence

that forest community responses to climate
change are most closely related to microcli-
mate change and not to macroclimate change.
Despite widespread evidence for thermophi-
lization trends in plant communities (14, 17),
many community responses are strongly lagging
behind warming, thereby accumulating a cli-

matic debt (10). Growing pressures from woody
biomass extraction and the increasing vulner-
ability of forests to climate change will lead to
frequent canopy cover disturbance and tree
dieback (33). This will severely intensify the
emergence of adverse thermal habitat condi-
tions for many species, impeding the ability of
communities to keep track with anthropo-
genic environmental changes.Our findings also
show that climate change impacts on forest
plant communities have been reduced by higher
standing stocks and associated cooling after
increases in thermal buffering (34). Accounting
for the microclimate in assessments of the im-
pact of global change on forest biodiversity and
functioning is crucial if we are to better under-
stand and counteract the increasing pressures
imposed on forests.
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Fig. 3. Temperature buffering
by canopy cover explains
the climatic debt in forest
plant communities. (A) Climatic
debt calculated based on micro-
climate temperature change (i.e.,
microclimatic debt) increases with
decreasing maximum temperature
(Tmax) buffering after a reduction of
canopy cover [slope: –1.88, marginal
(conditional) R2 = 0.51 (0.75), P <
0.001]. Negative values on the x-axis
represent a warming effect (reduced
canopy cover and thus less Tmax
buffering); positive values represent
a cooling effect (increased canopy
cover and thus more Tmax buffering). (B) Climatic debts calculated using macroclimate temperature change (i.e., macroclimate debt) are only weakly related to differences in
temperature buffering [slope: 0.13, marginal (conditional) R2 = 0 (0.25), P = 0.06]. The linear regression lines are plotted including the 95% CIs (gray bands). The green dots indicate
exemplified micro- and macroclimate debts after the change (reduction) in Tmax buffering illustrated in Fig. 1B.
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VOLCANOLOGY

Deep long-period earthquakes generated by second
boiling beneath Mauna Kea volcano
Aaron G. Wech1*, Weston A. Thelen2, Amanda M. Thomas3

Deep long-period earthquakes (DLPs) are an enigmatic type of volcanic seismicity that sometimes
precedes eruptions but mostly occurs at quiescent volcanoes. These earthquakes are depleted in
high-frequency content and typically occur near the base of the crust. We observed a near-periodic, long-
lived sequence of more than one million DLPs in the past 19 years beneath the dormant postshield
Mauna Kea volcano in Hawai‘i. We argue that this DLP sequence was caused by repeated pressurization
of volatiles exsolved through crystallization of cooling magma stalled beneath the crust. This “second
boiling” of magma is a well-known process but has not previously been linked to DLP activity. Our
observations suggest that, rather than portending eruptions, global DLP activity may more commonly
be indicative of stagnant, cooling magma.

T
he exsolution of magmatic gases, or vol-
atiles, plays a fundamental role in con-
trolling eruption behavior and governing
magma ascent beneath volcanoes. As
magma ascends, the reduced confining

pressure allows the dissolved gases to de-
compress. Bubbles nucleate and grow as they
exsolve from the magma. This initial volatile
exsolution occurs over time scales of seconds
to minutes (1). Most magmas never reach the
surface [e.g., (2)], but even stalled intrusions
continue to degas. As themagma cools, it crys-
tallizes, which gradually raises the volatile con-
centration in the residual liquid and results in
continued exsolution over much longer time
scales. This subsequent process, known as
“second boiling,” is often used to explain shal-
low volcanic activity [e.g., (3)], but little is known
about its role at depth, and direct observations
have been elusive.
We gain insight into the processes occurring

beneath volcanoes by analyzing seismic signals,
but we do not understand the origin of all of
these signals. Many volcanoes produce occa-
sional bursts of low-frequency earthquakes
in the midcrust to upper mantle (4). These
earthquakes are known as deep long-period
earthquakes (DLPs) because of the dearth of
high-frequency energy (>5 Hz) compared with
normal earthquakes. These events sometimes
provide the earliest indication of future vol-
canic unrest (4), but most occur in isolated
bursts without any current or subsequent
surface activity; inexplicably, many occur
beneath dormant volcanoes. Despite numer-
ous proposed models explaining the origin of
DLPs, no consensus exists on what physical
process is responsible for their generation.DLPs
are often attributed to fluidmovement at depth
(4), whichmay signal amagmatic intrusion.We

show that the long-dormantMaunaKea volcano
in Hawai‘i exhibits repetitive DLP seismicity
unlike anywhere else on Earth.
Mauna Kea volcano is the highest peak on

the Island of Hawai‘i (Fig. 1) and, when mea-
sured from the seafloor, is also the tallest
mountain in the world. In addition to being
culturally important forHawaiians,MaunaKea
hosts a dozen astronomy research facilities at
its 4205-m summit. This shield volcano formed
over the Hawaiian hot spot 1 million years ago
as part of the Hawaiian-Emperor seamount
chain (5). Northwest motion of the Pacific
Plate, however, has gradually decreased mag-
ma supply from the mantle to Mauna Kea
as Hawaiian volcanism shifts to the younger
Mauna Loa, Kīlauea, and Lō‘ihi volcanoes.
Mauna Kea erupted at least eight times during
the past 41,000 years, with the most recent
eruption occurring ~4500 years ago (6). The
volcano is now in the postshield stage, as the
reduced magma supply can no longer sustain
shallow crustal reservoirs, and magma storage
has shifted to deeper within the lower crust
and upper mantle (7). DLPs beneath Mauna
Kea provide a singular opportunity to probe
deep magma storage and investigate the role
ofmagma cooling in generatingDLP seismicity.
Traditional earthquake detection algorithms

routinely overlook DLPs. We initially recog-
nized DLP activity through envelope cross-
correlation (8) and visual inspection.We used
a single-station template matching technique
to identify 1,051,617 DLPs with magnitudes
ranging from ~1.2 to 1.5 (9). These DLPs ex-
hibited a variety of patterns on time scales
spanning minutes to years (Fig. 2). The most
notable feature of the time series was the near-
periodicity of high-amplitude events on a
decades-long time scale. Overall, events re-
peated with interevent times of 7 to 12 min,
and this periodicity was punctuated, at times,
with many smaller subevents between higher-
amplitude events (Fig. 2A). We also saw both
smooth fluctuations of interevent times on

time scales of hours to days as well as abrupt
shifts in interevent times on minutes-long
time scales (Fig. 2E). Activity was occasionally
irregular, but interevent times also rarely ex-
ceeded 12 min, even when activity was less
periodic (Fig. 2D). Subevents had smaller
magnitudes than periodic events (Fig. 2, A
and G). Similarly, shorter periodicities resulted
in smaller magnitudes (Fig. 2, A and E). The
dependence of size on recurrence interval re-
sults in relatively constant total energy release
(Fig. 2C), which suggests that a stable, contin-
uous process controls activity.
The DLPs occurred 22 to 25 ± 3.3 (SD) km

below sea level (9), directly above an anoma-
lous low P-wave velocity (Vp) zone surrounded
by a ring of tectonic earthquakes (Fig. 1). These
tectonic earthquakes radiated higher frequen-
cies and were likely caused by lithospheric
flexure under theweight of the volcanic edifice
(10). Regional tomography indicates the low
Vp zone extends down from the base of the
crust (11), although the exact location of the
Mohorovicic Discontinuity (Moho) between
the crust and themantle is notwell constrained
in this location. Seismic refraction data show a
dipping Moho discontinuity down to depths of
~18 km beneath neighboring Mauna Loa vol-
cano (12). Whether the oceanic lithosphere is
broken under the island load remains an open
question (13). We argue for the existence of a hot,
ductile zone on the basis of the low-velocity zone
directly below the summit ofMaunaKea inside a
halo of tectonic earthquakes. We interpreted the
low Vp to mark partial melt ponding at the base
of the crust, which is consistent with a decreased
magma supply from the mantle hot spot.
We inverted P-wave first-motion polarities

from stacked waveforms (9) that resulted in a
mechanism composed of a positive tensile
crack and a vertical compensated linear vector
dipole (CLVD), suggesting a complex, volumetric
source with very little double-couple faulting
(Fig. 1A). Standardmoment tensor decomposi-
tion yielded 24% positive isotropic, 61% CLVD,
and 15% double-couple components. These
values deviate markedly from tectonic fault-
ing, which we interpreted as evidence of a
volcanogenic source.
DLP amplitudes and interevent times were

occasionally affected by the passing of seismic
waves from local, regional, and teleseismic
earthquakes (9). The triggered responsesman-
ifested in different ways but typically resulted
in an increase in subevents (Fig. 3A and figs. S1
and S2). In most cases, DLP activity changes
occurred on the order of one interevent cycle
(7 to 12 min). Not all earthquakes triggered a
DLP response. This likely indicated that the
state of the DLP source region and properties
of the passing seismic waves (e.g., amplitude,
direction) were important factors in triggering.
For teleseismic events,DLPactivitybecamemore
regular after the passage of the surface waves,
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suggesting a potential frequency dependence as
well (Fig. 3A and fig. S2). Associated dynamic
stress perturbations that elicited a response
ranged fromhundredsdown toa fewkilopascals
(9)—orders ofmagnitude below lithostatic stress
and comparable to tidal stresses imparted at
those depths. We calculated the stress field time
series from ocean and solid earth tides and
found that the DLP rate was suppressed during
times of increased compressive stress (pres-
sure) with >99% confidence (Fig. 3B) (9).
DLPs often have CLVDmoment tensors (14),

resulting from a variety of differentmechanisms
(15–17). Most of these mechanisms involve com-
plex shear with no net volume change, but our
observations require a positive isotropic compo-
nent, which suggests that positive tensile fault-
ing plays a role in the CLVD mechanism (Fig.
1A). ForMaunaKea,we prefer amechanism that
involves pressure-drivenmass transfer between a
nearly vertical cylinder and a horizontal crack
(Fig. 4B). Mass flux in this geometry produces a
vertical CLVD by the expansion of the crack to-
gether with a volume-compensated contraction
of the cylinder (18).
This mechanism accounts for the moment

tensor observations, but the exact crack ge-
ometry is unconstrained and ultimately depends
on a structure specific to Mauna Kea. Far more
important is the underlying process driving
repeated DLP activity. Although the aforemen-
tioned mass flux could involve magma trans-
port, we consider this unlikely. Mauna Kea is a
dormant volcano in the postshield stage with
no surficial signs of magma ascent. Increased
separation from the Hawaiian hot spot has
decreased Mauna Kea’s magma supply and
shifted magma storage deeper, leaving an
abundant store of cooling magma ponded
beneath the Moho. An attractive alternative
is that volatiles exsolved via second boiling of
these stalled magmas drive DLP seismicity.
Unlike decompression-driven exsolution, which
occurs on short time scales and requires magma
ascent, second boiling relies on stalled intrusions
and can take hundreds to thousands of years,
providing a long-term, nearly continuous sup-
ply of volatiles as the cooling magma crystal-
lizes. We propose that a continuous flux of
volatiles exsolved from second boiling migrates
upward through a matrix of fractures to re-
peatedly pressurize a complex reservoir system
and generate DLP seismicity atMauna Kea (Fig.
4B). This explanation accounts for the different
moment tensor components, and it also elu-
cidates the most interesting part of the DLP
observations—the periodicity and longevity.
Our interpretation suggests that volatile ex-

solution from cooling magma drives Mauna
Kea’s DLP seismicity. Previous work has shown
that shear failures driven by thermal stresses
associated with contracting, cooling magma
can produce DLP earthquakes with CLVD
moment tensors (17). This mechanism may

occur beneath some volcanoes, but it is in-
consistent with the observed earthquake and
tidal triggering of DLPs beneath Mauna Kea.
We attribute DLP rate changes from stress

perturbations to dynamic changes in permeabil-
ity (19). Compressive stress from tidal loading
would reduce pore space, temporarily decreas-
ing permeability, and consequently restrict
volatile flux. A decrease in flux to the DLP
source crack will increase the time it takes
to pressurize and subsequently fail, resulting
in an increase in recurrence interval and de-
crease in overall DLP rate. Meanwhile, exten-
sional stress would have the opposite effect.

Similarly, stress oscillations frompassing seismic
waves can temporarily increase permeability
and subsequent fluid flow (19), which ex-
plains our observed earthquake-triggering
response.
The continuous deep activity does not mean

that a Mauna Kea eruption is imminent.
On the contrary, our interpretation suggests
that these DLPs result from cooling magma,
not ascending magma. Although DLPs can
be harbingers of future eruptions—possibly
reflecting decompression-driven exsolution—
most are not. Second boiling provides an al-
ternative explanation for background DLPs
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that is applicable to volcanoes generally.Mauna
Kea’s DLP source mechanism results from a
particular crack geometry, which will vary be-
tween volcanoes, but second boiling is ubiq-
uitous. Many volcanoes have deep magma
storage with a discontinuous magma supply,
and most magmas never reach the surface.
This means that second boiling may be a
substantial source of DLPs worldwide and that
the occurrence of most DLPs does not signal
magma ascent or impending eruptive activity
(Fig. 4A). Second boiling provides an explana-

tion for why many DLPs concentrate near the
base of the crust, as this is the discontinuity
where magma is most likely to stall. Our hy-
pothesis may also explain nonvolcanic DLPs
(20) as the result of stalled deep intrusions.
We identified persistent, periodic earthquakes

deep beneathMauna Kea volcano that repeated
every 7 to 12 min for decades. To put this ob-
servation into broader context, the cumulative
energy release equates to amagnitude 3 earth-
quake every day (Fig. 2C). Activity of this mag-
nitude under any volcano would be notable,

but its presence beneath the dormant Mauna
Kea volcano is even more surprising. Shallow
repeating seismicity can occur at volcanoes,
reflecting different physical processes [e.g.,
(21)], but deep earthquakes repeating with
such regularity for so long have not been
previously documented. Our waveform stack-
ing provides high-fidelity waveforms that
reflect the DLP source process, and the on-
going signal provides a tool for probing con-
ditions deep beneath the dormant volcano. The
range of behaviors we observed should change
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our understanding of the seismogenic role of
deep volatiles and the interpretations of DLPs.
While underlying crystallization-driven ex-

solution may explain background DLPs gen-
erally, there is no analog for deep earthquakes

behaving like they do beneath Mauna Kea,
and we do not expect DLPs to manifest in this
way in many places. Volatiles usually move
through the lower crust aseismically. Itmay be
that the long repose time at Mauna Kea has

allowed for fluids to create more established,
focused pathways in the lower crust, which
would make longer-dormant volcanoes more
likely candidates for abundant DLPs. Or per-
haps Hawai‘i’s thinner crust, relative to conti-
nental arcs, better facilitates the generation
of seismic waves. Nevertheless, an important
result of this discovery is that it underscores
the possibility of unexpected signals hidden
beneath other volcanoes, which may improve
our understanding of volcanic processes. The
Island of Hawai‘i is relatively well instru-
mented and has been heavily researched for
many decades, yet more than a million pe-
riodic DLPs went unnoticed for almost two
decades. This overlooked activity does not
reflect negligence but instead highlights the
limitations of routine processing and traditional
monitoring techniques in volcano seismology.
We expect careful, systematic searches to reveal
DLP activity at many other volcanoes.
Our model provides a new framework for

interpreting DLPs that does not imply an
increased volcanic hazard. DLP swarms or
DLPs at persistently erupting volcanoes still
likely signal magmatic intrusions. But at vol-
canoes with low magma supply rates and/or
long repose times, the occurrence of DLPs,
in the absence of other anomalies, is likely
just a reminder of the continuous, active pro-
cesses associated with deep, cooling magma.
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CORONAVIRUS

Structure of the RNA-dependent RNA polymerase
from COVID-19 virus
Yan Gao1,2*, Liming Yan1*, Yucen Huang1*, Fengjiang Liu2*, Yao Zhao2, Lin Cao3, Tao Wang1,
Qianqian Sun2, Zhenhua Ming4, Lianqi Zhang1, Ji Ge1, Litao Zheng1, Ying Zhang1, Haofeng Wang2,5,
Yan Zhu2, Chen Zhu2, Tianyu Hu2, Tian Hua2, Bing Zhang2, Xiuna Yang2, Jun Li2, Haitao Yang2,
Zhijie Liu2, Wenqing Xu2, Luke W. Guddat6, Quan Wang2†, Zhiyong Lou1†, Zihe Rao1,2,3,7†

A novel coronavirus [severe acute respiratory syndrome–coronavirus 2 (SARS-CoV-2)] outbreak has
caused a global coronavirus disease 2019 (COVID-19) pandemic, resulting in tens of thousands
of infections and thousands of deaths worldwide. The RNA-dependent RNA polymerase [(RdRp), also
named nsp12] is the central component of coronaviral replication and transcription machinery, and
it appears to be a primary target for the antiviral drug remdesivir. We report the cryo–electron
microscopy structure of COVID-19 virus full-length nsp12 in complex with cofactors nsp7 and nsp8
at 2.9-angstrom resolution. In addition to the conserved architecture of the polymerase core of the viral
polymerase family, nsp12 possesses a newly identified b-hairpin domain at its N terminus. A comparative
analysis model shows how remdesivir binds to this polymerase. The structure provides a basis for
the design of new antiviral therapeutics that target viral RdRp.

C
oronavirus disease 2019 (COVID-19) is
caused by a novel coronavirus [severe
acute respiratory syndrome–coronavirus 2
(SARS-CoV-2)] that emerged in December
2019 (1–3) and has since become a global

pandemic. COVID-19 virus is reported to be a
newmember of the betacoronavirus genus and
is closely related to severe acute respiratory
syndrome–coronavirus (SARS-CoV) and several
bat coronaviruses (4). Compared with SARS-
CoV andMiddle East respiratory syndrome–
coronavirus (MERS-CoV), COVID-19 virus
exhibits faster human-to-human transmis-
sion, which lead the World Health Organi-
zation to declare a worldwide public health
emergency (1, 2).
Coronaviruses (CoVs) employ amultisubunit

machinery for replication and transcription.
A set of nonstructural proteins (nsps) pro-
duced as cleavage products of the ORF1a and
ORF1ab viral polyproteins (5) assembles to
facilitate viral replication and transcription.
A key component, the RNA-dependent RNA
polymerase [(RdRp), also known as nsp12],
catalyzes the synthesis of viral RNA and thus
plays a central role in the replication and
transcription cycle of COVID-19 virus, possi-
bly with the assistance of nsp7 and nsp8 as
cofactors (6). Therefore, nsp12 is considered a
primary target for nucleotide analog antiviral
inhibitors such as remdesivir, which shows
potential for the treatment of COVID-19 viral
infections (7, 8). To inform drug design, we
determined the structure of nsp12, in com-

plex with its cofactors nsp7 and nsp8, by
cryo–electron microscopy (cryo-EM) using
two different protocols: one in the absence of
dithiothreitol (DTT) (dataset 1) and the other
in the presence of DTT (dataset 2).
Thebacterially expressed full-lengthCOVID-19

virus nsp12 (residues S1 toQ932)was incubated
with nsp7 (residues S1 to Q83) and nsp8 (res-
idues A1 to Q198), and the complex was then
purified (fig. S1). Cryo-EM grids were prepared
using this complex, and preliminary screening
revealed excellent particle density with good
dispersion. After the collection and process-
ing of 7994 micrograph movies, we obtained
a 2.9-Å resolution three-dimensional recon-
struction of an nsp12 monomer in complex
with one nsp7-nsp8 pair and an nsp8 mono-
mer, as was previously observed for SARS-CoV
(9). In addition to the nsp12-nsp7-nsp8 com-
plex, we also observed single-particle classes
corresponding to the nsp12-nsp8 dimer, as
well as individual nsp12monomers, but these
do not produce atomic-resolution recon-
structions (fig. S2). However, the nsp12-
nsp7-nsp8 complex reconstruction provides
the structural information for complete struc-
tural analysis.
The structure of the COVID-19 virus nsp12

contains a right-hand RdRp domain (resi-
dues S367 to F920) and a nidovirus-specific
N-terminal extension domain (residues D60 to
R249) that adopts a nidovirusRdRp-associated
nucleotidyltransferase (NiRAN) (10) architec-
ture. The polymerase domain and NiRAN do-

main are connected by an interface domain
(residues A250 to R365) (Fig. 1, A and B). An
additional N-terminal b hairpin (residues D29
to K50), built with the guidance of an unam-
biguous cryo-EM map (fig. S3A), inserts into
the groove clamped by the NiRAN domain
and the palm subdomain in the RdRp domain
(Fig. 2). The nsp7-nsp8 pair shows a conserved
structure similar to that of the SARS-CoV
nsp7-nsp8 pair (9, 11). The orientation of the
N-terminal helix of the separate nsp8monomer
bound to nsp12 is shifted compared with that
in thensp7-nsp8pair (fig. S4A). The 13 additional
amino acid residues resolved at theN-terminal
of nsp8 show that the long shaft of its well-
known golf club shape is bent (fig. S4B).
The overall architecture of the COVID-19

virus nsp12-nsp7-nsp8 complex is similar to
that of SARS-CoV with a root mean square
deviation (RMSD) value of 0.82 for 1078 Ca
atoms (fig. S4C). However, there are key fea-
tures that distinguish the two. The cryo-EM
map allowed us to build the complete struc-
ture of COVID-19 virus nsp12, including all
residues except S1 to D3 and G897 to D910.
In contrast, the first 116 residues were not
resolved in SARS-CoV nsp12 (9). The portion
of the NiRAN domain resolved in SARS-
CoV (residues 117 to 249) is composed of six
helices with a three-stranded b sheet at the
N terminus (9) (Fig. 2A). In the COVID-19
virus structure, we additionally resolved res-
idues A4 to R118. These constitute a struc-
tural block with five antiparallel b strands
and two helices. ResiduesN215 to D218 form a
b strand inCOVID-19 virus nsp12,whereas these
residues are less ordered in SARS-CoV nsp12.
This region makes contact with the strand
that includes residues V96 to A100, thus con-
tributing to the stabilization of its conformation.
As a result, these four strands form a compact
semi–b barrel architecture. Therefore, we iden-
tify residues A4 to T28 and Y69 to R249 as the
complete coronaviral NiRANdomain.With the
resolution of N-terminal residues, we are also
able to identify an N-terminal b hairpin (D29
to K50; Figs. 1A and 2A). This b hairpin in-
serts into the groove clamped by the NiRAN
domain and the palm subdomain in the RdRp
domain and forms a set of close contacts to
stabilize the overall structure (Fig. 2B and fig.
S5). We have also observed C301 to C306 and
C487 to C645 form disulfide bonds in the ab-
sence of DTT (dataset 1). However, in the pres-
ence of DTT (dataset 2), chelated zinc ions are
present in the same location as that observed
in SARS-CoV (fig. S3B).
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The polymerase domain adopts the con-
served architecture of the viral polymerase
family (12) and is composed of three subdo-
mains: a fingers subdomain (residues L366
to A581 and K621 to G679), a palm subdomain
(residues T582 to P620 and T680 to Q815), and
a thumb subdomain (residues H816 to E920)
(Fig. 1). The catalytic metal ions, which are ob-
served in several structures of viral polymerases
that synthesize RNA (13, 14), are not observed
in this work in the absence of primer-template
RNA and nucleoside triphosphates (NTPs).
The active site of the COVID-19 virus RdRp

domain is formed by the conserved polymer-
ase motifs A to G in the palm domain and
configured like other RNA polymerases (Figs.
1A and 3A and fig. S6). Motif A, composed of
residues 611 to 626 (TPHLMGWDYPKCDRAM),
contains the classic divalent-cation–binding
residue D618, which is conserved in most viral
polymerases including hepatitis C virus (HCV)
ns5b (residueD220) and poliovirus (PV) 3Dpol

(residueD233) (13, 14) (Fig. 3, B andC).Motif C
[residues 753 to 767 (FSMMILSDDAVVCFN)]
contains the catalytic residues [759 to 761
(SDD)] in the turn between two b strands.
These catalytic residues are also conserved in
most viral RdRps, e.g., 317 to 319 (GDD) in HCV
ns5b and 327 to 329 (GDD) PV 3Dpol, with the
first residue being either serine or glycine.
In this structure, as in other RNA polymer-

ases, the primer-template entry, NTP entry,
and nascent strand exit paths are positively
charged and solvent accessible, and they con-
verge in a central cavitywhere theRdRpmotifs
mediate template-directed RNA synthesis (Fig.
3D). The configurations of the template-primer
entry paths, the NTP entry channel, and the

nascent strand exit path are similar to those
described for SARS-CoV and for other RNA
polymerases, such asHCV and PV polymerase
(14) (Fig. 3, B and C). The NTP entry channel
is formed by a set of hydrophilic residues, in-
cluding K545, R553, and R555 in motif F. The
RNA template is expected to enter the active
site composed of motifs A and C through a
groove clamped by motifs F and G. Motif E
and the thumb subdomain support the primer

strand. The product-template hybrid exits the
active site through the RNA exit tunnel at the
front side of the polymerase.
Remdesivir, the single Sp isomer of the 2-

ethylbutyl L-alaninate phosphoramidate pro-
drug (15) (fig. S7), has been reported to inhibit
COVID-19 virus proliferation and therefore
to have clinical potential (7, 8). We will briefly
discuss its possible binding and inhibition
mechanism on the basis of the results of this
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Fig. 2. Structure of N-terminal NiRAN domain and b hairpin. (A) Overall structure of the N-terminal
NiRAN domain and b hairpin of COVID-19 virus nsp12. The N-terminal NiRAN domain and b hairpin of COVID-19
virus nsp12 are shown as yellow and cyan cartoons, respectively, whereas the other regions of COVID-19
virus nsp12 are shown as a molecular surface with the same color scheme used in Fig. 1. The NiRAN domain
of SARS-CoV nsp12 is superimposed to its counterpart in COVID-19 virus nsp12 and is shown in purple.
(B) Key interactions between the b hairpin and other domains. The b hairpin is shown as a cyan tube with
its key residues in stick mode. These have the closest contacts with other domains of COVID-19 virus nsp12.
The interacting residues in the palm and fingers subdomain of the RdRp domain and the NiRAN domain
are identified by the labels. Single-letter abbreviations for the amino acid residues are as follows: A, Ala; C, Cys;
D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser;
T, Thr; V, Val; W, Trp; and Y, Tyr.

Fig. 1. Structure of COVID-19 virus nsp12-nsp7-nsp8 complex.
(A) Domain organization of COVID-19 virus nsp12. The interdo-
main borders are labeled with residue numbers. The N-terminal
portion with no cryo-EM map density and the C-terminal residues
that cannot be observed in the map are not included in the
assignment. The polymerase motifs are colored as follows: motif
A, yellow; motif B, red; motif C, green; motif D, violet; motif E,
cyan; motif F, blue; and motif G, light brown. (B) Ribbon diagram
of COVID-19 virus nsp12 polypeptide chain in three perpendicular
views. Domains are colored the same as in (A). The individual
nsp8 (nsp8-1) bound to nsp12 and that in the nsp7-nsp8 pair
(nsp8-2) are shown in gray; the nsp7 is in pink. The bottom left
panel shows an overview of the cryo-EM reconstruction of the
nsp12-nsp7-nsp8 complex.
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Fig. 4. Incorporation model of remdesivir in COVID-19 virus nsp12. (A) The polymerase motifs are colored as in Fig. 3. Superposition of the structure of HCV
ns5b in complex with pp-sofosbuvir (PDB ID: 4WTG) (13) with COVID-19 virus nsp12 shows the possible positions of the two catalytic ions (purple spheres),
the priming nucleotide (U 0), template strand, and the incoming pp-remdesivir in nsp12. (B to E) Structure comparison of HCV apo ns5b or its complex with UDP and
pp-sofosbuvir with the COVID-19 virus nsp12.

Fig. 3. The RdRp core region. (A to
C) Structural comparison of COVID-19
virus nsp12 (A), HCV ns5b (PDB ID: 4WTG)
(13) (B), and PV 3Dpol (PDB ID: 3OLB)
(14) (C). The three structures are displayed
in the same orientation. The polymerase
motifs (motifs A to G) have the same color
scheme used in Fig. 1A. (D) The template
entry, NTP entry, and product hybrid
exit paths in COVID-19 virus nsp12 are
labeled in slate, deep teal, and orange
colors, respectively. Two catalytic manganese
ions (black spheres), pp-sofosbuvir
(dark green spheres for carbon atoms),
and primer template (orange) from the
structure of HCV ns5b in complex
pp-sofosbuvir (PDB ID: 4WTG) (13) are
superposed to COVID-19 virus nsp12
to indicate the catalytic site and
nucleotide binding position.
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study. The efficacy of chain-terminating nucleo-
tide analogs requires viral RdRps to recognize
and successfully incorporate the active form of
the inhibitors into the growing RNA strand.
Sofosbuvir (2′-F-2′-C-methyluridinemonophos-
phate) is a prodrug that targets HCV ns5b and
has been approved for the treatment of chronic
HCV infection (16). It acts by binding to the
catalytic site of HCV ns5b polymerase (12, 16).
Given that remdesivir and sofosbuvir are both
nucleotide analogs and given the structural con-
servation of the catalytic site betweenCOVID-19
virus nsp12 and HCV ns5b polymerase (13, 16)
(fig. S7), we modeled remdesivir diphosphate
binding to COVID-19 virus nsp12 on the basis
of superposition with sofosbuvir bound to
HCV ns5b (Fig. 4A and fig. S4D). Overall, we
found that the nsp12 of COVID-19 virus has
the highest similarity with the apo state of
ns5b. Given the conformational changes of
ns5b in apo, elongation, and inhibited states,
it appears that catalytic residues D760, D761,
and the classic D618 will undergo a confor-
mational change to coordinate the divalent
cations (Fig. 4B). The latter will anchor the
phosphate group of the incoming nucleotide
or inhibitors together with the allosteric R555
in motif F (Fig. 4C). In the structures of the
HCV ns5b elongation complex or its complex
with diphosphate sofosbuvir (pp-sofosbuvir),
a key feature is that the incorporated pp-
sofosbuvir interacts with N291 (equivalent to
N691 in COVID-19 virus). However, because
of a fluorine substitution on its sugarmoiety,
pp-sofosbuvir is not capable of joining the
hydrogen bonding network with S282 and
D225 (Fig. 4D), which is necessary to stabilize
the incoming natural nucleotide (13). How-
ever, remdesivir keeps an intact ribose group,
so it may be able to use this hydrogen bond
network like a native substrate. Additionally,
T680 in COVID-19 virus nsp12 is also likely to
form hydrogen bonds with the 2′ hydroxyl of
remdesivir and, of course, with incoming nat-
ural NTP (Fig. 4D). Moreover, the hydropho-

bic side chain of V557 in motif F is likely to
stack with and stabilize the +1 template RNA
uridine base to base pair with the incoming tri-
phosphate remdesivir (ppp-remdesivir) (Fig. 4E).
The rapid global spread of COVID-19 virus

has emphasized the need for the development
of new coronavirus vaccines and therapeu-
tics. The viral polymerase nsp12 appears to
be an excellent target for new therapeutics,
especially given the fact that lead inhib-
itors already exist in the form of compounds
such as remdesivir. Considering the structural
similarity of nucleoside analogs, the binding
mode and inhibition mechanism discussed
here may also be applicable to other similar
drugs or drug candidates such as favipiravir,
which has proven effective in clinical trials
(17). This target, in addition to other promising
drug targets such as the main protease, could
support the development of a cocktail of anti-
coronavirus treatments that potentially can
be used for the discovery of broad-spectrum
antivirals.
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High-Speed Camera System
Designed primarily for laboratory and industrial 
use, the HS7 Full HD High-Speed Camera system 
combines a high-speed camera with a dedicated 
controller, thus simplifying setup, streamlining 
integration, and optimizing workflow. It can re-
cord full high definition (FHD) (1080 p) at 2,500 

frames per second. The HS Series includes cameras with resolutions 
ranging from HD (720 p) to ultrahigh definition (UHD) (2160 p) and 
imaging rates exceeding 5 gigapixels/second. High-speed cameras 
such as the HS7 are capable of producing stunning, slow-motion vid-
eo often associated with entertainment or marketing but are more 
often used for technical applications such as machine design and 
troubleshooting, analysis of droplets in microfluidic devices, studies 
of animal motion for neurological or robotics research, and digital 
image correlation for materials research and component testing. 
The HS Series is compatible with a wide range of lenses and optical 
systems as well as industry standard displays, storage devices, and 
other peripherals. 
Fastec Imaging
For info: 858-592-2342
www.fastecimaging.com/fastec-hs-series-cameras

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this 
space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not 
implied. Additional information may be obtained from the manufacturer or supplier.

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/about/new-products-section for more information.

Microfluidics Surfactant
Sphere Fluidics offers its biocompatible surfactant, Pico-Surf, for 
reliable, highly stable droplet generation and processing in several 
microfluidic application workflows. Pico-Surf is a high-quality, animal 
origin–free biocompatible surfactant optimized to support the forma-
tion of aqueous solution-in-oil picodroplets. It is designed to work effec-
tively and flexibly across a variety of microfluidic systems, including the 
company’s proprietary single-cell analysis platforms and applications, 
such as molecular biology assays, cell secretion assays, and cell growth 
studies. Pico-Surf’s unique, patented molecular structure stabilizes 
droplets, retaining and protecting their cellular and molecular contents 
over a wide range of temperatures and biological conditions, helping 
to ensure high cell viability for improved assay performance. Droplets 
generated using Pico-Surf show low end-point interfacial tension and 
critical micelle concentration when compared to other commercially 
available surfactants. Its purity and quality also enables a more efficient 
droplet sorting process at low voltage. The ready-to-use surfactant 
is available in large batches or made-to-order with ensured lot-to-lot 
consistency.
Sphere Fluidics
For info: 888-258-0226
spherefluidics.com/specialist-chemicals/?v=7516fd43adaa#s2-marker

AAV Culture Medium
Lonza announces the launch of the TheraPEAK SfAAV Medium, a 
chemically defined, nonanimal origin medium designed specifically for 
production of adeno-associated virus (AAV) in Spodoptera frugiperda 
(Sf9) insect cells for use in gene therapy applications. Due to its chemi-
cally defined nature, the new hydrolysate-free medium produces AAV 
that requires less purification, significantly reducing processing time 
and enabling cell infection one day earlier than similar media available 
on the market, while boosting laboratory performance and minimizing 
labor requirements. Furthermore, the medium supports consistent cell 
growth throughout all phases of culturing, considerably reducing pro-
cess variability. TheraPEAK SfAAV Medium is safer to use than media 
containing animal or human components, thereby facilitating regula-
tory compliance.
Lonza
For info: +41-(0)-61-316-81-11
lonza.com

COVID-19 Specimens
BioIVT has access to COVID-19 specimens, including remnant naso-
pharyngeal swabs covering entire respiratory panel pathogens, blood-
derived specimens from confirmed COVID-19 positive donors, and 
blood-derived specimens from confirmed COVID-19 recovered donors. 
In addition, BioIVT continues to provide control and cross-reactivity 
biospecimens from our ready-to-ship inventory or as a custom procure-
ment request, including nasal, nasopharyngeal, and throat swabs; 
saliva and sputum; blood-derived biofluids (plasma and serum); and 
feces and urine. Also available are donor and normal cohorts for assay 
specificity and controls in respiratory disease symptoms and confirmed 
respiratory disease. In order to best match your specimen needs with 
our inventory, please schedule a meeting with our business develop-
ment managers. They will capture all relevant specifications to ensure 
you get the correct matrix to meet your assay requirements.
BioIVT
For info: 516-483-1196
bioivt.com

Cell Count and Viability Kit
The new Cell Count & Viability Starter Kit from BioTek automates cell 
counting and viability measurements in a mammalian cell suspension. 
When used with BioTek’s Cytation Cell Imaging Multi-Mode Readers or 
Lionheart Automated Imagers in a workflow, the kit allows researchers 
to quickly and automatically image and analyze cell counts in multiple 
samples. The kit includes the Cell Count & Viability App with prede-
fined protocols for automatically calculating cell count and live/dead 
cell percentage. The simple, step-by-step interface makes multisample 
image capture and analysis fast and easy. Also included in the kit are 
disposable counting slides, Trypan blue stain, and a holder for four 
slides, enabling convenient processing of up to eight samples per 
batch. A reusable glass counting slide with coverslips and a correspond-
ing holder are also available.
BioTek Instruments
For info: 888-451-5171
www.biotek.com

Substrate Oxidation Stress Test
Agilent now offers a suite of assay kits that enable nondisruptive as-
sessment of the cell oxidation of three primary mitochondrial sub-
strates: long-chain fatty acids, glucose/pyruvate, and glutamine. Provid-
ing standardized assay protocols, validated reagents, and cloud-based 
Seahorse Analytics software, these assays allow you to quickly obtain 
interpretable, functional substrate oxidation data. The Agilent Seahorse 
XF Substrate Oxidation Stress Tests combine substrate pathway–
specific inhibitors with the XF Cell Mito Stress Test to reveal depend-
ence on a specific metabolic substrate. These assays are most applica-
ble to cancer biology, immunology, or drug discovery research, in which 
identification of substrates is relevant or required for cell function and 
phenotype, and they facilitate investigation of how cell phenotype and 
fate can be controlled via manipulation of substrate oxidation activity.
Agilent
For info: 800-227-9770
www.agilent.com
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Air Force Science & Technology Fellowship Programs
Postdoctoral and Senior Research Awards

The National Academies of Sciences, Engineering, and Medicine
administers postdoctoral and senior research awards at the U.S. Air Force
Research Laboratory (AFRL), the U.S. Air Force Institute of Technology
(AFIT), and the U.S. Air Force Academy (USAFA) under the Air Force
Science & Technology Fellowship Program (AF STFP).

We are actively seeking highly qualified candidates including recent doctoral
recipients and senior researchers.Applicants must be U.S. citizens and should
hold, or anticipate receiving, an earned doctorate in science or engineering.
Awards are contingent upon completion of the doctoral degree.

Application deadline dates (four annual review cycles):

• February 1 • May 1 • August 1 • November 1

Awardee opportunities: • Conduct independent research in an area
compatible with the interests of theAir Force laboratories • Devote full-time
effort to research and publication •Access the excellent and often uniqueAir
Force research facilities • Collaborate with leading scientists and engineers

Awardee benefits: • Base stipend starting at $76,542; may be higher based
on experience • Health insurance (including dental and vision), relocation
benefits, and professional travel allowance

Applicants should contact prospective AFRL, AFIT, and USAFA Research
Adviser(s) at the lab(s) prior to the application deadline to discuss their research
interests and funding opportunities.

For detailed program information, visit www.nas.edu/afstfp or e-mail
afstfp@nas.edu.

NRC Research Associateship Programs

The National Academy of Sciences, Engineering, and Medicine administers
postdoctoral and senior research awards at participating federal laboratories
and affliated institutions at locations throughout the U.S and abroad. All
research opportunities are open to U.S. citizens; some are open to U.S.
permanent residents and foreign nationals.

We are actively seeking highly qualifed candidates including recent doctoral
recipients and senior researchers. Applicants should hold, or anticipate
receiving, an earned doctorate in science or engineering. Awards are
contingent upon completion of the doctoral degree. A limited number of
opportunities in select felds are also available for graduate students. Degrees
from universities abroad should be equivalent in training and research
experience to a degree from a U.S. institution.

Application deadline dates (four annual review cycles):

• February 1 • May 1 • August 1 • November 1

Awardee opportunities: • Conduct independent research in an area
compatible with the interests of the sponsoring laboratory • Devote full-
time effort to research and publication • Access the excellent and often
unique facilities of the federal research enterprise • Collaborate with leading
scientists and engineers at the sponsoring laboratories

Awardee benefits: • One-year award, renewable for up to three years
• Stipend ranging from $45,000 to $83,000; may be higher based on
experience • Health insurance (including dental and vision), relocation
benefts, and professional travel allowance

Applicants should contact prospective Research Adviser(s) at the lab(s)
prior to the application deadline to discuss their research interests and
funding opportunities.

For detailed program information, visit www.nas.edu/rap or e-mail rap@
nas.edu.
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Branching out as a mentor

By Bob Hickey
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It wasn’t the first time the adminis-

trator, who founded B2B, asked me 

to get involved. Previously, I had 

always declined, thinking that the 

job would be better left to someone 

whose background was more simi-

lar to that of the group members. 

Plus, I wasn’t sure I could fit it in 

my schedule. This time, though, 

with the administrator heading 

off to a different university and 

the current faculty adviser in poor 

health, I felt I couldn’t say no.   

I knew from the beginning that 

I needed to earn the right to be 

listened to—that my age, rank, 

and background would discourage 

openness. I spent roughly 1 year 

paying dues—simply being present, 

listening, and trying to be helpful—

before the students began to see me 

as worthy of trust. 

The first few meetings were espe-

cially awkward. I was clearly the outsider—that out-of-place 

white dude sitting in the corner. The students shot me looks 

indicating they were wondering why I was there. During 

the first year, I only managed to develop a few connections. 

It was a little disheartening, but I stuck with it because I 

had made a commitment and no one stepped up to take 

my place.

I’m glad I continued to work with the group, because in 

year two the students started to open up to me with ques-

tions and problems. There was little overlap between my 

rural upbringing and my students’ largely urban back-

grounds, but we bonded by discussing shared elements of 

our college experience: crummy jobs, financial aid issues, 

classroom experiences, music, sports, and the horrors of 

cafeteria food.

I did my best to help when they came to me with prob-

lems, even when I couldn’t solve them myself. For example, 

one undergraduate student ex-

plained that he was having dif-

ficulty getting assistance from his 

academic adviser. I knew the faculty 

member, and I also knew he wasn’t 

considered to be the best mentor. 

So I connected the student with an-

other adviser, someone who always 

has time for students and is will-

ing to problem-solve. I’ve also given 

group members tips about how to 

study and where to go on campus 

to troubleshoot administrative and 

academic issues. I didn’t do any-

thing most faculty couldn’t do; the 

difference was that I was in the 

room to listen and provide advice.

My interactions with the B2B 

students have, honestly, been a 

highlight of my career—not only 

because I feel like I’m doing some-

thing worthwhile, but also because 

of what I’ve learned. The students 

have taught me to see the world through a different lens. 

They have given me a better understanding of the experi-

ences of people of color—which, I believe, has strengthened 

my cultural competence and my ability to interact with 

others on a more meaningful level. And in the process, I’ve 

made new friends.

I encourage my fellow faculty members to get involved in 

programs such as B2B, even if you’re not a member of an 

underrepresented group. It requires patience and time; it 

can be challenging, but it’s also rewarding and fun. What’s 

more, you’ll help ease the service burden carried by our 

minority colleagues, work that is often invisible to white 

faculty and staff. j

Bob Hickey is a professor at Central Washington University 

in Ellensburg. Do you have an interesting career story to share? 

Send it to SciCareerEditor@aaas.org.

“The students have taught 
me to see the world 

through a different lens.”

T
wo years ago, the vice president for student life at my university asked me to serve as a faculty 

adviser of a student group. I enjoy mentoring and have worked with a number of student groups 

over the years, but this offer was different. The group—called Brother 2 Brother (B2B)—is 

largely composed of African American and Latino students. It has a good reputation for foster-

ing a supportive environment for male students who find themselves in the minority in virtually 

every other situation they encounter across campus. But I was reluctant to get involved because 

I didn’t see myself as the right person for the job. What would a 52-year-old white male professor 

raised in largely white northern Appalachia have to offer? 
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