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I
t is now hard to imagine a world that isn’t per-

manently changed by coronavirus disease 2019 

(COVID-19). We don’t know whether this is an 

event like 9/11 or the 2008 global financial crisis—

where life will mostly go back to the way it was—or 

whether the institutions and practices of the fu-

ture will transform in ways that we can’t yet imag-

ine. The success of the world’s scientists—along with 

strong political and social leadership—will determine 

which scenarios unfold, so it is time to focus on what 

we can all do to help. 

On the political front, there is finally some prog-

ress as exceptional public servants have emerged as 

the face of the crisis. Within the United States coro-

navirus task force, Dr. Anthony Fauci, director of the 

National Institute of Allergy and Infectious Diseases, 

has appeared as a powerful and uncompromising 

voice along with Dr. Deborah 

Birx. Since 2014, Birx has led 

the highly successful President’s 

Emergency Plan for AIDS Relief, 

which is one of the greatest in-

ternational efforts to tackle in-

fectious diseases. That Fauci and 

Birx are becoming better known 

to the world, along with their 

counterparts in other countries, 

as the steadfast and consistent 

messengers during this crisis is 

reassuring for citizens and for 

the experts who are working tire-

lessly to find answers.

And indeed, there are very im-

portant questions to answer. Will 

recovery from the first infection confer lasting immu-

nity? Will the first vaccine that proves it works cause 

side effects that undermine its value? Will the vaccines 

under development trigger neutralizing antibodies? 

Do widely used inhibitors of angiotensin-converting 

enzyme promote or inhibit infection? Will the broad-

spectrum antiviral drug remdesivir or viral protease 

inhibitors thwart the virus?

Then there are also public health and epidemiology 

questions. Do school closings help or hurt? What hap-

pens if hospitals become overwhelmed? If we discover 

an effective vaccine or drug, can enough be made and 

delivered to everyone? What are the long-term effects 

of this crisis on mental health, social well-being, and 

the economy? What happens when social restrictions, 

like those in China, are lifted?

We can draw hope from the science at work. I 

continue to be inspired by the research papers on 

COVID-19 submitted to Science and appearing on pre-

print servers around the world. The only way ques-

tions will be answered is if scientists can do their 

work, because scientific knowledge is often the key to 

knowing what actions to take. So, institutions need to 

do everything possible to allow these folks to get to 

the lab safely. Research institutions need to shut down 

all functions except for clinical care, research on the 

virus, and public health communication. To support 

these vital operations, institutions need to provide 

childcare for scientists and staff whose children are 

now home from school. And they need to alleviate 

concerns about the future for these staff by extending 

tenure clocks, guaranteeing status in graduate school, 

and extending postdoctoral contracts.

As for the scientific community who are not work-

ing on the virus—we know well 

that other major problems still 

exist, such as climate change, 

inequality, and other diseases. 

It is understandably very diffi-

cult to pause research in other 

arenas for an indefinite amount 

of time. This crisis is calling for 

extraordinary measures, and 

your supportive responses de-

serve recognition. Working from 

home will make it safer for those 

who must be in buildings and 

laboratories to do work related 

to the virus—fewer people in the 

hallways, lunchrooms, and other 

public areas will slow the spread 

of the virus so that work on COVID-19 can continue. If 

there is a way for you to assist without slowing these 

labs, volunteer to do so. If you have colleagues who are 

working on the virus, an offer of your time to keep an 

eye on their children or call upon their elderly rela-

tives who are lonely can make a difference.

On so many fronts, this is a battle of a lifetime and 

a test of our responsibilities for each other and the 

strength of our compassion. For our part, Science will 

continue to report the news, and make research on 

COVID-19 freely available as quickly as possible, and 

we will also continue to support and advocate for the 

scientists around the world who are leading the charge. 

Let’s maintain social distancing, but pull together, hard. 

We must. We will.

–H. Holden Thorp 

Time to pull together

EDITORIAL

“This crisis 
is calling for 

extraordinary 
measures…”

Published online 16 March 2020; 10.1126/science.abb7518
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A
mong the questions that have come up quite often 

during my first few months as Editor-in-Chief of 

Science are those that concern the Retrospectives 

that we publish on prominent scientists who have 

passed away. Does a Retrospective serve as a trib-

ute? Do we run Retrospectives on individuals who 

made important contributions to science but had 

other well-known personal drawbacks? Why can’t we fea-

ture more diverse members of the scientific community 

in Retrospectives? These have been passionate inquiries 

that made me wonder about whether we should just stop 

publishing these pieces to avoid any strife. 

After much debate, Science’s editors decided that it’s 

important to continue publishing Retrospectives. These 

are an enduring and important part of the scientific re-

cord. And a Retrospective is unam-

biguously a tribute. Generally, we 

look for someone who can write a 

personal reflection, relating stories 

and insights about the individual 

that stem from the intersections 

of their lives. It’s unreasonable to 

think that these stories would be 

anything but positive. So, we’re go-

ing to remember folks who we feel 

deserve tribute, and even then, we 

know there will be disappointments 

because we simply can’t highlight 

everyone. But we can widen our 

Retrospective lens. The majority 

of prominent scientists who are 

passing away are still mostly white 

males because they constitute the 

majority of individuals who were 

given opportunities to excel in sci-

ence in those generations. The time 

will eventually come when more 

women and people of color will be remembered in Ret-

rospectives. In the meantime, we could seek more diverse 

voices in these reflections, and we could recognize more 

diverse individuals who have contributed to the scientific 

enterprise in ways that are as meaningful as a Nobel Prize.

Which brings me to this week’s Retrospective on 

Stanley Cohen (see page 1307). Certainly, Cohen—who 

won the Nobel Prize in Physiology or Medicine for dis-

covering nerve growth factor—is deserving of a Retro-

spective. But Cohen correctly shared the prize with Rita 

Levi-Montalcini, with whom he worked at Washington 

University in St. Louis, Missouri. As quoted in today’s 

article, Cohen said of their work together, “On our own 

we were good and competent. Together we were mar-

velous.” Unfortunately, when Dr. Levi-Montalcini died 

in 2012, Science did not run a Retrospective on her. No 

matter the reason, it was a bad oversight. We missed 

an important opportunity to praise a remarkable role 

model for women pursuing excellence in science.

This is important to me because I still hold my faculty 

title at Washington University, where I have the high 

honor of being the Rita Levi-Montalcini Distinguished 

University Professor. I never knew Professor Levi-Mon-

talcini, but I am inspired every day by her extraordinary 

life story. She went to medical school at the University 

of Turin and began research in neuroscience immediately 

after. However, when Mussolini’s Manifesto della Razza 

(Manifesto of Race) was issued, Jews could no longer hold 

academic positions. When Germany invaded Italy, her 

family fled to Florence where they 

survived the holocaust in hiding.

While in hiding, Levi-Mon-

talcini set up a lab in her small liv-

ing quarters where she examined 

chicken eggs under a microscope. 

She wrote that during that time, 

she would ride trains and read sci-

entific papers while admiring the 

countryside and smelling the hay. 

Most scientists can identify with 

reading scientific papers while 

on the proverbial hayride of a re-

search career.

On one of those hayrides, she 

read a paper by the embryologist 

Viktor Hamburger that changed 

her life. She went back to her 

makeshift lab and began the ex-

periments that would lead to the 

discovery of nerve growth factor. 

When the war ended, Hamburger 

invited her to St. Louis to work with him for a year. She 

stayed for three decades and forged her collaboration 

with Cohen.

My colleagues told me many stories about Levi-Mon-

talcini and her graciousness and elegant forcefulness. 

She was passionate about science and unfettered in-

quiry. In her Nobel Prize acceptance speech, when de-

scribing how Mussolini’s fascist directive was signed by 

10 scientists, she put “scientists” in quotes. She later be-

came a senator in Italy and died there at the age of 103.

Glad we finally got her tribute into Science where 

it belongs.

Better late than never, Rita.

–H. Holden Thorp

Better late than never

10.1126/science.abb7248

“…we finally got her tribute 
into Science where it belongs.”
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Embattled ecologist pushes back
PUBLISHING |  A lawyer for behavioral 

ecologist Jonathan Pruitt, whose colleagues 

have suggested he fabricated the data 

behind provocative results on animal per-

sonalities and social spiders, has cautioned 

Pruitt’s co-authors and journal editors 

in recent weeks to hold off retracting his 

papers. Three have been retracted so far; 

in a letter the lawyer has requested that 

no more be withdrawn until misconduct 

investigations at Pruitt’s current and for-

mer universities play out. In addition, an 

online spreadsheet that tracked analyses 

of the scientist’s 160 papers has been taken 

offline. Its creator—a journal editor who 

published Pruitt papers—explains that he 

could not guarantee its accuracy. (He did 

not reveal whether Pruitt’s lawyer warned 

him.) Pruitt, now at McMaster University, 

has attributed various data anomalies to 

inadvertent mistakes. “I just want the pro-

cess to play itself out, and that will inform 

the journals about [which] papers are reli-

able, and which are not,” he said last week.

U.S. expands vaquita protections
CONSERVATION |  Last year, researchers 

found just six vaquitas (Phocoena sinus) in 

the upper Gulf of California, where these 

small, critically endangered porpoises have 

been spiraling toward extinction as they 

become entangled and drown in illegal 

and legal fishing gear. This month, the 

Trump administration expanded an exist-

ing court-ordered ban on seafood imports 

from those waters in a bid to protect the 

vaquita (below). In 2018, the United States 

prohibited imports of shrimp and curvina, 

sierra, and chano fish caught in the gulf 

using gillnets. Beginning 3 April, the ban 

NEWS “
I think it’s important to destigmatize 

Huntington’s and make it not as scary.

”Neuropsychologist Nancy Wexler, who led the research team that in 1993 identified the gene 

for Huntington disease, announcing in The New York Times that she has the gene and the symptoms.

T
he launch of a rover that would drill beneath the surface of 

Mars for signs of life has been delayed for 2 years until 2022, 

the European Space Agency (ESA) and its Russian counter-

part, Roscosmos, announced last week. The joint ExoMars mis-

sion was threatened by parachute troubles, electrical shorts on 

its Russian-built lander, and failures of the glue that holds so-

lar panels to Rosalind Franklin, the ESA rover. The coronavirus pan-

demic further complicated efforts to be ready for a July launch, says 

instrument team member Francesca Esposito. Although the issues are 

expected to be fixed in the next few months, mission planners must 

now wait 26 months for the next favorable alignment of the planets. 

Instrument team member Valérie Ciarletti is disappointed by the de-

lay, but did not want to risk a repeat of Schiaparelli, a European Mars 

lander that crashed in 2016. “The scientific payload is impressive,” she 

says. “It would be a nightmare if it just crashed on Mars.” NASA and 

China are expected to launch other rovers to Mars this July or August.

The Rosalind Franklin rover will look for buried evidence of martian life.

PLANETARY SCIENCE

Technical woes delay Mars rover

I N  B R I E F

Edited by Jeffrey Brainard
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will extend to almost all fish caught in the 

gulf using a variety of fishing gear. To be 

sold in the United States, species named 

in the ban will require certificates show-

ing they were caught elsewhere in Mexico. 

But the ban doesn’t address the biggest 

problem facing the vaquita: poachers who 

gillnet a large fish called the totoaba, sold 

in China for its perceived medicinal value. 

Mexico banned gillnet fishing in the gulf in 

2017, but enforcement is poor.

Method could turbocharge drugs
CHEMISTRY | For years, drug discovery 

chemists have struggled to streamline a 

process that can boost a drug’s potency 

up to 2000-fold: “magic methylation.” The 

reaction sweeps out single hydrogen atoms 

and replaces them with methyl groups—

reshaping the drug molecule to more easily 

interact with its biological targets. Now, 

a team of chemists reports it has cre-

ated a catalyst that performs this delicate 

exchange with ease on a wide variety of 

druglike molecules, an advance that could 

lead to novel treatments for everything 

from cancer to infectious diseases, they 

report this week in Nature. Physicians 
may be able to give patients lower doses of 

higher potency drugs, reducing side effects.

Swine fever vaccine reported
AGRICULTURE | Researchers in China say 

they have created a vaccine that protects 

pigs from African swine fever. Since 2018, 

the contagious viral disease has cut the 

country’s swine population of more than 

400 million by about 40%. Scientists at 

the Harbin Veterinary Research Institute 

reported this month in Science China Life 

Sciences that they created the attenuated 
vaccine by deleting seven genes from the 

virus and found it cannot revert to the 

virulent strain. “There is justification for 

guarded optimism,” says Dirk Pfeiffer, a 

veterinary epidemiologist at City University 

of Hong Kong, although he says more test-

ing of safety and efficacy is needed. 

Did Twitter give up on civility?
SOCIAL MEDIA | Some researchers who 

teamed up with Twitter 2 years ago to 

make conversations on its platform less 

toxic say progress has stalled and the social 

media giant has ignored them, The Wall 

Street Journal (WSJ) reports this week. 
Other scientists say they struggled to get 

some of the data promised. “The impres-

sion I came away with … is that they 

[Twitter] were more sensitive to deflect-

ing criticism than in solving the problem 

SCIENCE  

of harassment,” Nathan Matias of Cornell 

University told WSJ. Twitter blamed the 

delays on employee turnover and shifting 

priorities, but vowed to continue the work. 

Solar storm risks mapped
GEOMAGNETISM |  A map released this 

week by the U.S. Geological Survey shows 

where the U.S. electric grid is most 

vulnerable to space weather. Researchers 

modeled the effects of a once-in-a-century 

solar storm, which can hurl charged 

particles into Earth’s magnetic field and 

cause electric fields to ripple through 

the ground. Those fields, in turn, trigger 

electrical surges along power lines that 

vary in intensity depending on the type of 

rock deep underground. The geoelectric 

hazard map shows that power lines in two 

U.S. regions are particularly vulnerable: 

the northern Midwest and east of the 

Appalachian Mountains.

Michigan removes provost 
#METOO |  The University of Michigan, 

Ann Arbor, last week removed toxicologist 

Martin Philbert as provost as it continues 

to investigate allegations that he committed 

sexual misconduct. Michigan placed him 

on paid administrative leave in January. 

Before then, at least three people had told 

the university of instances of harassment or 

discrimination, and since his suspension, 

dozens more have accused him of acts of 

sexual misconduct they say occurred during 

the past decade, according to the Detroit 

Free Press. Philbert remains a tenured pro-

fessor but is suspended from teaching.
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‘Altmetric’ speeds compared

A
ltmetrics—counts of social media mentions of a journal article—have gained 

popularity as a promising and faster way to quantify a paper’s impact, while 

adding more texture than its number of citations. Altmetrics provide barometers 

of interest within days after publication, whereas authors can wait years to see 

citation counts grow. But the reaction speed of the 12 social media platforms 

that inform altmetrics scores varies considerably, says a study published this month 

in Scientometrics. Sixty percent of tweets about journal articles are posted during the 

first 30 days after publication; in contrast, reactions on the Publons and PubPeer com-

menting platforms appear more slowly. The findings suggest the various social media 

data used to calculate an altmetric score should not be lumped together, says co-

author Zhichao Fang of Leiden University. The study is among the largest examinations 

of altmetric speed across multiple fields; the authors examined 2.4 million articles in 

the Web of Science database published from 2012 to 2016. Papers in some disciplines 

gained social media mentions faster than others; for example, physical science publi-

cations outpaced those in computer and social science.

Tweets beat the rest

The study found that reaction speed differs not just by medium (below), but also by discipline 

and document type; mentions increased faster for journal letters than for research articles.
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The health emergency reverberated as far as the Arctic and into other fields, 

such as artificial intelligence. Read more at sciencemag.org/tags/coronavirus.

Dispatches from the COVID-19 crisis
INFECTIOUS DISEASE

Enforce distancing, experts say
PUBLIC HEALTH |  Infectious disease 

experts across the United States called 

this week for officials to carry out tougher 

enforcement of social distancing measures 

to slow the spread of the virus, including 

closing schools and nonessential busi-

nesses nationwide. Such moves would go 

beyond the patchwork of closures now in 

place in some states and major cities. In 

an open letter circulated on Twitter and by 

email, more than 370 scientists called for 

“immediate action on the part of national, 

state, municipal, and local governments to 

enforce social distancing in order to truly 

minimize contact among individuals.”

Travel rules snarl Arctic research
POLAR SCIENCE |  Travel restrictions 

imposed last week by Norway’s Svalbard 

archipelago to limit the spread of the 

coronavirus forced the cancellation of 

research flights in support of the Polarstern, 

the ice-bound German research ship that is 

the centerpiece of a $150 million, yearlong 

scientific mission to the Arctic. The flights, 

slated to take off from Svalbard in March 

and April, were to collect key data that 

would have complemented ground-level 

observations by ship-based researchers with 

the project, the Multidisciplinary drifting 

Observatory for the Study of Arctic Climate. 

The flights had to be canceled after Svalbard 

banned entry of nonresidents. The restric-

tions also threaten a planned rotation in 

April of 100 researchers onto the ship, which 

has not reported any cases of COVID-19.

RNA vaccine testing begins
IMMUNOLOGY |  A healthy volunteer in 

Seattle this week became the first person 

in the United States to receive an experi-

mental vaccine against SARS-CoV-2, the 

virus that causes COVID-19. Developed by 

Moderna Therapeutics and the U.S. National 

Institute of Allergy and Infectious Diseases, 

the vaccine delivers messenger RNA that 

codes for a protein found on the surface of 

SARS-CoV-2. The company plans to enroll 

45 healthy people aged 18 to 55 in the phase 

I study to test the vaccine’s safety and the 

immune response it triggers. Researchers 

in China earlier this month announced they 

had begun to test another experimental 

vaccine, though they did not detail its com-

position. A second China vaccine trial was 

approved to start this week as well, using a 

harmless adenovirus that makes SARS-CoV-

2’s spike protein.

Trove of virus papers debuts
PUBLISHING |  Hoping that artificial intel-

ligence can yield new insights into the 

COVID-19 pandemic, White House science 

officials unveiled a database this week 

that pulls together more than 29,000 

articles on SARS-CoV-2 and other corona-

viruses, including the machine-readable 

full text of more than 13,000 papers. The 

project, which involves Microsoft, the 

Allen Institute for AI, the U.S. National 

Institutes of Health, and five other organi-

zations, is offering $1000 prizes to teams 

that use the data to answer questions such 

as the virus’ origin.

THREE QS

Academic lab aids virus testing
Faculty and staf  members, graduate 

students, and postdocs at the University 

of Washington (UW), Seattle, School 

of Medicine got an unusual email last 

week. The department of laboratory 

medicine was overwhelmed by demand 

for processing samples using the 

COVID-19 test it had developed. It asked 

staf  who could switch from their regular 

duties or use of  time to help, even as the 

university’s inperson classes were halted. 

Geof rey Baird, interim chair of laboratory 

medicine, told Science about a situation 

that additional academic labs could face 

as demand for testing escalates.

Q: How much COVID-19 testing 

are you doing now?

A: The day the [U.S. Food and Drug 

Administration] allowed us to do testing, 

we started of  at about 100 tests a day 

and have ramped up to 1600 [as of 

11 March]. Our plan is within 3 weeks to be 

able to do 7000 tests a day, at least.

Q: What prompted this call for help?

A: We’ve been able to optimize our 

assay to where [it] is no longer the 

slowest thing [in the process]. The 

actual stopping block is the number 

of people who can receive and accept 

samples. It isn’t highly technical work, 

but it’s critical to the ef ort, because 

we cannot provide a meaningful clinical 

turnaround time—which has to be less 

than 12 hours—with the huge backload 

of just piles of specimens that would 

come in together. [The test kit is] a 

nasopharyngeal swab. We have to make 

sure it’s appropriately labeled, enter 

stuf  into the computer, and do some 

minor processing steps to hand of  the 

sample to the [UW] technologists who 

are licensed to actually do the testing. 

Q: Did the call for help work?

A: Within the f rst day, we got over 

130 responses [from UW volunteers], 

and I believe we’re still getting more. 

It’s been very, very heartening. We have, 

still, a need. We’re going to need to keep 

doing this for weeks and weeks, if not 

months. And I’m not getting new full-

time employees for the lab. We’re at 

100 meters and we’re sprinting, but 

there’s a marathon left. 

The ski-equipped German aircraft Polar 6 was to make a series of Arctic research flights over the next month.

SCIENCEMAG.ORG/NEWS

Read more news from Science online.
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he United States and Europe have 

stopped hitting the snooze button. 

After 2 months of mostly waiting and 

seeing while the coronavirus disease 

2019 (COVID-19) alarm sounded ever 

more loudly, many countries have sud-

denly implemented strict measures to slow 

the spread of the disease, which the World 

Health Organization (WHO) officially de-

clared a pandemic on 13 March. Thousands 

of events have been canceled; schools, restau-

rants, bars, and clubs have been closed; and 

transit systems are at a standstill.

The countries saw little choice. The case 

numbers exploded, and, in turn, so did the 

number of deaths. Hospitals in Italy, the hard-

est hit European country, are overburdened, 

forcing doctors to make agonizing decisions 

about whom to treat and on whom to give up. 

“This is bad,” U.S. President Donald Trump 

finally acknowledged on 16 March. “This is 

war,” his counterpart Emmanuel Macron told 

the French people the same day.

But how to fight that war is still under 

discussion. The hastily introduced measures 

vary widely between countries and even 

within countries. The U.S. government ad-

vises against gatherings of more than 10 peo-

ple, but San Francisco has ordered everyone 

to stay at home. Italy, France, and Spain 

have 

SCIENCE  

put their populations on an almost complete 

lockdown, with police or the military in some 

places patrolling the streets, but as Science 

went to press, pubs in the United Kingdom 

remained open. Germany, like many coun-

tries, has shut its schools, but they remain 

open for younger children in Sweden.

The patchwork reflects different phases 

of the epidemic, as well as differences in re-

sources, cultures, governments, and laws. But 

there’s also confusion about what works best, 

and how to balance what is necessary with 

what is reasonable, especially for an extended 

period. South Korea, Hong Kong, and Singa-

pore seem to hold important lessons, having 

turned their epidemics around without the 

authoritarian tactics used by China. Yet some 

of the strategies adopted in those countries are 

missing elsewhere: widespread testing to find 

cases, tracing their contacts to test or quar-

antine them, and encouraging—or forcing—

infected people to isolate themselves.

No single step will suffice, WHO Director-

General Tedros Adhanom Ghebreyesus 

stressed at a recent press conference. “Not 

testing alone. Not contact tracing alone. 

Not quarantine alone. Not social distancing 

alone. Do it all.”

SOCIAL DISTANCING

There’s little doubt that social distancing—

keeping people from getting physically 

close—can greatly reduce virus transmis-

sion: It was essential to bringing China’s 

raging epidemic under control in a matter 

of weeks, according to the report of a joint 

mission of WHO and the Chinese govern-

ment released on 28 February (Science, 

6 March, p. 1061). Other countries are now 

deciding how far to take that approach.

Many began by banning gatherings of more 

than 1000 and then successively reduced that 

number. Some have shut theaters, cinemas, 

restaurants, and gyms as well as all places 

of worship. Germany has closed most non-

essential stores but extended hours for super-

markets to reduce the number of shoppers at 

any one time. In some countries, shops are 

reserving the first hours of the day for older 

customers at high risk of severe disease.

School closings have sent more than half a 

billion children home, according to UNESCO. 

Whether that makes sense is under debate. 

COVID-19 rarely sickens children, and it’s not 

clear how often they develop asymptomatic 

infections and transmit the virus. School 

closures may have the added benefit of forc-

ing more parents to stay home. On the other 

hand, some children may end up being looked 

after by elderly grandparents, and closures 

may force badly needed health care workers 

to stay home. Moreover, children could end 

up missing months of education and many 

depend on free school lunch programs.

I N  D E P T H

By Jon Cohen and Kai Kupferschmidt

INFECTIOUS DISEASES

Countries test tactics in ‘war’ against COVID-19
Lockdowns and closings proliferate, but virus testing and contact tracing are lagging

A woman gets swabbed at a drive-through testing site in West Palm Beach, Florida, on 16 March.
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That’s why some public health experts 

say measures should be flexible. Austria and 

the Netherlands have sent most students 

home, but schools remain open for children 

of those working in vital sectors. Singapore 

has halved class sizes, instituted strict hy-

giene measures, and staggered break peri-

ods to reduce playground contact.

Several countries have now resorted to 

an extreme measure: forcing almost their 

entire population to stay home. China led 

the way in late January, when it penned in 

more than 50 million people in Hubei prov-

ince. Some experts argued that Western 

countries could never enforce such draco-

nian measures—which curtail human rights 

and cripple economies—but Italy, shocked 

by the strain on the health care system in 

the north of the country, followed suit on 

9 March. In France, 100,000 police officers 

began to patrol the streets on 17 March to 

make sure people stay inside except for es-

sential trips.

TESTING AND ISOLATING

Other countries have beat back 

the virus without such drastic 

measures. One example is South 

Korea, which has seen confirmed 

infections drop from 909 cases on 

29 February to just 74 early this 

week. “South Korea is a democratic 

republic; we feel a lockdown is not 

a reasonable choice,” says Kim 

Woo-Joo, an infectious disease spe-

cialist at Korea University.

Instead, the key to success has 

been a large, well-organized test-

ing program, combined with ex-

tensive efforts to isolate infected 

people and trace and quarantine 

their contacts. By 16 March, South 

Korea had tested more than 

270,000 people, many at a net-

work of dozens of drive-through 

testing stations, a strategy followed 

elsewhere that eases access to test-

ing and prevents infected people 

from exposing others in waiting rooms.

But the United States, plagued by an 

overly bureaucratic system and problems 

with its test kits, has had a slow start. By 

16 March it had done only 74 tests per mil-

lion inhabitants, compared with 5200 tests 

per million in South Korea. Only this week 

did the United States begin to roll out test-

ing on a mass scale. In Europe, Germany is a 

front-runner, with more than 100,000 tests 

processed per week, says Christian Drosten, 

a virologist at the Charité University Hos-

pital in Berlin, who developed the test. But 

other countries have yet to scale up testing.

The slow rollout has rankled Tedros, who 

repeats his mantra “testing, testing, test-

ing” almost daily. Countries “cannot fight 

this pandemic blindfolded,” he said at a 

16 March press conference. “They should 

know where the cases are.” Marcel Salathé, 

a computational epidemiologist at the Fed-

eral Institute of Technology of Lausanne, 

agrees. “At this point 100% of nations that 

got it under control did so based on test-

ing and tracing, isolation, quarantining,” he 

says. What’s required is “a determination to 

find every single infection and follow up on 

every potential exposure and break every 

possible chain of transmission.”

Even if they start to test more widely, 

some countries may lack the capacity to 

trace the contacts of those infected. In the 

United States, the job falls to state and local 

health departments, which often lack the re-

sources to scale up rapidly. “It’s going to vary 

immensely by jurisdiction,” says epidemiolo-

gist Caitlin Rivers of the Johns Hopkins Uni-

versity Bloomberg School of Public Health. 

One way to solve that is to engage the 

public more actively, says Luciana Borio, 

the pandemic preparedness point person 

at the U.S. National Security Council from 

2017 to 2019. Borio hopes infected people, 

if properly educated, will isolate themselves 

and ask their recent contacts to seek tests, 

too. “I prefer to empower and educate the 

population to be able to help them take 

matters into their own hands,” she says.

NO ENDGAME

For many, the biggest question is: When, and 

how, will it end?  It’s now clear that human-

ity won’t get rid of COVID-19 as it did with 

SARS (severe acute respiratory syndrome) 

in 2003, says Mark Woolhouse, an epidemio-

logist at the University of Edinburgh: “We 

will be living with this virus indefinitely.” 

Keeping it at bay might require locking down 

society for many months, at staggering costs 

to the economy, social life, and mental health, 

at least until a vaccine is available. That is in-

conceivable to Woolhouse and many others.

A few countries are now thinking about 

gradually letting the population build up 

immunity by forgoing a complete lock-

down and allowing some infections to 

take place, preferably in low-risk groups 

such as children or young adults. That’s 

the strategy Prime Minister Mark Rutte 

of the Netherlands announced in an  tele-

vised address in 16 March. “By taking this 

approach, one in which most people will 

experience only minor symptoms, we can 

both build immunity and ensure that our 

health care system is able to cope,” Rutte 

said. In a TV interview, epidemiologist Jaap 

van Dissel of the Dutch National 

Institute for Public Health and 

the Environment explained that 

the goal was to “titrate” control 

measures to keep the demand for 

hospital beds below maximum 

capacity, a strategy called miti-

gation. (The U.K. government 

last week suggested it wanted to 

build up herd immunity as well, 

but began to backpedal after re-

ceiving pushback.)

A modeling study by research-

ers at Imperial College London, 

posted online on 16 March, con-

cluded that even a mitigated 

epidemic would still overwhelm 

health care systems and cause 

at least 250,000 deaths in the 

United Kingdom and more than 

1.1 million in the United States. 

Suppressing the virus by combin-

ing all available measures,  in-

cluding school closings and social 

distancing of the entire popula-

tion, is the “only viable strategy 

at the current time,” the team wrote.

It did suggest a scheme in which these 

draconian measures could be relaxed once in 

a while—a kind of collective “drug holiday” 

—and then reimposed when case numbers 

start to climb again. In that scenario, the 

population would still build up immunity to 

the virus, but through a series of small out-

breaks instead of a massive one. It may not 

be an attractive scenario, but there may be no 

other choice. As epidemiologist Seth Berkley, 

who heads GAVI, the Vaccine Alliance, says, 

“You cannot say the Earth has to stop for a 

year or 2 years.” j

With reporting by Dennis Normile and Martin Enserink.
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Exponential growth 
China’s outbreak has come to a halt and South Korea has flattened its curve, 

but COVID-19 case numbers are still rising rapidly in many Western countries.
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B
acterial colonies slid into freez-

ers for an indefinite rest. Clinical 

trial participants told to stay home. 

Populations of lab mice reduced to 

the bare minimum. With a surge in 

cases of coronavirus disease 2019 

(COVID-19), research has been upended 

around the world as access to labs is re-

stricted and travel curtailed to slow the 

virus’ spread.

Many scientists emphasized that disrup-

tions to their work can’t compare with the 

human toll of the pandemic. But the costs 

to research will be substantial as projects 

grind to a halt. Institutions facing local out-

breaks have made tough decisions about 

which research to prioritize, often favoring 

projects addressing the new coronavirus 

while cutting back others. Many labs have 

been forced to designate a couple of essen-

tial personnel to maintain equipment, cells, 

and animals, while sending everyone else 

home. Some are searching for workarounds 

to keep things ticking, while others resign 

themselves to losing data and materials.

Cancer geneticist Alberto Bardelli had 

just 48 hours to close his lab at the Uni-

versity of Turin, after receiving a 7 March 

email from the institution’s scientific direc-

tor and director general. When he told the 

SCIENCE  

25 lab members about the closure, some 

cried. “The lab becomes a second family,” 

he says. The researchers rushed to freeze 

patient samples, but they don’t know 

whether these will be usable once thawed.

At Harvard University, where a 6- to 

8-week period of “suspended lab access” be-

gan this week, evolutionary biologist Hopi

Hoekstra and her team scrambled to plan

for their mouse colonies in case the ani-

mal care team becomes short-staffed dur-

ing the outbreak. She thinks she may have

to reduce her mouse population by half—

hundreds of animals—which could require

killing mice. At risk are strains collected

in the wild that exhibit unique behaviors,

she says. “If something happens, or they’re

not getting long-term care and we reduce

the colony so much that we can’t keep them

going, [those unique mice are] lost forever.”

At the world’s biggest atom smasher, the 

Large Hadron Collider, engineers struggled 

to complete scheduled upgrades to the col-

lider and the four giant particle detectors 

it feeds. Only a skeleton crew remained 

onsite near Geneva to implement work di-

rected by thousands of far-flung research-

ers. “I’ve spent probably 3 hours over the 

past 24 on Skype with somebody, guiding 

him through the installation of one bit of 

our electronics,” says John Hobbs, a par-

ticle physicist at Stony Brook University 

who works on a detector known as ATLAS.

Shutdown policies remain murky at U.S. 

national labs run by the Department of En-

ergy (DOE), which offer x-ray sources and 

other facilities to more than 30,000 visit-

ing researchers each year. Some, includ-

ing Brookhaven National Laboratory and 

Argonne National Laboratory, have closed 

their doors to outside scientists. But op-

erations that could help combat the virus 

will likely continue. On 12 March, neuro-

scientist Chris Fall, director of DOE’s basic 

research arm, the Office of Science, wrote 

to DOE-sponsored researchers urging 

them to suggest ways they might join the 

fight. DOE’s five particle accelerator–based 

x-ray sources may help decipher the struc-

tures of proteins associated with the virus.

And the Office of Science’s three super-

computers could help sort through masses

of data on existing drugs to see which mol-

ecules might bind to the new virus and

knock it out of action.

Meanwhile, academic medical centers 

are considering which of their thousands of 

clinical trials to maintain. “We felt that with 

COVID-19, the risk-benefit had shifted,” 

says Deborah Stiles, vice president for re-

search operations and policy at Columbia 

University. Beyond the risks and benefits 

of an experimental drug or intervention, 

managers must now throw in the danger of 

contracting and spreading the virus during 

inperson visits. Columbia has paused stud-

ies involving human subjects where partici-

pants didn’t stand to benefit directly. The 

move allows most trials of therapeutics to 

continue, although investigators are dis-

couraged from enrolling new participants.

Johns Hopkins University has sorted 

clinical research into three tiers, reflecting 

different risk-benefit trade-offs. Studies of 

potential COVID-19 treatments, such as 

Gilead’s antiviral remdesivir, or those ad-

dressing acute, life-threatening conditions, 

are considered essential. Representing 

about 10% to 15% of Hopkins’s 1500 clini-

cal trials, this tier can continue normally, 

including enrolling new patients.

Studies in the second tier, including 

many cancer trials, have halted new en-

rollment, but can continue as long as they 

limit face-to-face contact—by mailing 

drugs, for example. The third tier includes 

cohort studies that follow volunteers long 

term. These can proceed only online or by 

telephone, says Daniel Ford, the universi-

ty’s vice dean for clinical investigation.

Protecting patients and staff from the 

virus might mean straying from a trial’s 

planned protocol, acknowledges Jonathan 

Epstein, executive vice dean and chief sci-

RESEARCH COMMUNITY 

Columbia University, like many other institutions 

facing local outbreaks, has ramped down research. 

Coronavirus disruptions 
reverberate through research
Scientists grapple with halted projects and locked-down labs

By Kelly Servick, Adrian Cho, 

Jennifer Couzin-Frankel, and Giorgia Guglielmi
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entific officer at the University of Penn-

sylvania. “We’re hopeful that regulatory 

agencies would understand” this decision, 

even if it affects the data investigators can 

gather, he says.

Travel restrictions, meanwhile, are 

hobbling field research. Epidemiologist 

Camila González-Beiras and her colleagues 

in Spain at the Fight AIDS and Infectious 

Diseases Foundation were unable to carry 

out the last planned steps in a large trial of 

treatments for the ulcer-causing skin dis-

ease yaws in Papua New Guinea. 

The trial, comparing two antibiotic dos-

ing regimens, had collected most of its 

data, and the team planned to return to 

the country mainly for ethical reasons. Af-

ter preliminary evidence showed that mul-

tiple doses conferred greater protection, 

the team wanted to give a second dose to 

those in the single-dose arm of the study; 

they also wanted to look for potentially 

drug-resistant cases. But flying a team 

from Spain, which has more than 7000 

COVID-19 cases, to Papua New Guinea, 

which had no documented cases as Science

went to press, “would be very irresponsi-

ble,” González-Beiras says.

Unable to continue with hands-on 

research, many scientists say they’re 

channeling their energies into drafting 

manuscripts, analyzing data, and writing 

grant proposals. Many have just begun 

to contemplate the consequences of their 

hibernation—how a drop in productivity 

could affect funding prospects and tenure 

decisions, for example.

In hard-hit Italy, at the University of Pa-

via, structural biologist Federico Forneris 

ponders changing his research priorities 

altogether. His lab, which studies synapse 

formation and collagen production, might 

have to shift its focus to computational bio-

logy, which can be done as telework, if the 

lockdown goes on too long, he says.

As the pandemic’s impacts sink in, some 

scientists may find it hard to resist going 

into the lab in places where that’s still al-

lowed. But others urge them to stay away, 

for the sake of fighting the pandemic. 

“We love our science, all of us do … but 

there are more important things some-

times,” says evolutionary biologist Richard 

Lenski of Michigan State University, who 

last week paused a 32-year experiment that 

has observed populations of Escherichia 

coli bacteria through more than 73,000 

generations. “It’s going to be disruptive to 

science, but it also reminds us that we have 

ordinary lives and connections to people 

that we need to safeguard.” j

Giorgia Guglielmi is a journalist in Cambridge, 

Massachusetts.

Oldest fossil of 

modern birds 

is a ‘turducken’ 

PALEONTOLOGY 

Ancestral bird skull looks 

like a duck from the back 

and a chicken from the front 

G
o to a Cajun restaurant in New Or-

leans, and you might be offered a

slice of turducken: a fancy dish of

chicken stuffed inside of a duck

stuffed into a turkey. Now, paleonto-

logists have their own version: the

oldest modern bird skull ever found, which 

predates the split between the duck lineage 

and that of both chickens and turkeys—and 

so has traits of all three. 

“This is an incredibly informative speci-

men,” says Amy Balanoff, a paleontologist 

at Johns Hopkins University, Baltimore, 

who wasn’t involved in the work. Whereas 

the earliest birds, like the 150-million-year-

old Archaeopteryx, look very different from 

today’s, the new fossil has clear character-

istics of modern land and waterfowl, per-

haps offering a glimpse of their common 

ancestor. Discovered near the Dutch town 

of Maastricht, in famous fossil beds that 

formed between 66.8 million and 66.7 mil-

lion years ago, the turducken lived just 

before the mass extinction that killed off 

the dinosaurs. And because at least some 

of its descendants survived the cataclysm, 

“it gives us some clues about what charac-

teristics were key in surviving that event,” 

Balanoff says.

Luck and technology prompted the 

find, says Daniel Field, a paleonto-

logist at the University of Cambridge, who 

led the work. John Jagt, a curator at the 

Maastricht Natural History Museum, had 

spotted “four very small blocks of rock 

with broken limb bones poking out” in the 

museum’s collection, Field says. “It’s hard 

to imagine a less exciting looking fossil.” 

Just the same, Field and his postdoctoral 

fellow Juan Benito put the rock into a 

computed tomography scanner, hoping the 

x-rays would reveal the structures inside.

When they saw the scan, Field says, their

shouts made the technician run back into

the room. “She thought we had broken

the machine.”

The scan revealed a complete skull of 

what looked like a modern bird. The bones 

in the top and the back of the head closely 

resemble those of modern ducks, whereas 

the face and beak have unfused bones, as 

seen in today’s chickens and turkeys. “You 

can play this game all day: ‘Oh, it’s a duck! 

No, it’s a chicken!’” Field says.

Most of the bird’s body is missing, but a 

piece of leg bone suggests it had long legs 

for its head size. Combined with the fact 

that the Maastricht deposits formed in a 

shallow sea, the fossil’s proportions suggest 

it was a small shorebird, about the size of a 

modern seagull. 

In a Nature paper this week, Field and 

his colleagues named the bird Asteriornis 

maastrichtensis, for Asteria, the Greek god-

dess of falling stars who turns herself into 

a quail. The falling stars nod to the aster-

oid impact and extinction that struck not 

long after the bird lived. Some scientists 

had argued that modern birds evolved in 

the Southern Hemisphere, because the old-

est modern bird fossils found until now 

came from Antarctica. But the new fossil is 

likely older than the Antarctic ones, arguing 

against that assumption.

The ability to look inside the intact rock 

was crucial to the discovery, Field says. The 

skull is less than 1 millimeter away from 

the femur, so “if we had started chipping 

away, we would have destroyed the skull.” 

So was the team’s willingness to gamble on 

an unassuming rock, he adds. “We have to 

be more hopeful in our collecting.” j

By Gretchen Vogel

Duck? Chicken? This seagull-size Cretaceous shorebird 

had features of ducks, chickens, and turkeys.
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or scientists in the United Kingdom, 

the country’s departure from the 

European Union threatens a major 

source of grants and collaboration. 

But now they have been promised 

help: an unprecedented boost in do-

mestic research funding. Last week, in its 

budget announcement, the U.K. govern-

ment said it would increase public R&D by 

15% to £13 billion in the fiscal year begin-

ning next month—with even bigger raises 

to come. “This really is a blockbuster of a 

budget,” says Graeme Reid, a science policy 

researcher at University College London. 

“It will change both the shape and the scale 

of research and innovation in the U.K.”

Scientists can thank Brexit, which oc-

curred on 31 January. Prime Minister Boris 

Johnson and his advisers see science as an 

engine of innovation for the post-Brexit 

economy. To that end, the new budget in-

cludes £800 million to set up a funding 

agency modeled on the storied U.S. Ad-

vanced Research Projects Agency, which 

spawned economically important inven-

tions such as the internet. The budget also 

includes £400 million this year for parts of 

the country that have lagged in capturing 

research grants, a start to spreading money 

beyond the “golden triangle” of London, 

Oxford, and Cambridge. “To me these 

are quite bold things to try,” says John 

Womersley, director-general of the Euro-

pean Spallation Source and former head of 

a U.K. research funding council.

U.K. researchers get a lot of bang for 

the buck or, rather, power for the pound. 

Their research is cited more often than 

that of most of their international peers, 

even though total R&D spending, public 

and private, stands at about 1.7% of gross 

domestic product (GDP)—well below the 

2.4% average of economically developed 

countries. Last year, Johnson and the Con-

servative Party campaigned on a pledge 

to reach that average by 2027 and double 

the public share of R&D funding by 2024. 

Presenting the new budget outline, finance 

minister  Rishi Sunak said the government 

would meet that second goal in 2024, with 

public R&D spending hitting £22 billion, or 

0.8% of GDP—more, relative to GDP, than 

in the United States, Japan, and France. 

To reach the overall goal of 2.4%, how-

ever, the private sector needs to increase 

its R&D spending from £26 billion to 

£44 billion, despite the economic risks 

posed by Brexit and now the coronavirus 

pandemic. To stimulate private investment, 

the government will put £200 million in a 

life sciences venture capital fund and spend 

£900 million on grants to foster business 

innovation. It is also trying to strengthen 

connections between academic and in-

dustrial researchers, which will require 

creativity, says Ottoline Leyser, a plant bio-

logist at the University of Cambridge and 

a member of the prime minister’s Council 

for Science and Technology. “You can’t just 

throw more money,” she says.

By supporting unconventional ideas 

with distant commercial payoffs, the new 

agency—modeled on the civilian precur-

sor to the U.S. Defense Advanced Research 

Projects Agency—could also help. Estab-

lishing it with a large pot of money is 

good, Womersley says, because a high-risk 

funding agency needs to invest in the long-

term and shrug off the inevitable failures. 

The budget announcement did not reveal 

when the agency might launch or whether 

it will be part of UK Research and Innova-

tion (UKRI), the overarching government 

funding council created in 2018 to coor-

dinate U.K. research funding. The agency 

will need leaders who understand the U.K. 

research landscape, says Anne Glover, a 

molecular biologist and president of the 

Royal Society of Edinburgh, Scotland’s na-

tional academy. “If it’s just something like 

a hobby for politicians, then this is not go-

ing to work.”

A more immediate windfall is the extra 

£400 million to be spent this year on re-

search infrastructure in regions outside 

the golden triangle, concentrating on ba-

sic research and the physical sciences. The 

budget provides enough funding to sup-

port policy experiments, such as giving 

block grants to local authorities or creating 

a regional structure for UKRI, says policy 

analyst Madeleine Gabriel of Nesta, a foun-

dation that studies innovation. “We’re only 

going to build capacity outside the golden 

triangle by doing something bold to shift 

the distribution of funding.”

The budget includes another big infra-

structure project, a 10-year, £1.4 billion 

renovation of an animal and plant health 

research facility in Weybridge. Its focus 

is protecting U.K. agriculture, but it also 

studies zoonotic diseases that—like the 

new coronavirus—spread from animals to 

humans. James Wilsdon, a science policy 

expert at the University of Sheffield, says 

it makes sense to spend money on infra-

structure now, to prepare facilities for the 

ramp-up in research spending.

To effectively absorb more research 

funding, Womersley says the United King-

dom will need to attract and retain more 

postdocs and other talent from abroad. 

The U.K. Home Office in February an-

nounced a global talent visa as part of 

changes to immigration policy. But Brexit 

has caused lasting reputational damage 

that may make it harder to recruit from 

other countries, Glover says. “You can de-

stroy a welcoming environment in an in-

stant and it takes a long time to recover,” 

she says. Reid, on the other hand, is op-

timistic about the potential for collabora-

tions, despite Brexit. “You’re looking at a 

country with a strong research base that’s 

just received an unprecedented funding 

boost. And that makes the U.K. an extraor-

dinary partner of choice.” j

After Brexit, U.K. budget offers boost to science
Unprecedented increase includes money to set up high-risk research agency

SCIENCE POLICY 

By Erik Stokstad

A post-Brexit bounty
U.K. Prime Minister Boris Johnson wants to double 

public R&D spending by 2024. The budget overview, 

announced this week, highlights science projects 

of different size and duration.

FUNDING 
(MILLIONS £)

TIME 
(YEARS) PURPOSE

1400 10 Upgrade government’s animal 

health science facility

900 ? Business innovation, including 
space and nuclear fusion 
technology

80 ? High-risk, high-reward funding 

agency modeled on ARPA

400 1 Research and infrastructure, 

particularly in basic and 

physical sciences

300 5 Math research fellowships to 
attract global talent

200 ? Health and life science venture 

capital fund

180 6 New storage and research 

facility for the Natural 

History Museum

80 5 Specialist institutions including 

the Institute of Cancer Research
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ext month, some 3 million enumera-

tors will fan out across India in a 

once-a-decade ritual, gathering data 

for one of Asia’s oldest and most re-

spected censuses. But this year could 

be different. Social scientists in India 

fear political unrest will disrupt the count, 

compromising critical demographic data 

for years to come. In particular, they worry 

that opposition to controversial new citizen-

ship policies could cause many of India’s 

1.3 billion people to refuse to participate in 

the census. And recent attacks on fieldwork-

ers conducting other government surveys 

have raised concerns about the safety of In-

dia’s enumerators, who will begin work on 

1 April. (The coronavirus outbreak might also 

disrupt the count.)

“This is a situation we’ve never faced,” says 

Pronab Sen, India’s former chief statistician. 

“We’ve always had cooperation in the census’ 

long history.”

India has conducted the tally since 

1881. “There are very few countries in Asia 

with such a census,” says Perianayagam 

Arokiasamy, a specialist at the International 

Institute for Population Sciences. The data 

play a key role in political and economic deci-

sions. They are used to draw legislative dis-

tricts, apportion government spending, and 

inform investment decisions by businesses. 

Researchers use the data for studies and to 

design their own surveys. “There is really no 

other data for understanding the country’s 

demographics,” Arokiasamy says.

Three moves by India’s government, which 

is led by the Hindu nationalist Bharatiya 

Janata Party (BJP), have heightened tensions 

around collecting population data. BJP lead-

ers have vowed to create the National Regis-

ter of Citizens, a list of people who can prove, 

through birth certificates or other ancestry 

records, that they qualify for citizenship. Last 

year, the party pushed through a law designed 

to fast-track citizenship for religious minori-

ties fleeing from persecution in surrounding 

countries—but pointedly excluded Muslims, 

a minority group in India. In December 2019, 

the government also added sensitive new 

questions to a survey called the National 

Population Register (NPR), last conducted in 

2010. The new NPR, to start in April, will ask 

respondents when and where their parents 

were born, for example; such information 

can be used to determine citizenship. Many 

observers believe the NPR is intended to help 

construct the register of citizens.

The moves have sparked protests across 

India, especially in Muslim communities, 

where many people fear they do not have the 

documents needed to prove citizenship, and 

so will become stateless. When officials in the 

border state of Assam created a register of 

citizens last year, some 1.9 million residents, 

including the family of a former president of 

India, could not prove citizenship; the state 

government has begun to build large deten-

tion camps, apparently to house noncitizens. 

In some regions, residents have attacked 

workers carrying out economic surveys or do-

ing public health work, mistakenly believing 

they were collecting citizenship information.

Census watchers fear such problems could 

escalate when the census begins next month, 

in part because the government will conduct 

the more controversial NPR at the same time. 

“My worry is that … people will confuse the 

two [surveys] and refuse to give any informa-

tion,” Sen says. Ten of India’s 22 states have 

passed resolutions opposing the NPR.

A faulty census would open a Pandora’s 

box, experts say. Resistance to enumeration 

could result in undercounts, especially in 

Muslim communities, leading to reduced 

funding. “I worry about the implications for 

the well-being of Muslim communities,” says 

sociologist Sonalde Desai of the University of 

Maryland, College Park, and a senior fellow 

at the National Council of Applied Economic 

Research. “If they don’t cooperate with the 

census, the data for that community will be 

of poor quality, which could affect services.”

Flawed data could also reduce the reliabil-

ity of other surveys that rely on the census. 

“Any subsequent survey or household data 

becomes contaminated,” Sen says. And efforts 

to fill in missing data by statistical tinkering 

could be technically and politically fraught. 

“We could do adjustments for undercounts, 

but how well can we do it?” Desai asks. 

“What would be the baseline data? Would the 

adjustments be a political issue?” (It might 

help, Desai says, if enumerators kept track of 

people who refuse to be counted.)

Concerns about the census come as ex-

perts are already questioning some of India’s 

other national data. Economists have raised 

questions about the government’s gross do-

mestic product calculations, as well as de-

cisions to suppress or discard surveys that 

reflect poorly on the economy. The Ministry 

of Statistics and Programme Implementation 

has set up a panel, chaired by Sen, to exam-

ine ways to improve the quality of economic 

data. “We’re still taking stock of data sets on 

the ground,” Sen says. “A lot depends on the 

census and the economic census.”

BJP leaders, meanwhile, have tried to calm 

protests by promising not to create the na-

tional registry of citizens any time soon. And 

last week, the home minister told Parliament 

that no one would be marked “D” for “doubtful 

citizen” in the upcoming population survey. 

But Sen and some 200 other experts say the 

government should consider postponing the 

NPR entirely. Time is running short: The first 

phase of the census, which identifies house-

holds, is set to end in September, and the 

second phase—which counts individuals—

will begin early next year. j

Vaishnavi Chandrashekhar is a journalist 

in Mumbai, India.

Unrest imperils India’s census
Opposition to citizenship policies could lead to undercount

STATISTICS

An enumerator collects data during India’s last 

national census, in 2011.

By Vaishnavi Chandrashekhar
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arlier this month, Mexico’s leading 

university, the National Autono-

mous University of Mexico (UNAM),  

announced that renowned neuro-

scientist Ranulfo Romo Trujillo 

would leave his position after being 

disciplined for an unspecified offense.

According to a 4 March press release from 

UNAM, Romo Trujillo voluntarily asked to 

be separated from his job at its University 

City campus in Mexico City. Sources close 

to the case say he had been temporarily 

suspended because a female worker made 

a formal complaint of sexual harassment 

against him following an incident in Janu-

ary. But current and former UNAM students 

and staff say that reports of inappropriate 

behavior by Romo Trujillo had circulated 

for years before his departure.

Romo Trujillo, who works at UNAM’s 

Institute of Cellular Physiology (IFC), did 

not respond to repeated requests for com-

ment. He is arguably the most famous 

neuroscientist in Mexico, studying per-

ception, working memory, and decision-

making. He has more than 150 publica-

tions, including in top journals such as 

Science and Nature; is on the editorial 

board of Neuron and other journals; and is 
one of 11 Mexican members of the U.S. Na-

tional Academy of Sciences.

IFC physiologist Marcia Hiriart Urdanivia 

acknowledged in an email to Science that, 
while director of IFC from 2009 to 2017, 

she received multiple accounts of sexual 

harassment or inappropriate conduct by 

Romo Trujillo. Hiriart Urdanivia says she 

warned Romo Trujillo that “his career 

was endangered by such actions.” But the 

women involved did not choose to file offi-

cial complaints, she says. As a result, “I had 

no authority to do anything else.”

Six former trainees at UNAM told Science 
that they witnessed or experienced mis-

conduct or harassment by Romo Trujillo, 

including inappropriate and sexually sug-

gestive comments, grabbing women with-

out their consent while he was drunk at the 

institute, and making unwanted physical 

advances. The alleged victims and witnesses 

say they did not file formal complaints be-

cause they feared reprisal or thought that 

his status would protect him from disciplin-

SCIENCE   

ary action. They asked to remain unnamed.

One woman was a graduate student at 

IFC in 2006 when, she says, Romo Trujillo 

harassed her at a graduation party in the 

institute’s cafeteria. According to her, he 

was drunk when he grabbed her by the 

arm and pulled her away from the party 

to take her to his lab to show her the mon-

keys he works with. “I got really scared,” 

she says. “It was obvious that I did not 

want to go with him.” Many at the party 

saw the incident, but only one person, a 

fellow student, helped her get away from 

Romo Trujillo, she says.

Students and staff say Romo Trujillo’s lab 

now has no female students or technicians. 

More than 20 members of the IFC commu-

nity told Science Romo Trujillo’s behavior was 

well-known, including to those in authority 

at the institute. “Everybody knows,” one says.

Some students say they tried to warn new 

female students about Romo Trujillo. Oth-

ers took preventive actions. “When I arrived 

at the lab, especially on the weekends, and I 

saw he was there, I used to lock myself up in 

the lab if I was alone,” says one woman, who 

has been a student there since 2014.

One woman who claims to have been sex-

ually harassed by Romo Trujillo says she did 

report incidents to Hiriart Urdanivia. But 

she did not feel she got enough guidance 

to file a complaint. “It’s very difficult for a 

student without experience or knowledge 

to file an official complaint as an individ-

ual person,” she said.

Hiriart Urdanivia rejects this account 

and insists she did support students. “If 

any of the women who spoke to me about 

Dr. Romo’s inappropriate behaviors had 

wanted to file a formal complaint, they 

would have had my full support as direc-

tor,” she wrote in an email to Science. “I 

did what I could to make people feel safe.”

The January complaint about Romo 

Trujillo sparked outrage on social media. On 

27 February, an anonymous Facebook post 

claimed that Romo Trujillo’s sanction was an 

8-day suspension, which the poster argued 

was far too lenient. The post, which claimed 

to be from an IFC student, went viral.

Romo Trujillo’s departure comes at a 

time when universities throughout Latin 

America are only beginning to fight sexual 

harassment in science (Science, 21 Febru-

ary, p. 842). UNAM implemented a gender 

violence protocol in 2016, and according to 

officials, 1195 formal complaints have been 

filed since then. But advocates for women 

say its responses have often been weak. 

Starting in September 2019, protests de-

manding more action from authorities have 

shut down more than 20 UNAM schools.

On 12 February, UNAM said in a press 

release that it would change its general 

statute to view sexual harassment as a 

serious offense. That action formally rec-

ognizes that “violence against women is 

not allowed nor will it be tolerated,” says a 

UNAM spokesperson. On 6 March, the Na-

tional Council of Science and Technology, 

Mexico’s main granting agency, similar to 

the United States’s National Science Foun-

dation, announced it would investigate un-

specified allegations against Romo Trujillo 

and another UNAM scholar.

On 9 March, the National College—

Mexico’s honorary academy of scholars, 

of which Romo Trujillo is a member—

announced that he asked to suspend his 

membership while he deals with the allega-

tions. Some current students think the dis-

cipline and departure of such a prominent 

researcher will serve as a turning point. 

“We are tired of this patriarchal system in 

which the success of a man matters more 

than the dignity of a woman,” says a cur-

rent Ph.D. student. j

Inés Gutiérrez is a journalist based in Mexico City. 

By Inés Gutiérrez, in Mexico City, 

and Rodrigo Pérez Ortega

SCIENTIFIC COMMUNITY 

Top neuroscientist leaving Mexican university
Alleged incidents of sexual harassment by Ranulfo Romo Trujillo began years ago

Multiple women alleged sexual harassment by 

Ranulfo Romo Trujillo of the National Autonomous 

University of Mexico, University City.
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Dozens of diseases 

wax and wane 

with the seasons. 

Will COVID-19?

SICK 
TIME

O
n a December afternoon, 13 days 

before the winter solstice, six 

men and women checked into the 

Surrey Clinical Research Facil-

ity, part of the University of Sur-

rey in the United Kingdom. After 

having their noses swabbed to 

check for 16 different respiratory 

viruses, they walked into their own 

temperature-regulated rooms and, for 

24 hours, stayed in a semirecumbent posi-

tion in dim light. Nurses placed a cannula 

into a vein of each person’s arm, allowing 

easy sampling of blood that flowed through 

a tube to portals in the wall. The six subjects 

could press buzzers for bathroom breaks, 

where the stool and urine were collected, but 

otherwise, they were alone in the near-dark. 

None of these people were sick. And al-

though the shortest day of the year was ap-

proaching, their ritual had nothing to do 

with pagan rites, Yuletide traditions, or the 

annual hippie gathering at nearby Stone-

henge to celebrate the rebirth of the Sun. 

Instead, they were paid volunteers in a study 

led by infectious disease ecologist Micaela 

Martinez of Columbia University to investi-

gate a phenomenon recognized 2500 years 

ago by Hippocrates and Thucydides: Many 

infectious diseases are more common during 

specific seasons. “It’s a very old question, but 

it’s not very well studied,” Martinez says. 

It’s also a question that has suddenly 

become more pressing because of the 

emergence of coronavirus disease 2019 

(COVID-19), which has now infected more 

than 175,000 people around the globe. Some 

hope the disease might mimic influenza and 

abate as summer arrives in temperate re-

gions of the Northern Hemisphere, where 

about half of the world’s population lives. 

U.S. President Donald Trump has expressed 

that hope repeatedly. “There’s a theory that, 

in April, when it gets warm—historically, 

that has been able to kill the virus,” Trump 

said on 14 February. But what’s known about 

other diseases doesn’t offer much support for 

the idea that COVID-19 will suddenly disap-

pear over the next few weeks. 

Different diseases have different patterns. 

Some peak in early or late winter, others in 

spring, summer, or fall. Some diseases have 

different seasonal peaks depending on lati-

tude. And many have no seasonal cycle at 

all. So no one knows whether SARS-CoV-2, 

 the virus that causes COVID-19, will change 

its behavior come spring. “I would caution 

overinterpreting that hypothesis,” Nancy 

Messonnier, the point person for COVID-19 

at the U.S. Centers for Disease Control and 

Prevention, said at a press conference on 

12 February. If the seasons do affect SARS-

CoV-2, it could nevertheless defy that pattern 

in this first year and keep spreading, because 

humanity has not had a chance to build im-

munity to it.

Even for well-known seasonal diseases, 

it’s not clear why they wax and wane dur-

ing the calendar year. “It’s an absolute swine 

of a field,” says Andrew Loudon, a chrono-

biologist at the University of Manchester . 

Investigating a hypothesis over several sea-

By Jon Cohen People seeking help for pandemic influenza in 

Brazil in July 2009, when cold weather boosted the 

spread of the disease.
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sons can take 2 or 3 years. “Postdocs can 

only get one experiment done and it can be 

a career killer,” Loudon says. The field is also 

plagued by confounding variables. “All kinds 

of things are seasonal, like Christmas shop-

ping,” says epidemiologist Scott Dowell, who 

heads vaccine development and surveillance 

at the Bill & Melinda Gates Foundation and 

in 2001 wrote a widely cited perspective that 

inspired Martinez’s current study. And it’s 

easy to be misled by spurious correlations, 

Dowell says. 

Despite the obstacles, researchers are 

testing a multitude of theories. Many focus 

on the relationships between the pathogen, 

the environment, and human behavior. In-

fluenza, for example, might do better in 

winter because of factors such as humidity, 

temperature, people being closer together, 

or changes in diets and vitamin D levels. 

Martinez is studying another theory, which 

Dowell’s paper posited but didn’t test: The 

human immune system may change with the 

seasons, becoming more resistant or more 

susceptible to different infections based on 

how much light our bodies experience.

Beyond the urgent question of what to 

expect with COVID-19, knowing what limits 

or promotes infectious diseases during par-

ticular times of year could inform disease 

surveillance, predictions, and the timing of 

vaccination campaigns. It might even point 

to new ways to prevent or treat them. “If we 

knew what suppressed influenza to summer-

time levels, that would be a lot more effec-

tive than any of the flu vaccines we have,” 

Dowell says. 

MARTINEZ BECAME interested in seasonal-

ity when, as an undergraduate at the Uni-

versity of Alaska Southeast, she had a job 

tagging Arctic ringed seals, doing skin biop-

sies, and tracking their daily and seasonal 

movements. While working on her Ph.D., 

her focus on seasonality shifted to polio, a 

much-feared summer disease before the ad-

vent of vaccines. (Outbreaks often led to the 

closing of swimming pools, which had vir-

tually nothing to do with viral spread.) Polio 

seasonality in turn made her curious about 

other diseases. In 2018, she published “The 

calendar of epidemics” in PLOS Pathogens, 

which included a catalog of 68 diseases and 

their peculiar cycles.

Except in the equatorial regions, respira-

tory syncytial virus (RSV) is a winter dis-

ease, Martinez wrote, but chickenpox favors 

the spring. Rotavirus peaks in December or 

January in the U.S. Southwest, but in April 

and May in the Northeast. Genital herpes 

surges all over the country in the spring 

and summer, whereas tetanus favors mid-

summer; gonorrhea takes off in the summer 

and fall, and pertussis has a higher inci-

SCIENCE   

Nov.Oct.Sep.Aug.Jul.Jun.MayApr.Mar.Feb.Jan.Dec. Nov.Oct.Sep.Aug.Jul.Jun.MayApr.Mar.Feb.

Summer FallWinter Spring

Smallpox

California

1937

Rubella

California

1971

Mumps

California 

1973

Hepatitis A

California

1980

Pertussis

California

1945

Infuenza

United States

1934

Measles

United States

1933

Chickenpox

United States

1975

Polio

United States 

1952

Most cases in the year

The calendar of epidemics
At least 68 infectious diseases are seasonal, according to a 2018 paper by Micaela Martinez of Columbia 

University. But they’re not in sync, and seasonality varies by location. Here, each bubble represents the 

percentage of annual cases that occurred in each month. (The data are old because many diseases declined—

in some cases to zero—after the introduction of vaccines.)



NE WS   |   FEATURES

1296    20 MARCH 2020 • VOL 367 ISSUE 6484    SCIENCE

dence from June through October. Syphilis 

does well in winter in China, but typhoid fe-

ver spikes there in July. Hepatitis C peaks in 

winter in India but in spring or summer in 

Egypt, China, and Mexico. Dry seasons are 

linked to Guinea worm disease and Lassa 

fever in Nigeria and hepatitis A in Brazil. 

Seasonality is easiest to understand for 

diseases spread by insects that thrive dur-

ing rainy seasons, such as African sleeping 

sickness, chikungunya, dengue, and river 

blindness. For most other infections, there’s 

little rhyme or reason to the timing. “What’s 

really amazing to me is that you can find 

a virus that peaks in almost every month 

of the year in the same environment in 

the same location,” says Neal Nathanson, 

an emeritus virologist at the University of 

Pennsylvania Perelman School of Medicine. 

“That’s really crazy if you think about it.” 

To Nathanson, this variation suggests hu-

man activity—such as children returning to 

school or people huddling indoors in cold 

weather—doesn’t drive seasonality. “Most 

viruses get transmitted between kids, and 

under those circumstances, you’d expect 

most of the viruses to be in sync,” he says. 

Nathanson suspects that, at least for vi-

ruses, their viability outside the human 

body is more important. The genetic mate-

rial of some viruses is packaged not only in 

a capsid protein, but also in a membrane 

called an envelope, which is typically made 

of lipids. It interacts with host cells during 

the infection process and helps dodge im-

mune attacks. Viruses with envelopes are 

more fragile and vulnerable to adverse con-

ditions, Nathanson says, including, for ex-

ample, summertime heat and dryness. 

A 2018 study in Scientific Reports 

supports the idea. Virologist Sandeep 

Ramalingam at the University of Edinburgh 

and his colleagues analyzed the presence 

and seasonality of nine viruses—some en-

veloped, some not—in more than 36,000 re-

spiratory samples taken over 6.5 years from 

people who sought medical care in their re-

gion. “Enveloped viruses have a very, very 

definite seasonality,” Ramalingam says.

RSV and human metapneumovirus both 

have an envelope, like the flu, and peak 

during the winter months. None of the 

three is  present for more than one-third 

of the year. Rhinoviruses, the best-known 

cause of the common cold, lack an enve-

lope and—ironically—have no particular 

affinity for cold weather: The study found 

them in respiratory samples on 84.7% 

of the days of the year and showed that 

they peak when children return to school 

from summer and spring holidays. Adeno-

viruses, another set of cold viruses, also lack 

an envelope and had a similar, nonseasonal 

pattern, circulating over half the year. 

Ramalingam’s team also studied the rela-

tionship between viral abundance and daily 

weather changes. Influenza and RSV both 

did best when the change in relative humid-

ity over a 24-hour period was lower than the 

average (a 25% difference). “There’s some-

thing about the lipid envelope that’s more 

fragile” when the humidity changes sharply, 

Ramalingam concludes.

Jeffrey Shaman, a climate geophysicist at 

Columbia, contends that what matters most 

for the influenza virus is absolute humid-

ity—the total amount of water vapor in a 

given volume of air—and not relative humid-

ity, which measures how close the air is to 

saturation. In a 2010 paper in PLOS Biology, 

Shaman and epidemiologist Marc Lipsitch of 

the Harvard T.H. Chan School 

of Public Health reported that 

drops in absolute humidity 

better explained the onset of 

influenza epidemics in the con-

tinental United States than rela-

tive humidity or temperature. 

And absolute humidity drops 

sharply in winter, because cold 

air holds less water vapor. 

Why lower absolute humid-

ity might favor some viruses 

remains unclear, however. Vari-

ables that could affect the viabil-

ity of the viral membrane could 

include changes in osmotic 

pressure, evaporation rates, and 

pH, Shaman says. “Once you get 

down to the brass tacks of it, we 

don’t have an answer.” 

Will SARS-CoV-2, which has 

an envelope, prove fragile in 

spring and summer, when ab-

solute and relative humidity 

climb? The most notorious of 

the other coronavirus diseases, 

severe acute respiratory syn-

drome (SARS) and Middle East 

respiratory syndrome (MERS), 

offer no clues. SARS emerged 

in late 2002 and was driven out 

of the human population in the summer of 

2003 through intensive containment efforts. 

MERS sporadically jumps from camels to hu-

mans and has caused outbreaks in hospitals, 

but has never shown widespread human-to-

human transmission. Neither virus circulated 

for long enough, on a wide enough scale, for 

any seasonal cycle to emerge.

Four human coronaviruses that cause colds 

and other respiratory diseases are more re-

vealing. Three have “marked winter seasonal-

ity,” with few or no detections in the summer, 

molecular biologist Kate Templeton, also at 

the University of Edinburgh, concluded in a 

2010 analysis of 11,661 respiratory samples 

collected between 2006 and 2009. These 

three viruses essentially behave like the flu.

That does not mean COVID-19 will as well. P
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In a study in New York and New Jersey, Micaela Martinez hopes to find out how artificial lighting affects the immune system.
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The virus can clearly transmit in warm, hu-

mid climates: Singapore already has more 

than 240 cases. Two new papers published 

on preprint servers last week  come to op-

posite conclusions. One, co-authored by 

Lipsitch, looked at COVID-19 spread in 

19 provinces across China, which ranged 

from cold and dry to tropical, and found sus-

tained transmission everywhere. The second 

study concludes that transmission appears 

to occur only in specific bands of the globe 

that have average temperatures between 5°C 

and 11°C and 47% to 70% relative humidity.

The other coronaviruses may be more 

susceptible to seasonal changes in the en-

vironment simply because they’ve been 

infecting people for much longer. Once a 

high percentage of the population develops 

immunity, an unfavorable environment can 

provide the extra push needed to temporar-

ily exile those viruses. But that’s not the sit-

uation with COVID-19. “Even though there 

might be a big seasonal decline, if enough 

susceptible people are around, it can coun-

ter that and continue for a long time,” 

Martinez says. Lipsitch doesn’t think the 

virus will go poof in April either. Any slow-

down “is expected to be modest, and not 

enough to stop transmission on its own,” he 

wrote in a recent blog post. 

IN SURREY, MARTINEZ is investigating a dif-
ferent factor that might eventually affect 

COVID-19 incidence. Her subjects have re-

turned to the clinic repeatedly—at the win-

ter and summer solstices and again at the 

spring and fall equinoxes—so the research-

ers can evaluate how their immune system 

and other physiology change over the course 

of the day and from season to season. 

She doesn’t expect to show that our immu-

nity is, say, weaker in the winter and stronger 

in the summer. But by counting  different 

immune system cells, assessing metabolites 

and cytokines in the blood, deciphering the 

fecal microbiome, and  measuring hormones, 

Martinez’s team hopes to learn whether the 

seasons “restructure” the immune system, 

making some types of cells more abundant 

in certain parts of the body, and others less, 

in ways that influence our susceptibility 

to pathogens.

Animal studies support the idea that im-

munity changes with the seasons. Ornitho-

logist Barbara Helm from the University of 

Groningen and her colleagues, for example, 

studied European stonechats, small song-

birds that they caught and then bred in cap-

tivity. By taking multiple blood samples over 

the course of 1 year, they found that the birds 

ramp up their immune systems in the sum-

mer, but then tamp them down in the fall, 

the time they migrate, presumably because 

migration is a big drain on their energy. 

SCIENCE  

Melatonin, a hormone primarily secreted 

at night by the pineal gland, is a major driver 

of such changes. The hormone  keeps track 

of the time of day but is also a “biological cal-

endar” for the seasons, says Randy Nelson, 

an endocrinologist at West Virginia  Univer-

sity who specializes in circadian rhythms. 

When nights are long, more melatonin is re-

leased. “The cells say, ‘Oh, I’m seeing quite a 

bit of melatonin, I know, it’s a winter night.’” 

In studies of Siberian hamsters—which, like 

humans, are diurnal—Nelson and his co-

workers have shown that administering mel-

atonin or altering light patterns can change 

immune responses by up to 40%. 

The human immune system, too, seems 

to have an innate circadian rhythm. For 

instance, a vaccine trial in 276 adults by 

researchers at the University of Birming-

ham randomly assigned half to receive an 

influenza vaccine in the morning and the 

other half in the afternoon. Participants in 

the morning group had significantly higher 

antibody responses to two of the three flu 

strains in the vaccine, the researchers re-

ported in 2016. 

There’s evidence of seasonal variation 

in the actions of human immune genes as 

well. In a massive analysis of blood and tis-

sue samples from more than 10,000 people 

in Europe, the United States, Gambia, and 

Australia, researchers at the University of 

Cambridge found some 4000 genes related 

to immune function that had “seasonal ex-

pression profiles.” In one German cohort, 

expression in white blood cells of nearly 

one in four genes in the entire genome dif-

fered by the seasons. Genes in the North-

ern Hemisphere tended to switch on when 

they were switched off south of the equa-

tor, and vice versa.

Just how these massive changes might af-

fect the body’s ability to fight pathogens is 

unclear, however, as immunologist Xaquin 

Castro Dopico and colleagues explain in 

a 2015 paper describing the findings. And 

some changes could be the result of an in-

fection, instead of the cause. The team tried 

to eliminate people who had acute infec-

tions, but “of course a seasonal infectious 

burden likely plays a part,” says Dopico, 

who is now at the Karolinska Institute. 

And seasonal immunity changes could not 

explain all the complex variation in season-

ality that diseases show. “They’re all out of 

sync with each other,” Nathanson points 

out. He’s also skeptical that a seasonal im-

mune system change could be large enough 

to make a difference. “It would have to be 

pretty markedly different.” 

Martinez, however, says she has found 

intriguing hints. Early analyses from her 

Surrey study, which collected its final data 

in December 2019, don’t reveal anything 

about seasonality yet, but they do show 

that specific subsets of white blood cells 

that play central roles in immune system 

memory and response are elevated at cer-

tain times of day. She hopes to firm up the 

finding by launching a similar but larger 

study next year. 

Martinez cautions that artificial light may 

play havoc with natural circadian rhythms, 

with unpredictable effects on disease sus-

ceptibility. To explore possible impacts, she 

has a separate study underway, with Helm, 

in both urban and rural parts of New York 

and New Jersey. They have installed light 

sensors on trees and poles and outfitted 

participants with devices that monitor light 

exposure and body temperature. “The fact 

that people really are just kind of washing 

out the rhythms in light exposure can be 

problematic,” she says. 

“EXPERIMENTS OF NATURE” could also of-

fer insights into the factors affecting dis-

ease seasonality, Dowell suggested in his 

2001 paper. People from the Southern and 

Northern hemispheres who have adapted 

to different seasons regularly mix on cruise 

ships or at conventions, where they are con-

fronted by the same pathogens—witness the 

massive COVID-19 outbreak on the Diamond 

Princess, which was docked and quaran-

tined in Yokohama, Japan, for 2 weeks last 

month. Researchers could potentially analyze 

whether they were infected at different rates.

Whatever the answers, they might even-

tually bring important public health ben-

efits, Martinez says. For example, “If we 

know how best to administer vaccines, in 

terms of what time of year and the best time 

of day to take advantage of our immune sys-

tems, then we can get a lot more bang for 

our buck,” she says. 

The global COVID-19 emergency may 

bring more attention to the research and 

help speed discoveries, she says. But for 

now, no one knows whether rising humid-

ity, longer days, or some as-yet-unsuspected 

seasonal effect will come to the rescue—or 

whether humanity must confront the pan-

demic without any help from the seasons. 

Time will tell. j

“If we knew what suppressed 
influenza to summertime 

levels, that would be a 
lot more effective than any of the 

flu vaccines we have.” 
Scott Dowell, Bill & Melinda Gates Foundation
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SBy Kevin D. Hall

N
utrition is fundamentally important 

for human health (1), but there is 

widespread public confusion about 

what constitutes a healthy diet. Flip-

flopping headlines report conflicting 

information about whether individual 

foods (e.g., butter, eggs, meat), nutrients (e.g., 

saturated fat, cholesterol, sodium), or eating 

patterns (e.g., Mediterranean versus keto-

genic diets) result in improved, worsened, or 

unchanged health. However, public confu-

sion about nutrition belies expert consensus 

regarding important aspects of healthy diets. 

For example, it is widely agreed that Western 

diets high in ultra-processed food are delete-

rious and that considerable health improve-

ments would likely result from shifting the 

population toward eating mostly minimally 

processed foods (2). But expert consensus 

erodes when discussing detailed questions of 

optimal human nutrition or the physiological 

mechanisms underlying the body’s response 

to diet changes. Rigorous controlled feeding 

studies would help to address such questions 

and advance human nutrition science, a field 

whose overall veracity has recently been 

questioned (3, 4).

Much of the criticism of nutrition science 

has been directed at nutritional epidemiol-

ogy, a field that investigates associations 

between diet and health outcomes in large 

numbers of people. Although nutritional 

epidemiology has ardent defenders (5, 6), 

its critics suggest that it is plagued by mea-

surement error, reverse causality, selection 

bias, weak effects, analytical flexibility, and 

unmeasured or residual confounders that 

can result in spurious relationships be-

tween diet variables and health outcomes 

(7). Increased funding for large, long-term 

randomized diet intervention trials has 

been suggested as a way to mitigate reliance 

on nutritional epidemiology and improve 

causal inference about the effects of diet on 

human health (8). However, such trials have 

their own challenges, including the imprac-

ticality of randomizing large numbers of 

people to eat different diets for months or 

PHYSIOLOGY

Challenges of human nutrition research

PERSPECTIVES

Facilities to house and feed subjects could increase rigor and advance nutrition science
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studies are required to stay at the research 

facility for periods of days, weeks, or months 

without leaving to ensure that they consume 

the provided food under observation while 

avoiding exposure to off-study food.

Domiciled feeding studies have a long his-

tory of yielding important discoveries about 

human nutrition and metabolism. For ex-

ample, many of the physiological responses 

to starvation and nutritional rehabilitation 

were revealed in a controlled feeding study 

of 32 male volunteers who simultaneously 

resided at the University of Minnesota for 

a continuous 48-week period during the 

Second World War (12) (see the photo). The 

subjects were fed a baseline diet for 12 weeks 

followed by a 24-week semistarvation diet, 

after which they were fed several rehabilita-

tion diets for the final 12 weeks. The result-

ing detailed physiological and psychological 

measurements in response to known diets 

would have been impossible had the subjects 

not been domiciled during this classic study.

Unfortunately, domiciled feeding studies 

have become prohibitively expensive in the 

United States since the National Institutes 

of Health ceased directly funding Clinical 

Research Centers (13). Very few centers 

around the world currently conduct domi-

ciled feeding studies, and their study popu-

lations often comprise students, staff, and 

faculty, which limits their generalizability. 

Furthermore, the few facilities conducting 

domiciled feeding studies are typically lim-

ited to housing and feeding only a handful of 

subjects at a time, which restricts their power 

and duration.

Such limitations are surmountable. 

Investment in research facilities for domiciled 

feeding studies could provide the infrastruc-

ture and staff required to simultaneously 

house and feed dozens of subjects comfort-

ably and safely. One possibility would be to 

create centralized domiciled feeding facilities 

that could enable teams of researchers from 

around the world to recruit a wide range of 

subjects and efficiently conduct rigorous hu-

man nutrition studies that currently can only 

be performed on a much smaller scale in a 

handful of existing facilities.

Well-designed domiciled feeding studies 

can increase the rigor of human nutrition sci-

ence and elucidate the fundamental mecha-

nisms by which diet affects human physiol-

ogy. For example, such studies can investigate 

complex interactions among changes in diet, 

the microbiota, and its role in modulating 

host physiology. The effects of meal timing 

and circadian biology could be advanced by 

enabling precisely controlled periods for eat-

ing and sleeping. Personalized nutrition and 

nutrient-genomic interaction studies could 

be facilitated by reducing the usual noise of 

unknown diet variability to focus on indi-

vidual physiological variability in response 

to controlled diets. Nutrient requirements 

and their dependence on overall dietary 

and physical activity patterns could be as-

sessed in a variety of populations of men and 

women of different ethnicities and ages. The 

effects of diet on physical and cognitive per-

formance could also be carefully evaluated. 

Comprehensive assessment of the effects of 

diet interventions on common health condi-

tions such as obesity, metabolic syndrome, 

and type 2 diabetes, as well as rare diseases 

such as those that result from inborn errors 

of metabolism, could also be rigorously deter-

mined in domiciled subjects.

Although domiciled feeding studies can 

provide important mechanistic insights, 

their artificial environment may limit gen-

eralizability and application to free-living 

populations. Furthermore, domiciled feeding 

studies alone are insufficient for determin-

ing what constitutes a healthy diet because 

it is impossible to continuously house for sev-

eral years the large numbers of subjects that 

would be required to objectively measure 

both food intake and clinical endpoints, such 

as cardiovascular events or diabetes progres-

sion. Therefore, long-term nutrition studies 

in free-living people will always be required.

Nonetheless, domiciled feeding studies 

can help to improve long-term human nutri-

tion studies. For example, the development 

and validation of objective diet assessment 

technologies requires domiciled feeding 

studies because the only way to objectively 

know what people eat is to house them con-

tinuously in a research facility and directly 

measure their food intake. Advancement of 

objective diet assessment technologies has 

been identified as a top priority for human 

nutrition science (14) and promising new 

technologies are emerging, such as sen-

sors and cameras that detect food intake. 

Biomarkers of diet are also being developed, 

such as plasma concentrations of vitamin C 

and carotenoids as indicators of fruit and 

vegetable intake. Domiciled feeding studies 

can validate objective diet assessment tech-

nologies and biomarkers in diverse subject 

groups consuming a variety of known diets. 

These validated technologies and standard-

ized biomarkers can then be deployed in 

large, long-term nutrition studies to monitor 

diet adherence and improve understanding 

of the relationships between diet and disease, 

and diet and health.

Domiciled feeding studies can also help 

researchers to design and interpret large, 

long-term nutrition studies. For example, 

surrogate biomarkers of disease risk often 

change rapidly in response to controlled diet 

interventions. When surrogate markers are 

causally related to disease risk, then it may 

be possible to cautiously extrapolate the re-

In 1945, a domiciled feeding study carried out 

at the University of Minnesota involved participants 

being fed a semistarvation diet.

years while ensuring high levels of adher-

ence throughout.

Indeed, most randomized diet interven-

tion trials do not actually study the effects of 

different diets; rather, they investigate the ef-

fects of differing diet advice. In other words, 

subjects are randomized to receive education 

and support to consume diets that are as-

signed by the investigators. Although diet-

advice trials assess real-world effectiveness, 

their results conflate adherence to a given 

diet with the effects of that diet.

Knowledge about the effects of diet per se 

is required for advancement of fundamental 

nutrition science. However, studies in free-

living people have a limited ability to provide 

such knowledge because it is not currently 

possible to accurately and objectively quan-

tify their food intake. Indeed, most human 

nutrition studies rely on self-reported diet 

measures that are known to have systematic 

biases, such as underestimation of energy 

intake. Furthermore, errors in self-reported 

diet measurements may be associated with 

other variables (e.g., socioeconomic status) or 

health outcomes (e.g., obesity) that can result 

in biased associations (9).

Rather than relying on self-reported diet 

assessments, some diet intervention trials 

provide food to their free-living subjects, 

but these studies seldom verify whether all 

the food is eaten. Even when subjects are 

instructed to eat only the food provided by 

the study, substantial quantities of off-study 

food may be consumed amounting to several 

hundred kilocalories per day that can con-

found study results (10, 11). To understand 

how these challenges impede the progress of 

human nutrition science, imagine trying to 

develop a new drug without being confident 

that researchers could administer known 

quantities of the drug or measure its phar-

macokinetics, pharmacodynamics, or dose 

response. Successful pharmaceutical devel-

opment requires such studies because they 

investigate benefits and risks of the drug un-

der highly controlled conditions where ques-

tions of patient adherence are minimized 

because the researchers administer the drug. 

The inability to conduct such trials would se-

verely impede the drug development process. 

Why should human nutrition science be ex-

pected to advance without the benefit of well-

controlled diet efficacy studies?

Therefore, it is important to conduct hu-

man nutrition studies where subjects can 

comfortably reside at a research facility, 

thereby allowing investigators to control 

and objectively measure their food intake. 

Subjects enrolled in such domiciled feeding 
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sults of domiciled feeding studies, especially 

those that test dose responses, and to esti-

mate the effects of diet changes on long-term 

disease risk. Such information can be useful 

for planning long-term randomized diet tri-

als by helping to avoid underpowered stud-

ies whose null statistical results might be 

misinterpreted to conclude that the diet had 

no real effect when even a small undetected 

effect might be important, especially on the 

population scale.

For example, prior to devoting many mil-

lions of dollars to a large, long-term random-

ized trial of a Westernized Mediterranean 

diet intended to prevent cardiovascular 

disease, domiciled feeding studies could be 

used to help develop and validate biomark-

ers of varying degrees of adherence to the di-

etary pattern while also evaluating surrogate 

markers of disease risk in response to known 

diet changes. For a relatively small fraction of 

the overall investment, data from such a do-

miciled feeding study could be used to help 

plan and interpret the results of the large, 

long-term randomized trial.

The advancement of human nutrition sci-

ence has enormous benefits for health and 

the economy (15). Knowledge of nutrition re-

quires triangulation of evidence from a vari-

ety of study designs, including observational 

studies and randomized trials in free-living 

people. Facilitating more domiciled feeding 

studies will lead to fundamental new dis-

coveries about the mechanistic physiological 

responses to diet and will improve human 

nutrition research in all its forms. j
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Is it worth the effort?
Individual variation in dopamine affects the weighting 
of benefits relative to costs

By Amy C. Janes

B
efore undertaking any task, hu-

mans implicitly determine whether 

reaching the goal is worth the ef-

fort. Weighing costs and benefits is 

a fundamental brain function that 

often occurs unconsciously, allowing 

for the adaptive use of resources to attain 

goals. The neurotransmitter dopamine is a 

key player in this process (1). On page 1362 

of this issue, Westbrook et al. (2) clarify 

the role of dopamine by showing that in-

creasing an otherwise weak dopamine sig-

nal shifts attention toward the rewarding 

outcome, resulting in greater readiness to 

perform cognitive effort to reach the goal. 

As such, increasing dopamine appears to 

be beneficial specifically for those indi-

viduals with relatively lower dopamine 

function. This finding may explain the ef-

ficacy of dopamine-enhancing medications 

such as Ritalin (methylphenidate), which 

is prescribed to treat attention deficit hy-

peractivity disorder (ADHD) and has been 

used without a prescription by students as 

a “study enhancing drug.”

Dopamine is found throughout the brain 

in several neurobiological pathways that 

mediate processes including movement, 

reward, and cognitive functions such as 

learning and working memory (3). Given 

the range of functions influenced by dopa-

mine, there is a need to better understand 

how dopamine within distinct brain re-

gions affects nuanced elements of cogni-

tion and behavior. For example, Westbrook 

et al. expand on the finding that a blunted 

dopamine signal can result in cognitive 

dysfunction (4). Specifically, they show 

that the willingness to expend cognitive ef-

fort is diminished in those with lower do-

pamine function in the caudate nucleus, a 

portion of the brain involved in goal-moti-

vated behavior (5). This finding blends two 

known roles of dopamine—motivation and 

cognition—by indicating that goal-related 

attention drives the motivation to engage 

cognitive resources.

Westbrook et al. also show that a blunted 

willingness to expend cognitive effort can 

be increased by pharmacologically enhanc-

ing the dopamine signal using the dopa-

mine agonist methylphenidate. This is con-

sistent with prior findings that dopamine 

enhancement leads to increased willingness 

to expend effort in patient populations who 

have disorders with an underlying dopa-

mine deficit, such as ADHD and Parkinson’s 

disease (6, 7). Thus, dopamine-enhancing 

medications may not improve cognitive 

ability per se, but drive the willingness to 

expend cognitive effort (8).

More precisely, this greater willingness 

to expend effort occurs because dopamine-

enhancing medications raise the salience of, 

and attention to, goal-related stimuli that 

would otherwise evoke a response too weak 

to warrant the expenditure of cognitive ef-

fort (8). Methylphenidate and similar drugs 

Dopamine-enhancing medications (e.g., methylphenidate) 

increase the willingness to expend cognitive e)ort 

in those with low dopamine function. Drugs of abuse

also increase the dopamine signal and thus the 

willingness to obtain them.

Strong dopamine signal

Weak dopamine signal
Caudate nucleus

Willingness 

to expend 

cognitive e)ort

Willingness 

to expend 

cognitive e)ort

Caudate dopamine affects the weight of benefits
Individual differences in dopamine function in the caudate nucleus relate to one’s willingness to expend cognitive 

effort, which can be influenced both by medications and drugs of abuse that enhance the dopamine signal.
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therefore enhance this aspect of cognition 

specifically for individuals with relatively 

lower dopamine function in the caudate 

nucleus. This indicates that individual vari-

ation in dopamine function matters, both 

for explaining differences in cognitive func-

tion across healthy individuals, and also for 

treatment efficacy. Such reduced dopamine 

function may render healthy individuals 

more prone to illicitly use methylphenidate 

as a study drug. Similarly, those with ADHD 

who have lower caudate dopamine function 

are likely to have enhanced efficacy from 

this treatment (see the figure).

Unfortunately, the effects of dopamine 

on cost-benefit weighting do not discrimi-

nate on the basis of the longer-term reper-

cussions of reaching the goal. For example, 

methylphenidate also increases the dopa-

mine signal in response to drug-related 

stimuli in those with a substance use dis-

order (9), which in the context of the find-

ings of Westbrook et al. will enhance the 

willingness to expend effort to attain the 

drug-related goal. Even without methyl-

phenidate’s facilitatory effects, dopamine 

plays a key role in substance use disor-

ders, as all abused substances enhance 

dopamine release (10). After repeated drug 

use, environmental stimuli associated with 

drug abuse also evoke dopamine release 

in regions that include the caudate nu-

cleus (11), the same brain region shown by 

Westbrook et al. to be linked with the mo-

tivation to expend cognitive effort. These 

drug-associated stimuli can then drive the 

strong desire to acquire the drug of abuse, 

contributing to relapse even when individ-

uals are trying to abstain (12). Variation in 

dopamine function plays a role in this ex-

ample as well. Specifically, drug-associated 

stimuli evoke more activation in reward-

related brain regions such as the striatum 

and prefrontal cortex, in individuals with a 

genetic variation in the gene encoding the 

dopamine transporter (DAT) that results 

in slower clearance of dopamine and an 

amplification of the dopamine signal (13).

Determining whether a goal is “worth 

the effort” is just one aspect of goal-related 

decision-making. Such decisions are made 

through the integration of information 

processed by the striatum, including the 

caudate nucleus, and other brain regions 

like the frontal cortex, which allows for 

learned experiences and potential future 

consequences to also shape goal-related 

behavior (3). The influence of dopamine 

within these frontal brain regions is not 

straightforward but depends on the rela-

tive balance of D1- and D2-like dopamine 

receptors (14). These receptors act like a 

lock into which dopamine fits, and their 

activation results in the propagation of 

the dopamine signal. This points out that 

the “dopamine signal” is not only driven 

by dopamine synthesis, as was measured 

by Westbrook et al., but also involves the 

activation of specific receptor subtypes. 

Next steps should integrate these findings 

to explain how dopamine synthesis and re-

ceptor function across brain regions work 

together to affect cognition and behavior. 

Such findings will create a clearer under-

standing of cognitive function and psychi-

atric diseases such as ADHD and substance 

use disorders. j
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Thermal light 
tunnels its way 
into electricity
New devices convert 
low-temperature heat 
into electricity

By Aaswath P. Raman

I
n 1824, a 28-year-old French engineer 

named Sadi Carnot published a now-

celebrated treatise that sought to un-

derstand how efficiently heat could be 

converted to work (1). While Carnot 

laid the foundations for our modern 

understanding of thermodynamics, he also 

implicitly identified a pathway for energy re-

covery and harvesting that may prove to be 

an essential component of the 21st-century 

response to climate change. Carnot’s epony-

mous cycle revealed that in any energy con-

version process, some heat will always be 

rejected to a cold reservoir—typically the 

ambient environment. In the United States 

alone, 61% of the energy we consume is re-

jected in this manner as “wasted” heat (2). 

However, this waste heat need not actually 

be lost. It can be recovered, in principle, by 

driving another energy conversion device to 

generate electricity. On page 1341 of this is-

sue, Davids et al. propose and implement a 

way to directly convert lower-temperature 

heat into electricity (3).

Recovering heat rejected in transpor-

tation, power generation, and industrial 

processes motivates a broad range of con-

temporary research in solid-state materi-

als and devices. A large fraction of waste 

heat is lost radiatively, emitted as incoher-

ent, broadband electromagnetic waves at 

long-wave and mid-infrared (IR) wave-

lengths. Converting this thermal radiation 

to electricity has been an exciting, although 

challenging, subset of this line of inquiry. 

In particular, thermophotovoltaic devices 

have shown considerable promise at be-

ing able to convert emitted thermal radia-

tion to electricity through a photovoltaic 

mechanism. Substantial progress has been 

made in thermophotovoltaics by using 

photonic approaches (4) as well as near-

Department of Materials Science and Engineering, 
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Drugs of abuse increase caudate dopamine and 

reduce the perception of effort to acquire them.
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field effects (5); however, these systems 

have typically focused on high-temperature 

sources (>1000°C), whereas more than 95% 

of wasted heat in the United States—and 

85% of the associated work potential—is 

below 400°C (2). The direct conversion 

of longer-wavelength thermal radiation 

poses numerous challenges, such as lower 

incident photon flux and the limited avail-

ability of efficient low-bandgap semicon-

ductors. An alternative approach is to use a 

rectifying antenna, which finds wide appli-

cation at lower-energy microwave frequen-

cies. In these devices, incident oscillating 

electromagnetic waves are funneled by an 

antenna-like structure and drive a direct 

electrical current through a fast diode (6). 

At higher frequencies, ultrafast direct tun-

nel diodes in a metal-insulator-metal con-

figuration have shown promise (7), but the 

large asymmetry needed in tunnel diodes at 

the small voltages associated with IR ther-

mal radiation has remained a roadblock.

Davids et al. tackle this challenge and 

demonstrate a bipolar metal-oxide semicon-

ductor tunnel junction diode that converts 

incident photons in the long-wave IR part 

of the electromagnetic spectrum (7 to 14 

µm) to electricity. Incident electromagnetic 

waves are coupled by a grating to an electro-

magnetic mode that confines light strongly 

in a 3- to 4-nm silicon dioxide barrier be-

tween the metal grating and a base layer of 

doped silicon (see the figure). The strong 

electromagnetic field concentration drives 

photon-assisted tunneling of electrons from 

the doped p-type silicon into the metal and 

to the n-type silicon part. Although the over-

all process shares superficial similarities to 

a photovoltaic system because it uses a pn 

junction, the current instead is generated 

from photon-assisted tunneling between two 

metal-oxide semiconductor diodes rather 

than a depletion region.

The authors demonstrate a peak power 

density of 61 µW/cm2 for a 350°C radia-

tive source. This appears relatively modest 

at first glance, as the achieved power cor-

responds to a considerably lower efficiency 

than the Carnot limit. However, these re-

sults are orders of magnitude better than 

previous unipolar metal-oxide semiconduc-

tor tunnel junction diodes (8, 9). The use of 

multiple interdigitated bipolar junctions—

which yields a periodic well structure where 

charge is stored that can be additionally 

pumped from p+ to metal and from metal 

to n+, enables the leap in performance. This 

process yields an open-circuit voltage that 

is substantially higher than the actual volt-

age induced by the IR radiation across the 

tunnel junction and overcomes the chal-

lenge of achieving high asymmetries at 

small voltages.

Converting thermal radiation to elec-

tricity from low-temperature sources (or 

higher-temperature ones such as the Sun) 

can be more effectively harnessed through 

photonic approaches that concentrate 

light or enhance light-matter interaction. 

These approaches are essential to enable 

improved performance for thermophoto-

voltaic devices (4, 5). In a similar vein, the 

authors cleverly exploit both photonic de-

sign and materials properties to enhance 

the photon-assisted tunneling effect. The 

authors leverage a phonon resonance of 

silicon dioxide in the 8-µm range, which 

overlaps well with the blackbody spectrum 

of thermal emitters in the 200° to 400°C 

range. This specific resonance yields wave-

length ranges where silicon dioxide has 

a near-zero permittivity (10) and enables 

funneling of incident thermal radiation to 

improve tunneling efficiency. Although this 

initial performance is compelling, it leaves 

a large fraction of incident thermal radia-

tion uncoupled at wavelengths away from 

silicon dioxide’s phonon resonance. Intrigu-

ing opportunities and challenges thus lie in 

combining photonic microstructures and 

exploiting the intrinsic dispersion of dif-

ferent materials to make this photonic con-

centration more broadband. In doing so, a 

larger fraction of incident thermal radiation 

could be harnessed.

The authors’ use of the globally standard 

complementary metal-oxide semiconduc-

tor (CMOS) platform allows for the scal-

ability that will eventually be needed for 

this technology. However, a substantial 

amount of wasted heat still lies at tempera-

tures below 250°C (2). Conversion of low-

temperature radiated heat to electricity, all 

the way down to ambient (0° to 50°C) heat 

rejected as thermal radiation to the sky (11, 

12), represents an intriguing frontier for 

energy efficiency but must ultimately be 

able to deliver meaningful performance at 

an attractive cost point. Indeed, the laws 

of thermodynamics that Carnot glimpsed 

in his prescient experiments two centuries 

ago place fundamental constraints on our 

ability to convert energy. Nonetheless, con-

siderable headroom still remains to better 

control and harness our collective thermal 

energy footprint at the very largest scales. j
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~1 cm

A device with many junctions 

By using many tunnel diodes (see inset), a larger voltage (V) is generated 

from the IR radiation of the heat source. The light is funneled into a very thin 

silica barrier between doped silicon and an aluminum grating. 

Bipolar semiconducting 

tunnel diode

The concentrated light (red) 

drives charge carriers to tunnel 

from the p-type to the n-type 

silicon and thus generates a 

rectifying current. 

Silicon

dioxide

Broadband

IR thermal

radiation

Bipolar metal-oxide

semiconductor tunnel diode

n+ Si p+ Si

Aluminum

Silicon dioxide

Resistor

conducting Bipolar semic

n+ Si p+ Si

Resistor
V

IR light

concentration

250° to 400°C

heat source

Silicon (Si)

Converting heat into power
Infrared (IR) radiation from lower-temperature heat sources is usually wasted, but certain specialized devices 

can convert this radiation into electricity. A bipolar semiconductor tunnel diode accomplishes this through a 

combination of light funneling and light-facilitated electron tunneling. 
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SYNTHETIC BIOLOGY

Neuron-targeted electrical modulation
Engineering neurons to make conductive polymers enables cell type–specific behaviors

By Kevin J. Otto and Christine E. Schmidt 

C
onductive polymers have been widely 

studied and used for biomedical ap-

plications—including as biosensors, 

neural prostheses, and  bioactuators 

—and for drug delivery and tissue 

engineering (1). Conductive polymers 

are organic chains of alternating single and 

double bonds, which endow the polymers 

with metal-like semiconductive properties. 

Exogenous application of electrical stimula-

tion to these polymers can promote cellular 

activities such as proliferation, adhesion, 

migration, differentiation, and protein se-

cretion. Because many cells and tissues, par-

ticularly neurons, are responsive to electrical 

fields, conductive polymers are attractive 

for biological and medical applications. On 

page 1372 of this issue, Liu et al. (2) report 

a genetically targeted approach to assemble 

conductive polymers in neurons. This in turn 

remodels membrane electrical properties 

and enables cell type–specific cellular and 

behavioral modulation, such as control of 

neuronal firing, as demonstrated in cultures 

of rat hippocampal neurons, mouse brain 

slices, human cortical spheroids, and in liv-

ing Caenorhabditis elegans worms.

Commonly studied conductive polymers 

include poly(3,4-ethylenedioxythiophene 

(PEDOT), polyaniline (PANI), and polypyr-

role. Conductive polymers have traditionally 

been synthesized as standalone biomateri-

als that are used in cultured cells or for im-

plantation in vivo (1). Integrating conductive 

polymers into tissues is critical for localized 

delivery of electric fields. There have been 

attempts to polymerize electroactive mate-

rials directly into tissues  to provide a more 

seamless interface between the conductive 

substrate and cells. The first reports of suc-

cessful in vivo polymerization of PEDOT in 

the brains of rats demonstrated that it did 

not negatively affect behavior (3, 4). Although 

these studies show some local specificity, the 

polymers are ubiquitous throughout the neu-

ral space and thus do not provide cell-type 

specificity. Alternative injectable neural in-

terfaces are being developed (5); however, 

these are also not targeted to specific cells.

Liu et al. demonstrate in vivo polymer-

ization of PANI conductive polymers that 

are manufactured according to specific cell 

types and modify the electrical properties 

of the cell membrane. They genetically en-

gineered neurons, using adeno-associated 

virus (AAV) vectors, to express peroxidase 

enzyme on the outside of cell membranes. 

Peroxidases catalyze polymerization of ani-

line monomer and dimer precursors when 

infused into cells or tissues. This approach 

could provide more cell-specific targeting of 

electric fields (see the figure).

Bioelectronic medicine, which aims to 

electrically modulate neural elements for 

target- and organ-specific effects, promises 

improved specificity and efficacy over tra-

ditional pharmaceutical medicine (6). The 

approach has been heralded as the frontier 

of medicine (7), and a roadmap has guided 

numerous funding opportunities (8). In-

tended therapeutic benefits of bioelectronic 

medicines are often contingent on activat-

ing a predominant effect (such as excitatory 

or inhibitory) and/or conveying unidirec-

tional information (efferent or afferent) in 

nerves. Side effects arise from the activation 

of off-target cells or tissues and can result in 

undesired outcomes, such as stimulation of 

the cough reflex in vagal nerve stimulation 

and seizure episodes in deep brain stimu-

lation. Thus, targeting a subpopulation of 

neurons is attractive. This is challenging 

in current systems because of spatial prox-

imity of different neural elements, such as 

excitatory neurons located near inhibitory 

elements or efferent axons close to afferent 

axons. Genetically targeting cell-specific ex-

pression of conductive polymers could over-

come this challenge.

Autonomic neural modulation (such 

as vagus nerve stimulation) is a subset of 

bioelectronic medicine in which cell-type 

specificity is particularly desirable. Auto-

nomic neural modulation involves electri-

cal stimulation of the autonomic nervous 

system—for example, to decrease sympa-

thetic activity (“fight or flight”) and in-

crease parasympathetic activity (“calm and 

composed”) as a therapeutic strategy for 

the treatment of diseases such as epilepsy 

and depression. The first in-human evi-

dence of autonomic neural modulation—

vagal stimulation for epilepsy (9)—paved 

the path for other clinical uses. Yet, there is 

room for clinical improvement. Autonomic 

nerves often contain motor and sensory 

axons as well as sympathetic and para-

sympathetic information. Parasympathetic 

motor axons can drive hormonal release in 

off-target organs; sensory axons could mis-

communicate organ state information to 

the brain. As greater understanding of the 

innervation of end organs is discovered, it 

is likely that cell type–specific activation 

will result in desirable organ effects with-

out the undesirable side effects.

Another approach of bioelectronic medi-

cine uses neuromodulation for prosthe-

ses. Stimulation of peripheral nerves has 

been enabled by advances in materials, 
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Modes of neural modulation
Altering nerve activity is an important therapeutic 

strategy. Pharmacological modulation results in 

systemic and unwanted side effects. Bioelectronic 

approaches increase targeting of defective neural 

pathways. However, ensuring that specific cells are 

modulated could allow behavioral modification with 

minimal side effects.
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electronics, and devices (10, 11) and has 

emerged as a successful approach for am-

putees by conveying sensory information 

from limb prostheses directly to the users’ 

nervous system (12–14). Cell-type specific 

modulation could improve these applica-

tions; for example, sensory fibers related 

to a prosthesis’s  physical interaction with 

the environment (somatosensation and 

proprioception) need to be excited  while 

avoiding undesirable side effects if motor 

axons were simultaneously excited.

Integrating cell type–specific conducting 

polymers into tissues could also enhance 

the regeneration of tissues after injury or 

disease. The body contains electric fields 

that play roles during embryogenesis and 

wound healing by guiding cell migration 

and eliciting protein secretion. Exogenous 

application of electrical fields affects simi-

lar processes. Conductive polymers have 

been explored as electroactive substrates 

for regenerative medicine to stimulate tis-

sue repair (15).

There remain considerable hurdles to 

the translation of cell type–specific neural 

modulation approaches. Liu et al. use AAV 

transfection, which is still being developed 

for applications in humans because of the 

regulatory challenges of gene therapy. It 

also remains to be elucidated whether this 

approach will be viable in higher-order 

species, especially vertebrates. Last, it is 

unclear whether the biologically assem-

bled conductive polymers are transmem-

brane or extracellular, which could affect 

cellular modulation. j
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Dry conditions liberate female toads to drive 
sexual selection of male mates

By Marlene Zuk 

 I
f there is one thing that biologists 

used to agree on, it was that mating 

between two animals of different spe-

cies yields unfavorable results. (Plants 

have a dodgy reputation for insouciant 

polyploidy and hence have often been 

ignored.) Basic biology classes teach that 

different species usually cannot interbreed 

successfully and that rarely produced cross-

bred offspring (hybrids) are often infertile 

or of lower fitness. Now, on page 1377 of 

this issue, Chen and Pfennig (1) contradict 

conventional wisdom about the disadvan-

tages of hybridization and provide a con-

nection between species diversification, 

sexual selection, and, ultimately, the con-

text dependence of behavioral evolution.

In general, scientists expect mate selec-

tion to favor precise species-recognition 

mechanisms, and indeed, many organ-

isms display such finely tuned abilities (2, 

3). Architects of the Modern Evolution-

ary Synthesis (which merges Mendelian 

genetics with Darwinian evolution) were 

so convinced of the importance of species 

recognition that they virtually dismissed 

sexual selection—that is, selection due to 

reproductive competition—as a force in 

evolution. Indeed, in 1942, evolutionary 

biologist Ernst Mayr proclaimed (4), “it 

is now recognized that many phenomena 

previously thought to promote intraspe-

cific sexual selection are actually specific 

recognition marks.”

Hybrids now have a more respectable 

reputation. Spurred partly by advance-

ments made in genomics over the past 

few decades, biologists have come to ac-

knowledge more and more the importance 

of hybrids in generating biodiversity at a 

macroevolutionary scale (5). For example, 

whole-genome analysis facilitated the as-

sessment of introgression (gene flow from 

one species into the gene pool of another) 

and revealed a history of hybridization in 

numerous taxa (including humans) with-

out having to rely on observable morpho-

logical differences between groups (5). 

Scientists also now understand that sexual 

selection in the form of mate choice and 

mate competition account for differences 

in male and female behavior, appearance, 

and life history that go far beyond recogni-

tion of conspecifics (6).

Chen and Pfennig studied hybridization 

between two species of spadefoot toads 

that live in ephemeral ponds of varying 
Department of Ecology, Evolution, and Behavior, University 
of Minnesota, St. Paul, MN, USA. Email: mzuk@umn.edu
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mechanisms be similarly flexible depend-

ing on environmental circumstances?

At a more proximate level, it would be 

worth investigating the cue used by the fe-

male toads to determine what constitutes a 

shallow enough pond to trigger the attrac-

tion to heterospecific males. The females 

spend up to several hours swimming and 

submerged in the ponds before they select 

a mate, but how the water level is assessed 

and how that evaluation translates into a 

preference for a particular mating-call fre-

quency remain unknown. Females of many 

species, from butterflies to birds, choose 

egg-laying or nesting sites (9), but such 

habitat selection is not generally linked to 

mate choice, as it is in the toads.

The toads might also illustrate another 

phenomenon gaining attention: evolution-

ary rescue. In this case, an adaptive change 

allows persistence of a population that 

would otherwise face extinction (10). The 

classic case of evolutionary rescue entails 

a large population that, when subjected to 

a rapid ecological change, evolves its way 

out of the new pressure because genetic 

variation enables the population to adapt. 

Here, the behavioral plasticity of female S. 

bombifrons, rather than their genetic vari-

ability, is key to their survival. The females 

exert a preference for particular males, 

but only when it serves as an adaptive re-

sponse to impending death of the tadpoles 

in shallow ponds. Whether such behav-

ioral responses account for other instances 

of evolutionary rescue remains to be seen.

The new work underscores the complex 

interaction of genes, environment, and 

behavior in evolution. Although the im-

portance of the first two are widely acknowl-

edged, behavior is sometimes dismissed as 

ephemeral and less likely to contribute to 

evolutionary changes. The interspecific hy-

bridization that simultaneously rescues S. 

bombifrons in dry environments and exerts 

selective pressure on the mating calls of S. 

multiplicata occurs only because of a finely 

tuned sensory response to both ecological 

and behavioral signals. j
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A S. bombifrons female (left) will mate with an 

S. multiplicata male (right) to increase their offspring’s 
fitness under harsh environmental conditions.

depth in the United States and Mexico (see 

the photo ). In shallow ponds, but not deep 

ones, female Plains spadefoot toads, Spea 

bombifrons, prefer to mate with a male 

of another species, the Mexican spadefoot 

toad, S. multiplicata. The resulting hybrid 

tadpoles develop faster than nonhybrids, 

which means they stand a greater chance 

of becoming adults before harsh conditions 

cause the ponds to dry up. But the S. bom-

bifrons females do not mate with just any 

heterospecific; they prefer males with par-

ticularly attractive mating calls.

Female S. bombifrons that follow these 

rules yield offspring with greater fitness 

than if they mated with male S. bombi-

frons. This means that females exert sexual 

selection pressure on males of a different 

species, a phenomenon that has not previ-

ously been reported.

Two of the many intriguing aspects of 

this finding are the demonstration that 

hybridization can be adaptive and that fe-

males drive the process. It has long been 

known that animals do not always mate 

with the “correct” species and sometimes 

even mate with inanimate objects. Austra-

lian jewel beetles, for example, famously 

attempt to copulate with beer bottles, but 

the actors in such cases are virtually al-

ways males (7). The sex difference in such 

so-called mistakes is usually attributed to 

the higher cost of misidentification for fe-

males, who generally make the larger in-

vestment in offspring (8). Mating with the 

“wrong” species could, therefore, mean loss 

of reproductive success for an entire breed-

ing season. Conversely, a male that mates 

with a heterospecific species or an object 

risks only the time and effort expended in 

the mating. It might even be beneficial to 

have a broad filter for acceptable mates, 

because missing a mating opportunity is 

likely more costly than wasting sperm. 

Although the bottle-infatuated beetles do 

experience reduced survival, perhaps sci-

entists have been too hasty in dismissing 

all male-initiated hybridization attempts 

as mistakes.

The study by Chen and Pfennig suggests 

many avenues for future research, starting 

with the question of just how widespread 

sexual selection across species might be. 

Opportunities could be afforded in the 

many groups of animals that occur in spe-

cies “flocks” or “swarms,” including cichlid 

fishes, Hawaiian crickets, and drosophilid 

flies. Plants are another unexplored ave-

nue for deciphering the cross-species mat-

ing phenomenon. Could incompatibility 
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Taking on all 
of the biomass 
for conversion
A catalytic process 
converts hardwood into 
phenol, propylene, 
and other valuable products

By Tao Zhang

T
he old saying that “you can make 

everything from biomass except 

money” sums up the huge chal-

lenges of converting lignocellulose 

into fuels and chemicals in a cost-

competitive manner. Most efforts 

separate its more readily processed cellu-

lose and hemicellulose components from 

lignin. However, upgrading the methoxyl-

ated phenylpropanoid lignin biopolymer (a 

process called valorization) has become the 

bottleneck (1). On page 1385 of this issue, 

Liao et al. (2) address this key issue in a 

more holistic way. Rather than separate 

the components, they converted woody 

biomass into phenol and propylene, two 

bulk chemicals widely used in the poly-

mer industry, and coproduced valuable 

phenolic oligomers and a carbohydrate 

pulp amenable to bioethanol production. 

The total conversion efficiency is impres-

sive, up to 78% by weight (wt %) based 

on the initial mass input. Moreover, both 

technoeconomic analysis and life-cycle as-

sessment reveal that such an integrated 

process can be profitable and sustainable.

Intensive research efforts have been in-

vested toward valorization of lignin (3), but 

most studies have focused on the conver-

sion of lignin-related model compounds; 

few succeeded with real lignocellulose. In 

contrast to those chemistry-centered stud-

ies, Liao et al. is more engineering-guided. 

In particular, the efficient valorization of 

lignin involves reductive catalytic frac-

tionation (RCF), extraction of phenolic 

monomers, and catalytic funneling (see the 

figure). On a lignin basis, this process pro-

vided phenol in 20 wt % yield with copro-

duction of 9 wt % propylene. Most state-

State Key Laboratory of Catalysis, Dalian Institute of 
Chemical Physics, Chinese Academy of Sciences, Dalian 
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of-the-art lignin conversion strategies have 

produced a mixture of phenols, arenes, 

and their oligomers (4, 5) that cannot be 

directly used as chemicals without further 

expensive and energy-intensive separation 

operations in downstream utilization.

In their first RCF step, hardwood re-

acted with added hydrogen (H
2
) over a

metal catalyst (ruthenium on a carbon 

support, Ru/C) to yield lignin oil contain-

ing phenolic monomers in near-theoretical 

yields (~50 wt%) and a solid carbohydrate 

pulp. This “lignin-first” strategy overcame 

the condensation of the reactive interme-

diates and achieves near-complete deligni-

fication with little carbohydrate degrada-

tion. The monomers in the lignin oil 

were easily extracted with a less than 

sixfold added mass of n-hexane in a 

cost-effective way.

Given the excellent yields of pheno-

lic monomers and the high extraction 

efficiency, Liao et al. sought an effec-

tive catalytic process to convert the 

lignin monomers into phenol, which 

is the key step in demonstrating the 

concept of lignin-to-phenol biorefin-

ery because the phenolic monomers 

contain both methoxy groups and 

other versatile substitute groups on 

different positions of the benzene 

ring (1). Removal of these functional 

groups without destroying the ben-

zene ring and the phenolic hydroxy 

represents a huge challenge in cataly-

sis, given their similar bond dissocia-

tion energy.

To reach this target, a stepwise 

catalytic process was needed. First, 

removal of methoxy groups was ex-

plored. To make the process economi-

cally viable, a solvent- and sulfur-free 

continuous catalytic gas-phase hydro-

processing was performed over a non–

noble metal catalyst, nickel on a silica 

support (Ni/SiO
2
). Model compound

study indicates that the well-dispersed Ni/

SiO
2
 catalyst showed remarkable versatil-

ity on different methoxylated alkylphenols 

through either direct demethoxylation or 

tandem demethylation-dehydroxylation. 

Hydroprocessing of the lignin monomers 

mixture provides high selectivity (75 to 

85%) toward n-propylphenols and ethyl-

phenols at nearly complete conversion.

The major byproducts of methoxy cleav-

age were water and methane, and the re-

action proceeded without formation of 

carbon monoxide or carbon dioxide. Water 

was beneficial to maintain robust cata-

lytic activity in the next dealkylation step. 

Methane, together with small molecules 

(such as excess H
2
, ethylene, methanol, and

methyl acetate) generated in other steps, 

could be incinerated to provide heating, 

cooling, and electricity.

In the subsequent dealkylation step, the 

researchers developed a hierarchical cata-

lyst based on ZSM-5, which they named 

Z140-H, that had a balanced network of 

micro- and mesopores for the dealkylation 

of the crude alkylphenol condensates. 

Near-quantitative transformation through 

a carbenium mechanism led to a combined 

yield for phenol and olefins of 82%. Zeolites 

with smaller or larger pore sizes did not 

work, because of either pore restriction or 

a lack of the pore confinement needed for 

shape-selective conversion. These findings 

underline the importance of zeolite hierar-

chization in the dealkylation reaction and 

the need for customized catalysts.

To make the technology sustainable and 

economically feasible, full valorization and 

utilization of all of the components in the 

woody biomass are essential. After extrac-

tion of monophenols from lignin crude 

oil, Liao et al. disclosed a new application 

of the residue oligomers to replace fossil-

based p-nonylphenol by making high-

quality printing ink, which provides an 

unexplored market potential for phenolic 

oligomers, a major fraction in almost all 

the lignin depolymerization processes. As 

for the carbohydrate pulp generated in the 

RCF step, it can be readily converted to 

ethanol after a near-simultaneous sacchar-

ification-fermentation process.

A technoeconomic analysis indicates that 

self-energy supply is enough to operate the 

integrated biorefinery. For a factory with 

capacity production of 100 kilotons of bio-

phenol per year, an internal rate of return of 

23.33% and a payout time of ~4 years for a 

plant with a lifetime of 20 years are antici-

pated. Moreover, life-cycle assessment sug-

gested a much lower carbon footprint for 

phenol and propylene compared to their fos-

sil-based counterparts. Taking into account 

the manufacturing investment, production 

efficiency, and product price, as well as the 

lower carbon footprint, this process shows 

great potential for practical application.

The study by Liao et al. not only offers 

an attractive approach toward the 

production of phenol and propylene 

from lignin, it also realizes full uti-

lization of all components in ligno-

cellulose. However, some key issues 

must be addressed for large-scale 

commercialization. For instance, 

nonhardwood feedstocks such as 

pinewood, cornstalk, and bagasse 

should be studied to improve versa-

tility. In the RCF step, a large amount 

of Ru/C catalyst (10% based on wood 

weight) was used, and a non–noble 

metal catalyst would be less costly 

and more sustainable (6). Further, 

unlike fuels, the value of chemicals 

depends on purity, especially for phe-

nol and propylene as monomers for 

the polymer industry. At present, how 

to obtain these two products in suffi-

ciently high purity is not clear.

For biorefineries to play a greater 

role in the production of liquid fuels 

and chemicals, feedstock conversion 

must be maximized. Robust catalysts 

combined with high-efficiency pro-

cess engineering are still desirable. 

In fundamental studies, some elegant 

progress has been achieved recently, 

including a solar energy–driven 

lignin-first approach (7), a formaldehyde 

stabilization strategy (8), and mild redox-

neutral depolymerization (9). j
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The diverse mix of lignin-derived monomers undergoes catalytic 

funneling to produce mainly phenol and propylene.
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By Graham Carpenter1 and Robert Coffey2

S
tanley Cohen, biochemist and Nobel 

laureate, died on 5 February at age 

97 in Nashville, Tennessee, where he 

had served on the faculty of Vander-

bilt University since 1959. With neu-

robiologist Rita Levi-Montalcini, 

Cohen discovered the first growth factor, 

a hormone-like protein that regulates 

cell responses such as proliferation and 

differentiation.

Born to Russian immigrants in Brooklyn, 

New York, Cohen graduated from Brooklyn 

College in 1945 with majors in chemistry 

and zoology. He then received a master’s 

degree in zoology from Oberlin College in 

Ohio and a Ph.D. in biochemistry from the 

University of Michigan in 1948. After a post-

doctoral fellowship, he became a faculty 

member at Washington University in St. 

Louis in 1953. There, his collaboration with 

Levi-Montalcini resulted in the discovery of 

nerve growth factor (NGF). Levi-Montalcini 

had made the crucial observation that NGF’s 

biological activity was due to a diffusible 

substance. Cohen then proved that a single 

protein was the responsible agent—a criti-

cal advance that made NGF a scientifically 

recognized agent. Both Levi-Montalcini 

and Cohen were creative thinkers and de-

termined experimentalists. As Cohen once 

remarked, “On our own we were good and 

competent. Together we were marvelous.”

In 1959, Cohen moved to Vanderbilt 

University as an assistant professor of bio-

chemistry, where he discovered and puri-

fied epidermal growth factor (EGF) from 

mice. His bioassay for EGF was based on its 

capacity to induce precocious eyelid open-

ing in newborn mice. It is difficult to imag-

ine the time, coordination, patience, skill, 

and luck required for this to succeed. Years 

later, another group reported that in this 

assay, newborn female mice also exhibited 

precocious opening of the vagina. Stan’s shy 

response was that he had also noticed this 

but was too embarrassed to report it.

In the following decades, Cohen re-

lentlessly and productively pursued the 

mechanism of action underlying EGF. The 

identification of the EGF cell surface re-

ceptor (EGFR) provided a starting point 

to elucidate the mechanism by which EGF 

provoked biological responses, such as cell 

proliferation, in target cells. By showing 

that EGF binding to the EGFR in mem-

brane preparations activated a biochemical 

response, Cohen paved the way for the first 

analysis of a hormone’s mechanism at the 

biochemical level. When investigators in the 

lab of biochemist Edward Krebs in Seattle 

called Cohen to say that they had success-

fully repeated his experiments, Cohen was 

enormously proud. He always took great 

care to delay publication of data in his lab 

until repeatability  was assured.

Finally, Cohen’s group demonstrated that 

the EGF:EGFR complex was trafficked from 

the cell surface to intracellular lysosomes. 

These studies upended the accepted view 

that bioactive molecules, bound to recep-

tors, simply associated and dissociated at 

the cell surface. These seminal investiga-

tions have proven to be true for other bioac-

tive proteins, including hormones, growth 

factors, viruses, and toxins.

Cohen’s contributions served as a model 

that has led to the identification of nearly 

100 other growth factors and at least 50 re-

ceptors, all with important biological activi-

ties in humans. His trailblazing leadership 

led to numerous scientific awards, culmi-

nating in the 1986 Nobel Prize in Medicine 

or Physiology. Cohen’s EGFR studies later 

provided the basis for the development of 

clinically effective drugs used to combat 

cancer. This application was unanticipated 

when the Nobel Committee made its pre-

scient decision, a decade before the advent 

of precision medicine.

Stan’s productivity belied that fact that 

his lab group seldom included more than 

three other people: two dedicated research 

assistants and one postdoctoral fellow (stu-

dents were very rare). With the exception 

of one 10-year period, the Cohen lab was 

continuously funded by one rather modest 

National Institutes of Health grant. Stan’s 

relentless focus and thinking was the key to 

the group’s success. Puffing on a corn cob 

pipe, he spent hours walking the hallways at 

Vanderbilt either devising the ideal experi-

ment or stopping to test his ideas with col-

leagues (including the two of us). Inevitably, 

the pipe was left on a nearby refrigerator 

or stuffed in his pocket where it would 

burn a hole. This routine was well known 

by everyone and the mislaid pipes would 

be returned by professors, technicians, or 

janitorial staff. This intense experimental 

focus also made him an easy target for April 

Fools’ jokes perpetrated by lab personnel.

Stan approached life with optimism and a 

smile. Always humble, he attributed his pro-

fessional success to paying careful attention 

to the data and to luck. Colleagues were al-

ways impressed at how Stan logically iden-

tified the next question and then went to 

his lab to do the critical experiment himself. 

Stan had a driving need to be as close to 

the experiment as possible, which included 

the validity of reagents—he never accepted 

experiments conducted with “kits.”

In addition to working intensely, Stan 

enjoyed listening to music, playing the 

clarinet (with local amateur musicians), 

whitewater canoeing, and hacking away at 

a tennis ball. Shortly after retirement, Stan 

moved for a few years to Arizona, where he 

discovered a passion for off-road driving. 

He also devoted much of his time to volun-

teering in a public junior high school as a 

science adviser.

Stan is survived by his devoted wife Jan, 

three sons, and two granddaughters. His 

stellar career serves as a reminder that 

basic observations in the lab, pursued 

doggedly, can have long-lasting, benefi-

cial consequences for humankind. Today, 

Stan’s discoveries help countless patients 

with advanced lung, colorectal, and head 

and neck cancer, for which pharmacologi-

cal blockade of the EGFR  is a mainstay of 

treatment. j

10.1126/science.abb4095
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Award-winning biochemist who shed light on cell growth
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By Ida Sim1,2, Michael Stebbins3, Barbara 

E. Bierer 4,5, Atul J. Butte1, Jeffrey Drazen6, 

Victor Dzau7, Adrian F. Hernandez8, Harlan M. 

Krumholz9, Bernard Lo10, Bernard Munos11, 

Eric Perakslis8, Frank Rockhold8, Joseph S. 

Ross9, Sharon F. Terry12, Keith R. Yamamoto1, 

Deborah A. Zarin4, Rebecca Li2,13

 T
he U.S. National Institutes of Health 

(NIH), the largest global funder of 

biomedical research, is in the midst 

of digesting public comments toward 

finalizing a data sharing policy. Al-

though the draft policy is generally 

supportive of data sharing (1), it needs 

strengthening if we are to collectively 

achieve a long-standing vision of open sci-

ence built on the principles 

of findable, accessible, in-

teroperable, and reusable 

(FAIR) (2) data sharing. Re-

lying on investigators to vol-

untarily share data has not, 

thus far, led to widespread 

open science practices (3); 

thus, we suggest steps that 

NIH could take to lead on 

scientific data sharing, with 

an initial focus on clinical 

trial data sharing.

In 2013, the White House 

directed all U.S. federal re-

search funding agencies with 

more than $100 million in annual research 

and development expenditures to develop 

programs to ensure access to the results of 

publicly funded research, including peer-

reviewed publications and digital data (4). 

The directive was explicit: “[D]igitally for-

matted scientific data resulting from unclas-

sified research supported wholly or in part 

by Federal funding should be stored and 

publicly accessible to search, retrieve, and 

analyze.” In 2015, the NIH issued its plans 

for responding to this directive, asserting 

its explicit intent “to make public access to 

digital scientific data the standard for all 

NIH-funded research” and to “[e]nsure that 

data management plans include clear plans 

for sharing research data” (5). In Novem-

ber 2019, the NIH assured the U.S. Govern-

ment Accountability Office that “it is in the 

process of developing an agency-wide data 

management and sharing policy, including 

compliance mechanisms, to fully implement 

its public access plan” (6).

Under the draft policy, NIH would require 

researchers to submit a plan describing the 

“rationale for decisions about which sci-

entific data will be preserved and shared.” 

However, the draft policy does not specify a 

minimum standard or time frame for data 

sharing and, most importantly, stops short 

of a definitive mandate for sharing. In the 

absence of an explicitly stated requirement, 

we are concerned that researchers will be 

able to comply with this policy even if their 

plan was to effectively withhold data from 

public access (for example, some current 

plans amount to little more than “email 

me”). As written, the draft policy may not 

practically result in data being shared by 

default for NIH-sponsored research. More-

over, the draft policy requires submission of 

data sharing plans only after the proposal 

review process has concluded, which re-

searchers could interpret as meaning that 

data sharing plans are not a core part of 

good scientific practice, unlike trial recruit-

ment or statistical analysis plans.

To be sure, there are challenges to imple-

menting FAIR data sharing. For some types 

of data, sharing may be legitimately delayed 

or restricted to protect confidential commer-

cial information or for reasons of national or 

personal security. Privacy considerations are 

paramount when sharing individual partici-

pant-level data from human studies, which 

legitimize additional protections.

Although it would advance the entire re-

search enterprise, mandatory data sharing 

would have perhaps its broadest and most 

immediate impact on clinical trials, where 

sharing of participant-level data will not 

only accelerate discovery but would also 

meet the ethical imperative to honor trial 

participants’ assumption of personal risk by 

maximizing the potential sci-

entific value of the data. Sub-

stantial advances have been 

made in recent years in the 

technology, infrastructure, 

and governance of partici-

pant-level clinical trial data 

sharing. Several repositories 

have established successful 

models of sharing and have 

demonstrated assurance of 

patient privacy and security 

and feasibility of use and are 

experiencing accelerating 

user uptake (7–9). Concern 

over where and how to share 

clinical trial data is no longer a viable ratio-

nale for delay, even as we acknowledge that 

more needs to be done to ease researcher use 

of these repositories.

One argument for delaying mandated 

sharing is the desire to introduce the require-

ment only when all support infrastructure is 

in place. Although additional standards, pol-

icy, and support infrastructure are needed, 

NIH should not let the perfect be the enemy 

of good progress. A phased program begin-

ning with mandatory sharing of clinical trial 

data, with expansion to other types of data 

as standards and best practices around data 

stewardship emerge, seems wise. NIH al-
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ready has the requisite technical (such as 

ClinicalTrials.gov) and policy infrastructure 

(10) that can be extended to support a man-

date for participant-level clinical trial data

sharing. Mandates may also drive additional

public and private investments to bolster a

wider data sharing ecosystem. For clinical

trials, for example, substantial private invest-

ment in data repositories has helped to ex-

pand data sharing capacity for both industry

and academic trials (11).

Another concern about a sharing require-

ment is the imposition of rigid standards. 

Certainly, investigators should have some 

flexibility—for example, when to share data 

and which platform to use—but should be 

held accountable for meeting minimum stan-

dards of data stewardship and availability. 

Flexibility in how to share, not whether to 

share, should be the policy framework. For 

clinical trials in particular, refusing to share 

breaks trust with trial participants’ strong de-

sire to share (12). Past experience has shown 

that science can flourish because of, not in 

spite of, mandated data sharing: NIH’s 2014 

Genomic Data Sharing Policy implemented 

explicit data sharing requirements with 

sanctions for noncompliance. After some 

early resistance from the genetics investiga-

tor community, genomic data sharing is now 

widely accepted by researchers and research 

institutions and was a major enabler of the 

extraordinary scientific and economic value 

gained from the Human Genome Project.

Specific, practical, and implementable NIH 

policies can help transform academic culture 

and practice toward routine data sharing. 

Building on the current draft plan, we recom-

mend that NIH establish mandated sharing 

of participant-level data from interventional 

clinical research, for which the ethical argu-

ments for sharing are most compelling. Be-

low, we recommend new enforceable policies 

for implementing such a mandate. These 

recommendations should apply to all pro-

spective human subjects research and could 

subsequently be adapted for other biomedi-

cal research data sharing.

NIH should establish standards for clinical 

research data sharing repositories, maintain 

a list of approved repositories, and promote 

awareness and use of these repositories. NIH 

should take the lead in facilitating interoper-

ability among approved repositories and fos-

tering close coordination with ClinicalTrials.

gov to minimize burdens to investigators and 

ensure that the data are “findable” and can be 

understood in the context of the full range of 

studies on a particular topic.

NIH should require all clinical research 

proposals to include a data sharing plan that 

commits to sharing participant-level data 

in an approved repository. This data shar-

ing plan should be explicitly scored in the 
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grant review process; scores should affect 

the overall funding decision. Once funded, 

researchers should be required to post the 

data sharing plan, selected repository, and 

anticipated date of data availability to Clini-

calTrials.gov before enrollment of the first 

participant to provide public accountability. 

Subsequent-year funding (for the duration 

of the study) should be contingent on meet-

ing these new ClinicalTrials.gov reporting 

requirements. Applications should include 

the methods and appropriate budget in the 

main grant proposal to ensure appropriate 

data stewardship so that data will be findable 

and sharable in approved repositories at the 

conclusion of the study.

In addition to the current requirement 

that human studies report summary results 

to ClinicalTrials.gov within the time frames 

established under the law (generally 1 year, 

with some exceptions) (13), NIH should 

also require reporting of participant-level 

data to an approved repository within a 

reasonable time period. Although there 

is disagreement about when participant-

level data should be reported, the U.S. Na-

tional Academy of Medicine has deemed 18 

months after trial completion to be a rea-

sonable embargo period (14).

NIH should establish mechanisms for ap-

plicants to report (such as in biosketches) 

whether and how they executed on data 

sharing plans from previous grants. Conse-

quences for failing to report and share results 

should include loss of eligibility for future 

funding. Conversely, exemplary past data 

sharing practices should be recognized and 

rewarded within the grant review process. 

Because technical and policy issues remain, 

NIH should continue to support efforts to ad-

dress challenges to effective FAIR data shar-

ing, such as data management, alignment for 

reuse, and sharing infrastructures.

Of course, academic institutions must be 

partners in this effort. Academia must train 

and support investigators to meet data shar-

ing objectives; partner with approved data 

sharing platforms; recognize data contribu-

torship in hiring, promotions, and tenure 

decisions (15); and train and reward investi-

gators for reusing data as a valuable comple-

ment to generating data through primary 

studies. As a major source of funding for 

academic medical centers, the Clinical and 

Translational Science Award program and 

other major NIH networks should include 

institutional data sharing practices in its 

evaluation and funding criteria. Academia, 

NIH, scientific societies, and other stake-

holders should work together to achieve 

clear and consistent rewards for and en-

forcement of all data sharing requirements, 

including sanctions for noncompliance. Fair 

and robust oversight is essential to ensure 

that the fruits of federally funded research 

are put to maximal use.

We suggest that limited data sharing arises 

not from culture but from policy. Researcher 

reluctance to share is a rational response to 

existing incentive systems that measure and 

reward individual achievement partly on the 

basis of the accumulation and use of closely 

held data sets. NIH has outsized influence 

to adjust these incentives by mandating and 

making funding contingent on data shar-

ing, realigning researcher behavior with core 

values of scholarship. Once data sharing be-

comes the norm, researchers and the general 

public will benefit, and in turn, sharing will 

itself become an incentive. j
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I
n the early 20th century, astronomers be-

lieved in a uniformity principle that held 

that all objects in the universe were made 

of the same elements, in approximately 

the same amounts. In 1925, however, 

Cecilia Payne, a Ph.D. student at Har-

vard, discovered that stars are composed 

of a million times more hydrogen than was 

previously assumed. But because she was 

young and female, the scientific community 

rejected her findings. It would take several 

decades before Payne-Gaposchkin received 

the recognition she was due. In What Stars 

Are Made Of, using compact and skill-

ful prose, Donovan Moore charts Payne-

Gaposchkin’s scientific life from grade school 

standout to world-class astronomer.

Moore includes impressive context on the 

misogyny that existed within British aca-

demic society at the turn of the 20th cen-

tury. He notes, for example, the Cambridge 

University tradition wherein, when women 

entered a lecture hall, the roomful of men 

would stomp along in time with the women’s 

footsteps. It was a culture of discrimination 

that at times turned violent, as it did on 24 

October 1921, when the university announced 

its decision to grant women “titular de-

grees,” and a furious mob of Cambridge men 

stormed the women’s college, bashing in its 

iron gates with a coal cart. 

The reader meets physics luminaries and 

future Nobel Prize winners in the Cavendish 

laboratory, where Payne-Gaposchkin trained 

as an undergraduate. The lab was directed by 

J. J. Thomson when she arrived and Ernest 

Rutherford when she left. (Thomson, inci-

dentally, believed that women “simply did 

not have the intellectual capacity to be world-

class physicists.”) Payne-Gaposchkin was also 

taught by Niels Bohr, whose quantum theory 

of atomic structure would enable her to come 

to her own revolutionary conclusions. 

By the end of her time at Cambridge, it had 

become clear to Payne-Gaposchkin that she 

would never be employed as an astronomer 

in England. So she secured a fellowship at the 

Harvard Observatory and moved to America. 

Here, she was granted research opportuni-

ties, but the discrimination she had experi-

enced at home continued.

One of the most egregious perpetrators of 

this discrimination was Harvard’s president, 

Abbott Lawrence Lowell, who declared that 

Payne-Gaposchkin would never be named a 

professor as long as he was alive. “Lowell had 

tried to limit Jewish enrollment at Harvard to 

15 percent, and he tried to ban black students 

from living in the freshman dorms. In both 

instances, the Harvard Board of Overseers 

overruled him,” writes Moore. “The board did 

not overrule him, however, when he decreed 

in 1928 that women should not receive teach-

ing appointments from the Harvard Corpora-

tion.” Payne-Gaposchkin was devastated: “ ‘I 

had no official status,’ Cecilia recalled. ‘I was 

paid so little that I was ashamed to admit it 

to my relations in England.’” 

Despite these and other hardships, Payne-

Gaposchkin’s accomplishments were remark-

able. She wrote several books and more than 

270 journal articles, was elected to both the 

Royal and American Astronomical Societ-

ies and the American Philosophical Society, 

earned an honorary doctorate from Smith 

College, and was the first woman to receive 

the American Astronomical Society’s lifetime 

achievement award. In 1956, after Lowell’s 

death, she was named the first female pro-

fessor at Harvard. She died just before the 

election that would have admitted her to the 

National Academy of Sciences.

To Moore, Payne-Gaposchkin was the clas-

sic driven scientist. “She endured everything 

from laboratory slights to classroom derision 

because there was no choice. She was driven 

to understand, which meant that nothing in 

the way would stop her.” This is a view Payne-

Gaposchkin echoed in her own memoir: “Do 

not undertake a scientific career in quest of 

fame or money. There are easier and bet-

ter ways to reach them. Undertake it only if 

nothing else will satisfy you; for nothing else 

is probably what you will receive.” j

10.1126/science.aba9179
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A new biography tells the tale of an accomplished 
astronomer’s barrier-breaking life 

By Jennifer Carson

Sexism and the stars

What Stars Are Made Of: 
The Life of Cecilia 
Payne-Gaposchkin
Donovan Moore

Harvard University Press, 
2020. 320 pp.
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I
n the early 17th century, the English phi-

losopher and statesman Francis Bacon 

envisioned a bold, multiphase program 

to accumulate knowledge of the natural 

world. A critical part of this plan was 

Novum Organum, which celebrates its 

400th anniversary this year. In this work, 

Bacon attempted to undo the centuries-old 

dominance of Aristotelian forms of inquiry, 

encouraging readers to instead apply induc-

tive reasoning to carefully curated observa-

tions of the natural world. 

“Book One” of Novum Organum ad-

dressed why so little progress had thus far 

been made in understanding nature. Here, 

Bacon cautioned against “idols and false 

notions” that can interfere with the quest 

for scientific knowledge, providing the 

first and possibly the most comprehensive 

catalog of human foibles that can threaten 

the integrity of science. 

Bacon referred to these shortcomings as 

“Idols” of “the Tribe,” “the Cave,” “the Mar-

ketplace,” and “the Theater.” The “Idols of 

the Tribe” are the tendencies of the mind to 

leap to incorrect conclusions, for example, 

our inclination “to suppose the existence 

of more order and regularity in the world” 

than is actually there. To combat a promi-

nent Idol of the Tribe—the tendency to seek 

and be moved by confirmatory evidence 

more so than by disconfirmatory evidence 

(what we now call confirmation bias)—

Bacon directed the scientist to construct a 

“Table of Deviations, or of Absence in Prox-

imity” that documents observations that 

are similar to an affirmative but for which 

an association does not hold (e.g., although 

heat accompanies the Sun’s rays, heat does 

not accompany the rays of the Moon). 

 “Idols of the Cave” refers to how people 

occupying different “caves,” or groups, dif-

fer in their scientific beliefs and practices. 

Here, Bacon described how scientists can 

become attached to ideas or practices “ei-

ther because they fancy themselves the 

authors and inventors thereof, or because 

they have bestowed the greatest pains 

upon them and become most habituated 

to them.” 

 “Idols of the Marketplace” refers to 

the intellectual risks entailed in the use 

of language to conduct science. Bacon re-

garded this category of idol as the “most 

troublesome of all,” perhaps because one 

cannot escape using language and because 

the negative effects of this necessary prac-

tice can be so insidious. Included in this 

category is the tendency to assign names 

to things that do not exist, which encour-

ages one to believe that they do exist. 

This happens whenever researchers use 

a single label (e.g., “breast cancer”) to re-

fer to a collection of phenomena (“breast 

cancer” actually refers to many different 

pathophysiologic conditions). “Idols of the 

Theater,” or “Idols of the System,” refers 

to people’s tendency to cling to dogmatic 

systems of belief that portray a tidy and/or 

entertaining but ultimately inaccurate pic-

ture of nature.

Bacon, a contemporary of Galileo and 

Shakespeare, wrote Novum Organum at a 

time when many still believed that truths 

about the world were handed down by 

monarchs and ministers. He spoke for the 

burgeoning empirical sciences, encourag-

ing readers to use the inductive method to 

throw off the shackles of authority. But if 

we are to realize his vision for a practice of 

science that frees people from the shackles 

of both authority and their own minds, it 

might be a good idea to update the idols to 

reflect the modern challenges threatening 

the scientific enterprise today.

The Idols of the Tribe, for example, need 

to expand to include the social psychologi-

cal tendencies of group dynamics. The Idols 

of the Cave, which originally alluded to the 

conflicting interests of the scientist, must 

now emphasize the ubiquity and variety 

of financial and nonfinancial conflicts of 

interest attendant to the massive institu-

tional and bureaucratic systems that have 

risen up around scientific activities. To the 

Idols of the Marketplace, meanwhile, we 

might add that the pressures within aca-

demic science to publish and win grants 

have exacerbated the use of trendy yet ill-

defined terms. And finally, the Idols of the 

Theater might be updated to include the 

uncritical adherence to systems of ritual-

ized rules intended to automate the induc-

tive activities of scientists.

One year after the publication of No-

vum Organum, Bacon, who was seriously 

in debt, was accused of corruption, briefly 

jailed in the Tower of London, and barred 

from Parliament for life. It took several 

decades before his work began to receive 

wide praise, and in 1660 it inspired the cre-

ation of the Royal Society. A modern reader 

might be similarly inspired by Novum Or-

ganum’s subtlety of thought, commitment 

to understanding nature as it is, and ex-

citement about the potential for science to 

be a liberating force for humankind. j

10.1126/science.aba5802

CLASSICS REVISITED

By Kevin P. Weinfurt

Vanquishing false idols, then and now
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Edited by Jennifer Sills

Preventing COVID-19 
prejudice in academia 
The coronavirus disease 2019 (COVID-19) 

outbreak has triggered global panic (1). 

Because the disease emerged in China 

and most of the affected individuals so far 

have been of Asian origin, a backlash of 

Asia-phobic reactions has been reported 

in various regions of the world (2–4). As it 

moves through Europe, Europeans may also 

be at risk of discrimination. Given that xeno-

phobia during outbreaks is not uncommon 

(5), universities should proactively develop 

policies that support students, faculty, and 

staff affected by discriminatory behavior 

both now and in the future. To study or 

work abroad, members of academia often 

must travel far from home, adapt to another 

culture, and overcome a language barrier. 

Facing prejudice, including discrimination 

related to COVID-19, may add to feelings 

of isolation (6, 7) and affect career develop-

ment, especially for students.

Preventive measures by universities to 

lessen prejudice should include trans-

parency about the disease status, data 

gathering, and direction about appropriate 

behavior. University administrators should 

release reassuring statements about the 

local COVID-19 situation that supplement 

the information released by health authori-

ties. Academic administrators should 

survey students and staff of Asian origin 

(as well as others if appropriate) to deter-

mine whether they have experienced any 

prejudice related to COVID-19 and whether 

SCIENCE  

U.S. college students consider next steps after an announcement that classes will be held online for 3 weeks to mitigate the spread of COVID-19.

they expect university authorities to take 

any additional action. The administrators 

should also release statements that explain 

that in Asia, people wear masks for a 

variety of reasons, such as to filter polluted 

air, make fashion or political statements, 

or provide social indicators that they want 

to be left alone in public spaces (8). Typical 

surgical face masks do not necessarily indi-

cate someone is sick, and as many students 

are likely aware, they do little to prevent 

catching viral infections (9). 

Universities can also launch social media 

campaigns that support Asian and Asian-

American students (and other targets) in 

the form of infographics or videos. Both 

university administrators and depart-

ment heads should issue a notice that 

COVID-19–related prejudice or xenophobic 

reactions from academic staff and other 

students will not be tolerated and will be 

treated in accordance with anti-discrimina-

tion laws. Finally, university leaders at all 

levels should encourage students and aca-

demic staff to provide extra support and 

kindness to Asian and other international 

students during the ongoing outbreak.
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Humpback dolphins 
at risk of extinction
The humpback dolphin genus (Sousa spp.) 

has recently been revised to contain four 

species: S. teuszii, S. plumbea, S. chinensis, 

and S. sahulensis (1). All four species are 

listed on Appendix I of the Convention on 

International Trade in Endangered Species 

of Wild Fauna and Flora (CITES) (2). S. 

chinensis and S. sahulensis are classified as 

Vulnerable on the International Union for 

Conservation (IUCN) Red List, S. plumbea 

is Endangered, and S. teuszii is Critically 

Endangered (3, 4). The humpback dolphins 

and their habitats—shallow, coastal waters 

of the eastern Atlantic, Indian, and western 

Pacific oceans—are threatened by fish-

ing, vessel traffic, habitat degradation and 

destruction, environmental contaminants, 

and prey depletion, putting the hump-

back dolphins at risk of extinction (4–7). 

Interventions at the national and interna-

tional levels are urgently needed.

Environmental pollution and other 

anthropogenic activities affect humpback 

dolphins throughout their territories. High 

levels of organochlorines have been found 

in the blubber of humpback dolphins in 

China and South Africa (8, 9). Large-scale 

dredging, drilling, land reclamation, 
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construction blasting, boat traffic, resource 

extraction, and other coastal development 

projects are concentrated within humpback 

dolphin habitat and threaten their survival 

in Africa, India , southeastern China, and 

northern Australia (4, 7, 9, 10). 

Saving the humpback dolphins, a char-

ismatic megafauna and valuable genetic 

resource, is important to nearshore marine 

biodiversity (4). Yet dolphin populations 

in poor, developing countries receive little 

study and management attention (4). Even 

in the territories of relatively wealthy and 

well-developed nations, such as Australia, 

China, and South Africa, the state and local 

governments have failed to provide adequate 

protection for the humpback dolphins to 

prevent population declines (4, 7, 10). 

To ensure the safety of humpback 

dolphins, scientists and conservationists 

must thoroughly evaluate and recognize the 

conservation status and risk factors of the 

various species, subspecies, and populations. 

Governments of countries that are home to 

humpback dolphins should also take urgent 

action to support extensive and substantive 

national and international collaboration to 

put in place a set of conservation actions, 

such as helping coastal fishermen to 

broaden their income sources and decrease 

their reliance on nearshore fishing, thereby 

reducing the threat to humpback dolphins 

and their habitats.
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A first step for the Yangtze
As China has rapidly developed over the 

past 40 years, the Yangtze River has suf-

fered a severe loss of biodiversity. The baiji 

(Yangtze river dolphin) is likely extinct (1), 

the Yangtze finless porpoise is critically 

endangered and declining (2), and more 

than 30% of Yangtze fish species are at the 

brink of extinction (3). This year, a Chinese 

research team reported on the extinction of 

the Chinese paddlefish (4). The decline of 

vertebrate biodiversity in the Yangtze River 

is primarily attributable to illegal fisheries 

and excessive fishing (5). Chinese policy to 

discourage overfishing has improved, but 

more must be done to prevent the extinction 

of many of these species.

In 2002, China initiated an annual 

3-month closure of all commercial fisheries 

on the Yangtze River. In 2016, the closure 

was increased to 4 months. Two years later, 

fisheries were banned in all of China’s 

aquatic biological reserves (2). Then, in 

January 2020, China instituted a 10-year 

ban on all commercial fishing in the Yangtze 

River and its tributaries, including the 

adjoining lakes (6). The new regulations 

were enacted in an effort to save endangered 

Yangtze River aquatic life and prevent fur-

ther extinctions. The initial 10-year period 

of the fishery ban was chosen because it will 

extend through two to three generations for 

most of the fish species in the Yangtze River 

(7). Although implementation of the fishing 

ban will face many logistic difficulties, this is 

a momentous first step, which, together with 

a shift in public support for conservation 

(2), gives us great hope for the protection of 

aquatic life in the Yangtze River.

Despite these positive steps, many spe-

cies remain at risk of extinction. It will be 

important to quantify the extinction risk for 

species in the Yangtze Basin in the coming 

years. We must also anticipate the dispro-

portionate effects on biodiversity that could 

result from the loss of groups with a longer 

evolutionary history, fewer system branches, 

and fewer species (8, 9). Because of its 

unique ancient evolutionary characteristics, 

the baiji was given conservation priority 

among the 4510 mammals in the world (9), 

and the Chinese paddlefish was the basal 

group in all ray-finned fish (10); now both 

are likely extinct. To prevent further extinc-

tions, in addition to adhering to the fishing 

ban, we must invest more in research to 

identify those (potentially less iconic) species 

that are at greatest risk of extinction and 

which would result in the greatest loss of 

global biodiversity.
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TECHNICAL COMMENT ABSTRACTS

Comment on “Amphibian fungal panzootic causes 
catastrophic and ongoing loss of biodiversity”

Max R. Lambert, Molly C. Womack, Allison Q. 
Byrne, Obed Hernández-Gómez, Clay F. Noss, 
Andrew P. Rothstein, David C. Blackburn, James 
P. Collins, Martha L. Crump, Michelle S. Koo, 
Priya Nanjappa, Louise Rollins-Smith, Vance T. 
Vredenburg, Erica B. Rosenblum
  Scheele et al. (Reports, 29 March 2019, p. 

1459) bring needed attention to the effects 

of amphibian infectious disease. However, 

the data and methods implicating the 

disease chytridiomycosis in 501 amphib-

ian species declines are deficient. Which 

species are affected, and how many, remain 

critical unanswered questions. Amphibians 

are imperiled; protective actions require 

public support and robust science.

Full text: dx.doi.org/10.1126/science.aay1838

Response to Comment on “Amphibian fungal 
panzootic causes catastrophic and ongoing loss 
of biodiversity”

Ben C. Scheele, Frank Pasmans, Lee F. Skerratt, 
Lee Berger, An Martel, Wouter Beukema, Aldemar 
A. Acevedo, Patricia A. Burrowes, Tamilie Carvalho, 
Alessandro Catenazzi, Ignacio De la Riva, 
Matthew C. Fisher, Sandra V. Flechas, Claire N. 
Foster, Patricia Frías-Álvarez, Trenton W. J. Garner, 
Brian Gratwicke, Juan M. Guayasamin, Mareike 
Hirschfeld, Jonathan E. Kolby, Tiffany A. Kosch, 
Enrique La Marca, David B. Lindenmayer, Karen R. 
Lips, Ana V. Longo, Raúl Maneyro, Cait A. McDonald, 
Joseph Mendelson III, Pablo Palacios-Rodriguez, 
Gabriela Parra-Olea, Corinne L. Richards-Zawacki, 
Mark-Oliver Rödel, Sean M. Rovito, Claudio Soto-
Azat, Luís Felipe Toledo, Jamie Voyles, Ché Weldon, 
Steven M. Whitfield, Mark Wilkinson, Kelly R. 
Zamudio, Stefano Canessa
 Lambert et al. question our retrospective 

and holistic epidemiological assessment of 

the role of chytridiomycosis in amphibian 

declines. Their alternative assessment is 

narrow and provides an incomplete evalu-

ation of evidence. Adopting this approach 

limits understanding of infectious disease 

impacts and hampers conservation efforts. 

We reaffirm that our study provides unam-

biguous evidence that chytridiomycosis has 

affected at least 501 amphibian species.

Full text: dx.doi.org/10.1126/science.aay2905 
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T
he earliest recorded sighting of Antarctica was 

made 200 years ago in 1820, when the fi rst 

Russian Antarctic expedition, led by Captain 

Fabian Gottlieb von Bellingshausen, encoun-

tered what is now called the Fimbul Ice Shelf. 

In commemoration of that historic event, we 

present this special issue on Antarctica. The 

defi ning aspect of Antarctica is its massive ice 

sheet. The Antarctic Ice Sheet is Earth’s larg-

est reservoir of fresh water, with the capacity to 

raise sea level by more than 60 meters if it were 

to completely melt into the ocean. Additionally, 

Antarctica is one of the great archives of past cli-

mate: The EPICA Dome C ice core, for example, 

provides a continuous record of the past 800,000 years 

and represents one of the crowning achievements of 

modern climate science.

This special issue describes the formation of the 

Antarctic Ice Sheet and the geological processes control-

ling its existence; the ice sheet’s evolution, as a  ected by 

its interaction with the surrounding ocean; and how the 

continent’s ice is expected to change in our warming 

future. We also examine a more biological facet of the 

region—the mysterious recent die-o   of penguins 

on a remote Antarctic island. Together, the con-

tents of this special issue provide a window into 

the physical aspects and fauna of this remarkable 

part of the world.

By Jesse Smith

Full moon over 

sea ice formations 

during polar 

night at Atka Bay, 

Antarctica
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NEWS

The lost colony  p. 1318

REVIEWS

History, mass loss, structure, and 
dynamic behavior of the Antarctic 
Ice Sheet  p. 1321

The Southern Ocean and its interaction 
with the Antarctic Ice Sheet  p. 1326

The uncertain future of the Antarctic 
Ice Sheet  p. 1331
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W
here on Earth, wondered 

Henri Weimerskirch, were 

all the penguins? It was early 

2017. Colleagues had sent 

the seabird ecologist aerial 

photos of Île aux Cochons, a 

barren volcanic island half-

way between Madagascar 

and Antarctica that humans 

rarely visit. The images revealed vast areas 

of bare rock that, just a few decades be-

fore, had been crowded with some 500,000 

pairs of nesting king penguins and their 

chicks. It appeared that the colony—the 

world’s largest king penguin aggregation 

and the second biggest colony of any of the 

18 penguin species—had shrunk by 90%. 

Nearly 900,000 of the regal, meter-high, 

black, white, and orange birds had disap-

peared without a trace. “It was really in-

credible, completely unexpected,” recalls 

Weimerskirch, who works at the French na-

tional research agency CNRS.

Soon, he and other scientists were plan-

ning an expedition to the island—the first in 

37 years, and only the third ever—to search 

for explanations. “We had to go see for our-

selves,” says CNRS ecologist Charles Bost.

As the researchers prepared for the 

journey, they had to grapple with the lo-

gistical, political, and scientific challenges 

that have long bedeviled biologists trying 

to understand Antarctica’s remote ecosys-

tems. The vast distances, rough weather, 

and rugged terrain make travel difficult 

and expensive. They needed a ship—and 

a helicopter, because frigid seas and rocky 

shores make for perilous boat landings 

on Antarctic islands. Complying with the 

tough permitting and biosecurity rules 

governing the French-controlled island—

meant to prevent researchers from disturb-

ing fragile ecosystems—required careful 

planning and paperwork that took months 

to complete. And once they arrived, they 

would have precious little time: just 

5 days to investigate a multitude of suspects 

in the disappearance, including disease, 

predators, and a warming Southern Ocean.

In all likelihood, they would never be 

able to return. “We knew this was going to 

be a one-shot expedition,” recalls conserva-

tion biologist Adrien Chaigne, an expedi-

tion organizer who works for the National 

Nature Reserve of the French Southern 

and Antarctic Territories, which manages 

the island. “It was a real kind of pressure.”

CONSTRAINTS LIKE THAT have long faced 

biologists seeking to understand life at the 

remote bottom of the planet. Two centuries 

ago, researchers wanting to visit the region 

had to tag along with explorers, whalers, or 

seal hunters. The Adélie penguin, for exam-

ple, was first identified by a naturalist who 

joined an 1837 expedition to southeastern 

Antarctica led by the French explorer Jules 

Dumont d’Urville, who named the place 

Terre Adélie after his wife. The harrowing  

voyages rewarded them with surprises: In 

1895, botanists certain no plant could sur-

vive the frigid Antarctic were shocked to 

discover lichens on Possession Island, near 

Île aux Cochons.

Today, modern research budgets and a 

network of polar research stations have 

made Antarctica more accessible. Biologists 

have flocked to the region to tackle an array 

of fundamental questions, including how 

animals evolved to survive subzero temper-

atures and how ecosystems are organized 

in the vast, productive Southern Ocean. Cli-

mate change, which has made the Antarctic 

one of the fastest changing places on Earth, 

has inspired studies of shifting ice and 

acidifying seas. The potential for discovery 

makes the region addictive, says marine 

biologist Deneb Karentz of the University of 

San Francisco. “Once you go as a scientist 

you always want to go back.” 

But even today, Antarctic research is 

challenging. “If it takes you 2 hours to col-

lect samples back home, it could take 10 in 

Antarctica,” Karentz says. Holes drilled in 

sea ice to collect samples, for example, of-

ten need poking to remain open. The harsh 

conditions can claim valuable gear. In 1987, 

shifting sea ice swept away a plexiglass 

frame Karentz was using to study micro-

organisms beneath the surface. She scram-

bled to replace it with materials scrounged 

from a nearby research station. In Antarc-

tica, she says, “You have to be resourceful.”

SUCH LESSONS weren’t lost on Weimerskirch 

and Bost, both veterans of Antarctic research, 

when a helicopter from the Marion Dufresne, 

a French research vessel, delivered the pen-

Some 900,000 king penguins 
vanished without a trace. Why?

THE LOST

COLONY
By Eli Kintisch

SPEC IAL SEC TION  ANTARCTICA  

The king penguin throngs on 
Île aux Cochons in November 2019 
were a fraction of their past size.
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guin researchers and their 700 kilograms of 

gear to Île aux Cochons in November 2019. 

It was the middle of king penguin nesting 

season, and they were greeted by the raucous 

honking and chirping of tens of thousands of 

chicks. They also saw vast empty swaths of 

bedrock, where previous generations of birds 

had scraped away the soil. The scientists es-

timate penguins once stood flipper to flipper 

on some 67 square kilometers of ground that 

is now abandoned.

The researchers were eager to find out 

what had caused those losses. King pen-

guins, numbering 3.2 million birds in 

the Antarctic region, aren’t in immediate 

danger; in fact their numbers are mostly 

rebounding from centuries of human 

hunting. By contrast, half the world’s pen-

guin species are threatened (see graphic, 

p. 1320), and several have recently experi-

enced disturbing die-offs. But big losses of

even relatively healthy species could point

to broader threats, which is why the calam-

ity on Île aux Cochons triggered alarm bells.

King penguins should be relatively easy 

to study. Unlike their ice-bound cousins, 

SCIENCE  

such as emperor penguins, king penguins 

live on islands dotting the subantarctic re-

gion. That means they can be reliably and 

repeatedly counted in satellite images over 

time, and scientists can camp alongside 

their breeding colonies to observe them. 

(Other ice-dependent species, like emperor 

penguins, are more peripatetic.) During 

the lengthy breeding season, the parents 

trade off tasks, with one incubating eggs or 

rearing fluffy brown chicks while the other 

heads to sea to catch fish and other sea 

creatures. These foraging round-trips can 

cover 500 kilometers or more, electronic 

tags attached to the birds have shown.

The researchers’ first priority was to 

attach such tags to 10 penguins, to see 

whether foraging changes might have 

contributed to the losses. It wasn’t easy. 

The team’s permits stipulated they 

utilize just one well-trodden trail 

and operate only on the edge of the 

colony. Breaks in the rain allowed the 

scientists to glue transmitters on the 

birds’ feathers. 

Other researchers, meanwhile, set up 

traps, cameras, and night-vision optics to 

look for cats and mice, which were intro-

duced by whalers or sealers long ago and 

are known to eat seabird eggs and chicks. 

The scientists also took samples of pen-

guin blood, to be screened later for dis-

eases and other data. And they collected 

feathers and dug up penguin bones that 

0 1000

Km

MADAGASCAR
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NM BW
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Île aux Cochons
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could yield further ecological clues, includ-

ing dietary changes. 

“The first 2 days were intense,” Chaigne 

says. “We knew it was possible that bad 

weather could end the expedition any day.” 

Luckily, they avoided serious storms, and 

by the end of their fifth day the researchers 

had tagged the penguins and gathered the 

samples they sought.

REAMS OF DATA remain to be digested. But 

the researchers have already ruled out some 

possible explanations for the massive pen-

guin decline. Land predators, for instance, 

don’t seem to have played a role. Examina-

tions of chicks and adult penguins, as well 

as excavated bones, revealed no signs of cat 

or mouse bites, and the team’s cameras re-

corded no attacks. (Rabbits, seen on previ-

ous expeditions, were curiously missing.) 

Nor, it seems, had the 

penguins simply moved 

somewhere nearby. A sec-

ond smaller colony on the 

island, a natural site for 

relocation, had just an es-

timated 17,000 pairs, not 

enough to explain the massive 

drop-off in the main group. 

And Bost says there’s no 

obvious indication—in sat-

ellite images, for instance—

that the colony relocated to 

some other island.

That leaves one main ex-

planation, Bost says: “If the 

penguins are not here, they 

died.” But what killed them? 

Not disease, apparently. 

The team is waiting on fi-

nal blood analyses, but they 

saw few ailing birds or fresh 

corpses. “We thought we’d 

see carrion, individuals in 

bad condition,” Chaigne says. 

But the birds looked healthy.

Instead, he and his col-

leagues suspect that changes in the sur-

rounding ocean forced the penguins to 

swim farther to find food. Studies of other 

king penguin colonies suggest foraging 

birds from Île aux Cochons normally swim 

toward an oceanic feature hundreds of kilo-

meters to the south known as the polar front 

or Antarctic convergence. The front marks 

the northern extent of the colder Antarctic 

waters. The penguins are attracted by the 

many sea creatures that gather at such ther-

mal edges—especially the bird’s main prey, 

lanternfish, which form huge schools some 

100 meters or more below the surface.

The polar front doesn’t stay in the same 

place every year. During some years, climate 

anomalies known as the El Niño-Southern 

Oscillation and the Subtropical Indian 

Ocean Dipole cause ocean waters in the 

region to warm, and the polar front shifts 

south, closer to the pole and farther from 

Île aux Cochons. During the longer forag-

ing trips, hunger might force the parent left 

back at the colony to leave the nest to feed—

leaving chicks vulnerable to predators or 

starvation. The longer swims might also 

make the adult penguins more vulnerable 

to deadly stress and predation. And those 

anomalous years offer a preview of how the 

Southern Ocean is expected to warm in the 

coming decades, steadily shifting the polar 

front farther south.

Evidence that a warming ocean could 

threaten the penguins comes from a 2015 

study that Bost and his colleagues did at a 

smaller king penguin colony, on Possession 

Island, some 160 kilometers west of Île aux 

Cochons. The island hosts France’s Alfred 

Faure research station, and less strict bio-

security rules allow researchers to continu-

ally monitor the colony and climate and 

oceanographic conditions. The study, pub-

lished in Nature Communications, analyzed 

124 foraging routes taken by 120 tagged 

birds over 16 years. It found that in years 

when the polar front moved south, the pen-

guins had to travel hundreds of kilometers 

farther. During “these very unfavorable en-

vironmental conditions,” the researchers 

wrote, “the penguin breeding population 

experienced a 34% decline.” 

Building on that study, a 2018 paper pub-

lished in Nature Climate Change forecast 

that warming seas and other environmental 

changes could cut king penguin numbers by 

half by the end of the century.

Whether that scenario explains the Île 

aux Cochons crash may never be entirely 

clear. (Another possibility is that the col-

ony just grew unusually large during some 

bountiful decades, then fell back when con-

ditions became more typical.) But the tags 

the researchers placed on the 10 penguins 

during the expedition could offer some new 

clues. Five are still transmitting and could 

continue to provide data into early 2021. 

Already, the tags have offered some sur-

prises: They show that a few of the pen-

guins headed north—not south—from the 

island to forage. That could mean the birds 

are hunting at a different thermal edge, 

known as the sub-Antarctic front. “It’s a 

small sample size of course,” Weimerskirch 

says, “but it’s very interesting.” The tag data 

might also reveal a trend toward longer for-

aging trips, which could suggest the worri-

some forecasts about the impact of climate 

change are accurate.

The unexpected calamity on Île aux Co-

chons could be a harbinger of that dire 

future, researchers fear, and perhaps of 

declines at other penguin colonies as well. 

But after their frenzied 5 days on the island, 

the scientists are resigned to monitoring its 

birds from afar, knowing that the authori-

ties aren’t likely to approve another expedi-

tion any time soon. The only glimpses of the 

penguins’ fate will come from occasional 

helicopter flights over the island and, when 

clouds cooperate, images snapped by satel-

lites orbiting far above. j G
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Population trend

Increasing

Decreasing

Stable

Unknown

Conservation status

Endangered

Near-threatened

Vulnerable

Least concern

?

Northern 
rockhopper

Emperor

?

Adélie

Gentoo

Chinstrap

Royal

Southern 
rockhopper

Macaroni

King

Antarctica’s birds in plight
“Penguins are in trouble,” researchers warned last year in Conservation Biology. Populations 

of more than half of the world’s 18 species are declining, they noted, including several of 

the nine species that live in Antarctica and the sub-Antarctic (below). Threats include habitat 

loss, drowning in fishing gear, and climate change.
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History, mass loss, structure, and dynamic
behavior of the Antarctic Ice Sheet
Robin E. Bell1* and Helene Seroussi2

Antarctica contains most of Earth’s fresh water stored in two large ice sheets. The more stable East Antarctic

Ice Sheet is larger and older, rests on higher topography, and hides entire mountain ranges and ancient

lakes. The less stable West Antarctic Ice Sheet is smaller and younger and was formed on what was once a

shallow sea. Recent observations made with several independent satellite measurements demonstrate that

several regions of Antarctica are losingmass, flowing faster, and retreating where ice is exposed to warm ocean

waters. The Antarctic contribution to sea level rise has reached ~8 millimeters since 1992. In the future, if

warming ocean waters and increased surface meltwater trigger faster ice flow, sea level rise will accelerate.

T
wo hundred years ago, an expedition led

by Fabian Gottlieb von Bellingshausen

and Mikhail Lazarev discovered main-

land Antarctica, the most remote and

inhospitable continent. Today, Antarctic

is an ice-covered continent where change is

emblematic of the impacts humans have on

the global climate. Hidden beneath the ice

sheets are a rich diversity of terrains and hy-

drologic systems of mountains, lakes, and dy-

namic subglacial water networks (1, 2). The

changes we are now witnessing (3–5) are con-

centrated in the low-elevation regions as well

as the Antarctic Peninsula, the furthest north

part of the continent. Evidence of change comes

fromsatellitemeasurements of icemass, velocity

(4), and elevations (3). Large floating ice shelves

have disintegrated (6), and the location where

the ice goes afloat is moving inland (7). Future

vulnerabilities arise from interactions with the

warming ocean, melting of the ice surface, and

the disappearance of the ice shelves. Looking

forward, coastal communities around the globe

need to know howmuch sea level will rise, and

how much Antarctica will change is one of the

greatest unknowns. Both improved models

and observations are essential to improve the

scientific community’s response to the question

of howmuch sea level will rise over the coming

decades and centuries.

Origin and history

Over the past 100 million years or more, Ant-

arctica shifted from a green tree-covered con-

tinent (8) to a continent encased in ice as it

became tectonically isolated while the global

climate cooled (9). The tectonic isolation of the

continent began more than 200 million years

ago, when it was at the center of the Gondwana

supercontinent with a climate similar to that

of modern New Zealand. The supercontinent

breakup occurred slowly, first with Africa

(170million years ago), then India (145million

years ago), and last, Australia (90million years

ago), shifting away fromwhat today isAntarctica

as the Southern Ocean began to form. The fi-

nal step occurred 34 million years ago as the

Drake Passage (10), betweenSouthAmerica and

the Antarctic Peninsula, and the Tasmanian

Gateway, south of Australia, opened. The glob-

al oceans thereby were effectively linked. The

Antarctic Circumpolar Current, the strongest

ocean current on the planet, began to circulate

around the continent, and Antarctica was iso-

lated. As this tectonic isolation occurred, global

temperatures and the concentration of atmo-

spheric carbon dioxide (CO2) began dropping

steadily (Fig. 1) (11). A period of gradual climate

cooling wasmarked by a sudden cooling of the

ocean temperatures together with a decline

in CO2 34 million years ago (at the Eocene-

Oligocene boundary). The dropping temper-

atures and CO2, together with the tectonic

isolation, induced the first ice formation on

the continent’s high elevations.

The morphology of the Antarctic continent

determined how it became glaciated. The con-

tinent consists of the cratonic shield of East

Antarctica, the thin low-lyingWest Antarctic

rift system, and the Antarctic Peninsula, an

elongated ridge produced by convergent tec-

tonics (12). East Antarctica is dominated by two

major mountain ranges. In the center of the

craton at 80°S, the GamburtsevMountains rest

at an elevation of 3000 m. The Transantarctic

Mountains, with elevations reaching 4500 m

above sea level, separate the elevated shield of

East Antarctica from the thinned crust of the

West Antarctic rift system (13). The early ice

in East Antarctica formed on the Gamburtsev

and TransantarcticMountains and in the high

elevations of Dronning Maud Land. This early

ice cover quickly grew frommountain glaciers

intoan ice cap (2), slowlyeroding theGamburtsev

Mountains. For the next 20 million years, East

Antarctic remained glaciated, but little ice per-

sisted in West Antarctica.
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Given thatmuch ofWest Antarctica is below

sea level, establishing a large ice sheet required

substantial cooling. When the global climate

began to cool again ~14million years ago, ice

started to coverWest Antarctica. Again, tectonics

may have contributed to the encasing of West

Antarctica in ice as uplift ofMarieByrdLand (12)

established elevated terrain on which an ice sheet

could grow. By 10million years ago, theWest An-

tarctic Ice Sheet filled the low-lying rift system.

Once fully established, two insolation cycles

paced the ice growth and decay: the obliquity

(or wobble) of the orbit, with a ~40,000-year

period, and the eccentricity, with a 100,000-year

period. The background temperature appears

to control which of these frequencies is domi-

nant. Currently, the ice core records indicate a

100,000-year frequency to the ice sheet expan-

sion and contraction (14). Before 800,000 years

ago, the 40,000-year period dominated ice ad-

vance and retreat. During cool periods, the ice

in both East and West Antarctica expanded,

reaching the edge of the continental shelf

margin (Fig. 1). At the ice sheet’s maximum

extent, sediments transported by the ice were

deposited where the ice went afloat, expanding

the shallow reaches of the continental shelf

each time the ice sheets grew. These low-lying,

marine portions of the continent were slower

to become ice-covered and are the ice sheet

regions most susceptible to collapse when the

climatewarms.During somepastwarmperiods,

the West Antarctic Ice Sheet retreated beyond

its current extent and in some instances com-

pletely collapsed (15). Low-lying portions of

East Antarctica are likely to have collapsed as

well during past warm periods (16). Evidence

for the collapse comes from sediments in the

Ross Sea and global sea level records where the

past sea level cannot be replicatedwithout loss of

ice from both East andWest Antarctica (Fig. 1).

Structure

There are three major components of an ice

sheet system: grounded slow-moving ice, fast-

flowing ice streamsor outlet glaciers and floating

ice shelves (Fig. 2). The grounded slow-moving

ice contains the vast majority of the ice (Fig. 2)

and is in contact with the underlying rocks.

This ice moves very slowly by means of inter-

nal deformation at rates on the order of 1m/year

(4) and is up to 4775 m thick (17). The fast

flowing ice streams and outlet glaciers are

conveyor belts that move the ice toward the

ocean, are up to 100 km across, and slide rapidly

over the underlying topography at rates of up to

4 km/year (4). Although the surface of glaciers

and ice streams are fractured by crevasses,

water and till (water-saturated sediments) at

their base reduce the basal friction and enable

their fast flow (18). The groundedAntarctic holds

enough ice to raise sea level rise by 58 m (19).

Ice shelves are expansive, flat, floating bodies

of ice attached to the fast flowing ice streams

that cover an area of >1.5 million km
2
all

around the continent (20). They do not affect

sea level rise directly but slow the flow of the

glaciers and the ice streams that feed them

by providing some backward stress. The loca-

tion where the ice in glaciers and ice streams

starts floating over the ocean is called the

grounding line. If more ice crosses the ground-

ing line, global sea level will rise. Inland retreat

of the grounding line is indicative of a shrinking

ice sheet. The large ice shelves Ross, Filchner-

Ronne, and Amery provide substantial back-

stress and are on average 300 m thick. Snow

accumulation on these large ice shelves’ sur-

faces and ice discharge from the grounded ice

balance ice loss fromoceanmelting at their bases

and large icebergs calving off their fronts (20).

East Antarctica is the largest ice sheet on the

planet, with thicknesses greater than 4600 m

(19). In some areas, the bedrock underlying

the ice is above sea level, but extensive portions

are below sea level. The top of the ice sheet,

Dome A, is at 4200 m over the Gamburtsev

Mountains (Figs. 2 and 3), whereas the deepest

point, carved by erosion during successive ad-

vance and retreat of an ice stream, is locatedmore

than 3500 m below sea level under Denman

Glacier (19). Beneath the thick ice are large lakes—

Vostok (21), 90°E, and Sovietskaya (22)—with up

to 1000 m of water (Figs. 2 and 3). These systems

have been sealed from the atmosphere for ~34

million years since the onset of Antarctic glacia-

tion. The iconic ice core records of temperature

and CO2 come from the deep cores at Vostok

[400,000 years (14)], Dome C [800,000 years

(23)], and Dome F [720,000 years (24)].

West Antarctica is classified as a marine

ice sheet because the topography beneath the

ice sheet is largely below sea level. The ice is

underlain by marine sediments deposited by

glacial processes, rifted sedimentary basins,
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Onset of East Antarctic ice occurred 34 million years ago as ocean temperatures

and CO2 dropped (53, 54). Development of West Antarctica marine ice sheet

at 14 million years ago began with the next major drop in global temperature.

Two extreme modes of Antarctic ice have occurred since the onset of glaciation

in West Antarctica was first covered with ice: ice extending all the way to

the continental shelf during cold periods, such as the Last Glacial Maximum

25,000 years ago, and retreat beyond the present extent, with partial collapse of

marine portions of Antarctica during some past warm periods (16).
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25-year altimetry period is pronounced in the

Amundsen and Bellingshausen Sea sectors

of West Antarctica and Wilkes Land in East

Antarctica (3). Pine Island,Thwaites, and Smith-

Pope-Kohler Glaciers experienced the greatest

elevation drop over this period, with changes

of up to 9 m/year (Fig. 4). Supporting the

observed GRACE mass gain, some margins

of East Antarctica are increasing in elevation

because of increased snowfall (Fig. 4) (29).

Along the Siple Coast, the interior of Kamb Ice

Streamhas thickened at a rate of ~0.65m/year

over the past 20 years because of its stagnation

(Fig. 4) (3). Velocity measurements based on

interferometric synthetic aperture radar (SAR)

measurements and speckle tracking (4) allow

the flow of large regions to be observed with

accuracies of several tens of meters per year.

The changes in ice sheet velocity are striking in

the Peninsula, where a substantial accelera-

tion of glaciers feeding the Larsen ice shelves

was observed after their collapse, as well as in

the Amundsen Sea sector. In this region, Pine

IslandGlacier’s velocity doubled from the 1990s

to the 2010s (Fig. 4), while its grounding line

position, accurately estimated by differential

interferometric SAR, retreated by more than

30 km (7). The velocity observations are used

to calculate the flux of ice discharge into the

ocean and, combined with modeled surface

accumulation, to estimate the ice mass gain

or loss for the different catchment basins.

Through an international collaboration, the

scientific community has demonstrated the ro-

bust agreement between these three different

methods and highlighted the ongoing changes

of the Antarctic Ice Sheet (5).

Between 1950 and 2000, the average air tem-

perature in the Peninsula increased by 4°C (30).

During this warming period, the Larsen A

and B ice shelves collapsed in 1995 and 2002,

respectively (Fig. 4). The glaciers feeding the

Larsen B Ice Shelf sped up after the loss of the

backward stress or buttressing (6, 31). Before

crystalline bedrock, and active volcanic ter-
rains (12, 13). The low-viscosity warm litho-
sphere beneath the region is reflected in the
ongoing vertical movement of up to 4 cm/year

measured with GPS (25) and caused by ice sheet
thinning. The basal hydrology beneath West

Antarctica is complex, with hundreds of pockets
of water that fill and drain on a decadal time

scale producing meter-scale surface elevation
changes (1). Two sides of the West Antarctic
Ice Sheet are buttressed by the large Ross and
Ronne-Filchner ice shelves, whereas the Amund-

sen Sea sector drains into small ice shelves
(Fig. 4) (26). The ice sampled at the base of
West Antarctica is 68,000 years (Fig. 2) (27).
The Antarctic Peninsula is the northernmost

and warmest region of Antarctica. More than
500 glaciers drain ice from the central plateau.
Along the eastern side, facing the Weddell

Sea, the Peninsula glaciers feed the Larsen ice
shelves (Fig. 4).

Evidence for change
The evidence for recent changes of Antarctic
ice is quantified by three independent meas-

urements primarily derived from satellite and
airborne systems: decreasing mass from gravity,
dropping surface elevation, and increased sur-
face velocities (Fig. 4).
Changes in ice mass are measured from

space with the pair of GRACE (Gravity Recov-
ery and Climate Experiment) satellites, which
capture changes in the gravity field experienced
by each spacecraft as they orbit Earth together
(28). The original pair of satellites resolved
monthly changes in Antarctic ice mass from
2002 to 2017 (Fig. 4), and a new pair of satellites,
GRACE Follow-On, was launched in 2018 to
continue the record of the Earth and Antarctic
mass changes. The observed changes must be
corrected for modeled changes in motion of the
solid Earth to include the crust and the mantle

rebound owing to past and ongoing ice mass

changes. Determining both the Earth structure
and the history of past ice sheet changes are the
greatest challenges in separating the observed
mass changes into the solid Earth component

and the changes in ice mass. The GRACE data
(28) show mass loss in West Antarctica, focused
in the Amundsen and Bellingshausen Sea sec-
tors, and mass gain in some regions of East
Antarctica and along Kamb Ice Stream (Fig. 4).
Lowering of the surface elevation has been

measured with altimeters from space and air-
craft in the same regions where mass loss is
observed. Both radar (Cryosat and European
Remote Sensing satellites) and laser altimeters

[Ice,Cloud,andlandElevationSatellite1(ICESat1)

and ICESat2 satellites, Operation IceBridge air-
borne] are used to measure ice surface elevation.
Laser observations are impeded by cloud cover,
whereas radar measurements penetrate into the
upper portions of the snowpack, introducing
some ambiguity. Dropping elevation over the
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the Larsen B collapse, the surface of the ice

shelf surface was covered by lakes, indicating

that warming air temperatures and surface

meltwater can destabilize ice shelves, leading

to faster flow of Antarctic ice into the global

oceans and highlighting the protecting role of

ice shelves (32).

Vulnerabilities

These remote sensing observations allow scien-

tists to observe ice sheet changes and decipher

the causes of such changes. Both the ocean

surrounding Antarctica and the atmosphere,

especially in the Peninsula region, have warmed

over the 25-year observational record of ice

change (33, 34). Antarctica is losingmost of its

mass through increased ice flow of the outlet

glaciers and ice streams. This contrasts with

the Greenland Ice Sheet, where half of the loss

is due to faster ice flow and half is due to in-

creased melting of the ice sheet surface (35).

Surface melt is not yet amajor contributor to

ice loss inAntarctica, and global climatemodels

suggest that an increase in snowfall in East

Antarctica could partially offset the dynamic

mass loss (36). Although these changes have

been ongoing for the past three decades, more

rapid and dramatic mass loss cannot be ex-

cluded. The marine portions of the ice sheet

with subglacial topography that deepens inland

and glaciers with thick marine terminating

fronts are prone to instabilities (37, 38).

Although the surface waters surrounding

Antarctica are cold, the underlying waters of

the Circumpolar Deep Water are warmer and

can influence the ice sheet when they reach

the ice shelves and grounding lines, where the

ice becomes afloat. The concentration of changes

inWest Antarctica points to the dominant role

the warming ocean plays in recently observed

change (39,40). At the base of the outlet glaciers

in the Amundsen Sea, the topography beneath

the ice either rises inland or drops. A bed topo-

graphy dropping inlandwith ice getting thicker

is referred to as a reverse slope. This reverse

slope for amarine ice sheet has long been at the

core of a concept called the marine ice sheet

instability (37). As a glacier retreats across a

reverse slope, glacier retreat means thicker ice

at the grounding line, and therefore, more ice

is leaving the ice sheet, while the region that

accumulates snow is reduced. The ice sheet is

out of balance. The greater flux of ice results in

thinning and additional retreat until a region

with an inland rising slope is encountered to

stabilize the grounding line (38). In addition

to this, ice dynamics imbalance on a reverse

slope; the thicker ice at the grounding line

meansmore ice is exposed to warming ocean

waters (40). A perturbation cannudge an outlet

glacier off a stable point into a region with a

reverse slope and have consequences for de-

cades (39, 41). An extreme El Nino event in the

1940s appears to have triggered the ground-

ing line retreat still ongoing in the Pine Island

catchment in West Antarctica (42).

Another trigger for rapid and sustained in-

creased ice flux is the collapse of buttressing

ice shelves. This concept was widely debated

in the science community until the accelera-

tion of the ice flow in the glaciers feeding the

Larsen B ice shelf after its collapse in 2003was

observed (6, 31). Shortly before the collapse, this

ice shelf surfacewas coveredwith lakes, leading

to the hypothesis that hydrofracture and load-

ing from lakes can damage an ice shelf suffi-

ciently to induce a catastrophic collapse (32).

This mechanism has been incorporated into

some ice sheet models (41) but assumes that

meltwater is stationary and that little water is

transported across an ice shelf. It is now clear

that surface water can flow from the grounded

ice onto ice shelves (43) and coalesce into

rivers atop the ice surface that end as water-

falls at their front (44). Hydrology could there-

fore have a stabilizing impact on ice sheet

mass balance as the distribution of meltwater

increases.

How large and thick marine ice sheets be-

have after the complete removal of ice shelf

buttressing has not yet been witnessed. The

question of howquickly ice shelves can collapse

and how the glaciers feeding them respond

remains open (45).

Unknowns and future directions

Increasingly, communities around the globe

are asking howmuch the sea level will rise in

the coming decades. Although we now know

that the answer for each community must

incorporate knowledge of local processes, such

as isostatic uplift from unloading of ice at the

end of the last glacial period and subsidence

owing to sediment compaction, changing ocean

volume fromAntarctic mass loss remains one

of the largest contributors to communities’ un-

known future. Gaps in our fundamental knowl-

edge of the bathymetry close to the ice sheet

and in regions covered by sea ice and ice shelves,

the temperature of the deep water masses, the

fate of surfacemeltwater, and the basal condi-

tions beneath the ice sheets introduce limits

into our ability to project the future. It is es-

sential that we refine our projections through
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expanded observational efforts and improved

ice sheet models.

Protecting individual cities with walls and

barriers only protects those living behind the

protection. An ice sheet–based solutionmight be

more equitable. Possible approaches to slow

the flow of ice and reduce the future sea level

rise are being considered. Early proposals in-

clude snowblowers depositing snow in the in-

terior of Antarctica, building protective berms

or curtains to isolate the ice from warming

ocean waters or cooling the margins of fast

flowing glaciers (46–48). However, serious con-

cerns about the efficacy and cost-benefit of such

solutions remain. Looking at global solutions

to the changing ice is essential for humanity’s

evolving coastlines but should be thoroughly

investigated because unintended consequences

and unknown feedbacks are likely (49).

Conclusions

Over the 200 years since Antarctica was first

spotted, our knowledge of the continent has

shifted from the notion of a stagnant piece of

ice to a constantly evolving continent interact-

ing with the ocean around, the atmosphere

above, and the solid Earth under it and affected

by human activities. Advancing our knowledge

of the basic history and fundamental processes

that control the ice sheet evolution is crucial to

future generations. This knowledge will im-

prove predictive capabilities of Antarctica’s

evolution and help better inform coastal com-

munities worldwide.
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The Southern Ocean and its interaction with the

Antarctic Ice Sheet

David M. Holland
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3
, Aurora Basinski

1,2

The Southern Ocean exerts a major influence on the mass balance of the Antarctic Ice Sheet, either

indirectly, by its influence on air temperatures and winds, or directly, mostly through its effects on ice

shelves. How much melting the ocean causes depends on the temperature of the water, which in turn is

controlled by the combination of the thermal structure of the surrounding ocean and local ocean

circulation, which in turn is determined largely by winds and bathymetry. As climate warms and

atmospheric circulation changes, there will be follow-on changes in the ocean circulation and

temperature. These consequences will affect the pace of mass loss of the Antarctic Ice Sheet.

I
ce shelves surround much of the conti-

nent of Antarctica. They begin where the

Antarctic Ice Sheet separates from the un-

derlying ocean floor in the southernmost

reaches of the SouthernOcean. Ice shelves

affect the ice sheet in a number of ways, one

important one being that they can impede the

flow of inland ice into the ocean and thereby

slow sea level rise. In places, cavities beneath

ice shelves hold relatively coldwaters, helping to

keep such shelves intact; other cavities contain

warmer waters, threatening the existence of

those shelves. Source waters for ice shelf cavities

originate in the Southern Ocean, and their dis-

tribution is largely controlled by circumpolar

wind patterns. Winds, therefore, dominate the

interaction between the Southern Ocean and

the Antarctic Ice Sheet. Future changes inwind

patterns will be the principal driver of ice sheet

contribution to sea level change. Understand-

ing how winds and ocean circulation work to

control the interaction between ice shelves and

the surrounding waters is essential for predict-

ing the future of the Antarctic Ice Sheet.

Ocean–ice-sheet interaction

The direct interaction of the Southern Ocean

(SO) with the Antarctic Ice Sheet (AIS) takes

place largely through ice shelves. Ice shelves are

the floating part of the AIS; they are formed

along the coast in many locations, fed by the

inland ice flowing under the action of gravity.

Water is a unique substance in that its solid

phase is less dense than its liquid, allowing

the ice shelves to float over the surface of the

ocean. On the underside of an ice shelf, inter-

action between the waters of the SO and the

AIS leads to both melting and formation of

ice and modification of the water masses in

contact with the ice base. The melting itself

is in part driven by another unique physical

aspect of water in its solid phase: As pressure

increases, themelting point drops, whichmeans

that the deeper the ice base, the greater the

potential for it to be melted by ocean waters.

Although the eastern portion of the AIS is

largely grounded on a bed that is above current-

day sea level, the opposite is the case for much

of West Antarctica, meaning that a thinning

in the ice could result in it going afloat, thereby

leaving it vulnerable to changes in ocean tem-

perature (1). The study of the interaction of

the SO with the AIS is important, as the future

of the AIS and global sea level are intimately

tied up with the fate of the ice shelves, because

the shelves serve to hold back and buttress

vast amounts of inland ice (3), controlling its

flow into the ocean [see Bell and Seroussi (3)

in this issue].

The SO, which surrounds the AIS, is con-

nected to theWorld Ocean through the Global

Conveyor Belt (4), a planetary-scale circulation

that imports warmwater to the SO,modifies it

in part by interaction with ice, and exports a

deeper, cooler, and fresher water mass back to

the World Ocean (5). This interaction occurs

through the SO’s interface with sea ice, ice-

bergs, and ice shelves. The SO is affected by

dominantwesterlywinds that drive an eastward

ocean current that encircles the continent: the

Antarctic Circumpolar Current. This, the largest

current on the planet, is guided by ocean ba-

thymetry and coastal landmass outline, and

flows close to the continent in some locations

and much further offshore in others. The cur-

rent remainswell offshore, particularly inplaces

where there are large-scale ocean gyres (Fig. 1).

Important to the interaction of the SO with the

AIS is the existence of a warmer layer of water

at depth beneath the surface waters. This Cir-

cumpolar Deep Water (CDW), ubiquitous at a

depth centered at ~500m, is denser than the

overlying surface water despite being warmer

owing to its greater salt content. Perhaps sur-

prising, these waters largely originate at the

other end of the planet, in the North Atlantic

where Arctic-bound Gulf Stream waters are

transformed into awatermass known asNorth

Atlantic Deep Water, which is subsequently
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that form can block the lighter offshore CDW

from getting onto the continental shelf.

In addition to wind influencing the process

of whether the CDW crosses the shelf break,

the bathymetry of the sea floor also affects

the exchange. Because of Earth’s rotation, ocean

currents generally flow perpendicular to strong

gradients in the seafloor depth, such as found

along a continental shelf break, and they thus

flow along isobaths at the shelf break. None-

theless, the flow can cross the shelf break in

particular locations; for example, at sea floor

troughs cut into the continental shelf by past

ice sheet advances to the shelf break (10). There

is also a correlation between the curvature of

the shelf break and the ocean flow crossing the

shelf break—that is, places where the shelf

break isobaths curve in front of the ocean flow.

Momentum advection can force the flow across

the shelf break in such locations (11). All these

features andprocesses ofwind andbathymetry,

taken cumulatively, control the presence or ab-

sence of CDW on the continental shelf (12, 13).

The present-day distribution of where CDW

is, and is not, on the continental shelf is shown

in Fig. 1.

The properties and fluxes of the oceanwaters

entering a sub–ice-shelf cavity are controlled by

the processes occurring over the continental

shelf. Once within a cavity, the waters continue

to flow along the retrograde seafloor toward

the grounding zone, the regionwhere the inland

grounded ice sheet first goes afloat. When the

waters reach the grounding zone, they cause

melting, water mass modification, and a return

flow out of the cavity. Common to all cavities is

that the heat exchange between the ocean and

ice is controlled by a complex boundary layer at

the interface, which determines the basal melt

rate of the ice shelf. The nature of the boundary

layer itself depends on the stratification of the

ambientwater column, the level of turbulence,

the strength of tidal currents, and the rough-

ness and slope of the ice base, among other

factors. The degree of melting that occurs in

the various ice shelf cavities fringing the AIS

can be broadly classified into twomajor types:

low-melting in cold-water cavities (Fig. 2A)

and high-melting in warm-water cavities (Fig.

2B), with the latter having modified CDW

(i.e., CDW that is slightly cooler because it has

mixed with another water mass) directly in

transported at a subsurface depth by the Global
Conveyor Belt to the SO where it appears as
CDW (4, 5). The CDW is further modified by a
seasonal cycle of sea-ice advance and retreat,
which by surface area is Earth’s largest such
cycle. The sea-ice cycle creates a “salt-pump”

that raises the salinity of the CDW (6). The
surface waters and the CDW are vertically sepa-
rated by a “thermocline,” a region of strong
vertical change in temperature.

Flanked by the grounded inland ice of the
AIS and the deep offshore CDW of the SO lies
the continental shelf, which in Antarctica is
overdeepened, having an average seafloor depth
of about 600 m, compared with an average of
around 100 m elsewhere in the global ocean
(7). A second distinct feature of the continental
shelf is that it has a retrograde (negative) slope
heading inland to the AIS in most places (8), in
contrast to most of the rest of the world, where
the slope is prograde. This reverse slope means

that once an ice sheet grounded below sea level
(i.e., a marine ice sheet) begins to advance over
such a retrograde slope, a positive feedback
begins, leading to further ice sheet growth (9).
The opposite occurs in the case of an initial
retreat [see “marine ice sheet instability” dis-
cussed by Bell and Seroussi (3) in this issue].
One potential trigger for an initial retreat that
can lead to this instability is for more of the
warm water in the SO (i.e., CDW) to come into
contact with the ice shelves. Ice shelves reside
over the southern reaches of the continental
shelf, and for CDW to reach the sub–ice-shelf
ocean cavities, it must first cross the continen-
tal shelf break, the location at which the con-
tinental shelf drops away to the deep ocean.
To be able to flow onto the continental shelf,
the CDW must reside in the water column at
or above the depth of the shelf break. Winds

and local bathymetry ultimately dictate the
degree to which CDW can penetrate onto the
continental shelf.
The access that CDW has to the continental

shelf is greatly influenced by the winds far
offshore, away from the continental shelf, that
modify the depth at which CDW flows over the
deep ocean. The higher in the water column

the CDW sits, the greater the chance that it
will cross onto the continental shelf. Over the
continental shelf itself, local winds drive the
cold surface waters onshore or offshore. To
maintain the same water column thickness
over the continental shelf, the onshore or
offshore motion of the overlying surface waters
forces the underlying CDW in the opposite di-

rection. Further complicating this picture is the
formation of very salty (and hence dense) shelf
waters when sea ice is formed in winter by cold,
southerly winds. The sea ice once formed sub-
sequently can be blown far offshore by such
winds, allowing further sea-ice formation, and
thus further increasing the salinity of the water
column. The dense continental shelf waters
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contact with the boundary layer at the ice base

and the former not. Warm-water cavities are

found only where the Antarctic Circumpolar

Current, which carries the CDWaround the SO,

is located close to the continental shelf break

whereCDWcanpotentiallymove fromoffshore

onto the continental shelf. By contrast, cold-

water cavities are to a great extent protected

from CDW by the coastal landmass outline,

ocean gyres, and strong off-ice-shelf winds.

For a cold-water cavity, persistent off-ice-

shelf wintertime winds cause sea ice to be

formed over the continental shelf and trans-

ported away from the coast, thereby transform-

ing the continental shelf waters into High

Salinity Shelf Water (HSSW). This cold (near

surface freezing point) and salty water mass

is denser than the CDW that is found offshore

beyond the continental shelf break.Additionally,

a dynamic feature forms at the shelf break—

the Antarctic Slope Front—a geophysical-fluid

dynamics consequence of the presence of con-

trasting water masses (HSSW and CDW) ad-

jacent to one another on either side of a strong

change in bathymetry at the continental shelf

break. Consequently, the HSSW effectively

blocks offshore CDW from getting onto the

continental shelf. The denseHSSW,which has

a temperature close to the surface freezing

point, floods the ice shelf cavity along the

retrograde slope from the open continental

shelf inland to the grounding zone. As increas-

ing pressure lowers the melting point of ice,

the HSSW is above the melting point when it

encounters the ice base and therefore has the

capacity to causemelting. The water mass that

results from the chilling and freshening of

the HSSW, known as Ice Shelf Water (ISW),

has a temperature that is below the surface

freezing point as a result of its interaction

with ice at pressure. The added meltwater

renders the ISW overall positively buoyant,

and it rises along the ice shelf base, flowing

back toward the ice shelf front. At some point,

as it rises and the pressure decreases, the in

situ freezing point increases above the tem-

perature of the ISW, and so ice forms in the

water column, accreting at the ice base to

create marine ice. This melt of ice at the

grounding zone and redeposition further up

along the ice shelf base, and the associated

movement of thewater in the cavity, is known

as an “ice pump circulation” (14).

In the case of a warm-water cavity, the ab-

sence of well-organized, off-ice-shelf winds in

such a location reduces the production and off-

coast transport of sea ice, and no dense HSSW

is produced over the continental shelf. This in

turn leads to the absence of an Antarctic Slope

Front, allowing the offshore CDW to flow onto

the continental shelf, forming a thermocline

at the interface with the colder surface waters.

The Coriolis force in the SouthernHemisphere

causes moving fluid to curve to the left. The

broad easterlies that blow along the coast of

Antarctica therefore induce a southward tran-

sport of surface waters toward the coast, which

increases the depth of the thermocline, reduc-

ing the thickness of CDW on the continental

shelf. Once on the continental shelf, the CDW

flows down to the grounding zone, primarily

along deep sea floor troughs, and comes into

contact with the ice base, causing intense melt-

ing (15). Despite the resultant meltwater being

cooler than CDW, it is also relatively fresh and

thus positively buoyant, and rises along the ice

shelf base. This density-driven circulation con-

tributes to the melting, as it results in an over-

all more vigorous melt-driven circulation with

higher turbulence, increasing the transport of

heat toward the ice base. In this setting, there

is no marine ice formed at the base of the ice

shelf, as the waters in the circulation are above

the in situ freezing point at all depths. The

inflowing CDW has far greater heat content

than can be extracted by the basal melting, re-

sulting in the vast majority of the heat content

imported to the cavity being re-exported.

Currently,many ice shelveswithwarm-water

cavities are observed from remote sensing to

be undergoing rapid change (Fig. 1). Numerical

models are the only predictive tool for study-

ing the fate of such ice shelves. However, the

present generation of thosemodels demonstrate

considerable uncertainty in the future behavior

of the ice shelves, suggesting that the rate of

retreat can vary greatly depending on the details

of howmelt occurs in the grounding zone (16).

To improvenumericalmodels, there is apressing

need for field observations to study important

physical processes occurring in this critical zone,

as sketched in Fig. 3 and outlined in Box 1. The

change in friction when ice transitions from

being grounded to floating is one such process.

On the inland side of the region, where the ice

is grounded, the ice experiences basal friction

with the underlying bed, whereas on the other

side of the region, where the ice is freely float-

ing over the ocean cavity, the ice experiences

effectively no basal friction. This transition

partially regulates the volume flux of ice across
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Fig. 2. Interaction of water masses with cold- and warm-water cavities.

(A) A vertical slice illustrating the water masses interacting with a cold-water

cavity (see transect CC in Fig. 1). The schematic shows a weak connectivity

from (right to left) of offshore warm, circumpolar deep water (CDW) to the

cold, salty water residing over the continental shelf, to the water in the

ice shelf cavity, to that at the grounding zone, where the ice shelf first goes

afloat. (B) A vertical slice illustrating the water masses interacting with a

warm-water cavity (see transect WC in Fig. 1). The schematic shows the CDW

on the continental shelf and entering the sub–ice-shelf cavity. Owing to the

increased melt rates, the ice shelf itself (and hence the cavity) tends to

be an order-of-magnitude shorter than the cold-water case shown in (A).
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tion of the lows also influences the ultimate

amount of CDW on the shelf.

The ongoing retreat of the Thwaites Glacier

system has directed much interest toward

better quantifying the amount of CDW on the

AmundsenSea continental shelf. TheAmundsen

Sea Low, adjacent to Thwaites Glacier in West

Antarctica (Fig. 1), has deepened in recent de-

cades (30) and has influenced the amount of

CDW beneath the Thwaites Ice Shelf (Fig. 2B).

Ice cores from the West Antarctic Ice Sheet

suggest that higher surface temperatures in the

middle of the last century were a result of in-

fluence from the tropics (31). Additionally, sedi-

ment cores taken from the ocean floor in the

general area suggest that a retreat has been

ongoing in this area since the middle of the

last century, further suggesting a tropical tele-

connection (32–35). An analysis based on en-

semble simulations from a computer model

spanning the past century and looking forward

through the next shows that although the

winds adjacent to the Thwaites Glacier are

dominated by internal climate system variabil-

ity primarily from the tropics (24, 26), there is a

suggestion that a trend due to anthropogenic

forcing is emerging (Fig. 4B) (36). These

changing winds could have a substantial im-

pact on accelerating the retreat of Thwaites

Glacier. The Thwaites Glacier system serves as

a specific and important example of how the

SO interacts with the AIS and can affect its

mass balance, in this case via an ice shelf with

a warm-water cavity.

More broadly, themass balance of the entire

AIS is a competition betweenmass gain through

the grounding zone. Additionally, beneath the
grounded ice, a subglacial inflow of fresh water
into the ocean cavity at the grounding zone
can occur, adding positive buoyancy and in-
fluencing ocean circulation in the cavity. The
floating ice can also be affected by ocean tides
that can lift and flex the ice shelf, temporarily

moving the position of the grounding zone.
Tidal currents also enhance the flow of waters
in the cavity, affecting the oceanic exchange of
heat at the ice shelf base.

Changes in the SO and its interaction with
the AIS

Whereas ice shelf basal melt is controlled by
ocean water properties, the latter are dictated
by atmospheric processes. Of course, sea ice has
a mediating influence on the ocean, but it is the
atmosphere that dominates. On the large scale,
the general circulation of the atmosphere, when
viewed as an east-west average, consists of a
sequence of north-south overturning cells, one of
which is the Polar Cell of the Southern Hemi-

sphere. The Polar Cell consists of descending
air over the AIS but rising air over the SO (see
Fig. 4A). The ascending air creates a trough of
low pressure over the SO, with westerlies to the
north and easterlies to the south, each driven
by the pressure trough and modified by the
Coriolis force.
The dominant mode of atmospheric varia-

bility for these winds in the Southern Hemi-

sphere is the Southern Annular Mode (SAM).

It is represented by a normalized index defined
as the zonal pressure difference between 40°S
and 65°S (17). SAM is then a measure of the
strength of the westerlies and is known to have
increased, meaning that the westerlies have
been moving south and strengthening (18).
There is decadal variability in SAM that comes

from a teleconnection with the tropics (19–21).
Additionally, SAM is strongly positively affected
by ozone depletion (22) and greenhouse gases
(23), implying an anthropogenic influence.
SAM is a zonally averaged index. However, if

we examine the systems surrounding Antarctica
without east-west averaging, we can see em-

beddedhighs and lows  (see Fig. 4A). These  highs
and lows also exhibit strong decadal variability,
largely driven by oceanic and atmospheric

changes, originating in the tropics (24–26). These
winds, whether viewed as a zonal average (as
in the SAM) or with detailed east-west regional
variations, influence how much and where CDW
comes close to the Antarctic coast (27–29). Where
the lows persist, the coastal easterlies are stronger
than the average around the coast, forcing more

surface water toward the coast by the Coriolis
force. The increase in the flow of surface water
to the coast decreases the amount of CDW below
the surface water, and this has a tendency to
lessen the amount of CDW on the continental
shelf. Thus, a stronger low results in less CDW
on the shelf break than a weaker low. The posi-
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Fig. 3. Schematic showing a zoomed-in vertical slice through a grounding zone (see box at grounding

zone in Fig. 2B for spatial context). The grounding zone describes the transition region where the

inland ice, under the action of gravity, flowing toward the ocean, goes afloat to form an ice shelf extending

out over the ocean, creating a sub–ice-shelf ocean cavity in the process.

Box 1. Observing grounding-zone processes in a warm-ocean cavity.

Physical processes at the grounding zone are not well understood, yet are critical to modeling grounding-

zone change. One approach to understanding these physical processes is outlined in Fig. 3. Direct

observations can be made via hot-water–drilled boreholes, both on the grounded and floating portions.

On the grounded side, a down-hole instrumented ice string (IIS) can include a fiber-optic–based

distributed temperature sensing (DTS) system to observe the vertical temperature profile and

embedded gauges to measure shear in ice flow. On the floating side, a borehole into the ocean cavity

can first allow a brief spatial exploration of the cavity, right up to the exact spot where the ice first

ungrounds, using a fiber-optic tethered remotely operated vehicle (ROV) having a suite of instruments

such as cameras, sensors for temperature and salinity, current meters, and side-scan sonar. Subsequently,

to gain temporal information, an instrumented ocean mooring (IOM) can be placed permanently in the ocean

cavity and include both a string of temperature and salinity sensors as well as turbulence gauges in the

ice-ocean boundary layer. Innovations in ice and ocean instrumentation have been moving forward at

a rapid pace over the past decade (45), allowing these types of integrated observations to be made for

the first time. Although instrumentation technology has advanced, making these observations is

challenged by the remoteness of the locations and the harshness of the environment (often heavily

crevassed at the surface from where field camps need to be established), resulting in the planning

and execution of field campaigns taking years to achieve. Such observations are presently being

collected in a warm-ocean cavity by the International Thwaites Glacier Collaboration (43), andmore will be

needed both at Thwaites and elsewhere to better understand grounding-zone change.
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snowfall over the continent and mass loss, the

latter approximately equally split between ice-

berg calving and ice shelf basal melting (37).

Under the current situation of a warming global

atmosphere, AIS precipitation is likely to in-

crease, as a warmer atmosphere can hold more

moisture and therefore produce greater precip-

itation (38). At the same time, a warming atmo-

sphere would increase surface melt of the ice

sheet, leading tomass loss.Additionally, awarm-

ing atmosphere will lead to changes in wind

pattens, with unknown outcomes with respect

to increasingly warm ocean waters reaching

ice shelf cavities and accelerating ice loss. The

warm-water cavities are sensitive (39), as they

currently have a largely unconstrained flow of

warmwater onto the continental shelf and into

their sub–ice-shelf cavities. The cold-water cavi-

ties are currently protected by dense and saline

continental shelf waters that block transport of

CDW to the ice shelf cavities (Fig. 2A), although

this situation could change under a changing

climate (40). It should also be noted that the

anticipated mass loss processes of surface

and basal melt have an inherently faster time

scale than that of the atmospheric-driven gain

through precipitation. This implies that themass

loss effects may occur faster than they can be

offset by precipitation.

Reductions in the extent and thickness of

ice shelves and the retreat of their grounding

zones associated with the ice-ocean processes

occurring in cavities would have major conse-

quences for the inland ice, causing it to flow

faster to the grounding zone as the buttressing

force of the ice shelves is weakened or lost (41).

There is some evidence that the resulting reduc-

tion in buttressing produces a near-instantaneous

response in the speedup of the inland ice (42).

As the inland ice flows faster toward the ocean

and is melted, the ice feeding the ice shelf be-

comes thinner, leading tooverall decreasedmass

of the AIS. Of all the processes governing this

mass and implied sea-level change, perhaps the

most important ones are those in the ground-

ing zone, which are also arguably the least well

understood at present. This is a key motiva-

tion for the ongoing integrated field, remote-

sensing, and modeling campaign called the

International Thwaites Glacier Collaboration

(43). Studies such as this into the retreat of

grounding zones are needed to feed into fully

coupled global climate models, so that climate

models can accurately represent such processes

to project future sea level with confidence [see

Pattyn (44) in this issue].
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Fig. 4. Atmospheric context wind variability. (A) The approximately east-west

oriented Antarctic Circumpolar Trough (ACT) supports a band of westerly

winds to the north of the trough, and easterlies to the south. Coriolis force

causes the westerlies and easterlies to drive the upper ocean waters to the north

and south, respectively, creating a divergence of surface waters all along the

ACT. This creates an upwelling of the subsurface CDW, which can cause it to

rise above the depth of the continental shelf break in places and allow the

possibility of it crossing onto the shelf and interacting with the AIS. Whether

or not the CDW gets onto the continental shelf is determined by processes

sketched in Fig. 2, A and B. (B) A time series of westerly winds in the Amundsen

Sea adjacent to Thwaites Glacier (36). Positive values indicating westerly

winds favor a greater transport of warm CDW into the cavity below Thwaites Ice

Shelf, thereby increasing melting and consequently grounding-zone retreat.

Negative values indicating easterly winds represent the opposite behavior.

The winds were created using a global climate model that simulates large,

natural, decadal variability in the climate system, principally originating in the

tropics. Superimposed on this variability is a centennial-scale trend in

positive wind values that is likely being forced by anthropogenic sources.

The study suggests that this upward trend will lead to an increase in warm

waters at Thwaites Ice Shelf, and hence increased melting and retreat.
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REVIEW

The uncertain future of the Antarctic Ice Sheet

Frank Pattyn1* and Mathieu Morlighem2

The Antarctic Ice Sheet is losing mass at an accelerating pace, and ice loss will likely continue over the

coming decades and centuries. Some regions of the ice sheet may reach a tipping point, potentially leading

to rates of sea level rise at least an order of magnitude larger than those observed now, owing to

strong positive feedbacks in the ice-climate system. How fast and how much Antarctica will contribute to

sea level remains uncertain, but multimeter sea level rise is likely for a mean global temperature increase of

around 2°C above preindustrial levels on multicentennial time scales, or sooner for unmitigated scenarios.

M
ajor uncertainties in predicting and

projecting future sea level rise are due

to the contribution of the Antarctic Ice

Sheet (1). These uncertainties essen-

tially stem from the fact that some re-

gions of the ice sheetmay reach tipping points,

defined as (regionally) irreversible mass loss,

with a warming climate. The exact timing of

when these tipping pointsmight occur remains

difficult to assess, allowing for a large diver-

gence in timing of onset andmass loss inmodel

projections. The instability mechanisms re-

sponsible for these tipping points are closely

related to the shapeof the bedunder the ice sheet

(Fig. 1). The West Antarctic Ice Sheet (WAIS),

whichhas thepotential to raise sea level by 5.3m

(2), has its current base groundedwell below sea

level, and the bed deepens from the periphery

of the ice sheet toward the interior (a so-called

retrograde bed slope). Marine basins are also

present in certain areas of the East Antarctic

Ice Sheet (EAIS) (Fig. 1), which has a far greater

sea level contribution potential of 52.2 m (2).

Marine ice sheets are in direct contact with the

ocean under floating ice shelves around the

coast, and changes in ocean circulation or heat

contentmay lead to rapid ice loss on time scales

of decades to centuries. The uncertainty in the

timing and extent of potential tipping points

also stems from our poor knowledge of both

drivers of change andmechanisms that operate

in the dynamics of marine ice sheets. Despite

these shortcomings, multimodel comparisons

like Ice Sheet Modeling Intercomparison Pro-

ject 6 (ISMIP6) allow for a more standardized

approach that enables outliers to bemore clearly

identified. Hence, uncertainties in future projec-

tions have since been reduced, and more robust

projections of sea level contributions from the

Antarctic Ice Sheet are to be expected.

Observations and drivers of dynamical

mass change

Recent satellite observations indicate that the

contribution of the Antarctic Ice Sheet to sea

level rise has considerably increased in recent

years (3). Antarctica has been contributing,

on average, 0.15 to 0.46 mm/year to sea level

between 1992 and 2017, accelerating to 0.49

to 0.73 mm/year between 2012 and 2017 (4).

Most ice loss is concentrated inWest Antarctica,

where the thinning of floating ice shelves is

causing glacier flow to accelerate and ground-

ing lines (the contact between the grounded

ice sheet and the ice shelf floating on the ocean)

to retreat.

The ice flow acceleration and thinning of Pine

Island Glacier, Thwaites Glacier, and nearby

glaciers that drain into the Amundsen Sea

(Fig. 2), which dominate the mass loss from

the WAIS, result from ice shelf thinning and

shrinkage and associated grounding-line retreat.

This is thought to be a response to awind-driven

increase in the circulation of warm Circumpolar

Deep Water (CDW) onto the continental shelf

reaching ice shelf cavities and grounding lines

(5). The strengthening of the regional westerly

winds that have forced warmer waters to the

grounding zones is attributed primarily to

remote changes occurring in the tropics (6).

However, changes in larger-scale circulation

owing to the recent stratospheric cooling result-

ing from ozone depletion and increased con-

centration of greenhouse gases have also been

identified as potential drivers (7). ThwaitesGlacier

is today undergoing the largest changes of any

ice-ocean system in Antarctica (8). This ongoing

mass loss will be modulated, but likely not

reversed, by variability in the ocean (9).

The EAIS is closer to a balanced state, but

this remains poorly constrained in terms of

surface mass balance (essentially precipitation-

evaporation) and glacial isostatic adjustment

(GIA) in response to volume change stemming

from the last glacial-interglacial period. Recent
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Heavily fractured Wiggins Glacier in contact

with the ocean, Western Antarctic Peninsula
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studies reveal that some ice shelves in East

Antarctica, once thought to be stable, are also

exposed to ocean heat and are experiencing

high rates of basal melt (10); hence, the dis-

charge of the EAIS may increase if the atmo-

spheric and oceanic conditions change.

Antarctic surfacemass balance derived from

reconstructions of ice core records show large

but opposing trends across West Antarctica,

especially for recent decades, whereas pre-

cipitation changes are less pronounced in East

Antarctica (11). A key attribute of precipitation

events is the penetration of warm, moist air

masses over the ice sheet, which may domi-

nate the annual total precipitation andmake

such events primarily responsible for most in-

terannual variations in precipitation (12).

Dynamics of the marine ice sheet

The mass balance of the Antarctic Ice Sheet,

and therefore its contribution to sea level, is

determined by the balance betweenmass gain

and mass loss. The ice sheet gains mass from

snowfall on its surface and losesmass primarily

by ocean-induced melting beneath its float-

ing ice shelves along the coast and by calving

icebergs that drift away andmelt in the ocean.

Although the surface mass balance has been

relatively stable over the past decades, ice flow

in several sectors of the ice sheet has accelerated,

thereby increasing ice discharge. The dominant

process triggering these large, rapid changes is

the loss of ice shelf buttressing. This is initiated

by changes in ocean circulation and, to a lesser

extent, atmospheric drivers that control sum-

mer surface-melt rates (13, 14). In particular, the

warmer waters of the CDW move toward the

ice fronts and ice shelf grounding zones along

troughs in the bathymetry, causing increased

melting at the ice-ocean interface. This process

thins the ice shelves, reducing drag along their

sides and at local pinning points on seafloor

highs, which in turn reduces the buttressing,

that is, the resistive stress that the ice shelves

exert on the grounded ice (8). Thinning ice

shelves lead to faster grounded-ice flow, which

in turn leads to further thinning, causing pre-

viously grounded ice to float as the grounding

zone retreats farther inland. This process can

be particularly fast and unstable along retro-

grade slopes (i.e., the bed deepens inland), be-

causemore ice crossing the grounding zone and

a smaller accumulation area (15, 16) create a

positive-feedback process known as the marine

ice sheet instability (MISI; Fig. 3). The process

may halt when the bedrock rises upward—that

is, when a prograde bed slope or pronounced

ridge at the bed is encountered—or when ice

shelves exert enough buttressing to stop further

grounding-line retreat.

The retreat until 2010 of Pine Island Glacier

has been attributed to enhanced ocean-induced

melt, although its recent slowdown may be

due to a combination of reduced forcing and a

concomitant increase in glacier buttressing (17).

It is possible that some glaciers, such as Pine

Island Glacier and Thwaites Glacier, may al-

ready be undergoingMISI (9). Thwaites Glacier

is now in a less-buttressed state because its ice

shelf is mostly unconfined, and several simu-

lations using state-of-the-art ice sheet models

indicate continuedmass loss and possiblyMISI

or MISI-like behavior, even under present cli-

matic conditions (18–20).

More recently, the hypothesis of marine ice

cliff instability (MICI) has emerged (14, 21),

postulating that ice cliffs become unstable and

collapse if higher than ~90 m above sea level,

facilitating the rapid retreat of ice sheets. This

process may have been important in Antarctica

during past warms periods (14) by enhancing

MISI (Fig. 3). During Pliocene warm periods,

sea level was 10 to 20m higher than it is now

(22), requiring extensive retreat or collapse of

the Greenland, West Antarctic, and marine-

based sectors of the East Antarctic ice sheets.

TheMICI mechanism allows for increasing the

model sensitivity such that the high sea level
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stands present during that period can be reached

(14).However, contrary to theMISI hypothesis,

MICI is not supported by a formal linear sta-

bility analysis (16), which hampers an adequate

representation inmarine ice sheetmodels. Fur-

thermore, MICI has not been observed at such

a scale in Antarctica, and so it remains unclear

how rapidly an ice cliff would retreat as a func-

tion of its height (23). So far, models including

MICI parameterized the rate of retreat based

on the observed retreat rate of Jakobshavn Isbræ

in West Greenland, which reached 3 km/year

when its ice shelf collapsed in the early 2000s.

Cliff instability requires an a priori collapse

of ice shelves and is favored by, among others,

hydrofracturing through the increase of water

pressure in surface crevasses, which widens

and deepens them (21, 24, 25). Contrary toMISI,

MICI could also occur on prograde bed slopes.

Evidence from the Larsen B collapse, and rapid

front retreat of Jakobshavn Isbræ, suggests that

hydrofracturing could lead to the rapid collapse

of ice shelves and potentially produce high,

mechanically unsustainable ice cliffs (21, 24).

However, its current impact is limited, because

only a few Antarctic ice shelves have collapsed

as of now. Moreover, recent work shows that

the critical cliff height increases with time scale

(i.e., the longer the time scale, the taller the

cliff needs to be before collapse is possible), and

therefore, ice shelf buttressingmust be removed

on time scales of less than 1 day to produce rapid

brittle fracturing of a subaerial ice cliff at heights

attainable in ice sheets (23). Compelling evi-

dence fromobservations at the Ross Sea shows

that there has been no immediate grounding-

line retreat after cliff collapse in the past (26).

More research into the dynamics of ice cliffs is

needed, and the existence ofMICI remains con-

troversial today.

Projecting the future of the Antarctic Ice Sheet

A major factor that limits reliable projections

of the future Antarctic Ice Sheet response is

how global warming relates to ocean dynamics

that bring CDW onto and across the continen-

tal shelf, potentially increasing subshelf melt.

Because of this uncertainty, several studies

apply linear extrapolations of present-day ob-

servedmelt rates or simple parameterizations

of ice-ocean melting rates, mostly focusing on

unmitigated climate scenarios, such as Repre-

sentative Concentration Pathway (RCP) 8.5.

Numerous large-scale modeling studies con-

ducted in the past decade have simulated future

collapse of the WAIS under various climate-

warming scenarios (13, 14, 27–30). These studies

found that future grounding-zone retreat into

the central WAIS region is expected on time

scales of a few centuries to a millennium, con-

tributing several meters to global mean sea

level rise. However, although the time of onset

of collapse is quite different acrossmodels and

scenarios, all models produce WAIS collapse

under unmitigated emission scenarios onmulti-

centennial time scales.

Whole Antarctic simulations for unmitigated

emission scenarios (RCP8.5) show a large scatter

on centennial and multicentennial time scales

(Fig. 4). However, the introduction of MICI

in one ice sheet model (14) results in future

sea level rise estimates almost one order of

magnitude larger than those of other studies

(Fig. 4). Although projected contributions of

the Antarctic Ice Sheet to sea level rise by the

end of this century for recent studies hover

between 0 and 0.45 m (5 to 95% probability

range), the MICI model occupies a range of

0.2 to 1.7 m (Fig. 4). The discrepancy is even

more pronounced for 2300, at which point the

MICI results and other model estimates no

longer agreewithin uncertainty bounds. Given

the uncertainty range on Pliocene sea level

stands, MICI is not necessarily required to

lead to rapidmultimeter sea level rise (31), and

other mechanisms related to basal conditions

may well be able to accelerate mass loss on

shorter time scales (30, 32).

Not all feedbacks inmarine ice sheets enhance

ice loss and collapse. Several mechanismsmay

slow down rapid ice retreat. For instance, as

glaciers thin, the pressure that they exert on

Earth’s crust decreases, and so the bed rises

in response to the reduction in ice mass. The

lithosphere is a viscoelastic material, and the

rate of uplift has two distinct response times:

The elastic response is instantaneousbut limited

in magnitude, whereas the viscous response is

slow but larger in magnitude. A low-viscosity

asthenosphere and a thin lithosphere (known

as a weak Earth structure), as observed under

WAIS, will produce a faster andmore localized

viscoelastic response of solid Earth on decadal

rather thanmillennial time scales (33). When

the bedrock rises, the grounding-line retreat

may slow down as the height above hydrostatic

equilibrium increases inland. Simulations that

account for this negative feedback show that

bedrock uplift delays the collapse of theWAIS,

leading to slowermass loss (34) compared with

models that keep a fixed bedrock geometry.

Although this mechanism has a strong impact

on model simulations on multicentennial to

millennial time scales, it is not yet clear whether

it is important on the scale of decades.

Sea level commitment and tipping points

On multicentennial to multimillennial time

scales, feedbacks with the atmosphere and

ocean increase in importance.When subjected

to perturbed climatic forcing over these time

scales, ice sheets manifest large changes in

their volume and distribution. These changes

typically occur with a considerable lag in re-

sponse to the forcing applied, which leads to

the concept of sea level commitment, that is,

ice mass losses that will occur in the long-term

future are committed to that loss at a much

earlier stage. Ice sheets are subject to threshold

behaviors in their stability, because a change in
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Fig. 3. Schematics of the marine ice sheet instability and marine ice cliff instability. (A) MISI, invoking 
unstable grounding line retreat on retrograde bed slopes due to reduced ice shelf buttressing. (B) MICI, where 
grounded ice cliffs may rapidly collapse after ice shelf breakup. Images modified from (1).
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boundary conditions such as climate forcing

can cause the current ice sheet configuration

to become unstable through, for instance,MISI.

Crossing these tipping points leads the system

to equilibrate to a qualitatively different state

(a complete collapse of theWAIS, for example).

The existence of a tipping point implies that ice

sheet changes are potentially irreversible. In

other words, returning to a preindustrial cli-

matemay not necessarily stabilize the ice sheet

once the tipping point has been crossed. Rever-

sibility, however, may be possible over large cli-

mate cycles, such as a glacial-interglacial cycle.

The projected long-term sea level rise contri-

bution of the Antarctic Ice Sheet for warming

levels associated with the high-mitigation

RCP2.6 scenario is limited to well below 1 m,

althoughwith a probability distribution that

is not Gaussian but skewed with a long tail

toward high values owing to potential MICI

(1). However, substantial future retreat in some

basins (such as Thwaites Glacier) cannot be

ruled out, because grounding-line retreat

may continue evenwith no additional forcing

(18–20, 32). The long-term sea level rise

contribution of the Antarctic Ice Sheet

therefore crucially depends on the be-

havior of individual ice shelves and

outlet glacier systems and whether they

enter MISI for a given level of warming.

Under sustained warming, a threshold

for the survival of Antarctic ice shelves,

and thus the stability of the ice sheet,

seems to lie between 1.5° and 2°C above

the present mean annual air temper-

ature (28). Crossing these thresholds

implies commitment to large ice sheet

changes and sea level rise that may take

thousands of years to be fully realized

and may be irreversible on longer time

scales (1).

Understanding key physical processes

Considerable progress has been made

over the past decade with respect to

understanding fundamental processes

at the interface between ice sheets, at-

mosphere, and ocean and mechanisms

of ice sheet instability. However, along

with missing knowledge on the drivers

of change, some key physical processes

inherent to the dynamics of retreat-

ing marine ice sheets are still poorly

understood. These processes include

(i) ice-ocean interface processes re-

sponsible for subshelf melt, (ii) calving

and (hydro)fracture processes, (iii) ice

sheet basal sliding and subglacial sedi-

ment deformation, and (iv) GIA. This

missing knowledge reduces our capa-

bility to accurately predict the timing

andmagnitude of the onset of enhanced

mass loss or define potential tipping

points of the Antarctic Ice Sheet.

Asdiscussedabove, increased subshelfmelting

(i) has triggered the observed acceleration of

large Antarctic outlet glaciers in the Amundsen

Sea sector during the past decade (3, 4, 8), and

it is therefore critical that numerical ice sheet

models represent the processes governing sub-

shelf melt accurately. Subshelf melting is either

parameterized or computed through coupling

with an ocean model. Parameterizations typ-

ically relate subshelf melting to ocean temper-

ature and/or ice shelf depth, in either a linear

or a quadratic fashion, which leads to higher

melting close to the grounding line (35). Other

parameterizations relate subshelf melting to

the distance to the grounding line, to the ice

shelf and cavity depths, or, more recently, by

using melt rates from a plume model that are

extended spatially using physically motivated

scalings that depend on local slope and ice

draft (35). More accurate representations of

subshelf melting can be achieved through

coupling to an ocean model, which should lead

to considerable improvements compared with

simple parameterizations, because it accounts

for the transfer of heat, freshwater, and mo-

mentum between the two bodies.

Iceberg calving (ii) is responsible for the

other part of the ice mass loss at the margins

of the Antarctic Ice Sheet. Calving occurs when

ice chunks break off from the edge of floating

ice shelves in Antarctica. The rate at which

icebergs detach from the ice shelf, or calving

rate, determines the dynamics of the ice front.

When the ice front is stationery, the calving

rate is equal to the flow velocity of the ice. The

calving rate therefore modulates buttressing

induced by ice shelves and hence indirectly

controls upstream grounded ice speed and sub-

sequent sea level rise contribution. The large

amount of ice lost through calving is common

for Antarctica, but its representation andquan-

tification inmodels are hampered by the diffi-

cult access to field sites, a high variability in

time and space, and its inherent discontinuous

nature, as opposed to the continuumapproach

used in most models. Until recently, calving

rates were essentially either assumed to be

equal to ice velocity (i.e., by keeping the ice

front fixed in space) or based on em-

pirical relationships that are not well

constrained by observations. Recent

studies apply continuum damage me-

chanics to simulate crevasse forma-

tion. This approach represents initial

ice microfractures and their vertical

development as crevasses, which in

turn weakens the ice through damage

and decreases ice viscosity and which

can be advectedwith the ice flow (36).

Hydrofracturing, based on the surface

meltwater widening and deepening

crevasses, is also ubiquitously param-

eterized in ice sheet models and forms

the precursor for MICI (21, 24). Calv-

ing remains one of the grand chal-

lenges of ice sheet modeling, and no

general calving law exists yet, which

profoundly limits our ability to model

catastrophic calving events.

Basal conditions (iii) and GIA (iv)

both have an impact on how ice sheets

respond to forcing. Although the physics

of GIA is well understood, the upper

mantle viscosity under the Antarctic

Ice Sheet is poorly constrained. Sim-

ilarly, the mechanics of basal friction

and how it varies spatially remain

largely unknown.Models typically rely

on simple friction laws that depend on

the basal velocity linearly or nonlinearly

(37), which is generally a good approx-

imation for a hard bedrock. Many

Antarctic ice streams, however, are

known to be lying on soft beds that

have a layer of deformable till. Recent

studies and laboratory experiments

suggest that the rheology of the till

is plastic at large strain, and new
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Fig. 4. Projections of Antarctic sea level contribution.

(A and B) Projections of Antarctic sea level contribution in 2100

(A) and 2300 (B) for different studies performed under RCP8.5.

Boxes and whiskers show the 5th, 25th, 50th, 75th, and 95th

percentiles. (C) Median projections of Antarctic sea level contribution

from 2000 to 2300 (RCP8.5). The studies plotted are L14 (46);

G15 (28); DP16 (14); DP16BC, bias-corrected simulations (14); B19S,

simulations with Schoof’s parameterization (30); B19T, simulations

with Tsai’s parameterization (30); E19, simulations without MICI

(31); E19MICI, simulations with MICI (31); and G19 (32). Figure

modified with permission from Elsevier (47).
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to external forcing or to physical properties of

the ice sheet (e.g., initial conditions, coefficients

in parameterizations). It therefore makes it pos-

sible to show where progress should be made

to reduce the uncertainty in projections of sea

level rise most efficiently.

Model initialization remains another impor-

tant factor, which relies on two distinct, but

often combined, approaches: spin up versus

data assimilation. The first approach spins up

the model over glacial-interglacial periods,

which ensures that the internal properties of

the ice sheet are consistent with each other

but may provide an inaccurate representation

of the present-day ice sheet geometry and flow

speed, which may introduce considerable biases

on short-term (i.e., decadal to centennial) pro-

jections. The alternative is the assimilation

of data, such as satellite-derived surface flow

speeds, thinning and thickening rates, and so on.

These two approaches lead to large differences

in the initial conditions fromwhich projections

are made and therefore create a substantial

spread in projected contributions to future sea

level rise (43). Although data assimilation tech-

niques cannot ensure consistent internal prop-

erties of the ice sheet, they are improving for

centennial projectionswith the increasing access

to high-resolution satellite products,which even

allow for characterizing the subglacial condi-

tions to a far better degree (44). They also

enable the improvement of ice-thickness and

bedrock datasets at a high resolution for the

Antarctic Ice Sheet (2). One of the challenges

for the coming years is that the volume of data

available is increasing exponentially, but ice

sheet models are not equipped to ingest large

amounts of data from different sensors at dif-

ferent resolutions and acquired at different

times. Some progress has been made by rely-

ing on tools such as automatic differentiation,

but thesemethods have not yet been applied to

large-scale systems such as the entire Antarctic

Ice Sheet.

Eventually, the full coupling between ice,

ocean, and atmosphere must be considered,

which is currently the subject of ongoing

research but remains limited to decadal or

multidecadal time scales owing to the high

computational cost of coupledmodels. Full ice-

ocean coupling on the Thwaites drainage basin

revealed a continuedmass loss over the coming

decades at a sustained rate and shows that un-

coupled simulations greatly overestimate the

rate of grounding-line retreat compared with

the coupledmodel (20).Whole Antarctic semi-

coupled simulations, on the other hand, show

that meltwater from Antarctica will trap warm

water below the sea surface, creating a positive

feedback that increases Antarctic ice loss (32).

The increase in computational efficiency

enabling high–spatial resolution modeling, the

availability of high-resolution datasets of bed

topographyandofhigh-resolution satellite-based

ice surface velocity and changes in ice velocity,

longer time series on ice sheet changes, and the

improved initialization of ice sheet models are

now allowing the ice sheet modeling commu-

nity to produce increasingly robust projections

on the future behavior of theAntarctic Ice Sheet.

Closing knowledge gaps in drivers, forcing, and

processes and an improved understanding of

feedbacks between the different systems will

be necessary to more accurately comprehend

when and how future tipping points of the ice

sheet are reached, because they have a pro-

found impact on global sea level rise around

the planet.
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parameterizations are being developed to 
account for both soft and hard beds (37). The 
development and validation of these new fric-
tion laws are critical to further improve the 
predictive skills of numerical models.

Challenges to reduce uncertainties
Besides understanding key physical processes, 
their representation in ice sheet models is also 
crucial. One way to assess the accuracy in the 
representation of physical processes in current 
ice sheet models is to organize large, interna-
tional intercomparison projects. For example, 
the Marine Ice Sheet Model Intercomparison 
Project for planview models (MISMIP3d) greatly 
improved the representation of grounding-line 
migration by conforming models to known 
analytical solutions (38). These numerical experi-
ments demonstrated that to resolve grounding-
line migration in marine ice sheet models, a 
sufficiently high spatial resolution needs to be 
adopted, because membrane stresses need to 
be resolved across the grounding line to guar-
antee mechanical coupling, unless parameter-

izations are used (14) based on analytical solutions 
(16). Therefore, a series of ice sheet models have 
implemented subelement parameterizations 
or a spatial grid refinement, which also favors 
accurate data assimilation (27). In transient sim-
ulations, the adaptive mesh approach enables 
the finest grid to follow the grounding-line 
migration (27). These higher spatial resolutions 
on the order of hundreds of meters in the vici-
nity of grounding lines also pose new challenges 
about data management for modeling purposes 
and demand precise bathymetry to resolve the 
grounding zone (2). Nevertheless, recent theo-
retical developments with respect to grounding-
line stability in response to buttressing (39), 
basal drag (40), and external forcing (41) demon-
strate that further efforts are required in the 
verification and validation of numerical ice 
sheet models.

Intercomparisons are also essential for im-

proving coupled ocean–sub-ice-shelf cavity–ice 
sheet models within a global system context (42). 
To better understand the influence of model 
initialization, an initial state intercomparison 
exercise (initMIP) has been developed (43). 
initMIP is the first set of experiments of the 
Ice Sheet Model Intercomparison Project for 
CMIP6 (ISMIP6), which is the primary Coupled 
Model Intercomparison Project Phase 6 (CMIP6) 
activity focusing on the Greenland and Antarctic 
Ice Sheets (42).
Besides multimodel ensembles, such as 

ISMIP6, uncertainty quantification within the 
model parameter space is a powerful tool to 
characterize and investigate uncertainty in 
projections (29, 30) and to improve projections 
of future sea level rise. One of the advantages of 
uncertainty quantification is that it can quan-
tify the uncertainty in the projections associ-
ated to different input parameters, related either
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APPLIED PHYSICS 

Electricity from 
thermal sources
It is desirable to harvest as 

much energy as possible from 

processes that produce useful 

amounts of heat and convert it 

from waste into electrical power. 

Thermoelectrics and thermo-

photovoltaics can harness and 

convert heat waste but tend to 

operate at high temperatures. 

Davids et al. designed and 

fabricated a complementary 

metal-oxide semiconductor 

infrared photonic device that 

can harvest and recover energy 

from low-temperature thermal 

sources (see the Perspective by 

Raman). Using a new conversion 

mechanism, they experimentally 

demonstrate large thermal-

to-electrical power generation 

in a bipolar grating-coupled 

tunneling device, rivaling the 

best thermoelectric devices. The 

device design could be used for 

exposure times on the order of 

milliseconds, which limits their 

responsiveness. Falanga et al. 

instead used event cameras 

with reaction times of micro-

seconds. For sense-and-avoid 

maneuvers, these bioinspired 

neuromorphic cameras are more 

responsive than conventional 

cameras because they measure 

changes of brightness in an 

image (events), thus effectively 

sensing motion. With the addi-

tion of event-based detection 

energy harvesting of waste heat 

and the development of compact 

thermal batteries. —ISO

Science, this issue p. 1341;

see also p. 1301

CELL BIOLOGY

PI(4)P regulates 
mitochondrial fission
Mitochondria are dynamic intra-

cellular organelles, the shape 

and number of which are regu-

lated by various cell-signaling 

pathways. Mitochondrial divi-

sion is driven by the recruitment 

of a constricting guanosine 

triphosphatase protein at sites 

of contact with the endoplasmic 

reticulum, but other factors, 

including lysosomes, are also 

involved. Nagashima et al. now 

document an essential role for 

Golgi-derived vesicles bearing a 

specific lipid—phosphatidylino-

sitol 4-phosphate, or PI(4)P—in 

the final steps of mitochondrial 

division. Disruption of PI(4)P 

production results in mitochon-

drial morphological defects 

indicative of an inability to 

complete fission. —SMH

Science, this issue p. 1366

COMPUTER VISION

Dodgeball for drones
Uncrewed aerial vehicles, 

or drones, use frame-based 

cameras for object perception. 

However, these cameras have 
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A drone dodges objects using event-based cameras and onboard processing.
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BIOTECHNOLOGY

From genetics to material to behavior

I
ntroducing new genes into an organism can endow new 

biochemical functions or change the patterns of exist-

ing functions, but extending these manipulations to 

structure at the tissue level is challenging. Combining 

genetic engineering and polymer chemistry, Liu et al. 

directly leveraged complex cellular architectures of living 

organisms to synthesize, fabricate, and assemble bioelec-

tronic materials (see the Perspective by Otto and Schmidt). 

An engineered enzyme expressed in genetically targeted 

neurons synthesized conductive polymers in tissues of 

freely moving animals. These polymers enabled modulation 

of membrane properties in specific neuron populations 

and manipulation of behavior in living animals. —SYM

Science, this issue p. 1372; see also p. 1303

Artist’s conception of neurons, 

some of which are genetically 

engineered to produce a membrane-

associated conducting polymer



BRAIN MAPPING

Connecting the human 
amygdala
The amygdala is a brain structure 

that is affected in many different 

psychiatric disorders. We still have 

an inadequate understanding of 

its role within the organization 

of the human brain. Sylvester 

et al. used repeated sampling 

and precision mapping to define 

three amygdala subdivisions in 10 

20 MARCH 2020 • VOL 367 ISSUE 6484    1337

algorithms, the authors have 

designed a drone that can dodge 

multiple objects. —MML

Sci. Robot. 5, eaaz9712 (2020).

CHEMICAL ENGINEERING 

Every twig 
and splinter used
Plant-based production of 

commodity chemicals faces 

steep competition from fossil 

resources, which are often 

cheaper and easier to partition. 

Sustainable use of renewable 

resources requires strate-

gies for converting complex 

and recalcitrant biomolecules 

into streams of chemicals 

with extraordinary efficiency. 

Liao et al. developed a biore-

finery concept in which wood 

is eventually fully converted 

into useful chemicals: phenol, 

propylene, pulp amenable 

to ethanol production, and 

phenolic oligomers that can be 

incorporated into ink produc-

tion (see the Perspective by 

Zhang). A life-cycle assessment 

and techno-economic analysis 

highlight the efficiency of the 

process and reveal the potential 

for such biorefinery strategies 

to contribute to sustainable 

chemicals markets. —MAF

Science, this issue p. 1385;

see also p. 1305

ANTIBODIES

Antibody assembly 
in lampreys
For B lymphocytes in jawless 

vertebrates to produce antibod-

ies, a combination of gene 

cassettes must be stitched 

together to create a functional 

antibody gene. Circumstantial 

evidence based on gene expres-

sion data previously implicated 

the cytidine deaminase CDA2 

in this process. Morimoto et al. 

used CRISPR-Cas9–mediated 

mutagenesis to show that loss-

of-function mutations in the 

CDA2 gene result in the loss of 
antibody gene assembly with-

out disrupting the formation 

of functional genes encoding 

lamprey T cell receptors. These 

methods establish lampreys as 

SCIENCE   

individuals based on connectivity 

patterns with the cortex. These 

subdivisions occupied similar 

locations in different subjects and 

similar network connectivity. One 

subdivision has preferential func-

tional connectivity to the default 

mode network, which engages 

when an individual is focused on 

a specific task; a second, medially 

located subdivision preferentially 

connects to the dorsal attention 

network; and a third connects to 

a genetically tractable model 

system. —IW

Sci. Immunol. 5, eaba0925 (2020).

STRUCTURAL BIOLOGY

Choosing a partner 
that fits
G protein–coupled receptors 

(GPCRs) are responsible for 

transducing diverse signals 

from outside to inside cells. 

This process requires specific-

ity both in ligand binding to 

GPCRs and in coupling between 

GPCRs and their intracellular 

partners, G proteins. Qiao et 

al. determined the structure of 

the human glucagon recep-

tor (GCGR), a type B GPCR, 

bound to glucagon and one of 

two heterotrimeric G proteins, 

G
s
 or G

i1
. GCGR signals mainly 

through G
s
, and the structures

provide a basis for this specific-

ity. Conformational changes in 

GCGR, relative to the inactive 

state, create a binding cavity 

for the G proteins. The pocket is 

opened sufficiently to accom-

modate a bulky binding motif 

in G
s
. G

i1
 can still bind but the 

pocket does not close around it, 

so there is a smaller interaction 

interface. —VV

Science, this issue p. 1346

GEOMORPHOLOGY 

Erosion-vegetation 
interactions
The impact of vegetation on 

erosion rates is hard to gauge. 

Although vegetation can hold 

soils in place mechanically, root 

systems can also loosen soils 

or even help to fracture rock. 

These processes can increase 

erosion, especially because 

areas of heavy vegetation 

tend to be in areas with high 

precipitation rates. Starke et al. 

tackled this issue using a large 

set of observations that span 

3500 km of the Andes mountain 

range. They found a complex set 

of interactions where increasing 

vegetation decreases erosion 

in more arid regions but can 

accelerate erosion in vegetation 

dense regions. —BG

Science, this issue p. 1358
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Parrots, like this 

New Zealand kea,  

are increasingly 

recognized for having 

high-level cognitive 

abilities.

COGNITION 

Avian statisticians 

W
e humans, even those not well versed in the study of 

statistics, make statistical inferences regularly when 

we decide to, say, choose from a bowl with a high 

ratio of chocolate chips to nuts. In the animal world, 

this kind of inference, and the ability to broadly apply 

it when making choices, has also been found in chimpan-

zees, but whether it exists outside of this lineage has been 

debated. Bastos and Taylor looked for statistical ability in 

parrots, which are increasingly recognized as having high-

level cognitive functions. When trained to understand that 

certain tokens conferred a reward, keas (scavenging parrots 

native to New Zealand) consistently judged their chances of 

acquiring one under different circumstances. They were as 

successful as humans at avoiding samples offered from con-

tainers with the fewest reward tokens and consistently chose 

samples offered from containers with the most. They also 

spotted when the experimenters introduced biases. —SNV 

Nat. Commun. 11, 828 (2020).

Edited by Caroline Ash 

and Jesse Smith
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a ventrally located amygdala sub-

division, but does not show any 

functional network preferences. 

These data may help to develop 

biologically plausible biomarkers 

and targets for intervention in 

psychiatric patients. —PRS

Proc. Natl. Acad. Sci. U.S.A. 117, 3808 

(2020).

CANCER

Cancer therapy in 
good order
Treatment of cancer patients with 

two or more drugs acting through 

different mechanisms is a strat-

egy that has prolonged many 

lives. Whether the drugs within 

these combination therapies are 

delivered concurrently or sequen-

tially can have a major impact on 

efficacy. A new study illustrates 

this principle for drugs that inhibit 

cell cycle kinases CDK4 and 

CDK6 (CDK4/6 inhibitors), which 

have attracted great interest 

because of their clinical efficacy 

in breast cancer. Studying mouse 

models of pancreatic cancer, 

Salvador-Barbero et al. found 

that sequential treatment with 

Taxol (which inhibits mitosis) 

followed by a CDK4/6 inhibi-

tor (which prevents cell cycle 

entry) offered substantially more 

therapeutic benefit than concur-

rent treatment with the drugs. 

Mechanistically, this is because 

the CDK4/6 inhibitor prevents 

cancer cells from repairing the 

chromosomal damage caused by 

Taxol. —PAK

Cancer Cell 10.1016/

j.ccell.2020.01.007 (2020).

PSYCHOLOGY

The psychology of the 
alt-right
The political movement known 

as the “alt-right” has increased 

in popularity in the United 

States over the past several 

years. However, empirical 

descriptive research on the 

psychological characteristics 

that unite members of the 

movement is needed. Forscher 

and Kteily conducted detailed 

survey work to determine the 

popularity of the movement 

and its psychological profile. 

On the basis of their findings, 

the authors estimate that 6% 

of the U.S. population, and 10% 

of people who voted for Trump 

in the 2016 election, identify as 

being part of the alt-right. Alt-

right members do not indicate 

feelings of economic anxiety, 

but rather exhibit preferences 

for social group–based hier-

archies favoring whites. These 

results have implications for 

understanding the role of inter-

group relations and conflict in 

U.S. electoral politics. —TSR

Perspect. Psychol. Sci. 15, 90 (2020).

CHEMINFORMATICS

Machine learning 
for natural extracts
Natural products and their 

derivatives continue to be an 

important source of drug candi-

dates because of their structural 

diversity and wide-ranging 

biological activities, which are 

unmatched by synthetic com-

pounds. Natural products are 

generally complex mixtures with 

chemical constituents that are 

not well characterized. Reher et al. 

report a nuclear magnetic reso-

nance–based machine-learning 

tool, SMART, for rapid structural 

analysis of major constituents 

from crude natural extracts and 

for the discovery of new natural 

products. For example, SMART 

automatically characterized a 

cyanobacterial extract mixture 

and isolated a new chimeric 

macrolide, symplocolide A; it 

also dereplicated several known 

natural products. The proposed 

cheminformatic tool paves the 

way for new computer-aided 

approaches to natural product 

drug discovery. —YS

J. Am. Chem. Soc. 142, 4114 (2020).

SIGNALING

A decoy insulin receptor 
in worms?
Insulin signaling in the worm 

Caenorhabditis elegans appears 

to be regulated by expression of 

a truncated, alternatively spliced 

form of the receptor that lacks 

the intracellular signaling domain 

of the receptor. Expression of 

the spliced form of the receptor, 

DAF-2B, is regulated in the worm 

and serves to modulate the effects 

of insulin-like peptides. Expression 

of DAF-2B alters sensitivity to 

insulin. Martinez et al. suggest that 

the modified receptor might alter 

insulin signaling by sequestering 

insulin peptides on the inactive 

receptor, although such binding 

was not shown. Interaction with 

the full-length receptor is also a 

possibility. The results raise the 

intriguing possibility that a spliced 

receptor might function similarly 

in mammals and contribute to the 

control of insulin signaling. —LBR

eLife 9, e49917 (2020). C
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Seismic activity on Mars 

(shown) has been detected 

by  NASA’s InSight lander.

SEISMOLOGY

The red planet quakes

T
he first unsuccessful attempt to detect seismic activity on Mars was in 1975 on the Viking 

landers. More than 40 years later, Giardini et al. finally detected marsquakes with the 

seismometer on the InSight mission that landed on Mars in 2018. Most of the detected 

marsquakes have been small, but there were a few that could be as large as a magnitude 4. 

Although most of the 174 events were likely due to seismic activity, some may have 

been caused by meteorite impact or other sources. The catalog forms a basis for further 

investigation into the rock properties in the martian  interior. —BG

Nat. Geosci. 13, 205 (2020).
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HUMAN GENETICS

Insights into human genetic variation and population
history from 929 diverse genomes
Anders Bergström*, Shane A. McCarthy†, Ruoyun Hui†, Mohamed A. Almarri†, Qasim Ayub,

Petr Danecek, Yuan Chen, Sabine Felkel, Pille Hallast, Jack Kamm, Hélène Blanché,

Jean-François Deleuze, Howard Cann‡, Swapan Mallick, David Reich, Manjinder S. Sandhu,

Pontus Skoglund, Aylwyn Scally, Yali Xue§, Richard Durbin§, Chris Tyler-Smith§*

INTRODUCTION: Large-scale human genome-

sequencing studies to date have been limited

to large, metropolitan populations or to small

numbers of genomes from each group. Much

remains to be understood about the extent

and structure of genetic variation in our species

and how it was shaped by past population sep-

arations, admixture, adaptation, size changes,

and gene flow from archaic human groups.

Larger numbers of genome sequences from

more diverse populations are needed to answer

these questions.

RATIONALE:We sequenced 929 genomes from

54 geographically, linguistically, and culturally

diverse human populations to an average of

35× coverage and analyzed the variation among

them.Wealso physically resolved the haplotype

phase of 26 of these genomes using linked-read

sequencing.

RESULTS: We identified 67.3 million single-

nucleotide polymorphisms, 8.8 million small

insertions or deletions (indels), and 40,736

copy number variants. This includes hundreds

of thousands of variants that had not been

discovered by previous sequencing efforts, but

which are common in one ormore population.

We demonstrate benefits to the study of popu-

lation relationships of genome sequences over

ascertained array genotypes, particularly when

involving African populations.

Populations in central and southern Africa,

the Americas, and Oceania each harbor tens

to hundreds of thousands of private, common

genetic variants. Most of these variants arose

as newmutations rather than through archaic

introgression, except in Oceanian popula-

tions, where many private variants derive from

Denisovan admixture. Although some reach

high frequencies, no variants are fixed between

major geographical regions.

We estimate that the genetic separation be-

tween present-day human populations occurred

mostly within the past 250,000 years. However,

these early separations were gradual in nature

and shaped by protracted gene flow. All popu-

lations thus still had some genetic contactmore

recently than this, but there is also evidence

that a small fraction of present-day structure

might be hundreds of thousands of years

older. Most populations expanded in size over

the past 10,000 years, but hunter-gatherer

groups did not.

The low diversity among the Neanderthal

haplotypes segregating in present-day pop-

ulations indicates that, while more than one

Neanderthal individual must have contributed

genetic material to modern humans, there was

likely only one major epi-

sode of admixture. By con-

trast, Denisovan haplotype

diversity reflects a more

complex history involving

more than one episode of

admixture.

Wefoundsmallamounts

of Neanderthal ancestry in West African ge-

nomes, most likely reflecting Eurasian ad-

mixture. Despite their very low levels or absence

of archaic ancestry, African populations share

manyNeanderthal andDenisovan variants that

are absent from Eurasia, reflecting how a

larger proportion of the ancestral human

variation has been maintained in Africa.

CONCLUSION: The discovery of substantial

amounts of common genetic variation that

was previously undocumented and is geo-

graphically restricted highlights the continued

value of anthropologically informed study de-

signs for understanding human diversity. The

genome sequences presented here are a freely

available resource with relevance to population

history, medical genetics, anthropology, and

linguistics.▪
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CORTICAL GENETICS

The genetic architecture of the human cerebral cortex
Katrina L. Grasby*† and Neda Jahanshad*† et al.

INTRODUCTION: The cerebral cortex underlies

our complex cognitive capabilities. Variations

in human cortical surface area and thickness

are associated with neurological, psychologi-

cal, and behavioral traits and can bemeasured

in vivo by magnetic resonance imaging (MRI).

Studies in model organisms have identified

genes that influence cortical structure, but

little is known about common genetic var-

iants that affect human cortical structure.

RATIONALE: To identify genetic variants asso-

ciated with human cortical structure at both

global and regional levels, we conducted a

genome-wide association meta-analysis of

brain MRI data from 51,665 individuals across

60 cohorts. We analyzed the surface area and

average thickness of the whole cortex and

34 cortical regions with known functional

specializations.

RESULTS:We identified 306nominally genome-

wide significant loci (P < 5 × 10
−8
) associated

with cortical structure in a discovery sample

of 33,992 participants of European ancestry.

Of the 299 loci for which replication data were

available, 241 loci influencing surface area and

14 influencing thickness remained signifi-

cant after replication, with 199 loci passing

multiple testing correction (P < 8.3 × 10
−10

;

187 influencing surface area and 12 influenc-

ing thickness).

Common genetic variants explained 34%

(SE = 3%) of the variation in total surface area

and 26% (SE = 2%) in average thickness;

surface area and thickness showed a negative

genetic correlation (rG = −0.32, SE = 0.05, P =

6.5 × 10
−12

), which suggests that genetic influ-

ences have opposing effects on surface area and

thickness. Bioinformatic analyses showed that

total surface area is influenced by genetic var-

iants that alter gene regulatory activity in neu-

ral progenitor cells during fetal development.

By contrast, average thick-

ness is influenced by ac-

tive regulatory elements in

adult brain samples,which

may reflect processes that

occur aftermid-fetal devel-

opment, such as myelina-

tion, branching, orpruning.

When considered together, these results sup-

port the radial unit hypothesis that different

developmental mechanisms promote surface

area expansion and increases in thickness.

To identify specific genetic influences on

individual cortical regions, we controlled for

global measures (total surface area or average

thickness) in the regional analyses. After mul-

tiple testing correction, we identified 175 loci

that influence regional surface area and 10

that influence regional thickness. Loci that

affect regional surface area cluster near genes

involved in theWnt signaling pathway, which

is known to influence areal identity.

We observed significant positive genetic cor-

relations and evidence of bidirectional causa-

tion of total surface area with both general

cognitive functioning and educational attain-

ment. We found additional positive genetic

correlations between total surface area and

Parkinson’s disease but did not find evidence

of causation. Negative genetic correlations

were evident between total surface area and

insomnia, attention deficit hyperactivity dis-

order, depressive symptoms,major depressive

disorder, and neuroticism.

CONCLUSION: This large-scale collaborative

work enhances our understanding of the ge-

netic architecture of the human cerebral cortex

and its regional patterning. The highly poly-

genic architecture of the cortex suggests that

distinct genes are involved in the development

of specific cortical areas. Moreover, we find evi-

dence that brain structure is a key phenotype

along the causal pathway that leads from ge-

netic variation to differences in general cog-

nitive function.▪
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APPLIED PHYSICS

Electrical power generation from
moderate-temperature radiative thermal sources
Paul S. Davids*, Jared Kirsch, Andrew Starbuck†, Robert Jarecki†, Joshua Shank, David Peters

Moderate-temperature thermal sources (100° to 400°C) that radiate waste heat are often the by-product

of mechanical work, chemical or nuclear reactions, or information processing. We demonstrate

conversion of thermal radiation into electrical power using a bipolar grating-coupled complementary

metal-oxide-silicon (CMOS) tunnel diode. A two-step photon-assisted tunneling charge pumping

mechanism results in separation of charge carriers in pn-junction wells leading to a large open-circuit

voltage developed across a load. Electrical power generation from a broadband blackbody thermal

source has been experimentally demonstrated with converted power densities of 27 to 61 microwatts per

square centimeter for thermal sources between 250° and 400°C. Scalable, efficient conversion of

radiated waste heat into electrical power can be used to reduce energy consumption or to power

electronics and sensors.

A
ll objects at finite temperature radiate

owing to thermal fluctuations of their

atomic constituents in a characteristic

spectrum that depends on the object’s

surface temperature and spectral emis-

sivity. Radiative heat transfer from the Sun

(6050°C effective solar blackbody spectrum;

air mass 1.5) is the dominant radiative energy

resource available onEarth. Photovoltaic power

generation is an effective and rapidly growing

technology for converting this incident radia-

tion into electrical power. However, radiative

processes from cooler terrestrial sources or

man-made waste heat can give rise to consid-

erable net energy exchange that is also readily

available as an electrical power source, pro-

vided that it can be efficiently converted.

Thermophotovoltaic (TPV) devices that con-

vert radiation from broadband thermal sources

into electrical power are promising technolo-

gies for solar energy conversion and waste

heat recovery. These devices work by heat-

ing a secondary thermal source that acts as

a selective emitter. The emission spectrum

is filtered and matched to a small bandgap

semiconductor device (1). The semiconductor

device is typically a p- and n-type (pn) junction

designed such that the absorption takes place

in the depletion width of the device. The ab-

sorption of a photon in the depletion region

of the semiconductor creates an electron hole

pair that is separated by the internal field,

resulting in the separation of charge and an

open-circuit voltage induced across the device.

These devices typically work in the range of

temperatures from 1000 to 2000 K or wave-

lengths l of 1.4 to 3.0 mm, which corresponds

to bandgap energies Eg of 0.43 to 0.86 eV.

Wien’s law requires that, as the temperature

of the blackbody source is decreased, thewave-

length at peak power increases such that, for

source temperatures between 100° and 400°C,

the spectral range is in the thermal infrared

(7 to 12 mm). Narrow bandgap semiconductors

at room temperature matched to this infrared

band have considerable photon generation

from thermal fluctuations and thermal gener-

ation across the bandgap resulting in appre-

ciable noise. For this reason, infrared detectors

are typically cooled below room temperature

to reduce background noise driven by these

thermal fluctuations in the narrow-gap semi-

conductor (2). Furthermore, the power den-

sity in the working bandwidth of the device

is decreased because of the exponential na-

ture of Planck’s radiation law, thus making

TPV conversion from amoderate-temperature

source very challenging. Improvements in TPV

conversion efficiency formoderate-temperature

sources using vacuumnear-field enhancement

have been proposed (3–5). These near-field TPV

devices show great promise, but practical limits

of vacuumgaps and planarity frommicrometer

to nanometer length scales remain a challenge

for larger-scale power generation.

Approaches for energy conversion

Alternative approaches for thermal-to-electrical

conversion on the basis of direct rectification

of infrared radiation using ultrafast tunnel-

ing have been proposed (6–8). This approach

is not based on square-law absorption and

generation of carriers in a semiconductor, but

rather it relies on high-speed direct tunneling

within an asymmetric tunnel diode to separate

charge. In themicrowave part of the spectrum,

antenna-coupled diode rectifiers are used as

efficient converters fromhigh-speed gigahertz

signals to direct current (dc) (9–11). These de-

vices use standard antennas to channelmicro-

wave radiation into a stripline guided mode,

which is loaded with a fast diode to rectify the

signal. Impedance-matching techniques are

used to minimize reflectance from the anten-

na and effectivelymaximize power transfer to

the load. This is inherently a narrow-band con-

version process, differing from that in infrared

and optical devices. These microwave rectify-

ing antenna (rectenna) devices can have con-

version efficiencies >85% (10), and attempts to

scale to infrared and optical frequencies (30 to

200 THz) have been explored (12–15). A key

component in these scaled devices is the ultra-

fast direct tunnel diode. Metal-insulator-metal

(MIM) or double insulator tunnel (MIIM)

diodes have been examined for this purpose

(16–18). However, large diode asymmetry at

small voltages is required for rectification of

infrared radiation, and further progress is

needed in this area. A promising approach for

making highly asymmetric tunnel diodes on

the basis of advanced complementary metal-

oxide-silicon (CMOS) fabrication has recently

been developed, which brings newdesign tools

and scalable processing to large-area antenna-

coupled tunnel diode devices (13, 19).

Electrical power generation from a direct

grating-coupled tunnel MOS diode rectifier

illuminated by a thermal source has recently

been experimentally observed (20). Peak power

densities of 1 to 8 nW/cm
2
have beenmeasured

for thermal sources between 400° and 450°C

in a large area n+MOS grating-coupled tunnel

diode. The peak power is seen to increase as

the source temperature is increased, and im-

pedance matching into the load resistance is

as predicted by the simple rectifier model.

These antenna-coupled tunnel diodes strongly

interact photonic resonances with longitudinal

optical (LO) phonon resonances in the polar

oxide tunnel barrier (13, 19). The confined and

enhanced transverse optical field in the tunnel

barrier occurs because of the epsilon-near-zero

(ENZ) dispersion in the polar gate oxide, and

the resonant antenna or grating structure is

necessary to couple into the LO phonon mode

(21–24). The transverse field in the tunnel bar-

rier is spatially varying and enhanced relative

to the incident field amplitude and can be

orders of magnitude larger (13, 19, 20). More-

over, the enhanced transverse field confined

in the tunnel barrier occurs over a finite band-

width near the ENZmaterial resonance and is

a result of the avoided crossing of the photonic

and LO phonon resonances. A mechanism for

the generation of a direct photocurrent from

the confined transverse field in the barrier is

based on amodel of photon-assisted tunneling

(PAT) in a uniformbarrier (25). PAT is obtained

as a perturbation expansion in the strength

of the electromagnetic interaction in the con-

fined tunnel barrier and leads to amultiphoton
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tunneling process (25, 26). In this model, tun-

neling is a multistep process that results from

the absorption of a photon in an occupied state

near the Fermi energy of the metal followed

by subsequent field-enhanced tunneling into

an unoccupied state of the silicon leading to

a small direct photocurrent. A similar time-

reversed process occurs in the semiconductor,

resulting in a backflow current into the metal.

The resulting direct current is due to the dif-

ference in these currents, which arises from

the difference in effective mass for electrons

in themetal and the semiconductor. This sim-

ple picture accurately predicts the temper-

ature transitions and current-voltage (IV)

dependence on temperature for measured

rectenna power generation. The full perturba-

tive dynamic current model predicts a non-

linear expansion of the PAT current in terms

of nonlinear conductance in analogy with

nonlinear susceptibilities in conventional

nonlinear optics.

Photon-mediated charge pumping

PAT and the spatially varying confined opti-

cal field in the tunnel barrier suggest a newly

devised means for thermal photovoltaic con-

version from a low-grade thermal source in the

temperature range of 100° to 400°C (Fig. 1A).

An interdigitated bipolar pn junction array

under the tunneling gate electrode acts as a

charge pump moving electrons from p-type

region to n-type well in a half period of the

optical field. Figure 1B shows a schematic of

multiple periods of a bipolar grating-coupled

tunnel diode. The underlying band structure

and associated charge wells are also shown.

An instantaneous electron particle current, JT,

shown in Fig. 1B leads to charge separation

into the n and p wells. An optical micrograph

of the fabricated three-terminal bipolar device

is shown in Fig. 1C. The simulated instanta-

neous enhanced transverse field at the grating

resonance is shown in Fig. 1D, which can be

translated into a spatially varying voltage across

the grating-metal width. Atmaximumcurrent,

the metal-n+ and metal-p+ tunnel diodes are

both forward-biased tunnel junctions. After

a half cycle of the optical field, a minimal

backflow current occurs owing to the reverse

biasing of the two tunnel junctions. This is

analogous to photovoltaic conversion in a pn

junction, except that the device current does

not arise from square-law generation in the

depletion region but from ultrafast PAT in

the two metal-oxide-semiconductor tunnel

diodes and subsequent charge pumping. The

interdigitated p and n regions are separately

contacted, and power generation ismeasured

across a variable external load resistance, R,

that shorts the pn junction. As will be dem-

onstrated, the advantage of using multiple

pn junctions is that the open-circuit voltage,

Voc, is not limited by the induced alternating

current (ac) infrared voltage on the tunnel

diode. This effective diode voltage multiplier

circuit results in orders-of-magnitude improve-

ment in electrical power generation compared

with direct rectification approaches (20).

Device modeling

A device model for thermal photovoltaic con-

version in an ideal bipolar antenna-coupled

tunnel diode rectifier consists of a buried

symmetric pn junction under an equilibrium

MOS metal gate, as shown in Fig. 2A. The

model development proceeds by considering

the confined and enhanced electric field in the

tunnel barrier, which gives rise to a spatially

varying voltage across the metal gate. The de-

vice is illuminated by a thermal source mod-

eled as a blackbody broadband emitter. The

enhanced and confined transverse field in

the gap is obtained from the incident field,

Emax(w) = g(w)E0(w), where g is the ENZ en-

hancement factor and E0(w) is the incident

field. The power per unit area emitted from a

1342 20 MARCH 2020 • VOL 367 ISSUE 6484   SCIENCE

Fig. 1. Bipolar grating-coupled tunnel diode thermal photovoltaic device. (A) Illustration of thermal

illumination of a bipolar thermal photovoltaic device in a vacuum radiometry setup. Device is packaged

and mounted on a chilled stage with temperature stabilized at 20°C. (B) Schematic of multiple periods of bipolar

thermal photovoltaic device, illustrating the charge-pumping mechanism. E, energy; h+, holes; e−, electron.

(C) Image of actual bipolar grating-coupled tunnel diode at resonance with front-side contacting scheme. (Grating

area is 60 mm by 60 mm.) (D) The modeled transverse spatial field profile in a thin tunnel barrier at peak field

confinement. This confined field leads to the driven photon-assisted tunneling. (E) The model IV tunneling

characteristic for the n+ MOS tunnel diode. Rn and rn are the diode resistances in forward and reverse bias and

the rectification of the tunneling current. (Model p+ MOS leads to similar IV characteristics.)
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blackbody source at temperature Ts in a nar-

row bandwidth, Dn, is S = dP/dA, where S ¼
M0ðn;TsÞDnwithM0ðn;TsÞbeing the spectral
exitance of a blackbody in free space (eq. 15

in the supplementary materials). The incident

free space electric field amplitude is obtained

from the Poynting flux, S ¼ jE0ðwÞj
2=2Z0 ,

where Z0 is the permittivity of free space.

The resulting instantaneous voltage at any

point along the metal width is

V ðx; tÞ ¼ Vdc � Vme
iwtcos

p

w
x þ

w

2

� �� �

ð1Þ

the complex voltage profile across the de-

vice (Fig. 2B). A small dc bias (Vdc) is added

to the harmonic time-varying term to ac-

count for self-bias of the device. Here,Vm ¼
dg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Z0M0ðn;TsÞDn
p

is the ENZ enhanced

blackbody induced voltage, and d is the tun-

nel oxide thickness. Estimates for the incident

voltage amplitude in a fixed bandwidth from

the blackbody source are shown in Fig. 2C.

The node of the voltage in themodel oscillates

around the center of the metal. The voltage

node, xc(t), is a function of the time, but we

can use the two end points for the limits of

integration for the spatially averaged current

shown in Fig. 2B. Explicitly, we find that

x
T

c ¼ T �
w

2
þ
w

p
cos�1 Vdc

Vm

� �� �

ð2Þ

which splits the current into two regions that,

in general, vary with time. We can define two

instantaneous current amplitudes as

InðtÞ ¼ ∫
xcðtÞ

�w=2

dx

w

V ðx; tÞ

ZnðtÞ
ð3Þ

IpðtÞ ¼ ∫
w=2

xcðtÞ

dx

w

V ðx; tÞ

ZpðtÞ
ð4Þ

where Zn and Zp are the time-dependent diode

impedances for each section, respectively. The

half-cycle time average of the current ampli-

tudes is of interest. Because the nodal position

of the voltage and the impedance of the n and

p sections vary with time, we need to make

some assumptions to simplify the integration.

To do so, we split the integration into two quar-

ter cycles; cycle 1, where 0 ≤ t < T/4, and cycle 2,

where T/4 ≤ t < T/2. For cycle 1, the nodal posi-

tion is assumed to be xþc for thewhole cycle, and

impedance is constant and given by Zn = Rn

and Zp = Rp in this time interval (Rn and Rp

are the forward bias tunnel resistances). Both

tunnel diodes are forward-biased, and a large

tunnel current flows from themetal to the n+

region, Ifn, and from p+ to the metal, Ifp. Like-

wise, for cycle 2, the nodal position is assumed

to be x�c , and impedance is constant and given

by Zn = rn and Zp = rp in this time interval (rn
and rp are the reverse bias resistances for the

n and p tunnel diodes, respectively; see Fig. 2,

D and E, for the resistances). The two tunnel

diodes are reverse-biased, and small backflow

current Irn and Irp is observed. The magnitude

and direction of the tunnel currents are indi-

cated by arrows in Fig. 2B. The real parts of

the half-cycle averaged currents are

In ¼
Vdc

4

1

Rn

þ
1

rn

� �

þ
xc

w

Vdc

2

1

Rn

�
1

rn

� �

�

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V 2
m � V

2
dc

p

p2
1

Rn

�
1

rn

� ��

ð5Þ
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°

Fig. 2. Bipolar grating-coupled tunnel diode model. (A) Equilibrium band diagram of the bipolar device 
under a metal gate showing electron and hole particle currents. Inset shows unit cell geometry. The period 
of the grating (P) is 3 mm, the metal width (w) is 1.8 mm, and the tunnel oxide thickness (d) is 3 to
4.5 nm. (B) The instantaneous voltage profile in the device at t = 0 and at t = T/2. The spatially varying 
currents occur in both n and p+ regions, and the voltage node shifts to a negative x position. The half-period 
instantaneous voltage profile and currents across the device. The voltage node shifts to a positive x position.
(C) Integrated blackbody source power per unit area (red curve) for bandwidth between c/8.0 mm and
c/7.0 mm with field enhancement g = 20 and d = 4 nm. The blue curve is the associated ac voltage 
amplitude Vm. (D) Measured tunnel diode characteristic for typical n+ MOS tunnel diode with resonant 
PAT single-photon voltage marked. (E) Extracted resistance from n+ MOS tunnel diode. Rn ≃ 200 ohms 
and rn ≃ 50,000 ohms at the indicated photovoltages (Fig. 1E).
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Ip ¼
Vdc

4

1

Rp

þ
1

rp

� �

�
xc

w

Vdc

2

1

Rp

�
1

rp

� �

þ

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V 2
m � V

2
dc

p

p2
1

Rp

�
1

rp

� ��

ð6Þ

and the imaginary parts of half-cycle averaged

currents are

in ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V 2
m � V

2
dc

p

p2
1

Rn

�
1

rn

� �

ð7Þ

ip ¼ �i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V 2
m � V

2
dc

p

p2
1

Rp

�
1

rp

� �

ð8Þ

The complex current is simply a result of

the complex admittance of the tunnel diode

I = (G + iB)V, where G is the conductance,

B is the capacitive part, andV=Vdc+V0(x)e
iwt
.

The self-consistent dc voltage can be esti-

mated by the current-matching condition,

which requires that the half-cycle currents

be equal and in opposite directions, such that

In = Ip atVdc. Formatched tunnel diodes,Rn =

Rp and rn = rp, the self-consistent dc bias is

Vdc =Vm. However, in general, these equations

lead to a transcendental equation for the self-

consistent dc bias voltage.

A key feature of the bipolar conversion de-

vice is the periodic buried pn junction under

the metal. The interdigitated nature of the

structure leads to essentially a periodic well

structure for storage of charge that can be

pumped by the combined action of the two

forward-biased tunnel junctions, metal to n+

and p+ to metal, respectively. We can extend

the analysis of grating-coupled diode array as a

simple (ideal) pn junction photovoltaic by con-

sidering the total device current across the pn

junction as I ¼ I0ðexpðbeV Þ � 1Þ � Iph, where

the photon-assisted tunnel current, Iph, acts

as a photocurrent in analogy with light ab-

sorption in the depletion region of the pn

junction. Here, Iph is given by Eq. 5 or 6, which

are equal at the self-consistent bias point.

The resulting open-circuit voltage across the

pn junction is

Voc ¼
1

be
ln 1þ

Iph

I0

� �

ð9Þ

Similarly, the short-circuit current is Isc =

−Iph. The open-circuit voltage across the pn

junction can far exceed the confined voltage

amplitude in the tunnel barrier, becauseVth ¼
kT=e >> Vm (Fig. 2C). The larger the open-

circuit voltage, the greater the power genera-

tion in the bipolar device. This model implies

that the RC time constant of the pn junction is

such that it cannot respond to the infrared

(35-THz) input signal, and the device charges

across a nearly static depletion capacitance.

Experimental results

Electrical power generation from amoderate-

temperature source is measured using a vac-

uum TPV setup (Fig. 1A) with an ~2-mm gap

between sample and heat source, which has

been previously described (20). The bipolar

grating-coupled device active area is ~60 mm

by 60 mm, and the grating pitch is 3.0 mmwith

ametal width of 1.8 mm (Fig. 2A). The device is

a three-terminal device with interdigitated n

and p regions with separate n, p, and metal

contacts. The induced voltage from the ther-

mal source at fixed temperature is measured

by shorting the pn junctions with a variable

load resistor andmeasuring the induced volt-

age as a function of the load resistance with a

nanovoltmeter (Fig. 3A).

The process and device parameters play a

key role in the performance of the bipolar

device. The oxide thickness and composition

affect the tunneling resistance and the ENZ

field concentration, respectively. Moreover,

the implant conditions and thermal anneal-

ing cycles greatly affect the pn junction char-

acteristics, such as resistance and depletion

width from dopant diffusion under the metal

1344 20 MARCH 2020 • VOL 367 ISSUE 6484   SCIENCE

Fig. 3. Bipolar device power generation. (A) Circuit schematic of device contacts for power generation.

(B) TEM cross sections through a nominal 4-nm gate oxide stack (device 1) and through a nominal 3.5-nm

gate oxide stack (device 2). (C) Measured power density for device 1 as a function of the load resistance

for various source temperatures and measured voltage across pn junction shorted by a load resistor versus

load resistance for various source temperatures. (D) Measured power density for device 2 as a function

of the load resistance at fixed source temperature for grounded and floating metal gates and measured

voltage across pn junction shorted by a load resistor versus load resistance.
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tenna, the open-circuit voltage cannot exceed

the peak ac voltage amplitude. Thus, these bi-

polar devices far exceed the limit of direct

rectification, suggesting that PAT and charge

separation can be further improved through

device and process optimization.

Outlook

Efficient conversion of moderate-temperature

radiative thermal sources represents a large-

ly untapped resource for energy harvesting.

Microsystem-based radiative thermal-to-

electrical energy converters built on our bipolar

grating-coupled tunneling device represent a

scalable compact energy-harvesting technol-

ogy. These devices can be used as stand-alone

energy converters or in conjunction with ther-

moelectric power generators, where they need

only view the thermal source.

We have presented an alternative mecha-

nism for thermal photovoltaic conversion that

does not rely on square-law absorption but

uses PAT to pump charge into n- and p-type

wells in a bipolar grating-coupled device. A

spatially and temporally varying enhanced

transverse infrared electric field is confined in

the tunnel barrier that results from resonant

broadband coupling into the oxide LOphonon

resonance. A simple device model for the gate-

shunted photocurrent produced by PAT is de-

veloped, and the open-circuit voltagemeasured

across the pn junction is seen to exceed the

simulated peak ac voltage across the device.

The charge separation by PAT in the bipolar

device is akin to the Seebeck effect in a ther-

moelectric couple. The confined transverse

infrared field drives PAT in a similar fashion

as the temperature gradient in each leg of a

thermoelectric couple creates the charge sepa-

ration due to the internal electron and hole

currents. In general, the ideal diode picture for

the pn junction does not represent the ob-

served IV characteristics across the pn junc-

tion owing to the nature of the diffused pn

junction under the metal electrode and the

abrupt junction in the field. Electrical power

density improvements of several orders of

magnitude (× 10
4
to 10

5
) are seen experimen-

tally in the three-terminal bipolar device rela-

tive to recent direct unipolar rectenna devices

(20). The best-performing device (device 2)

had a measured electrical power density of

61 mW/cm
2
from a 350°C thermal source. This

results in an estimated conversion efficiency

for a single conversion bandwidth of 1 THz of

0.4%, which is approaching TPV conversion

efficiencies but at substantially cooler source

temperatures (1) (see supplementary mate-

rials). Further improvements in power gen-

eration can be achieved using structured

emitters on the thermal source with matched

polarization-insensitive antenna designs and

alternative gate dielectric materials in the

antenna-coupled tunnel diode for ENZ reso-

nance matching to the thermal source. The

full power of the modified CMOS device de-

sign and process optimization requires fur-

ther exploration.
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gate. Figure 3B shows two transmission elec-
tron microscope (TEM) cross-sectional images 
of two different device fabrication runs taken 
under the gate metal. Device 1 has a nominal 
targeted gate oxide of 4 nm, and device 2 has 
a nominal gate oxide thickness of 3.5 nm. For 
device 1, a nominal oxide thickness was tar-
geted at 4 nm (4.2 nm measured), and we see 
a thin alumina layer formed at the SiO2/Al 
interface. This alumina layer arises from 
contact silicide formation during thermal 
processing. Its makeup as alumina has been 
confirmed by energy-dispersive x-ray spec-
troscopy (EDS). Figure 3C shows the mea-

sured power density and the measured voltage 
as a function of load resistance at various 
source temperatures. The peak power den-
sity of ~27 mW/cm

2 
occurs at source tempera-

tures of 250° and 400°C, with an open-circuit 
voltage in excess of 2 mV for the two high-
power cases. The peak power generation trend 
is not monotonic with increasing source tem-

perature, and this can be attributed to the 
formation of an additional alumina layer. 
The impact of the thick alumina layer shifts 
the peak power density to lower source tem-

peratures because the alumina LO phonon 
resonance occurs at roughly 200°C or lLO = 
10.1 mm—compare this with SiO2 LO pho-
non mode at 400°C or lLO = 8.1 mm. There is 
therefore a complex interaction of the gate 
oxide LO phonon resonance and the device 
design parameters that determines the output 
power for this newly realized form of TPV 
conversion. This presents an opportunity to 
adjust the operational temperature of the de-
vice by tuning the LO phonon resonance.
Device 2 shown in Fig. 3B, from a different 

process run, targets an oxide thickness of 
3.5 nm nominal (3.4 nm pictured). Figure 3D 
shows the measured power density generated 
and the measured voltage as a function of 
the load resistance measured across the pn 
junction for the nominal 3.5-nm device. The 
three-terminal nature of the device allows for 
measurement in two different wiring config-
urations. The default configuration has been to 
leave the metal contact floating. This was the 
condition in the previous measured device and 
in the current 3.5-nm device shown in orange. 
Alternatively, we can ground the metal contact 
by removing any buildup of charge on the gate, 
and the measured power density increases by 
a factor of 10×, shown in black (Fig. 3D). The 
peak power density for the 350°C source is 
61 mW/cm

2 
and occurs at a load resistance of 

~250 ohms. The peak measured open-circuit 
voltage for the grounded case is 1.6 mV com-

pared with 0.5 mV for the ungrounded case. 
In both the 3.5- and 4-nm device cases, the 
open-circuit voltage is obtained at large load 
resistance and is shown to greatly exceed the 
predicted ac voltage amplitude shown in Fig. 
2C. By comparison to a direct unipolar 
rec-
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STRUCTURAL BIOLOGY

Structural basis of Gs and Gi recognition by the
human glucagon receptor
Anna Qiao1,2,3*, Shuo Han1,2*, Xinmei Li3,4*, Zhixin Li5*, Peishen Zhao6*, Antao Dai1,7, Rulve Chang5,

Linhua Tai3,4, Qiuxiang Tan1,2, Xiaojing Chu1,2, Limin Ma1,2, Thor Seneca Thorsen8,

Steffen Reedtz-Runge8, Dehua Yang1,7, Ming-Wei Wang1,3,5,7,9, Patrick M. Sexton5,6,

Denise Wootten5,6†, Fei Sun3,4,10†, Qiang Zhao2,3,11†, Beili Wu1,3,9,11†

Class B G protein–coupled receptors, an important class of therapeutic targets, signal mainly through

the Gs class of heterotrimeric G proteins, although they do display some promiscuity in G protein

binding. Using cryo–electron microscopy, we determined the structures of the human glucagon receptor

(GCGR) bound to glucagon and distinct classes of heterotrimeric G proteins, Gs or Gi1. These two

structures adopt a similar open binding cavity to accommodate Gs and Gi1. The Gs binding selectivity

of GCGR is explained by a larger interaction interface, but there are specific interactions that affect Gi

more than Gs binding. Conformational differences in the receptor intracellular loops were found to

be key selectivity determinants. These distinctions in transducer engagement were supported by

mutagenesis and functional studies.

U
pon binding to extracellular agonists,

G protein–coupled receptors (GPCRs)

stimulate various signaling pathways by

recruiting different heterotrimeric G pro-

teins (Gabg) tomediate awide variety of

physiological functions (1). The selective cou-

pling between a GPCR and specific G proteins

is critical for the physiological action of the

receptor in response to its endogenous ligands

and therapeutic agents. However, the molecu-

lar details that define how an individual GPCR

recognizes different G protein subtypes re-

main elusive. Class B GPCRs canonically exert

their physiological actions by producing cyclic

adenosine monophosphate (cAMP) through

Gs signaling; however, they also couple to

other G proteins such as Gi/o and Gq/11, leading

to diverse cellular responses (2–7). Recently,

structures of four class B GPCRs bound to

Gs were determined by single-particle cryo–

electron microscopy (cryo-EM) (8–12), but the

lack of structures with other G proteins limits

our understanding of molecular mechanisms

driving pleiotropic coupling and biased ago-

nism that are important considerations for drug

development.

The human glucagon receptor (GCGR), a

member of the class B GPCR family, is critical

to glucose homeostasis by triggering the re-

lease of glucose from the liver (13). Previous

studies in native tissues and recombinant cell

lines using different assays demonstrated that

glucagon, in addition to promoting cAMP for-

mation, activates other downstream effectors

that are pertussis toxin–sensitive or phospho-

lipase C–dependent, revealing Gi/o and Gq/11

signaling of GCGR (14–18). Selective activation

of Gi in mouse hepatocytes in vivo was also

reported to cause a pronounced increase in

glucose production and severely impaired glu-

cose homeostasis (19), which suggest that other

subtypes of hepatic G proteins contribute to

glucose regulation. There is interest in GCGR

as a therapeutic target for type 2 diabetes and

obesity (20). However, glucagon biology is com-

plex; it can increase energy expenditure but

high levels are diabetogenic, and drugs that

selectively target GCGR are not currently avail-

able for treatment of diabetes and obesity. To

better elucidate the molecular mechanisms

underlying the G protein selectivity of GCGR,

wedetermined the cryo-EMstructures of GCGR

in complex with its cognate ligand glucagon

and heterotrimeric Gs or Gi1 protein. These

structures, combined with pharmacological

data, provide important insights into GCGR

activation, pleiotropic coupling, and G pro-

tein specificity.

Overall structures of Gs- and Gi1-bound GCGR

To obtain the GCGR-Gs complex, we replaced

the native signal peptide of GCGR with that of

hemagglutinin and removed 45 residues at the

receptor C terminus (construct 1). Functional

assays show that these modifications had little

effect on glucagon binding and Gs and Gi acti-

vation of the receptor (fig. S1, A to C). To solve

the GCGR-Gi structure, we further introduced

three mutations—E126R, T200
2.73b

W, and

A366
6.57b

M (construct 2)—to increase gluca-

gon binding affinity and glucagon potency in

G protein activation (fig. S1, A to C). [Super-

scripts refer to the Wootten numbering sys-

tem for class B GPCRs, a modified form of the

Ballesteros-Weinstein system for class AGPCRs

(21).] These mutations may stabilize the re-

ceptor in a conformation favorable for Gi

coupling and thus improve the stability and

yield of the glucagon-GCGR-Gi1 complex (fig.

S1D). The glucagon-GCGR-Gs and glucagon-

GCGR-Gi1 structures were determined by cryo-

EM single-particle analysis with an overall

resolution of 3.7 Å and 3.9 Å, respectively (Fig. 1,

figs. S2 and S3, and table S1) (22).

In the glucagon-GCGR-Gs and glucagon-

GCGR-Gi1 complexes, the glucagon binds at a

site similar to that of the peptide in a structure

of GCGR bound to the partial agonist NNC1702

(23) (fig. S4A). Structural differences in the

peptide binding site between these structures

occur in the region of the second and third

extracellular loops (ECL2 and ECL3) and their

connected transmembrane helices IV, V, VI,

and VII (fig. S5, A to C). These conformational

rearrangementsmay initiate the conformational

changes of the receptor transmembrane helical

bundle on the extracellular side that accom-

pany receptor activation and transducer coupling

in both the Gs- and Gi1-bound complexes (22).

A common G protein–binding pocket

for Gs and Gi1

The intracellular half of the receptor in the

glucagon-GCGR–G protein structures exhibits

conformational changes relative to the inactive

GCGR structure. The intracellular tip of helix VI

moves away from the central axis of the helical

bundle by ~19 Å (fig. S5D). Furthermore, to

create a binding cavity for the G proteins, the

intracellular ends of helices V and VII move

outward by 8 Å and 2 Å, respectively. These

conformational transitions are conserved re-

gardless of the class ofGprotein that is coupled,

generating a common binding pocket for both

Gs and Gi (Fig. 2A).

In contrast to the common binding pocket

of GCGR for Gs and Gi1, structures of class A

GPCR–G protein complexes revealed differen-

tial positioning of helix VI (Fig. 2B), leading to

proposals that the positional difference of helix

VI is a major determinant for the coupling
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specificity of Gs andGi/o inGPCRs (24–30). The

displacement of the intracellular tip of helix VI

in the glucagon-GCGR–G protein structures

is larger than in any class A GCGR–G protein

structures but is more similar to the Gs-bound

structures (Fig. 2D and fig. S6) (22). The

C-terminal a5 helix of Ga subunits plays a key

role in coupling selectivity (31, 32). The amino

acid sequence of the a5 helix in Gas and Gai
differs at positions G.H5.23 andG.H5.24 [com-

mon Ga numbering system (33)] (Gas, Y
G.H5.23

and E
G.H5.24

; Gai/o, C
G.H5.23

and G
G.H5.24

). The

bulkier residues in Gas require a larger pocket

than Gai to accommodate packing of their

side chains (Fig. 2, E and F). Accordingly, it

was hypothesized that Gs and Gi/o binding to

GPCRs requires a different opening size of the

intracellular binding cavity (28). This hypoth-

esis was supported by molecular dynamics

simulation studies on the b2 adrenergic re-

ceptor (b2AR) in complex with C-terminal pep-

tides derived from Gas or Gai (34).

Contrary to this hypothesis, the twoGCGR–G

utes 80% of the interaction surface for Gai
(total interface 687 Å

2
, 863 Å

2
including Gb

interactions). CombinedwithG protein activa-

tion and signaling assays, theGs- andGi1-bound

GCGR structures suggest that the intracellu-

lar loops of the receptor play critical roles in

G protein engagement and specificity.

Comparison of the two glucagon-GCGR–G

protein structures revealed a difference in the

position of the Ga aN helix relative to the re-

ceptor (Fig. 3A). This N-terminal helix shifts

toward the receptor in the Gi1-bound structure

compared to that in the Gs-bound structure.

This movement, along with the substitution

of A39
G.hns1.3

(Gas) with R32
G.hns1.3

(Gai) at the

interaction interface, is associated with a dif-

ference in the conformation of the second intra-

cellular loop (ICL2) that alters the aN-ICL2

interface (Fig. 3A and fig. S7, F and L). In the

Gs-bound structure, ICL2 forms extensive inter-

actions with the aN helix, with A256, T257,

L258, and E260 forming interactions in the

binding groove between the aN helix and the

b1 strand and a5 helix of Gas (Fig. 3B). In con-

trast, whenbound toGi1, ICL2 adopts a position

farther away from the G protein and makes

only limited contact with R32
G.hns1.3

in the

aN helix of Gai (Fig. 3C). To investigate the role

of ICL2 in activating different G protein sub-

types, we assessed glucagon-induced Gs and

Gi1 activation by the wild-type and mutant

GCGRs using NanoLuc Binary Technology

(NanoBiT) (35), which measures the proximal

interaction between the a and g subunits of

the G protein. In agreement with the confor-

mational difference of ICL2, mutations L258A

and E260A decreased the half-maximal effec-

tive concentration (EC50) of glucagon-induced

Gs activation by factors of 29 and 16, respec-

tively, whereas they showed a much less pro-

nounced effect on Gi activation (factor of 6 to

8 reduction of EC50) (Fig. 3, F and G; fig. S8, A

and D; and table S2). In all previously pub-

lished GPCR–G protein structures, where the

receptors couple to their cognate G protein or

a noncognate G protein with comparably high

affinity (NTSR1) (36), ICL2 forms extensive

interactions with the Ga subunit. By contrast,

the limited contact between ICL2 and Gai ob-

served in the Gi1-bound GCGR structure most

likely contributes to the lower potencies of

glucagon in stimulating Gi activation and sig-

naling when compared to Gs. The above data

indicate that ICL2 is crucial for the G protein

specificity of GCGR.

In contrast to the importance of ICL2 in

Gs coupling, other intracellular regions behave

as selective determinants for Gi binding. The

NanoBiT assay showed that the alanine replace-

ment of the residue F263
4.41b

at the intracellular

end of helix IV, which potentially makes con-

tacts with the Gai aN helix due to the upward

shift of this N-terminal helix in Gi1 relative to

that in Gs (Fig. 3, B and C), displayed a notable

loss of Gi1 activation but a wild-type level of

Gs activation (Fig. 3, F and G; fig. S8, A and D;

and table S2). In association with the move-

ment of the aNhelix, the linker region between

the a4 helix and b6 strand of the Gai subunit

approaches the third intracellular loop (ICL3)

of GCGR in the glucagon-GCGR-Gi1 complex

(Fig. 3D). This was reflected by a notable de-

crease of glucagon potency in Gi1 activation for

the GCGR mutant H339A, which only slightly

altersGs activation (factor of 3 reduction of EC50)

(Fig. 3, F and G; fig. S8, A andD; and table S2).

Furthermore, accompanying the positional dif-

ference of Gai, the Gb and Gg subunits shift

closer to the receptor in the glucagon-GCGR-

Gi1 structure relative to the Gs-bound structure,

protein structures as well as other Gs-bound 
class B GPCR structures (8–12) display a sim-
ilar outward shift of helix VI, forming a 
common binding cavity for recognition of both
Gs and Gi, where the backbone conforma-

tions overlay for both the receptor and the far 
C terminus of the Ga a5 helix (Fig. 2, A and 
C, and fig. S4B). However, although GCGR 
couples to both G proteins through this common 
pocket, it does so with differing efficiencies 
(fig. S1, A and B, and fig. S7). The measured 
interaction interface formed between the a5 
C terminus (residues G.H5.16 to G.H5.26) and 
GCGR is larger for Gas (802 Å2

) than for Gai 
(551 Å2

). Therefore, preferential coupling to Gs 

can be explained by the open G protein–binding
pocket (relative to the class A GPCR–Gi/o struc-
tures) that is required to accommodate canon-
ical binding to the bulkier a5 helix in Gs, but 
may still allow interaction with the less bulky
Gi a5 helix (Fig. 2, G and H, and fig. S7). This 
concept likely extends to other GPCRs where 
the size of the  G protein–binding pocket in the 
receptor core may reflect the receptor’s ability 
to couple to multiple G proteins—a theory that 
is consistent with recent studies where recep-
tors that canonically couple to Gs (and Gq,11,12,13) 
are generally more promiscuous than those
that are classified as Gi-coupled (31).

Intracellular loops mediate G protein 
recognition and specificity

Although the a5 helix of Ga proteins is a key 
contributor to G protein selectivity, interactions 
with additional domains of the G protein also 
contribute to specificity (31). The interaction 
surface between GCGR and the a5 C terminus 
is larger for Gas than for Gai; however, this 
surface only forms 60% of the interaction sur-
face for Gas (total interface 1276 Å2

, 1418 Å2 

including Gb interactions), whereas it contrib-
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Fig. 1. Overall architectures of glucagon-GCGR–G protein complexes. (A) Cryo-EM structure of the

glucagon-GCGR-Gs-Nb35 complex. Nb35 is a nanobody that stabilizes the interface between the Gas subunit

and Gb subunit. The structure is shown in cartoon representation. GCGR, glucagon, Gas, Gb, Gg, and Nb35

are colored blue, red, gold, pink, cyan, and gray, respectively. The disulfide bonds are shown as yellow sticks.

(B) Cryo-EM map of the glucagon-GCGR-GS-Nb35 complex, colored according to chains. ECD, extracellular domain;

TMD, transmembrane domain. (C) Cryo-EM structure of the glucagon-GCGR-Gi1-Scfv16 complex. Scfv16, the

single-chain variable fragment of mAb16, stabilizes the GPCR-Gi complex by recognizing an epitope composed of

the aN helix of Gai1 and the Gb subunit. Gai1 is colored green; Scfv16 is in gray. (D) Cryo-EM map of the

glucagon-GCGR-Gi1-Scfv16 complex, colored according to chains.
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Fig. 2. Structural comparison of G protein–bound GPCR structures.

(A) Comparison of the transmembrane helical bundle conformation and the

position of Ga a5 helix C terminus in the G protein–bound GCGR structures.

The glucagon-GCGR-Gs and glucagon-GCGR-Gi1 structures are shown in cartoon

representation in an intracellular view. The Gs-bound structure is colored light

blue (GCGR) and gold (Gas); the Gi1-bound structure is colored dark blue (GCGR)

and green (Gai1). (B) Comparison of the positions of helix VI and the C terminus

of Ga a5 helix in the Gs- and Gi/o-bound class A GPCR structures. The structures

of b2AR-Gs, A2AR–mini-Gs (mGs), mOR-Gi, A1R-Gi, rhodopsin-Gi, CB1-Gi, M2R-Go,

and 5HT1B–mini-Go (mGo) (PDB IDs: 3SN6, 6GDG, 6DDE, 6D9H, 6CMO, 6N4B,

6OIK, and 6G79) are colored dark red, green, pink, cyan, gray, dark green,

magenta, and yellow, respectively. Only helix VI of the receptors and Ga a5 helix

are shown for clarity. The red arrows indicate the outward tilts of helix VI and

the relative shift of the C terminus of a5 helix. (C) Comparison of the positions of

helix VI and the C terminus of Ga a5 helix in the G protein–bound class B GPCR

structures. The structures of glucagon-GCGR-Gi1 and glucagon-GCGR-Gs and the

structures of GLP-1–GLP-1R–Gs, ExP5–GLP-1R–Gs, CTR-Gs, CGRPR-Gs, and

PTH1R-Gs (PDB IDs: 5VAI, 6B3J, 5UZ7, 6E3Y, and 6NBF) are colored dark blue,

light blue, light green, light gray, red, purple, and orange, respectively. Only

helix VI of the receptors and Ga a5 helix are shown for clarity. (D) Comparison

of the receptor helical bundles in the G protein–bound GCGR structures and

class A GPCR–G protein structures in an intracellular view. The structures of

glucagon-GCGR-Gi1, glucagon-GCGR-Gs, b2AR-Gs, A2AR-mGs, mOR-Gi, rhodopsin-

Gi, M2R-Go, and 5HT1B-mGo are colored dark blue, light blue, dark red, green,

pink, gray, magenta, and yellow, respectively. Only the receptors in the structures

are shown. The red arrow indicates the larger outward displacement of the

intracellular tip of helix VI in GCGR compared to that in the G protein–bound

class A GPCR structures. (E to H) Binding pocket for the Ga-a5 C terminus.

(E) b2AR-Gs; (F) mOR-Gi; (G) GCGR-Gs; (H) GCGR-Gi1. The Ga residues at

positions G.H5.23 and G.H5.24 are shown as spheres. The a5 helices in Gas
and Gai are colored gold and green, respectively. The receptors are shown in

cartoon and surface representations in an intracellular view. Amino acid

abbreviations here or elsewhere: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly;

H, His; I, Ile; K, Lys; L, Leu; N, Asn; Q, Gln; R, Arg; T, Thr; V, Val; W, Trp; Y, Tyr.
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two GCGR complex structures exhibit different

molecular details in the recognition patterns

for the C termini of Gas andGai1, whereby Gai1
formsmore limited interactions that are largely

hydrophobic and Gas forms more extensive

interactions, both polar and hydrophobic (Fig. 4,

A to D, and fig. S7). Two highly conserved class

B GPCR polar networks, the HETX motif

(H
2.50b

, E
3.50b

, T
6.42b

, and Y
7.57b

) and the helix

II-VI-VII-VIII network (R
2.46b

, R/K
6.37b

, N
7.61b

,

and E
8.41b

), at the intracellular face of the re-

ceptor have been suggested to play critical roles

in modulating conformational change upon

receptor activation (10, 37). In the Gs-bound

GCGR structure, the bulky residue Y391
G.H5.23

at the a5 helix C terminus binds to a subpocket

formedbyR173
2.46b

,H177
2.50b

, E245
3.50b

, Y248
3.53b

,

L249
3.54b

, and Y400
7.57b

in GCGR (Fig. 4A). In

contrast, the residue at position G.H5.23 is a

cysteine (C351
G.H5.23

) in Gai. Without the bulky

side chain, this residue only forms weak hydro-

phobic contacts with R173
2.46b

and L249
3.54b

in GCGR (Fig. 4B). Despite the different in-

teraction modes, the mutations R173
2.46b

A,

H177
2.50b

A, E245
3.50b

A, and Y400
7.57b

A all im-

paired glucagon-induced cAMP production and

glucagon-induced inositol phosphate (IP) accu-

mulation using a chimeric Ga protein, Gaqi9
(32, 38) (Fig. 4, E to H; fig. S8, G and J; and

tables S3 and S4). This latter assay allowed a

cAMP-independent interrogation of the effect

of mutants on the C-terminal nine amino acids

of Gai that constitute most of the interaction

surface in the Gi complex structure (Fig. 4, B

introducing an additional interaction interface 
between GCGR and Gi mediated by the first 
intracellular loop (ICL1) of the receptor and Gb 
(Fig. 3E and fig. S7, E and K). This binding in-
terface was supported by our mutagenesis studies 
showing that the K168A mutation abolished Gi1 
activation but had no effect on Gs activation 
(Fig. 3, F and G; fig. S8, A and D; and table S2). 
Taken together, the G protein–bound GCGR 
structures demonstrate that individual intra-
cellular loops play different roles in governing 
G protein recognition and specificity.

Recognition patterns for the C-terminal

a5 helix of Gas and Gai1

Despite the overall similarity in the back-
bone of the intracellular binding cavity, the

SCIENCE 20 MARCH 2020 • VOL 367 ISSUE 6484 1349

Fig. 3. G protein–binding interface mediated by GCGR intracellular loops.

(A) Comparison of ICL2 conformation in the glucagon-GCGR-Gs and glucagon-

GCGR-Gi1 structures. The glucagon-GCGR-Gs structure is colored light blue

(GCGR) and gold (Gas); the glucagon-GCGR-Gi1 structure is colored dark blue

(GCGR) and green (Gai1). The Gas residue A39G.hns1.3 and the Gai residue

R32G.hns1.3 are shown as sticks. The red arrows indicate the movements of GCGR

ICL2, Ga a5 helix N terminus, and aN helix in the Gi1-bound structure relative

to the Gs-bound structure. (B) Interactions between ICL2 and Gas. The residues

involved in interactions are shown as sticks and are colored blue (GCGR) and

orange (Gas). Polar interactions are shown as blue dashed lines. (C) Interactions

between ICL2 and Gai1. The residues involved in interactions are shown as

sticks and are colored blue (GCGR) and green (Gai1). (D) Conformational

difference of the linker between the a4 helix and b6 strand in Ga. The GCGR ICL3

residue H339 and the Gai residue D315 that form a contact in the glucagon-

GCGR-Gi1 structure are shown as sticks. The red arrow indicates the movement

of the a4-b6 linker in the Gi1-bound structure relative to the Gs-bound structure.

(E) Conformational difference of Gb. The Gb subunits in the two structures are

colored pink (Gs) and magenta (Gi1). The GCGR ICL1 residue K168 and the

Gb residue D312 that form a contact in the glucagon-GCGR-Gi1 structure are

shown as sticks. The red arrow indicates the movement of Gb in the Gi1-bound

structure relative to the Gs-bound structure. (F and G) Glucagon-induced Gs and

Gi1 activation assays using NanoBiT. (F) Gs activation; (G) Gi1 activation. Bars

represent differences in calculated glucagon potency (pEC50) for each mutant

relative to the wild-type receptor (WT). Data are colored according to the

extent of effect (yellow, factor of 3 to 5 reduction of EC50; gold, factor of 5 to

10 reduction of EC50; orange, factor of 10 to 30 reduction of EC50). Data are

means ± SEM from at least three independent experiments performed in

technical triplicate; nd, not determined. *P < 0.05 [one-way analysis of variance

(ANOVA) followed by Dunnett’s posttest, compared with the response of WT].

See table S2 for detailed statistical evaluation and expression level.
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Fig. 4. Interaction patterns for the a5 helix of Gas and Gai1. (A) Interactions

between GCGR and the Gas residues Y391
G.H5.23 and E392G.H5.24. The glucagon-

GCGR-Gs structure is colored light blue (GCGR) and gold (Gas). The residues

involved in interactions are shown as sticks and are colored blue (GCGR) and

orange (Gas). Polar interactions are shown as blue dashed lines. (B) Interactions

between GCGR and the Gai residues C351G.H5.23 and G352G.H5.24, showing the

limited contact between GCGR and these two residues. The glucagon-GCGR-Gi1

structure is colored light blue (GCGR) and green (Gai1). The residues involved in

interactions are shown as sticks and are colored blue (GCGR) and green (Gai1).

(C) Hydrophobic interactions between GCGR and the hydrophobic patch at the

C terminus of a5 in Gas. (D) Hydrophobic interactions between GCGR and the

hydrophobic patch at the C terminus of a5 in Gai1. (E and G) Glucagon-induced

cAMP accumulation assay. Bars represent differences in calculated glucagon

potency [pEC50, (E)] or maximum glucagon response [span, (G)] for each mutant

relative to the wild-type receptor (WT). Data are colored according to the extent of

effect. Data are means ± SEM from at least three independent experiments

performed in technical triplicate; nd, not determined. *P < 0.01, **P < 0.001,

***P < 0.0001 (one-way ANOVA followed by Dunnett’s posttest, compared with the

response of WT). See table S3 for detailed statistical evaluation and receptor

expression levels. (F and H) Glucagon-induced IP accumulation assay using the

chimeric Ga protein Gaqi9. Bars represent differences in calculated pEC50 (F) or

span (H) for each mutant relative to WT. See table S4 for detailed statistical

evaluation and receptor expression levels. (I and K) Glucagon-induced Gs activation

assay using NanoBiT. Bars represent differences in calculated glucagon potency

[pEC50, (I)] or maximum glucagon response [Emax, (K)] for each mutant relative

to WT. *P < 0.05 (one-way ANOVA followed by Dunnett’s posttest, compared with

the response of WT). See table S2 for detailed statistical evaluation and receptor

expression levels. (J and L) Glucagon-induced Gi1 activation assay using NanoBiT.

Bars represent differences in pEC50 (J) or Emax (L) for each mutant relative to WT.

See table S2 for detailed statistical evaluation and receptor expression levels.

RESEARCH | RESEARCH ARTICLES



larger effects on Gs activation [factor of 6 to

8 reduction of potency and 40 to 80% reduc-

tion in maximal responses (Emax)] than their

alanine replacements (factor of 2 to 3 reduc-

tion of potency and no reduction in Emax) (Fig.

4, I and K; fig. S8C; and table S2), but again

were better tolerated in the assay of Gi1 acti-

vation (Fig. 4, J and L; fig. S8F; and table S2).

Consistent with these results, the mutation

L354
6.45b

W substantially reduced both gluca-

gon potency and Emax in Gs activation, whereas

it showed much less influence on Gi1 activa-

tion (factor of 10 reduction of potency and no

reduction in Emax) (Fig. 4, I to L; fig. S8, C and

F; and table S2). Increasing the size of the hy-

drophobic residues reduces the size of the

intracellular pocket, and this is more detri-

mental to binding of the bulkier and more

polar Gs a5 C terminus.

Most of the alanine replacements—Y248
3.53b

A,

L249
3.54b

A, L253
3.58b

A, L328
5.60b

A, L329
5.61b

A,

and L354
6.45b

A—reduced the maximum level

of Gqi9-mediated IP production by 50 to 90%

(Fig. 4H, fig. S8K, and table S4). These alanine

mutants retained Emax values in cAMP accu-

mulation that were similar to that of the wild-

type receptor, but decreased potency of glucagon

was observed (by a factor of 2 to 9) (Fig. 4, E

and G; fig. S8H; and table S3). Although some

of these alanine mutants had a similar over-

all effect on Gs and Gi signaling, Y248
3.53b

A,

L249
3.54b

A, L253
3.58b

A, and L354
6.45b

A were

more detrimental for Gi signaling (Fig. 4, E

to H, and tables S3 and S4). Similarly, in the

NanoBiT assay, the mutations L328
5.60b

A and

L329
5.61b

A reduced glucagon potency by a fac-

tor of >30 in Gi1 activation but decreased the

potency of Gs activation by only a factor of 2 to

3 (Fig. 4, I and J; fig. S8, C and F; and table S2).

The different behaviors of these mutants

indicate that disturbing the hydrophobic

contact between the receptor and the Ga a5

C terminus has a larger effect on Gi signaling

than on Gs signaling. This aligns well with

the fact that the interaction interface be-

tweenGCGR and the Ga C terminus (residues

G.H5.16 to G.H5.26), which is mainly com-

posed of hydrophobic residues, accounts for

80% of theGCGR-Gai interface but only about

60% of the total interface between GCGR and

Gas. Thus, the hydrophobic cavity within the

receptor intracellular face may play a more

critical role for Gi recognition than that of Gs.

Collectively, this work provides a model for

the diverse G protein signaling observed with

class B GPCRs. The G protein–bound GCGR

structures reveal that the less bulky Gi protein

is accommodated in the large intracellular

cavity but forms less extensive, predominantly

hydrophobic, interactions, which account for

G protein coupling specificity. Furthermore,

there are specific conformational differences

in the receptor, which also govern the nature of

GCGR–Gprotein interactions andmaymediate

biased agonism, including in the intracellu-

lar loops and individual residue side chains.

Although there are studies that implicate

Gi coupling of GCGR, physiological relevance

remains unclear. Nonetheless, our structures

of Gs and Gi bound to the same GPCR give an

opportunity to study the basis of G protein

specificity and offer new insights into the mo-

lecular details that govern pleiotropic GPCR–G

protein coupling.
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and D, and fig. S1E). Additionally, the NanoBiT 
assay revealed that these alanine replacements

heavily impaired both Gs and Gi1 activation 
(Fig. 4, I to L; fig. S8, B and E; and table S2).
The effect of these mutations on Gs and Gi ac-

tivation could be explained by the disruption 
of the interaction networks within the receptor 
and impairment of the global conformational 
rearrangement that is required for G protein 
recognition and signaling. Nonetheless, in the 
NanoBiT G protein activation assay, there was  
a greater impact of the H177

2.50b
A mutant 

on Gs than on Gi1 (Fig. 4, I to L, and fig. S8, B and  
E), which may reflect the additional loss of direct
interaction that occurs with Gas Y391G.H5.23

.

The interaction patterns of GCGR with Gs 
and Gi also differ for the residue at position
G.H5.24 of the Ga a5 helix. The side chain of 
the Gas residue E392G.H5.24 

is within interac-
tion distance of N4047.61b 

and K4057.62b 
at the 

hinge region between helices VII and VIII in
the glucagon-GCGR-Gs structure (Fig. 4A and
fig. S7B), whereas these interactions are not 
possible in the Gi complex because of glycine 
(G352

G.H5.24
) substitution in Gai (Fig. 4B and 

fig. S7H). In the NanoBiT assay, a factor of 31
reduction of the EC50 in glucagon-induced Gs 
activation occurred for the mutant N4047.61bA,
which in contrast had little effect on Gi ac-

tivation (factor of 4 reduction) (Fig. 4, I and J; 
fig. S8, B and E; and table S2). However, the 
mutant K4057.62bA was not different from the 
wild-type GCGR for either G protein, which sug-
gests that interaction with the side chain of this 
residue is less critical for engagement with Gs.

In both Gs- and Gi1-bound GCGR structures, 
a G protein–binding cavity formed by a cluster 
of hydrophobic residues from helices III, V, 
and VI is observed at the intracellular face 
of the receptor transmembrane domain. It 
recognizes different hydrophobic patches
at the a5 C terminus  in  Gas and Gai (Gas: 
L388

G.H5.20
, Y391

G.H5.23
, L393

G.H5.25
, and

L394
G.H5.26

; Gai: I344G.H5.16
, L348G.H5.20

, 
L353

G.H5.25
, and F354G.H5.26

) (Fig. 4, C and D). 
The importance of this hydrophobic cavity in 
receptor signaling was reflected in our muta-

genesis studies, where introduction of alanine 
or tryptophan mutation within the cavity not
only decreased glucagon potency on Gs sig-

naling (Fig. 4, E and G; fig. S8, H and I; and
table S3) but also reduced Gqi9-mediated IP
production (Fig. 4, F and H; fig. S8, K and L; 
and table S4). Of note, tryptophan mutations 
within this pocket were more detrimental for
Gs signaling than were alanine mutations (Fig. 
4E and fig. S8, H and I); this was not the case
for Gi, where some tryptophan mutations such 
as Y2483.53bW and L3285.60bW were better 
tolerated than alanine (Fig. 4, F and H, and 
fig. S8, K and L). The distinct effects of the
tryptophan mutants on Gs and Gi activation 
were also observed in the NanoBiT assay, 
where L3285.60bW and L3295.61bW exhibited
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SOLAR CELLS

Resolving spatial and energetic distributions of trap
states in metal halide perovskite solar cells
Zhenyi Ni1*, Chunxiong Bao2*, Ye Liu1,2, Qi Jiang1, Wu-Qiang Wu1, Shangshang Chen1, Xuezeng Dai1,

Bo Chen1, Barry Hartweg3, Zhengshan Yu3, Zachary Holman3, Jinsong Huang1,2†

We report the profiling of spatial and energetic distributions of trap states in metal halide perovskite

single-crystalline and polycrystalline solar cells. The trap densities in single crystals varied by five orders

of magnitude, with a lowest value of 2 × 1011 per cubic centimeter and most of the deep traps located

at crystal surfaces. The charge trap densities of all depths of the interfaces of the polycrystalline films were

one to two orders of magnitude greater than that of the film interior, and the trap density at the film interior

was still two to three orders of magnitude greater than that in high-quality single crystals. Suprisingly, after

surface passivation, most deep traps were detected near the interface of perovskites and hole transport layers,

where a large density of nanocrystals were embedded, limiting the efficiency of solar cells.

T
he photovoltaic performance of metal

halide perovskites (MHPs) is mainly at-

tributed to their high optical absorption

coefficient (1), high carrier mobility (2),

long charge-diffusion length (3), and small

Urbach energy (4). Defect tolerance inMHPs

was initially proposed as one origin for their

excellent carrier transport and particular re-

combination properties, in that most point

defects have low formation energy in the bulk

of perovskites anddonot formdeep charge traps

(5, 6). Later theoretical studies showed that

the structural defects at the material surface

and grain boundaries of perovskites can induce

deep charge traps, which has guided the devel-

opment of passivation techniques in perovskite

solar cells (7–9), but this was only inferred in-

directly. Thenonradiative recombinationprocess

also leads to the energy loss of the perovskite

solar cells, which is closely related to the defect-

induced trap states in the perovskites (10, 11).

Charge trap states play an important role in

the degradation of perovskite solar cells and

other devices (12, 13). Knowledge of the dis-

tributions of trap states in space and energy

is one of the most fundamental ingredients

for understanding the impact of the charge

traps on charge transport and recombination

in perovskite materials and devices.

Thermal admittance spectroscopy (TAS) and

thermally stimulated current methods have

been broadly applied to measure the energy-

dependent trap density of states (tDOS) in

perovskite solar cells (14–16). These methods

can generally reach a trap depth of ~0.55 eV

from the conduction or valence band edge,

which is normally deep enough for most low–

band gap perovskites that make efficient solar

cells. Techniques like surface photovoltage spec-

troscopy and sub–band gap photocurrent are

capable of detecting deeper trap states that

exist in wide–band gap perovskites (17–19).

Sub–band gap photoluminescence, which was

adopted to investigate the properties of lumines-

cent trap states in perovskite (20), and cathodo-

luminescencewere shown to image thenanoscale

stoichiometric variations that are related to

the traps at the film surface (21). However, these

techniques are not readily applied to completed

solar cell devices to measure the spatial distri-

bution of trap states. Deep-level defect charac-

terizationmethods such as deep-level transient

spectroscopy are not readily applicable to perov-

skite devices, because the long biasing times

are affected by ion migration inMHPs. Here,

we demonstrate that the drive-level capaci-

tance profiling (DLCP) method, an alternate

capacitance-based technique, can provide well-

characterized spatial distributions of carrier

and trap densities in perovskites. We mapped

the spatial and energetic distributions of trap

states in perovskite single crystals and poly-

crystalline thin films. A straightforward com-

parison of the trap densities and distributions

in perovskite single crystals and thin films in

typical planar-structured solar cells was then

conducted.

Drive-level capacitance profiling of perovskites

The DLCPmethod was developed to study the

spatial distribution of defects in the band gap

of amorphous and polycrystalline semicon-

ductors, including amorphous silicon (Si) (22),

CuIn1−xGaxSe2 (23), and Cu2ZnSnSe4 (24). With

the junction capacitance measurements, DLCP

can directly determine the carrier density that

includes both free carrier density and trap den-

sity within the band gap of the semiconductors

and their distributions in space and energy

(Fig. 1A and supplementary materials). The

trap density was estimated by subtracting the

estimated free carrier density, which wasmea-

sured at high alternating current (ac) frequencies

when the measured carrier densities saturate

with the further increase of the ac frequency,

from the total carrier densitymeasured at the

low ac frequency. This technique allowed us to

derive the energetic distribution (Ew) of trap

states by tuning the frequency of the ac bias

(dV) or temperature (T) and the position of trap

states in real space by changing the direct cur-

rent (dc) bias that was applied to the depletion

region of the junction. As long as the spatial

property of the semiconductor did not change

dramatically, the differences in the profiling

distance closely approximated the actual changes

in the position where trap states responded

to the capacitance, thus reflecting the change

of the trap density in real space. In principle,

DLCP can have a high resolution because the

depletion edge can be continuously tuned by
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was read to be ~1.8 × 10
16
cm

−3
from the DLCP

measurement. This value was consistent with

the dopant concentration of the p-Si wafer

derived from the conductivity measurement,

validating the accuracy of the carrier density

measured by DLCP.

Because the profiling of carrier and trap

densities by DLCP relied on the sweeping of

a depletion region edge across a device from

one electrode to the counter electrode, it

was critical to understand the location of the

junction(s) in typical planar-structured perov-

skite solar cells with the device structure of

indium tin oxide (ITO)/poly[bis(4-phenyl)(2,4,6-

trimethylphenyl)amine] (PTAA) (15 nm)/

perovskite/fullerene (C60) (25 nm)/batho-

cuproine (BCP)/copper (Cu). It was found that

these perovskite solar cells essentially had a

n
+
-p junction formed between the C60 and the

perovskites (figs. S2 and S3). Another concern

with DLCP measurements of MHPs is the role

of ion migration. During the DLCP measure-

ment, a positive dc bias was usually applied

onto perovskite devices, which actually par-

tially compensated for the built-in field in the

devices. Thus, the field in the devicewas always

less than the built-in field, which should, in

principle,minimize ionmigration. In addition,

each DLCP scan takes only a few minutes,

and we confirmed the negligible influence of

the ion migration on the DLCP measurement

of these hysteresis-free perovskite solar cells by

performing consecutive forward and backward

scans of the dc biases (fig. S4).

We synthesized bulk CH3NH3PbI3 (MAPbI3)

single crystals using the inverse solubility

method (Fig. 1C). The DLCP measurements

were performed on a MAPbI3 single-crystal

device with a structure of gold (Au)/MAPbI3/

C60/BCP/Cu, where both sides of the crystal

were polished to remove the defective surface

layers (fig. S5). A symmetric distribution of the

trap density was observed (Fig. 1E), in a good

agreement with the structural symmetry of

the double-side polishedMAPbI3 single crystal.

This result demonstrated the spatial profiling

of trap densities in MAPbI3 single crystals by

DLCP. The trap density near the interface re-

gion was ~10-fold greater than that inside the

MAPbI3 single crystal. This difference indicated

that dangling bonds at the surface of the crystal

form charge traps.

To determine whether the profile depth cor-

responded to the physical material depth, we

the applied dc bias. However, the profiling dis-
tance within the real devices was affected by 
the nonflat depletion interfaces caused by either 
the roughness or the heterogeneity of the mate-

rials, which could compromise the resolution 
of the profiling distance.
To validate the accuracy of the carrier den-

sity measured by DLCP, we first performed 
DLCP measurements on a Si solar cell, which 
was fabricated based on a p-type (~0.94 ohm·cm 
with the dopant concentration of ~1.6 × 1016 

cm
−3
) 

crystalline Si (p-Si) wafer with a heavily n-type 
diffusion layer Si (n+

) on top  (details in the  
materials and methods section of the supple-
mentary materials). The carrier density was 
calculated from the derived linear and non-
linear capacitive coefficients C0 and C1, respec-
tively, by fitting the C-dV plots at different dc 
biases and ac frequencies (fig. S1). When the 
profiling distance is >0.15 mm, which should 
reach the interior of the p-Si, the carrier den-
sities measured at different ac frequencies (1 to 
500 kHz) were basically the same (Fig. 1B), 
indicating negligible contributions of the trap 
states to the junction capacitance. In this case, 
the measured carrier density should be the  free  
carrier concentration of the p-Si wafer, which
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Fig. 1. DLCP technique. (A) Schematic of

band bending of a p-type semiconductor with

deep trap states in an n+-p junction. X denotes

the distance from the junction barrier where

the traps may be able to dynamically change

their charge states with the ac bias dV.

dX denotes the differential change of X with

respect to dV. Ew is the demarcation energy

determined by Ew = kTln(w0/w) (where k

is the Boltzmann’s constant). EC, EV, and EF

indicate the conduction band edge, valence

band edge, and Fermi level, respectively.

(B) Dependence of the carrier density on the

profiling distance of a Si solar cell at

different ac frequencies measured by DLCP.

The inset shows the schematic of the device

structure. (C) Schematic of the synthesis

of a bulk MAPbI3 single crystal in an open-air

solution. (D) Schematic of the synthesis

of a double-layer MAPbI3 thin single crystal

using the space-confined growth method.

(E) Dependence of the trap density on the

profiling distance of a MAPbI3 single crystal

measured by DLCP. The inset shows

the device structure. (F) Dependence of the

trap density on the profiling distance of a

double-layer MAPbI3 thin single crystal.

The inset shows the cross-sectional SEM

image of the double-layer MAPbI3 thin single

crystal. The thicknesses of the top and bottom

single crystals were 18 and 35 mm, respectively.
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made a device with double-layerMAPbI3 thin

single crystals so that we knew the location of

the charge traps (Fig. 1D). We first synthesized

a 35-mm-thick MAPbI3 thin single crystal on a

PTAA/ITO substrate using the space-confined

growth method (25) and then interrupted the

growth by exposing the top surface of the thin

single crystal to air for 1 min before continuing

the crystal growth. This step created a distinct

boundary between the two layers [cross-sectional

scanning electron microscope (SEM) image in

the inset of Fig. 1F] that should be rich in charge

traps. This defective interface was located 18 mm

below the surface of the top subcrystal (inset of

Fig. 1F). The profiled trap density of this device

(Fig. 1F) showed a peak in the trap density at

the profiling distance of 18 mm.

Trap distributions in MAPbI3 thin

single crystals

We studied the trap distribution in perovskite

single-crystal solar cells. Perovskite solar cells

made from a single-crystal perovskite could,

in principle, have a power conversion efficien-

cy (PCE) approaching the Shockley-Queisser

limit (usually 33.7% for a single junction)

because of the extremely low defect density

and long carrier diffusion length (3, 26). How-

ever, the highest PCE of the first-reported

MAPbI3 single-crystal solar cell was only 17.9%

(25). A more recent study reported 21.1%

(27), which is still far lower than that of poly-

crystalline solar cells. Initial studies indicate

that thin crystals formed by the space-confined

growth method have a smaller carrier dif-

fusion length (10 to 20 mm) than that of thick

bulk crystals (175 mm), which do not suffer

from the impact of substrates. (25). However,

the underlying mechanism limiting carrier

diffusion in thin crystals was not clear.

We conductedDLCPmeasurements to under-

stand the relationship of trap density and

distribution with synthetic-crystal methods.

Figure 2A shows the spatial distribution of

carrier densities throughout a typical MAPbI3
thin single crystal that was synthesized by the

space-confined growth method in the device

with a structure of ITO/PTAA/MAPbI3 (39 mm)/

C60/BCP/Cu at different ac frequencies. The

carrier density increased with the decrease in

ac frequency, indicating the existence of charge

traps in the MAPbI3 thin single crystal that

contributed to the junction capacitance at low

ac frequencies (large Ew). Figure 2B shows a

representative spatial distribution of trap den-

sities in the MAPbI3 thin single crystal at the

ac frequency of 10 kHz by subtracting the free

carrier density measured at high ac frequen-

cies from the total carrier density measured at

the 10-kHz frequency. As the profiling position

changed from the interfaces to the interior of

the single crystal, the trap density decreased.

This result indicated that the majority of the

trap states were near the surface of the MAPbI3
thin single crystal. The free carrier density was

also higher near the surface of the MAPbI3
thin single crystal (Fig. 2A), indicating that both

self-doping and trap states are caused by de-

fects, most likely, of different kinds.

To figure out how sensitive DLCP is to the

change in the trap density close to the surface

of the MAPbI3 thin single crystals, we varied

the trap density at the top surface (C60 side)

of the MAPbI3 thin single crystal by polishing

and treating it with (C8–NH3)2SO4 before per-

forming DLCP measurements (Fig. 2C). Recent

work has demonstrated that surface wrapping

with oxysalt can effectively passivate the defec-

tive surface of perovskites with the wide–band

gap oxysalts (28). The trap density was reduced

by about one order of magnitude after polish-

ing the top surface of the MAPbI3 thin single

crystal and was further reduced after the sur-

face treatment with (C8–NH3)2SO4 (Fig. 2D).

Because DLCP only measured the carrier den-

sity in the junction area, this result also vali-

dates the finding that the measured junction

is located at the perovskite/C60 interface. Thus,

the interface regions of the perovskite/C60 and

the perovskite/TPAA were readily distinguished

in the spatial distribution profiling of trap states.

The trap density distribution in the MAPbI3
thin single crystal synthesized by the space-

confinedmethodwas quite different from that

in the bulk crystal. The trap densities varied

by up to five orders of magnitude, and the trap

density near both surfaces was two to four

orders of magnitude higher than that in the

bulk crystals. The trap density decreased grad-

ually toward the center of the crystal, and its

distribution along the normal direction was

not symmetric, despite both surfaces of the

thin single crystal contacting PTAA/ITO dur-

ing the growth process. To understand these

differences, we synthesized MAPbI3 thin single

crystals with different thicknesses (10 to 39 mm)

and investigated the variation of the trap den-

sity distribution with the change in the crystal

thicknesses (Fig. 3A). The minimal bulk trap

density (NT min) inside the MAPbI3 thin single

crystal, which occurred near the center of

the crystal, decreased from ~3.2 × 10
12
to 1.9 ×

10
11
cm

−3
as the thickness of the thin single

crystal increased from 10 to 32 mm and began

to saturate with increased crystal thickness

(Fig. 3B). The saturatedNT min of 1.8 × 10
11
cm

−3

approached that of the bulk MAPbI3 single

crystal synthesized in open-air solution (Fig.

1E). These results indicate that there is a critical

crystal thickness for the MAPbI3 thin single
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Fig. 2. Spatial distributions of trap states in a MAPbI3 thin single crystal. (A) Dependence of the carrier

density on the profiling distance of a 39-mm-thick MAPbI3 thin single crystal at different ac frequencies, as

measured by DLCP. (B) Dependence of the trap density on the profiling distance of a MAPbI3 thin single crystal

measured at an ac frequency of 10 kHz. The carrier density measured at 500 kHz is regarded as free carriers.

(C) Schematics of a MAPbI3 thin single crystal on a PTAA/ITO substrate before mechanical polish, after

mechanical polish, and after oxysalt [(C8–NH3)2SO4] treatment. (D) Trap density near the junction barrier of a

MAPbI3 thin single crystal before mechanical polish, after mechanical polish, and after oxysalt treatment.
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are shown in fig. S6. Figure 3C shows the Ew-

dependentNT for theMAPbI3 thin single crystal

measured by TAS. For the DLCP measure-

ment, the tDOS could be estimated by the de-

rivative of the carrier density with respect to

Ew, that is,NT (Ew) = dN/d(Ew). As the profiling

distance was scanned from one side of the

single crystal to the other, the energy distrib-

ution and spatial distribution of the trap states

in theMAPbI3 thin single crystal were mapped

(Fig. 3D).

The tDOS measured by DLCP exhibited a

similar feature to that measured by TAS (fig.

S7). Both tDOS spectra showed three trap

bandswithEw values of 0.27 eV (zone I), 0.35 eV

(zone II), and greater than 0.40 eV (zone III).

Previous studies speculated that the deep trap

statesweremainly related to the surface defects

of the perovskite and that shallower trap states

were more likely from inside the perovskite

(15). The spatial and energy distributions of

the tDOS in perovskites (Fig. 3D) indicated that

the deep trap density at the MAPbI3/PTAA

interface was >100-fold higher than inside the

MAPbI3 thin single crystal, whereas the shallow

trap density at theMAPbI3/PTAA interface was

barelyhigher than those inside the single crystal.

Deep traps were mainly located at the surface

regionof theMAPbI3 thin single crystals,whereas

the shallower trapswere prevalent throughout

the entire single crystals. This difference indi-

cated their different origins, that is, shallow trap

bands I and II may form from point defects in

the bulk and deep trap band III originated from

the dangling bonds at thematerial surface. The

measured carrier densities near theMAPbI3/C60
interface at the ac frequencies from 1 to 50 kHz

were quite near each other (Fig. 2A), indicat-

ing a low deep trap density of states near the

MAPbI3/C60 interface caused by the passiva-

tion effect of C60.

Trap distributions in polycrystalline

perovskite films

The spatial and energetic distributions of trap

states in polycrystalline perovskite thin films

are crucial to understanding the performance

of those solar cells. We first performed DLCP

crystals synthesized by the space-confined 
method, below which the trap density inside 
the crystals was substantially higher than 
that in the bulk crystal. We speculate that the 
space-confined method may induce defects 
through the strain imposed by the mismatch 
of the substrates and the crystals during growth 
and that the strain inside the crystals may be 
released with the increase in crystal thick-
ness. Another possible mechanism for defect 
formation is that the substrates affect the 
transport of ions for micrometer-scale chan-
nels. The microfluid would undergo laminar 
flow at low flow rates near the substrates 
(inset of Fig. 3B) (29). For the thinner single 
crystals, the averaged velocity of the solution 
flow would be reduced owing to the confine-
ment of the boundary layer by the small space, 
resulting in not enough ions being delivered to 
the crystal for growth. Insufficient ion delivery 
to the crystal surface would create a deficiency 
for one type of ions, or misfit defects.
Similarly, the trap density near the MAPbI3/

PTAA interface also decreased with the in-
crease in the crystal thickness and was essen-
tially constant with further increases in crystal 
thickness (Fig. 3A). However, the imposed strains 
between the two sides of the single crystal and 
the substrates were not always identical because 
of the subtle difference in the roughness of 
the two PTAA/ITO substrates, which led to the 
different defect density distributions at the two 
surfaces of the crystals. The side with a higher 
defect density may have a weaker contact with 
the PTAA/ITO substrate, making the PTAA/
ITO substrate easier to be peeled off from this 
side. It is this defective side that C60 was de-
posited on during the device fabrication proc-
ess that was used. Moreover, the distribution of 
trap density in MAPbI3 thin single crystals de-
pended not only on the spacing of the two 
substrates but also on the substrate upon which 
the crystals grew. The latter also affects the 
strain inside the crystals and the microfluid of 
the precursor solution, as evidenced by the 
difference in the trap densities measured in 
the top and bottom subcrystals of the double-
layer sample in Fig. 1F. The top subcrystal had 
a much higher NT min than the bottom MAPbI3 
thin single crystal grown directly on a PTAA/
ITO substrate (Fig. 3A).
We examined further the tDOS in energy 

space in the MAPbI3 thin single crystal with a 
thickness of 39 mm. To verify the effectiveness 
of the DLCP in determining the tDOS, we
derived the tDOS in the MAPbI3 thin single 
crystal by both TAS and DLCP methods, be-
cause TAS is a well-established method to 
determine the tDOS in perovskite devices 
(15). The temperature-dependent differential 
capacitance spectra (−f·dC/df-f, where f is the 
frequency of the ac bias) and the Arrhenius plot 
of the characteristic frequencies with respect to 
the temperature [ln(w/T2

)-1/T ] of the  device
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Fig. 3. Thickness-dependent trap density distributions in MAPbI3 thin single crystals. (A) Dependence of

the trap densities on the profiling distances of MAPbI3 thin single crystals with different crystal thicknesses

measured at an ac frequency of 10 kHz. The location of the MAPbI3/C60 interface for each crystal is aligned

for comparison. The black dashed arrow indicates the trend of the change of minimal trap density NT min in MAPbI3
single crystals with different thicknesses. (B) Dependence of the NT min in the MAPbI3 thin single crystal

on the crystal thickness. The horizontal dashed line indicates the NT min value in a bulk MAPbI3 single crystal.

The inset shows a schematic of the laminar flow of the precursor solution between two PTAA/ITO glasses

during the growth of the crystal. The arrows denote the direction of the laminar flow of the precursor solution,

and the length of the arrow denotes the laminar flow velocity. (C) tDOS of a MAPbI3 thin single crystal, as

measured by the TAS method. The thickness of the MAPbI3 thin single crystal was 39 mm. (D) Spatial and energy

mapping of the densities of trap states in the MAPbI3 thin single crystal, as measured by DLCP.
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1356 20 MARCH 2020 • VOL 367 ISSUE 6484  SCIENCE

Fig. 4. Spatial and energetic distributions of trap states in perovskite thin

films. (A) J-V curve of the Cs0.05FA0.70MA0.25PbI3 thin-film solar cells. The inset

shows the device structure. (B) Dependence of the trap density on the profiling

distance for the perovskite thin film in the solar cell measured at an ac frequency of

10 kHz. (C) tDOS of the perovskite thin-film solar cell, as measured by the TAS

method. (D) Spatial and energy mapping of the densities of trap states of the

perovskite thin film in the solar cell, as measured by DLCP. (E) Cross-sectional

HR-TEM image of the stack of perovskite and PTAA. The dashed squares mark the

areas where the fast Fourier transforms of the lattices were performed, with white

and yellow indicating zone axes of [1 −1 −1] and [2 1 0], respectively. The red lines

denote the orientation of the facets. (F) Fast Fourier transforms of the areas

indicated in (E). (G) Measured and simulated J-V curves of planar-structured solar

cells based on MAPbI3 polycrystalline thin films. The thin-film (single crystal) bulk

and interface trap densities were adopted for the simulations. (H) Dependence of the

PCE of the MAPbI3 thin-film solar cell on the bulk and interface trap densities. The

dashed lines denote the contour lines of certain PCE values, which are noted.

Table 1. Comparison of the minimal bulk trap densities and the interface trap densities between perovskite single crystals and thin films. The

interconnected layers are listed in parentheses. The trap densities are calculated at an ac frequency of 10 kHz. The interface trap density values vary

depending on different surface and interface conditions.

Perovskite material Minimal bulk trap density (NT min) (cm
−3) Interface trap density (cm−3)

MAPbBr3 single crystal (bulk) 6.5 × 1010 1.8 × 1012 (C60) 1.8 × 1012 (Au)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

MAPbI3 single crystal (bulk) 1.8 × 1011 1.2 × 1012 (C60) 1.2 × 1012 (Au)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

MAPbI3 single crystal (thin) 1.9 × 1011 to 3.2 × 1012 2.0 × 1013 to 1.1 × 1016 (C60) 1.5 × 1013 to 1.0 × 1015 (PTAA)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Cs0.05FA0.70MA0.25PbI3 film 4.3 × 1014 8.6 × 1015 (C60) 1.2 × 1017 (PTAA)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Rb0.05Cs0.05FA0.75MA0.15Pb(I0.95Br0.05)3 film 5.7 × 1014 2.0 × 1016 (C60) 1.1 × 1017 (PTAA)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

FA0.92MA0.08PbI3 film 7.9 × 1014 1.9 × 1016 (C60) 9.0 × 1016 (PTAA)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

MAPbI3 film 9.2 × 1014 2.2 × 1016 (C60) 1.2 × 1017 (PTAA)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Cs0.05FA0.8MA0.15Pb0.5Sn0.5(I0.85Br0.15)3 film 1.2 × 1015 1.5 × 1016 (C60) 1.1 × 1017 (PTAA)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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orientations (zone axis of [2 1 0]) with respect

to the grain interior at the region near the

PTAA/perovskite interface. At least 10 samples

were examined with different perovskite com-

positions. All of them had very similar mor-

phology, confirming the heterogeneity of the

perovskite films in the vertical direction (32),

whichwe believe was caused by the deposition

method–related grain-growth behavior that

made the interface between the perovskite and

thePTAArather defective and rich in charge trap

centers. Given the excellent passivation effect

of C60 on the deep trap states at the perovskite

surface (33), the remainingdeep trap stateswere

mainly located near the perovskite/PTAA in-

terface, which might limit the efficiency of the

perovskite thin-film solar cells.

Perovskite single crystals versus

polycrystalline films

To find out the differences between the trap

density distributions in perovskite single crys-

tals and polycrystalline thin films and in those

with different compositions, we measured the

NT min and the interface trap densities in

several perovskite single crystals and poly-

crystalline thin films with different composi-

tions (Table 1). The bulk MAPbI3 or MAPbBr3
single crystal showed a quite lowNT min (<2.0 ×

10
11
cm

−3
) which increased to 3.0 × 10

12
cm

−3

in MAPbI3 thin single crystals, depending on

their growth conditions. However, these values

are still two to three orders of magnitude lower

than that in MAPbI3 polycrystalline thin films,

which are generally formed by a very quick

thin-film coating process. In addition, our cur-

rent results signify the importance of proper

surface-modification processes (mechanical

polishing and oxysalt treatment) to reduce trap

densities in perovskite single crystals. Similar

scenarios could be applied to polycrystalline

thin films to reduce the interface trap densities.

Table 1 also lists theNT min and the interface

trap densities of several typical polycrystalline

perovskite thin films used in planar-structured

solar cells, including Cs0.05FA0.70MA0.25PbI3,

Rb0.05Cs0.05FA0.75MA0.15Pb(I0.95Br0.05)3,

FA0.92MA0.08PbI3, MAPbI3, and Cs0.05FA0.8

MA0.15Pb0.5Sn0.5(I0.85Br0.15)3. The current density–

voltage (J-V) curves and trap density distribu-

tions of the solar cells fabricated based on these

films are shown in fig. S10. The corresponding

parameters of device performance are listed

in table S1. Among these configurations, the

Cs0.05FA0.70MA0.25PbI3-based solar cell exhibited

the highest PCE of 20.8% after optimizing the

fabrication processes (30) and had the lowest

NT min of ~4.0 × 10
14

cm
−3
, which was still

more than two orders of magnitude greater

than that in high-quality single crystals. For

the perovskite solar cells fabricated based on

the other compositions without comprehensive

optimizations, the Rb0.05Cs0.05FA0.75MA0.15Pb

(I0.95Br0.05)3-based solar cell showed a relatively

high PEC of 19.6%, whereas FA0.92MA0.08PbI3
and MAPbI3 showed lower PCEs of ~18.0%.

Accordingly, the NT min in Rb0.05Cs0.05FA0.75

MA0.15Pb(I0.95Br0.05)3 was moderately lower

than that in FA0.92MA0.08PbI3 and MAPbI3.

The tin-incorporated Cs0.05FA0.8MA0.15Pb0.5Sn0.5
(I0.85Br0.15)3 film showed the highest NT min of

~1.2 × 10
15
cm

−3
among all the configurations,

reflecting the relative defective nature of tin-

containing thin films.

The trend of the variation in the PCE of these

solar cells was basically in accordance with the

change in the NT min in different perovskite

thin films. This finding signifies the impor-

tance of reducing the trap densities in the

perovskite thin films for enhancing the device

performances. Our current results demonstrate

that intrinsic trap densities in perovskite poly-

crystalline thin films were closely related to

the film compositions as well as the film fabri-

cation process. For all the perovskite thin-film

compositions, the interface trap density was

in the range of ~9.0 × 10
15
to 2.0 × 10

17
cm

−3
,

depending on the type of the charge transport

layers. Overall, the trap density at the perov-

skite/PTAA interface was higher than that at

the perovskite/C60 interface because of the

formation of large amounts of small crystals

near the perovskite/PTAA interface. This mor-

phology points out an important direction to

explore for further boosting the performance

of perovskite solar cells or other electronic

devices by reducing the trap density at the

perovskite/PTAA interfaces.

Relationship of trap density and

solar cell efficiency

We used the solar cell capacitance simulator

to simulate both thin-film and single-crystal

perovskite solar cells with varied trap densities.

We first used the trap density and distribution

measured by DLCP and TAS, which is detailed

in fig. S11 and tables S2 and S3, to simulate a

MAPbI3 thin-film solar cell. Here, the capture

cross sections of the bulk and interface trap

states were determined by a global fitting of

the experimental J-V curves (fig. S12). Figure 4G

shows the simulated J-V curve of the MAPbI3
thin-film solar cell with a bulk trap density of

5.0 × 10
14
cm

−3
and interface trap density of

1.0 × 10
17
cm

−3
obtained from the polycrystal-

line thin films, which was near the measured

value. We simulated temperature-dependent

J-V curves of the MAPbI3 thin-film solar cell.

As shown in fig. S13, the simulated J-V curves

agree well with the measured J-V curves at

different temperatures, which indicates that

the DLCP measurement range of traps is deep

enough to predict the behavior of these solar

cells. After reducing only the bulk trap den-

sity to 1.0 × 10
13
cm

−3
, the value attainable in

single-crystalline MAPbI3, the PCE increased

to 20.0% and saturated with any further de-

crease in the bulk trap density (Fig. 4H and fig.

measurement on a typical planar-structured 
perovskite thin-film solar cell with the device
structure of ITO/PTAA/MAPbI3/C60/BCP/Cu, 
which has a typical PCE of 17.8% (table S1). 
The measured trap density distribution and 
tDOS mapping in the MAPbI3 thin film are 
shown in fig. S8. The MAPbI3 polycrystalline 
thin film shows a similar feature of trap dis-
tribution with the thin single crystals in which 
most of the deep trap states (trap band III) are 
located close to the MAPbI3/PTAA interface.
Then, we carried out DLCP measurement on 
a high-performance solar cell with the device 
structure of ITO/PTAA/Cs0.05[HC(NH2)2]0.70 
(CH3NH3)0.25PbI3(Cs0.05FA0.70MA0.25PbI3)/

C60/BCP/Cu, in which the perovskite thin 
films were modified with the additive of 1,3-
diaminopropane (30). The open circuit voltage 
(VOC), short-circuit current density (JSC), fill
factors (FF), and PCE of the solar cell were 1.15 V, 
23.4 mA cm−2

, 77.3%, and 20.8%, respectively 
(Fig. 4A). The spatial distribution of the carrier
densities in the Cs0.05FA0.70MA0.25PbI3 solar 
cell is shown in fig. S9. The differences in the 
carrier densities measured at different ac fre-
quencies revealed the presence of trap states 
in these perovskite thin films. The trap density
at the perovskite/C60 interface was about 10-fold 
lower than that at the perovskite/PTAA inter-
face (fig. 4B), which might be caused by the
passivation of C60 on the surface defects of the 
perovskite thin film (15, 31). Both interfaces 
had a higher defect density compared with 
the interior of the perovskite films.

In the tDOS spectrum of the Cs0.05FA0.70MA0.25 
PbI3 solar cell measured by TAS (Fig. 4C), the 
attempt-to-escape angular frequency w0 was 
derived from the temperature-dependent C-f 
measurements, as detailed in the materials and 
methods. The tDOS spectrum contained three 
different trap centers, dividing the spectrum 
into three energy bands (marked as I, II, and 
III). The trap distributions in bands I, II, and 
III of the perovskite thin film are centered at 
~0.33, 0.38, and 0.52 eV, respectively. The spatial 
mapping of the tDOS in the perovskite thin 
film (Fig. 4D) revealed that the tDOSs at both 
interface regions were >100-fold higher than 
that in the film. In addition, deep traps in band 
III were more localized at the perovskite/
PTAA interface, whereas shallower traps in 
bands I and II were enriched at both inter-
faces. This result showed that the perovskite 
surfaces of polycrystalline films were rather 
defective (31).
To understand the origin of the high deep 

trap density at the perovskite/TPAA interface, 
we examined this region by high-resolution 
transmission electron microscopy (HR-TEM). 
As shown in Fig. 4, E and F, the lattice had 
basically the same orientation with the zone 
axis of [1 −1 −1] in the grain interior, 
whereas there were a large number of small 
crystals with sizes 
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S14). This saturated PCE was mainly limited

by the large interface trap density. If the in-

terface trap density was reduced to that in a

MAPbI3 thin single crystal (2.0 × 10
15
cm

−3
),

the PCE could be further enhanced to 25.4%,

which is near the PCE of 26.6% for a trap-free

MAPbI3 thin-film solar cell (Fig. 4G). Simula-

tion of single-crystal solar cells also gave data

that were a good match to the experimental

data (27), which again showed that the PCE

of the MAPbI3 single-crystal solar cell could be

further improved to 26.8% once the interface

trap densities are reduced to that of the bulk

trap density (fig. S15).

Lower–bandgapperovskites arebeing studied

to harvest more sunlight, so we simulated

perovskite thin-film solar cells with band gaps

of 1.50 and 1.47 eV, which correspond to the

compositions of FA0.92MA0.08PbI3 and FAPbI3
(if it can be stabilized), respectively (34, 35).

Assuming that these materials have the same

trap densities (a bulk trap density of 5.0 ×

10
14
cm

−3
and interface trap density of 1.0 ×

10
17
cm

−3
) and capture cross sections as reg-

ular polycrystalline MAPbI3 thin films, the

devices showed PCEs of 22.5 and 22.8%, respec-

tively (fig. S16). The efficiencies could be further

increased to 27.7 and 28.4%, respectively, when

the trap densities in the thin film are substan-

tially reduced to be the same as those in single

crystals.
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Latitudinal effect of vegetation on erosion rates
identified along western South America
J. Starke, T. A. Ehlers*, M. Schaller

Vegetation influences erosion by stabilizing hillslopes and accelerating weathering, thereby providing a

link between the biosphere and Earth’s surface. Previous studies investigating vegetation effects on

erosion have proved challenging owing to poorly understood interactions between vegetation and other

factors, such as precipitation and surface processes. We address these complexities along 3500

kilometers of the extreme climate and vegetation gradient of the Andean Western Cordillera (6°S

to 36°S latitude) using 86 cosmogenic radionuclide–derived, millennial time scale erosion rates and

multivariate statistics. We identify a bidirectional response to vegetation’s influence on erosion whereby

correlations between vegetation cover and erosion range from negative (dry, sparsely vegetated

settings) to positive (wetter, more vegetated settings). These observations result from competing

interactions between precipitation and vegetation on erosion in each setting.

T
he impact of vegetation on the shape and

evolution of Earth’s surface ranges (for

example) from the microscopic scale of

Mycorrhiza weathering for plant nutri-

tion to macroscopic scales where plants

retard hillslope erosion, stabilize environments

for sediment deposition, and affect precipita-

tion through evapotranspiration, interception,

and leaf phenology (1–6). However, defining the

influence of vegetation on catchment-averaged

erosion rates has proven difficult because of,

among other things, nonlinear interactions be-

tween vegetation type and cover with precipi-

tation, temperature, and solar radiation (7–10).

One approach for disentangling the effects of

vegetation and climate on landscape evolution

requires quantifying catchment erosion rates

over a large range of climate and biogeographic

conditions. Theproduction of cosmogenic radio-

nuclides in the upper ~2 m of Earth’s surface

provides onemeans for quantifyingmillennial

time scale catchment-averaged erosion rates

(11, 12). We investigate the relationships be-

tween catchment-averaged erosion rates with

vegetation cover, climate, and topographic

slope along the climate and ecological gradi-

ent of the Andean Western Cordillera, South

America.

TheAndeanWestern Cordillera between 6°S

and 36°S latitude extends 3500 km (Fig. 1A)

and crosses six climate zones, from hyperarid

to temperate (13), and four distinct biogeo-

graphic regions (Fig. 1C and 2A) (14). Cos-

mogenic radionuclide–derived erosion rates

and their controlling factors have been inves-

tigated along the Andean Western Cordillera,

often with conflicting results [e.g., (15, 16)].

The emphasis of previous studies ranged from

quantification of erosion rates in the vegetation-

limited Atacama Desert (16, 17) and sediment

storage in hyperarid environments (18) to the

rates of canyon incision andhillslope erosion in

the AndeanWestern Cordillera (19). Few studies

(15, 20) have previously looked at systematic
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(tables S4 and S5). Factor 1 explains 23% of the

variance and contains MAP, vegetation cover,

erosion rate (factor loadings of 0.9, 0.6, and

0.5, respectively). We interpreted factor 1 as

representing the combined interactions of

vegetation, precipitation, and erosion. Factor 2

(20% of the variance) contains vegetation cover,

MAT (factor loading >0.6), and acid volcanic

rocks (“va” in table S4, factor loading 0.7). We

interpreted factor 2 as representing interac-

tions between vegetation, temperature, and sub-

strate composition. Both the factor and Pearson

statistical analyses showed no correlation or

covariance of erosion rates with quartz content

or rock type (tables S4 to S6 and figs. S1 and S6).

We report our results for the Pearson cor-

relation coefficients (R) averaged over n catch-

ments within 2° latitudinal increments (Fig. 2,

D and E). The Pearson R values are a metric

for the degree of linear dependence between

individual parameters and the erosion rate (e.g.,

fig. S9). We chose the 2° increments as the

minimum spatial scale over which a sufficient

number of catchments (n > 5) are available

for analysis (e.g., fig. S9 and table S5). The cor-

relation coefficients are reported for a range of

values in each bin using aMonte Carlo analysis

of the 2s range of uncertainties in a catchment

(Figs. 1 and 2). We classified the absolute values

of the correlation coefficients into regions with

very weak (0.00 to 0.19), weak (0.20 to 0.39),

moderate (0.40 to 0.59), strong (0.60 to 0.79),

and very strong (0.80 to 1.0) R values (23).

We found that precipitation had a clear lati-

tudinal gradient, but the correlation coefficients

between precipitation and erosion rate do

not follow this gradient. Instead, they oscillate

between very weak tomoderate (Fig. 2D). Simi-

larly, no clear systematic latitudinal variation

in the correlation coefficients existed between

slope and erosion rates (except between 6°S

and 12°S). By contrast, vegetation-erosion cor-

relations show a pattern of latitudinal variations

to the north and south of the arid region (region

A, Fig. 2E, 18°S to 32°S). More specifically, in

the arid (<100mm/year) and sparsely vegetated

region A (vegetation cover <20%), the vegetation-

erosion correlation indicated a very weak to

moderate negative relationship. To the north

and south of region A, the correlation between

latitudinal variations in erosion rates along this 
gradient.

We measured cosmogenic radionuclide con-
centrations of 10Be (12) from 12 samples and 
combined this data with 74 published samples 
from Peru and Chile (Fig. 1, A and B, and tables 
S1 and S2). The 86 catchments are adjacent 
to a similar tectonic plate boundary with 13 
(broadly defined) catchment lithologies, includ-
ing Oligo-Miocene, Plio-Pleistocene volcano-
clastic deposits and ignimbrites, Jurassic and 
Cretaceous sedimentary rocks, Paleozoic and 
Cretaceous granodiorites, and Precambrian 
gneiss (21). The total lithological-weighted 
quartz content for each catchment varies be-
tween 15 to 49% (fig. S2). We used 10Be concen-
trations to recalculate erosion rates using the 
same sea level high-latitude production rates 
and production-rate scaling (22) (fig. S1A). We 
determined from MODIS, TRMM, CHELSA, 
WolrdClim, SRTM, and GLiM datasets (Figs. 1C 
and 2 and fig. S3) the 2s range in vegetation 
cover, mean annual precipitation (MAP) and 
temperature (MAT), mean solar radiation 
(MSR), catchment-averaged slope, local relief, 
and lithologic quartz content for each catch-
ment. We found no large differences between 
the TRMM, CHELSA, and WorldClim (MAT 
and MAP values) datasets (23) (tables S1 to S6).
The catchment-averaged erosion rates var-

ied between 1.4 and 150 m per million years 
(m/Myr) (solid line, Fig. 1B). Starting in the 
north (6°S to 12°S), erosion rates displayed 
increasing values between 0 and 150 m/Myr. 
From 12°S to 20°S, the erosion rates decreased 
(150 to 0 m/Myr). The lowest erosion rates were 
located between 20°S to 30°S (0 to 50 m/Myr). 
In the south (30°S to 36°S), erosion rates 
ranged between 0 to 140 m/Myr and showed 
increasing values from 30°S to 33.5°S and de-
creasing values from 33.5°S to 36°S. In general, 
the quartz content for each catchment shows 
no latitudinally dependent variation (fig. S2C). 
Vegetation cover and MAP were the highest in 
the north from 6°S to 10°S (50 to 85% and 200 
to 700 mm/year, respectively; solid lines in 
Fig. 2, A and B). Vegetation cover and MAP then 
decreased to a minimum (5% and <50 mm/

year) at the latitudes of the Atacama Desert 
(20°S to 30°S). Further south (30°S to 36°S), 
the vegetation cover and MAP increased to a 
southern maximum (40% and ~700 mm/year). 
Catchment-averaged slopes had increasing 
values up to 30° from 6°S to 12°S. Slopes 
gradually decreased toward the south (12°S to 
20°S) and varied between 25° to 10°. The lowest 
slopes (5° to 10°) were situated between 20°S to 
30°S and increased to the south (30°S to 36°S) 
up to 28° (solid line, Fig. 2C).
Results from a multivariate factor analysis 

indicated that catchment erosion rate, vegeta-
tion cover, slope, MAT, MAP, MSR, local relief, 
quartz content, and lithology result in four 
factors that can explain 62% of the variance

SCIENCE 20 MARCH 2020 • VOL 367 ISSUE 6484 1359

Fig. 1. Topography, erosion rates, and vegetation types along the western Andean margin. (A) Topographic

map showing the catchment-averaged erosion rate sample locations of river sediments from the Andean Western

Cordillera. Black dots indicate published 10Be concentrations. Red dots are new data presented in this study

(tables S1 and S2). (B) Calculated catchment-averaged erosion rates (m/Myr) with 1s uncertainty versus latitude

(°S). The black line represents the three-point moving average. All catchment-averaged erosion rates were

calculated with the same procedure (materials and methods). (C) Percent vegetation type versus latitude

across a 100-km-wide latitudinal profile in the Andean Western Cordillera. Gray lines represent barren or sparsely

vegetated areas. Black lines denote shrublands. Green lines represent grasslands, and purple lines indicate

woody savannas. Blue lines represent mixed forests and orange lines, evergreen forest. Values are derived from

MODIS 2012 vegetation continuous field data.
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vegetation and erosion rate was near 0 and

very weak to moderate (region B1, Fig. 2E).

Further north (region C, 14°S to 10°S), in the

more vegetated (50 to 60% vegetation cover)

and wetter (200 to 300mm/year precipitation)

latitudes, a positive strong to very strong cor-

relation was found. We could not document a

similarmaximum in the vegetation-erosion cor-

relation (or region C) in the south from 36°S

to 40°S because we lacked samples from the

region. In the most heavily vegetated (50 to

80% cover) and wettest (300 to 700mm/year

precipitation) area north of 10°S (region B2),

the correlation strength is veryweak and similar

to that in region B1 (Fig. 2E).

We interpreted latitudinal changes in the

vegetation-erosion correlation strength (regions

A to C, Fig. 2E) qualitatively on the basis of

abiotic and biotic factors that influence catch-

ment erosion. RegionA (18°S to 32°S) has sparse

vegetation cover (<20%) and arid conditions.

Stochastic variations in precipitation occur in

this region over decadal time scales such that

we observed, with one exception, a positive cor-

relation with erosion rates and precipitation

(Fig. 2D). A moderate negative vegetation-

erosion correlation occurred in region A, which

indicated that the sparse vegetation present

was sufficient to influence erosion rates by

increasing surface roughness for overland flow

(Fig. 2E). Region B1 (14°S to 18°S and 32°S to

36°S) has a vegetation cover of 20 to ~50% and

represents a transition zone where a very weak

to weak erosion-vegetation correlation occurs.

This weak vegetation-erosion correlation could

be due to competing processes such that in-

creased biotic regolith production associated

with higher vegetation cover is offset by the

ability of vegetation cover to retard the physical

transport of sediment. Alternatively, the weak

correlation between erosion rates and vegeta-

tion in region B1 (and also B2) could reflect

areas where landscapes were closer to steady

state with the rock uplift rate. In steady-state

landscapes, correlations between erosion rate

and vegetation, or precipitation, are expected

to be weak. In this case, erosion rates should be

positively correlated with slope. This interpre-

tation is partially supported in regions B1 and

B2. In region C (14°S to 10°S, Fig. 2E), the

observed maximum in the erosion rate and

vegetation correlation indicated that vegetation

contributed to enhanced weathering and ero-

sion butwas ineffective at stabilizing hillslopes

from erosion under the higher (~300mm/year)

precipitation rates. Finally, the decrease in the

correlation to near zero in the northernmost

1360 20 MARCH 2020 • VOL 367 ISSUE 6484  SCIENCE

Fig. 2. Latitudinal variations in vegetation cover,

precipitation, slope, and their correlation with

erosion rates from the catchments shown in

Fig. 1A. (A) Vegetation cover and type plotted

versus latitude. Vegetation types shown in colored

zones are from MODIS 2012 vegetation continuous

field data (see also Fig. 1C). The vegetation

types represent mixed forest (I), grassland (II),

open shrubland (III), and barren or sparsely

vegetated areas (IV). (B) TRMM2b precipitation

versus latitude. (C) Mean catchment slope

(90 m window) versus latitude. All dashed lines

in (A) to (C) represent the three-point moving

averages of the 2s variation from the mean

of each value. Solid lines in (A) to (C) represent

the three-point moving averages of values.

(D) Correlation coefficients (R) versus latitude

for erosion rate and slope (red) and erosion rate

and precipitation (blue). Dots and color-shaded

regions show the mean and 1s uncertainty

within each bin based on a Monte Carlo analysis

of the variability in erosion rates and precipitation

or slope within each 2° bin (see tables S3 to

S5 for all values plotted). (E) Correlation coefficient

versus latitude for erosion rates and vegetation

cover. Dots and color-shaded regions show

mean and 1s uncertainty, as in (D.) The dashed

green line represents trends in the correlation

coefficient with latitude.

Fig. 3. Observed relation-

ship between erosion

rate, vegetation cover,

and mean annual

precipitation rate

(colors) for each

catchment in Figs. 1 and 2.

Black squares represent

outliers that are possibly

biased by glaciation in

the catchment. For com-

parison, fig. S6A is

identical but color-coded

by slope. Regions labeled

correspond to those

identified in Fig. 2E.
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upstream (31) (fig. S8). Another potential caveat

is that paleoprecipitation rates and paleovege-

tation cover could differ inmagnitude from the

modern values. However, paleo-precipitation

gradients (fromPliocene tomodern time) in the

region are similar to modern precipitation

gradients along the Andean Western Cordil-

lera (32) (fig. S5), and latitudinal variations in

paleovegetation cover in north-central Chile are

estimated to be within 5 to 15% of the present-

day values (33). Finally, this study focuses on

regional-scale variations in vegetation cover and

catchment erosion. This simplified approach

highlights the need to evaluate how individual

plant functional types (e.g., trees, shrubs, grasses),

and not just total vegetation cover, could affect

biotic weathering and erosional processes

[e.g., (2, 20, 33)].

Our observations have broader implications

for the vegetation cover effects on erosion. The

latitudinal variations that we identified in

the correlation strength between vegetation,

precipitation, and erosion imply that studies

conducted on a smaller spatial scale could

poorly resolve vegetation-erosion interactions.

For example, Fig. 3 shows that over the entire

study area, the magnitude, and variance, of

erosion rates observed decrease with increased

vegetation cover. If we take a subset of samples

from the catchments shown in Fig. 3, then

recovering correlations between vegetation

and erosion would be difficult, particularly

in regions with low (≲60%) vegetation cover,

where the variance in erosion rates is high.

This conclusion helps explain the diversity of

vegetation-erosion relationships synthesized

in previouswork (34, 35). Results fromprevious

studies (15, 26, 36) have shown both positive

and negative correlations between vegetation

cover, precipitation, and erosion rates. These

seemingly conflicting results may have occurred

in areas that are located at, or straddle, the

diverse range of climate and vegetation cover

regions identified here (Figs. 2E and 3).

In conclusion, we found that correlations be-

tween catchment erosion and vegetation cover

spanning 30° latitude varied in their direction

(positive or negative) and strength (very weak

to very strong). These observations, taken toge-

ther with previous modeling results, indicated

a bidirectional relationship between vegetation

cover and catchment erosion. The source of this

nonlinearity is due to competing, and latitudi-

nally varying, interactions between precipitation

and vegetation on erosion. Results presented

hereprovide a regional context for future (smaller

scale) studies investigating similar interactions

over a narrower range of vegetation cover and

precipitation.
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area (region B2) indicated that dense vegeta-
tion cover of 50 to 85% hindered erosion such 
that the correlation coefficient between vege-
tation and erosion decreased (24). We also found 
that vegetation cover greater than 50% leads 
to a maintenance of steep mean slopes (25° to 
30°; fig. S6). By contrast, regions A and B1 had 
lower mean slope angles between 5° and 25°.
Our observations are consistent with coupled 

vegetation-landscape evolution modeling work 
that investigated the effects of varying precip-
itation and vegetation cover on catchment erosion 
in Chile (25). More specifically, Schmid et al.
[see figure 17 in (25)] applied a nonlinear pa-
rameterization for vegetation cover–dependent 
fluvial erodibility and hillslope diffusivity. They 
found an inverse relationship (negative corre-
lation) between catchment erosion and vege-
tation cover for sparsely vegetated areas (~10%
vegetation cover) due to small increases in 
precipitation in an arid setting resulting in 
an increase in vegetation cover that reduced 
erosion. The negative vegetation-erosion cor-
relation and positive precipitation-erosion cor-
relation that we observed in region A (Fig. 2, D 
and E) are comparable to this modeling result 
(25). By contrast, in more vegetated regions 
(~70% vegetation cover), the model results sug-
gest that precipitation and vegetation cover are 
positively correlated with catchment erosion. 
This trend is caused by the high precipitation 
rates required to sustain dense vegetation cover 
having a stronger impact on runoff-related 
erosion and biotic weathering than the stabi-
lizing effects of vegetation cover on erosion. 
This prediction is consistent with the positive 
vegetation-erosion and precipitation-erosion cor-
relations that we observed in regions C (~10°S 
to 14°S, 50 to 70% vegetation cover, Fig. 2E). The 
northward decrease in the vegetation-erosion 
correlation (region B2) that we observed re-
flects that above ~50 to 70% vegetation cover, 
vegetation effects on inhibiting erosion outpace 
increases in the precipitation rates that pro-
mote erosion. Thus, both the observations pre-
sented here and landscape evolution model 
results (25) confirm a bidirectional response of 
vegetation cover and precipitation effects on 
catchment erosion. Similar findings have been 
reported for smaller geographic areas in both 
East Africa (26) and the Himalaya (27), as well as 
globally for differing amounts of tree cover (20).
Complications associated with our interpre-

tations could result from latitudinal variations in 
tectonic activity, paleoclimate, and paleovege-
tation cover. However, the regions of vegetation-
erosion interactions that we identified (Fig. 2) 
do not correspond to known patterns of upper 
plate seismicity or subducting oceanic ridges 
(28) (fig. S7). The main phases of mountain 
building in the Andean Western Cordillera were 
from 20 to 10 million years ago (Ma) and ter-
minated around 9 Ma (29, 30), near the time 
when river knick-points initiated and migrated
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NEUROSCIENCE

Dopamine promotes cognitive effort by biasing the
benefits versus costs of cognitive work
A. Westbrook1,2,3*, R. van den Bosch2,3, J. I. Määttä2,3, L. Hofmans2,3, D. Papadopetraki2,3,

R. Cools2,3†, M. J. Frank1,4†

Stimulants such as methylphenidate are increasingly used for cognitive enhancement but

precise mechanisms are unknown. We found that methylphenidate boosts willingness to

expend cognitive effort by altering the benefit-to-cost ratio of cognitive work. Willingness to

expend effort was greater for participants with higher striatal dopamine synthesis capacity,

whereas methylphenidate and sulpiride, a selective D2 receptor antagonist, increased cognitive

motivation more for participants with lower synthesis capacity. A sequential sampling model

informed by momentary gaze revealed that decisions to expend effort are related to amplification

of benefit-versus-cost information attended early in the decision process, whereas the effect

of benefits is strengthened with higher synthesis capacity and by methylphenidate. These

findings demonstrate that methylphenidate boosts the perceived benefits versus costs of

cognitive effort by modulating striatal dopamine signaling.

C
ognitive control is effortful, causing peo-

ple to avoid demanding tasks (1) and to

discount goals (2, 3). Striatal dopamine

invigorates physical action by mediating

cost–benefit tradeoffs (4). In corticostria-

tal loops, dopamine has opponent effects on

D1- and D2-expressing medium spiny neurons,

whichmodulate sensitivity to the benefits versus

the costs of actions (5). Given that similarmech-

anisms may govern cognitive action selection

(6–8), we hypothesized that striatal dopamine

could promote willingness to exert cognitive ef-

fort, enhancing attention, planning, anddecision-

making (8–11).

Converging evidence on cognitive motiva-

tion in Parkinson’s disease (12–15) provides

an initial basis for this conjecture. Moreover,

catecholamine-enhancing psychostimulants

alter cognitive effort in rodents (10) and humans

(16). This raises the question of whether so-

called “smart drugs” act by enhancing the will-

ingness rather than the ability to exert cognitive

control. Indeed, the dominant interpretation

is that stimulants improve cognitive processing

by direct cortical effects, noradrenaline trans-

mission (17, 18), and/or concomitant working

memory improvements (19). We instead hy-

pothesized that methylphenidate (a dopamine

and noradrenaline reuptake blocker) boosts

cognitive control by increasing striatal dopamine

and, accordingly, sensitivity to the benefits ver-

sus costs of cognitive effort.

Fifty healthy, young adults (ages 18 to

43, 25 men) completed a cognitive effort–

discounting paradigm (2) quantifying sub-

jective effort costs as the amount of money

required to make participants equally will-

ing to perform a hard (N = 2, 3, 4) versus an

easier (N = 1, 2) level of the N-back working

memory task.We defined the subjective value

of an offer to complete a harder task (N = 2

to 4) as the amount offered for the taskminus

subjective costs.

Subjective values decreased with N-back

load, indicating rising subjective costs (Fig. 1A).

Critically, greater willingness to expend cogni-

tive effort correlated with higher dopamine

synthesis capacity (measured using [
18
F]DOPA

positron emission tomography) in the caudate

nucleus [independently defined (20); Fig. 1, A

to C, and fig. S1]. A mixed-effects model con-

firmed that on placebo, subjective values in-

creased with larger offer amounts (€4 versus

€2 offers; b = 0.022, P = 0.011), smaller rela-

tive load (b = –0.15, P = 8.9 × 10
–15
), and higher

dopamine synthesis capacity (b = 0.064; P =

0.022). These individual difference effects were

selective to the caudate nucleus (figs. S1 and

S2), consistent with human imaging studies

on cognitive motivation (7, 21, 22). Although

N-back performance decreased with load,
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Fig. 1. Participants discounted offers as a function of cognitive load,

dopamine synthesis capacity (DA), and drug. (A) Offers were discounted

more for high- versus low-load levels and more by participants with

below- versus above-median dopamine synthesis capacity. Circles show

individual’s indifference points. Filled circles show group mean ± SEM.

(B) Caudate nucleus mask. Crosshairs indicate Montreal Neurological

Institute (MNI) coordinates of [–14, 10, 16]. (C) Participant-averaged

subjective values correlated with synthesis capacity on placebo

(Spearman’s r = 0.32, P = 0.029). (D) Methylphenidate [tpaired(22) = 2.29;

P = 0.032] and sulpiride [tpaired(22) = 2.36; P = 0.028] increased subjective

values for participants with low but not high synthesis capacity (P ≥ 0.021

for both). Error bars indicate within-subject SEM.
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dopamine effects on discounting could not

be attributed to performance changes (see

the supplementary results). Moreover, there

were no drug effects on performance be-

cause drugs were administered after the

N-back task.

If dopaminemediates cognitive effort, then

it should be possible to increase motivation

pharmacologically. Indeed, both methylpheni-

date and sulpiride increased subjective values

for participants with low, but not high, dopa-

mine synthesis capacity (Fig. 1D and fig. S2,

B and C). A mixed-effects model revealed that

bothmethylphenidate (b = –0.069, P = 0.0042)

and sulpiride (b = –0.10, P = 8.3 × 10
–4
) inter-

acted with dopamine synthesis capacity to in-

crease subjective values. Neither drug showed

main effects (both P ≥ 0.37).

The converging effects of synthesis capacity

and two separate drugs strongly implicate

striatal dopamine. Methylphenidate blocks re-

uptake, increasing extracellular striatal dopa-

mine tone (23), and can amplify transient

dopamine signals (24). Sulpiride is aD2 receptor

antagonist that at low doses can increase striatal

dopamine release by binding to presynaptic

autoreceptors, enhancing striatal reward signals

and learning (6, 25). Although sulpiride can

block postsynaptic D2 receptors at higher doses

(26), both drugs increase behavioral vigor [re-

action times and saccade velocities; compare

(6, 26)], especially in participants with low

dopamine synthesis capacity, corroborating that

both drugs increase dopamine release (see the

supplementary results).

To assess whether dopamine amplifies sub-

jective benefits versus costs, we made a series

of offers, in a second decision task, centered

around participants’ indifference points (Fig.

2A). To generate specific predictions, we simu-

latedpsychometric choice functionswith a com-

putational model of striatal dopamine effects

on decision-making (5).With higher dopamine,

themodel predicts enhanced sensitivity to ben-

efits and reduced sensitivity to costs. This

manifests as a steeper choice function to the

right of indifference, where the ratio of ben-

efits to costs (of the high- versus low-effort

option) is larger, but a shallower choice func-

tion to the left, where the benefits-to-costs

ratio is smaller (Fig. 2B).

Choice behavior supported model predic-

tions. Simulated effects were mirrored by ef-

fects of dopamine synthesis capacity (Fig.

2C) and of methylphenidate and sulpiride

versus placebo (Fig. 2D). Formally, high effort

selection was sensitive to both benefits (offer

amount differences; b = 2.30, P = 1.2 × 10
–9
)

and costs (load differences; b = –1.07, P = 2.2 ×

10
–16

). The effect of benefits increased with

synthesis capacity (b = 0.65, P = 0.0024) and

on methylphenidate (b = 1.34, P = 0.0048),

whereas the effect of costs was attenuated on

20 MARCH 2020 • VOL 367 ISSUE 6484 1363

Fig. 2. Dopamine alters valuation by reweighting the benefits versus 
costs of cognitive work. (A) Low-effort (Neasy) offers were paired with a €4 
offer for a high-effort N-back task (Nhard). (B to D) Simulated effects of 
dopamine on benefit-versus-cost sensitivity (B) are mirrored by empirical 
effects of dopamine synthesis capacity (C) and pharmacological agents

SCIENCE

(D). Mixed-effects logistic regression curves and 95% confidence

intervals (CI) fit across all drugs for each synthesis capacity quartile

(C) or all participants for each drug (D). SV, subjective value. Insets show

the estimated effect of benefits and costs on choice across participants in

each quartile ± SEM (C) and on each drug ± within-subject SEM (D).
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sulpiride (b = 0.24, P = 0.036). Participants also

selected high-effort choices more often with

higher dopamine synthesis capacity (b = 1.02,

P = 3.1 × 10
–4
) and on methylphenidate (b =

1.75, P = 0.0016) versus placebo, but not reli-

ably so for sulpiride (b = 0.46, P = 0.12). No

other interactions or main effects were signif-

icant (all P ≥ 0.47).

These results clearly implicate dopamine in

choice, but they do not uncover how decision-

making is altered. Dopamine could increase

attention to benefits versus costs. Alternatively,

it could alter the impact of these attributes on

choice without affecting attention itself. We

thus tracked eye gaze to quantify attention to

attributes and how it interacted with dopa-

mine. Proportion gaze at an offer (either costs

or benefits) strongly predicted offer selection

[Fig. 3B; b = 0.30, P = 7.6 × 10
–6
; cf. (27, 28)].

However, gaze at benefits predicted steeper

increases in hard task selection than gaze at

costs (gaze by dimension interaction: b = 0.41,

P = 1.1 × 10
–5
).

Gaze patterns implicated dopamine in en-

hancing the impact of attention to benefits ver-

sus costs on the decision to engage in cognitive

effort. Early in a trial, participants fixated on

benefits (of either offer) more than on costs,

and this asymmetry was larger in trials inwhich

they chose the high-effort option (choice effect:

b = 0.41, P = 0.0017; Fig. 3C). Moreover, this

effect was stronger in participants with higher

dopamine synthesis capacity (choice by synthe-

sis capacity interaction: b = 0.37, P = 0.0045;

top versus bottom row, Fig. 3C). For those

with lower synthesis capacity, methylphenidate

strengthened this relationship (interaction

between drug, synthesis capacity, and choice:

b = –0.36, P = 0.012), although sulpiride did

not (b = –0.041, P = 0.78). Drugs and synthesis

capacity did not affect gaze patterns them-

selves (P ≥ 0.10 for main effects), indicating

that dopamine did not alter attention to ben-

efits but rather strengthened the impact of

attention to benefits versus costs on choice.

Gaze may correlate with choice because

attention amplifies the perceived value of at-

tended offers, causally biasing choice (27). Alter-

natively, reversing this causality, participants

may simply lookmore at offers that they have

already implicitly chosen (28). We found evi-

dence for both: Early in a trial, attention in-

fluenced choice, whereas later, choice influenced

attention. To address this, we fit drift diffusion

models (29) in which cost and benefit infor-

mation accumulate in a decision variable rising

to a threshold. This variable is the instanta-

neous difference in the perceived value of the

high- versus the low-valued offer. We con-

sidered “attention-biasing choice”models with

multiplicative effects (i.e., gaze multiplies the

effects of value information) and “choice-

biasing attention” models in which gaze has

a simple, additive effect (i.e., gaze correlates

with choice but does not amplify value) (28).

The best-fitting model [Fig. 4, A to C, and

Eq. 1 (30)] included both additive and mul-

tiplicative effects (see the supplementary

results).

We next considered the possibility that the

gaze–value interactions changed dynamically

across the trial. Indeed, ~775 ms before re-

sponding, participants began committing their

gaze toward the to-be-chosen offer (Fig. 3D).

Thus, whereas early gaze appears to influence

choice formation (Fig. 3C), later gaze appears

to reflect latent choices once formed. On this

basis, we investigated whether early attention

causally amplifies attended attributes (a mul-

tiplicative combination) whereas late gaze sim-

ply correlates with choice (additive; Fig. 4A). To

test our hypothesis, we split trials according

to when participants began committing their

gaze to the to-be-chosen offer (the “bifurcation”)

for each participant and session and refit our

model to gaze data from before or after this

time point. The result supported our hypoth-

esis. Multiplicative terms were reliably pos-

itive before bifurcation but near zero after

bifurcation, with the opposite pattern for ad-

ditive terms (Fig. 4, F and G). These results

support the idea that although early atten-

tion appeared to amplify the effect of benefits
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Fig. 3. Effect of gaze, value, and dopamine synthesis capacity on effort

selection. (A) Participants decided between offers with costs (N-back load)

and benefits (Euros) separated in space. Dots indicate gaze at (yellow)

and away from (red) offers. (B) Proportion gaze at the high-effort offer

predicted high-effort selection, and more so with gaze at benefits versus costs.

(C and D) Proportional (cross-trial) gaze at the four information quadrants

after offer onset and leading up to response. In (C), early gaze (250 to

450 ms after offer onset) is indicated by gray shading, and boxes indicate time

points at which participants gazed reliably more at either benefits or cost

information (paired t tests, P < 0.05). In (D), boxes indicate time points at

which participants gazed reliably more at the selected offer (one-tailed

paired t tests, P < 0.05). Error bars indicate ± SEM.
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effects of benefits versus costs attended early

in a decision.

REFERENCES AND NOTES

1. W. Kool, J. T. McGuire, Z. B. Rosen, M. M. Botvinick, J. Exp.

Psychol. Gen. 139, 665–682 (2010).

2. A. Westbrook, D. Kester, T. S. Braver, PLOS ONE 8, e68210 (2013).

3. M. A. Apps, L. L. Grima, S. Manohar, M. Husain, Sci. Rep. 5,

16880 (2015).

4. J. D. Salamone et al., Behav. Processes 127, 3–17 (2016).

5. A. G. E. Collins, M. J. Frank, Psychol. Rev. 121, 337–366

(2014).

6. M. J. Frank, R. C. O’Reilly, Behav. Neurosci. 120, 497–517

(2006).

7. E. Aarts, M. van Holstein, R. Cools, Front. Psychol. 2, 163 (2011).

8. A. Westbrook, T. S. Braver, Neuron 89, 695–710 (2016).

9. N. D. Volkow et al., Mol. Psychiatry 16, 1147–1154 (2011).

10. P. J. Cocker, J. G. Hosking, J. Benoit, C. A. Winstanley,

Neuropsychopharmacology 37, 1825–1837 (2012).

11. R. Cools, Curr. Opin. Behav. Sci. 4, 152–159 (2015).

12. E. Aarts et al., Neuropsychologia 62, 390–397 (2014).

13. S. G. Manohar et al., Curr. Biol. 25, 1707–1716 (2015).

14. M. H. M. Timmer, E. Aarts, R. A. J. Esselink, R. Cools,

Eur. J. Neurosci. 48, 2374–2384 (2018).

15. S. McGuigan et al., Brain 142, 719–732 (2019).

16. M. I. Froböse et al., J. Exp. Psychol. Gen. 147, 1763–1781 (2018).

17. J. G. Hosking, S. B. Floresco, C. A. Winstanley,

Neuropsychopharmacology 40, 1005–1015 (2015).

18. R. C. Spencer, D. M. Devilbiss, C. W. Berridge, Biol. Psychiatry

77, 940–950 (2015).

19. R. Cools, M. D’Esposito, Biol. Psychiatry 69, e113–e125 (2011).

20. P. Piray, H. E. M. den Ouden, M. E. van der Schaaf, I. Toni,

R. Cools, Cereb. Cortex 27, 485–495 (2017).

21. L. Schmidt, M. Lebreton, M.-L. Cléry-Melin, J. Daunizeau,

M. Pessiglione, PLOS Biol. 10, e1001266 (2012).

22. W. M. Pauli, R. C. O’Reilly, T. Yarkoni, T. D. Wager, Proc. Natl.

Acad. Sci. U.S.A. 113, 1907–1912 (2016).

23. N. D. Volkow et al., Am. J. Psychiatry 155, 1325–1331 (1998).

24. N. D. Volkow et al., J. Neurosci. 21, RC121 (2001).

25. G. Jocham, T. A. Klein, M. Ullsperger, J. Neurosci. 31,

1606–1613 (2011).

26. C. Eisenegger et al., Neuropsychopharmacology 39, 2366–2375

(2014).
27. I. Krajbich, C. Armel, A. Rangel, Nat. Neurosci. 13, 1292–1298

(2010).

28. J. F. Cavanagh, T. V. Wiecki, A. Kochar, M. J. Frank, J. Exp.

Psychol. Gen. 143, 1476–1488 (2014).

29. T. V. Wiecki, I. Sofer, M. J. Frank, Front. Neuroinform. 7, 14

(2013).

30. ni ~ b0 + b1(gBenA – gBenB) + b2(gCostA – gCostB) + b3gBenDVBen +

b4gCostDVCost + b5gCostDVBen + b6gBenDVCost (Eq. 1), where

versus costs, later gaze simply reflected a la-
tent choice.
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pamine on choice could be attributed to these 
dynamic decision processes. Indeed, both high-
er dopamine synthesis capacity [on placebo; 
Eq. 1 (30): (b3 + b5)/2; Pearson r = 0.30, P = 0.039; 
Fig. 4D] and methylphenidate [tpaired,45 = 
2.54, P = 0.015; Fig. 4E] increased the effect 
of benefits on evidence accumulation. The cor-
responding effect of sulpiride on cost was not 
significant [Eq. 1 (30): (b4 + b6)/2; tpaired,45 =

–1.41; P = 0.17; see the supplementary dis-
cussion]. We further found that methylpheni-

date amplified the effects of benefits on drift 
rate even when only modeling pre-bifurcation 
gaze [tpaired,45 = 2.44; P = 0.019) before the 
latent choice. Collectively, our results sup-
port that striatal dopamine enhances moti-

vation for cognitive effort by amplifying the
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Fig. 4. Gaze dynamically biases and then reflects implicit choice. (A) Gaze

attribute model. Early gaze amplified the effect of attended versus unattended

attributes on choice during evidence accumulation to a decision threshold (a). Late

gaze reflected the to-be-selected response. (B and C) Model simulations (red)

predicted choice (gray) (B, split by median proportion gaze at the higher value offer)

and reaction time (C) distributions. (D) Benefits effect on drift rate correlate with

dopamine synthesis capacity (95% CI shown). (E) Methylphenidate enhances the

benefit effect. (F and G) Posterior parameter densities from models fit alternately

with pre- or postbifurcation gaze on placebo. (F) Additive benefit (b1 = –0.030;

P = 0.076) and cost (b2 = 0.020; P = 0.81) gaze terms were approximately zero

before bifurcation and reliably positive after bifurcation (b1 = 0.10; P < 2.2 × 10–16

and b2 = 0.11; P = 0.0031). (G) Multiplicative interaction terms reveal that the effects

of benefits (b3 – b5 = 0.40; P = 0.0024) and costs (at trend level; b4 – b6 = 0.12;

P = 0.060) were larger when fixating the respective attribute before bifurcation,

whereas neither termwas different from zero after bifurcation (b3 – b5 = 0.07; P = 0.27

and b4 – b6 = –0.060; P = 0.70). Error bars indicate ± SEM.
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the rate at which participants accumulate evidence in favor

of offer A versus B (n) on trial (i) is given by proportion gaze

at benefits (gBen) and its interaction with the benefits of A versus

B (DVBen), proportion gaze at costs (gCost) and its interaction with

costs (DVCost), as well as additive contributions of gaze at offer A

for both benefits (gBenA – gBenB) and costs (gCostA – gCostB).
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CELL BIOLOGY

Golgi-derived PI(4)P-containing vesicles drive late
steps of mitochondrial division
Shun Nagashima1, Luis-Carlos Tábara1*, Lisa Tilokani1*, Vincent Paupe1, Hanish Anand1,

Joe H. Pogson2, Rodolfo Zunino2, Heidi M. McBride2†, Julien Prudent1†

Mitochondrial plasticity is a key regulator of cell fate decisions. Mitochondrial division involves

Dynamin-related protein-1 (Drp1) oligomerization, which constricts membranes at endoplasmic

reticulum (ER) contact sites. The mechanisms driving the final steps of mitochondrial division are

still unclear. Here, we found that microdomains of phosphatidylinositol 4-phosphate [PI(4)P] on

trans-Golgi network (TGN) vesicles were recruited to mitochondria–ER contact sites and could

drive mitochondrial division downstream of Drp1. The loss of the small guanosine triphosphatase

ADP-ribosylation factor 1 (Arf1) or its effector, phosphatidylinositol 4-kinase IIIb [PI(4)KIIIb], in

different mammalian cell lines prevented PI(4)P generation and led to a hyperfused and branched

mitochondrial network marked with extended mitochondrial constriction sites. Thus, recruitment of

TGN-PI(4)P–containing vesicles at mitochondria–ER contact sites may trigger final events leading to

mitochondrial scission.

M
itochondrial division is initiated at sites

where the endoplasmic reticulum (ER)

contacts mitochondria, which marks

the site of constriction and subsequent

recruitment of the large guanosine

triphosphatase (GTPase) Dynamin-related

protein-1 (Drp1) (1). At these sites, Drp1 oligo-

merization further enhancesmitochondrial con-

striction driven by GTP hydrolysis (2). It has

been suggested that the GTPase Dynamin 2

(Dnm2) is required downstream of Drp1-

mediated constriction to terminatemembrane

scission (3); however, its precise contribution

and the molecular details of late events are

currently unclear (4, 5). A growing body of

evidence supports the role of other factors

regulating mitochondrial division, including

phospholipids, calcium, and lysosomes (6). Fur-

thermore, a recent study revealed that loss

of the small GTPase ADP-ribosylation factor

1 (Arf1) led to alterations in mitochondrial

morphologywith hyperfusion inCaenorhabditis

elegans (7). GTP-bound Arf1 is recruited primar-

ily to theGolgi apparatus, where it is canonically

known for its role in the generation of COP1-

coated vesicles. GTP-specific effector proteins

of Arf1 include phosphatidylinositol 4-kinase-

III-b [PI(4)KIIIb], which mediates the phos-

phorylation of phosphatidylinositol to generate

phosphatidylinositol 4-phosphate [PI(4)P] (8).

This generates lipid microdomains enriched

for PI(4)P that are required for membrane-

remodeling events (9–12). Given the primary

role for these enzymes in membrane dy-

namics (7, 13), we investigated the mech-

anisms that underlie the contribution of

PI(4)P pools in the regulation of mitochon-

drial morphology.

Silencing of both Arf1 and PI(4)KIIIb led to

mitochondrial hyperfusion inHeLa cells (Fig. 1,

A to D). In contrast to Drp1-silenced cells, loss

of PI(4)KIIIb and Arf1 induced mitochondrial

elongation and mitochondrial branching, lead-

ing to a highly interconnected network and an

increase ofmitochondrial intersections called

junctions (Fig. 1E). These results were con-

firmed in two othermammalian cell lines, Cos-7

andU2OS (fig. S1, A to K).We further quantified

mitochondrial interconnectivity using a photo-

activatable GFP probe targeted to themitochon-

drial matrix (OCT-PAGFP) (14) (Fig. 1, F and

G). Mitochondrial hyperfusion induced by

PI(4)KIIIb silencing was rescued upon reex-

pression of the bovinewild-type (WT) PI(4)KIIIb

(PI4K-HA), but notwith the kinase-deadmutant

(PI4K-KD-HA) (15) (Fig. 1, H and I, and fig.

S1, L andM). Treatment of HeLa or Cos-7 cells

with the selective PI(4)KIIIb inhibitor PIK93

also resulted in mitochondrial hyperfusion

and branching (fig. S2). In addition, among the

PI(4)K family, only PI(4)KIIb silencing induced

mild mitochondrial hyperfusion in HeLa cells

(fig. S3A-G), but not in Cos-7 cells (fig. S3H-N),

whichmaybecoincidentwitha cell-type–specific

decrease of Drp1 and PI(4)KIIIb protein levels

upon silencing (fig. S3F). Finally, cells silenced

for ceramide transfer protein (CERT), another

Arf1 effector, did not lead to mitochondrial

hyperfusion (fig. S4). Thus, both the kinase

activity of the specific effector PI(4)KIIIb and

the GTPase Arf1 are required to modulate

mitochondrial dynamics.

In transmission electronmicroscopy (TEM),

PI(4)KIIIb- and Arf1-silenced cells displayed

exaggerated mitochondrial hyperfusion and

branching (Fig. 2, A to D, and fig. S5A). We ob-

servedanaccumulationof unusualmitochondrial-

hyperconstricted sites in cells lacking either

Arf1 or PI(4)KIIIb (Fig. 2, E to G, and fig. S5,

B and C). These sites were characterized by a

long and narrow neck, where the inner mem-

brane was observed running parallel with the

constricted outer membrane (Fig. 2, A, E, and

F, and fig. S5B). In addition, the ER was in

close apposition along these constricted sites

(Fig. 2G), suggesting that mitochondria–ER

contacts (MERCs) weremaintained. A similar

level of mitochondrial hyperconstriction has

been reported in cells silenced with Dnm2 (3),

where it has been suggested that this dynamin

may act downstream of Drp1 to drive fission.

However, silencing Dnm2 in U2OS and HeLa

cells failed to recapitulate the mitochondrial

hyperfusion and branching phenotype in-

duced by the loss of PI(4)P pools (fig. S6), as

recently reported (4, 5), suggesting that Arf1

and PI(4)KIIIbmay not be required for Dnm2

recruitment.

Loss of Arf1 in yeast results in an accumula-

tion of the fusion GTPase Fzo1 at mitochondria

and an alteration inmitochondrialmorphology

(7). However, we found no major changes in

the levels of the main pro-fission and pro-fusion

regulators after 48 or 72 hours of silencing for
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changes in the main fission and fusion regu-

lator levels (fig. S7D). Immunofluorescence

analysis of endogenous Mfn1 and Mfn2 in

PI(4)KIIIb- and Arf1-silenced HeLa cells also

did not reveal any aggregation or mislocaliza-

tion (fig. S5, F and G). In addition, subcellular

distribution analyses of Drp1 revealed no mito-

chondrial recruitment defects (Fig. 2, I to K)

and the presence of Drp1 foci specifically at

mitochondrial superconstrictions induced by

Arf1 or PI(4)KIIIb, respectively, in HeLa (Fig. 
2H), Cos-7 (fig. S5D), and U2OS (fig. S5E) cells. 
Although Arf1 silencing for 3 days led to ER 
morphology aberrations and increased levels 
of cell death (fig. S7), we still did not observe
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Fig. 1. Arf1 and

PI(4)KIIIb silencing lead

to mitochondrial hyper-

fusion and branching.

(A) Representative

confocal images of

mitochondrial morphol-

ogy in HeLa cells

treated with the indi-

cated small interfering

RNAs (siRNAs).

Mitochondria were

labeled using an

anti-TOM20 antibody.

Asterisks indicate cells

with elongated and/or

branched mitochondria.

(B) Quantification

of mitochondrial mor-

phology from (A). (C to

E) Mitochondrial mor-

phology quantified for

(C) mean mitochondrial

area per mitochondrion,

(D) mitochondrial

number, and (E) mito-

chondrial branching

measured by maximum

mitochondrial junction

number for each

region of interest (ROI).

(F) Live-cell imaging

of HeLa cells treated

with indicated siRNAs

overexpressing the

ornithine carbamoyl-

transferase (OCT)-

photoactivatable GFP

(mt-PAGFP) probe and

the mitochondrial

marker MTS-Scarlet.

(G) Quantification of the

OCT-PAGFP probe

diffusion over a 5-min

period from (F) using

the overlapping

Mander’s coefficient.

(H) Representative con-

focal images of mito-

chondrial morphology in

HeLa cells silenced with

PI(4)KIIIb siRNA and

transiently overexpress-

ing empty vector (vehicle), WT-PI(4)KIIIb-HA (PI4K-HA), and kinase-dead mutant PI(4)KIIIb-HA (PI4K-KD-HA). Shown are HA-positive transfected cells with elongated

and/or branched mitochondria (*) and intermediate mitochondria (**). (I) Quantification of mitochondrial morphology from (H) and fig. S1L. All scale bars, 10 mm.

All data are shown as mean ± SD of at least three independent experiments. For (B) and (I), two-way ANOVA and Tukey’s multiple-comparisons test were used; for (C) to

(E) and (G), ordinary one-way ANOVA and Tukey’s multiple-comparisons test were used. See also table S1.
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loss of PI(4)KIIIb in the human fibroblast line

MCH64 (Fig. 2K). Furthermore, stimulated

Drp1-dependent mitochondrial fission in-

duced by mitochondrial-anchored protein

ligase (MAPL) (16) overexpression (fig. S8,

A and B) or by carbonyl cyanide chloro-

phenylhydrazone (CCCP) treatment (fig. S8, C

and D) was significantly reduced in PI(4)

KIIIb- and Arf1-silenced cells. Silencing of the

key component involved in stress-induced

mitochondrial hyperfusion, SLP-2 (17), as

well as the pro-fusion factors Mfn1 andMfn2,

also failed to reverse mitochondrial hyper-

fusion in PI(4)KIIIb-silenced cells (fig. S9).

Finally, compared with Drp1 silencing, which

leads to drastic peroxisomal elongation (18, 19),

loss of Arf1 and PI(4)KIIIb only induced a

subtle peroxisomal elongation in HeLa cells,

not in Cos-7 cells (fig. S10). Thus, these data

potentially support a specific role for these

enzymes in the regulation of mitochondrial

fission downstream of Drp1 recruitment.

PI(4)KIIIb mainly localized to the Golgi ap-

paratus (fig. S11A) but PI(4)KIIIb foci were also
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Fig. 2. Loss of Arf1 and

PI(4)KIIIb induces mito-

chondrial superconstriction

sites and does not alter fusion

and/or fission machinery.

(A) Representative TEM

images of HeLa cells treated

with indicated siRNAs,

showing (i) hyperfused

mitochondria, (ii) branched

mitochondria, and (iii) mito-

chondrial superconstriction

sites with ER contacts.

Scale bars, 500 nm. (B to

G) Quantification of TEM

images from (A) showing (B)

mitochondrial area, (C)

distribution of mitochondrial

length, (D) percentage of

branched mitochondria with

indicated branch count, (E)

percentage of mitochondria

harboring mitochondrial

superconstrictions, (F)

distribution of mitochondrial

superconstriction length (width

<100 nm), and (G) percentage

of mitochondrial supercon-

striction with ER contacts.

(H) Levels of proteins relevant

to mitochondrial fission (left

panel) and fusion (right panel)

from HeLa cells treated with the

indicated siRNAs. (I) Repre-

sentative confocal images

of mitochondrial morphology

and Drp1 localization in HeLa

cells treated with the indicated

siRNAs. Scale bars, 10 mm.

(J) Subcellular fractionation

analysis of Drp1 distribution in

HeLa cells treated with the

indicated siRNAs. Total cell

lysates (whole cell) were

fractionated into crude mito-

chondrial (heavy membrane)

and cytosolic (cytosol)

fractions. (K) Representative

confocal images of Drp1

accumulating at mitochondrial

superconstriction sites (white

arrows) in human fibroblasts

silenced for PI(4)KIIIb. Scale bar, 10 mm. For (B), ordinary one-way ANOVA and Tukey’s multiple-comparisons test were used in two independent experiments.
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Fig. 3. PI(4)KIIIb and Arf1

localized on TGN vesicles are

recruited to mitochondrial

constrictions and ER contacts

before division. (A) Representa-

tive images of PI(4)KIIIb punctae

localization at mitochondrial

constriction sites and ER contacts

in HeLa cells (white arrows).

Line-scan analysis of relative

fluorescence intensity from

the dashed line are shown.

(B) PI(4)KIIIb and Arf1 localization

analysis by subcellular fractiona-

tion from HeLa cells. Total

cell lysates (whole cell) were

fractionated into cytosolic,

heavy membrane (crude mito),

purified mitochondrial (pure mito),

mitochondria-associated mem-

branes (MAM), and microsomal

(microsomes) fractions. (C) Live-

cell imaging of HeLa cells

transiently expressing Arf1-GFP

and TOM20-mCherry. (D) Quanti-

fication of mitochondrial fission

events marked by Arf1-GFP before

division (left panel) and Arf1-GFP

dynamics on mitochondria after

division (right panel). (E) Live-cell

imaging of HeLa cells transiently

expressing Arf1-GFP and Drp1-

Scarlet with mitochondria labeled

using MitoTracker deep red.

(F) Quantification of mitochondrial

fission events marked by Arf1-GFP

downstream of Drp1-Scarlet

recruitment. (G) Live-cell imaging

of HeLa cells transiently

expressing Arf1-GFP and LAMP1-

mCherry with mitochondria

labeled using MitoTracker

deep red. (H) Quantification of

mitochondrial fission events

marked by Arf1-GFP, LAMP1-

mCherry, or double Arf1-GFP/

LAMP1-mCherry before division

(left panel) and Arf1-GFP/

LAMP1-mCherry dynamics before

recruitment to division sites

(right panel). (I) Live-cell imaging

of HeLa cells transiently

expressing Arf1-GFP and

TGN46-mCherry with mitochon-

dria labeled using MitoTracker

deep red. (J) Quantification of

mitochondrial fission events

marked by Arf1-GFP, TGN46-

mCherry, or double Arf1-GFP/

TGN46-mCherry before division

(left panel) and Arf1-GFP/

TGN46-mCherry dynamics before recruitment to division sites (right panel). In (C), (E), (G), and (I), white and yellow arrows indicate Arf1-GFP puncta before

and after a fission event, respectively. All scale bars, 10 mm. All data are shown as mean ± SEM of at least three independent experiments.
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Fig. 4. Arf1- and PI(4)KIIIb-

dependent PI(4)P formation

on TGN vesicles at mitochon-

drial constrictions and ER

contacts drive mitochondrial

fission. (A) Representative

confocal images of HeLa cells

transfected with GFP-PHFAPP1

showing GFP-PHFAPP1 at mito-

chondrial constriction sites and

ER contact localization (white

arrows). Line-scan analysis of

relative fluorescence intensity

from the dashed line is shown.

(B) Live-cell imaging of HeLa

cells transiently expressing

GFP-PHFAPP1 and TOM20-

mCherry. (C) Quantification of

mitochondrial fission events

marked by GFP-PHFAPP1 before

division (left panel) and 30 s

after division (right panel).

(D) Live-cell imaging of HeLa

cells transiently expressing

GFP-PHFAPP1 and Drp1-Scarlet

with mitochondria labeled

using MitoTracker deep red.

(E) Quantification of mitochon-

drial fission events marked by

GFP-PHFAPP1 downstream of

mitochondrial Drp1-Scarlet

recruitment. (F) Live-cell

imaging of HeLa cells tran-

siently expressing GFP-PHFAPP1

and TGN46-mCherry with

mitochondria labeled using

MitoTracker deep red.

(G) Quantification of mitochon-

drial fission events marked by

GFP-PHFAPP1, TGN46-mCherry,

or double GFP-PHFAPP1/

TGN46-mCherry before division

(left panel) and GFP-PHFAPP1/

TGN46-mCherry dynamics

before recruitment to

mitochondrial division sites

(right panel). (H) Live-cell

imaging of HeLa cells tran-

siently expressing GFP-PHFAPP1

and LAMP1-mCherry with

mitochondria labeled using

MitoTracker deep red.

(I) Quantification of mitochon-

drial fission events marked by

GFP-PHFAPP1, LAMP1-mCherry,

or double GFP-PHFAPP1/

LAMP1-mCherry before division

(left panel) and GFP-PHFAPP1/

LAMP1-mCherry dynamics

before recruitment to

mitochondrial division sites

(right panel). For (B), (D), (F), and (H), white and yellow arrows indicate GFP-PHFAPP1 puncta before and after a fission event, respectively. All scale bars, 10 mm.

All data are shown as mean ± SEM of at least three independent experiments.
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H and I, and movie S13). These results were

confirmed using an additional PI(4)P probe,

mCherry-P4M, which recognizes PI(4)P pools

in multiple endomembranes (22) (fig. S14 and

movies S14 to S16). Finally, consistent with the

assembly of the mitochondrial fissionmachin-

ery and the coordination of PI(4)P accumula-

tion, endogenous TGN46, PI(4)KIIIb, and

GFP-PH
FAPP1

foci colocalized with endoge-

nous Drp1 at ER-induced mitochondrial con-

strictions (fig. S15). Thus, Arf1 and PI(4)KIIIb

enable the accumulation of PI(4)P punctae on

TGN vesicles, driving late steps of mitochon-

drial division.

Mitochondrial fission is a complex process

that requires many factors, including the ER,

which is involved in the early steps of organelle

constriction (1, 23), and the lysosomes, which

were recently identified at division sites (20).

However, the functional contribution of these

organelles to the process ofmembrane fission

remains unclear. We now add a further layer

of complexity by identifying a key role for Arf1

and PI(4)KIIIb on Golgi vesicles in driving late

steps of mitochondrial division. These data re-

veal a four-way contact among mitochondria,

ER, TGN, and lysosomal vesicles occurring at

>80%of fission sites. It is unclear why somany

organelles are required to drive mitochondrial

division. In considering the contribution of

PI(4)P-enriched vesicles (24), we envision a po-

tential role in the recruitment of adaptors that

drive Arp2/3-dependent actin polymerization

at transient and localized microdomains that

could allow the dynamic assembly of force-

generating machineries essential for the final

steps of mitochondrial division (25–27). We

now suggest that the intimate contacts be-

tweenmitochondria andGolgi-derived PI(4)P-

containing vesicles are key modulators of

mitochondrial dynamics.
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detected at ER-induced mitochondrial constric-
tion sites (Fig. 3A and fig. S11B). Similar results 
were obtained for subcellular localization anal-
ysis of Arf1-GFP (fig. S11C). The presence of 
PI(4)KIIIb and Arf1 at the MERC compart-

ment was confirmed by subcellular fractiona-
tion experiment (Fig. 3B). We then performed 
live-cell imaging to determine whether Arf1-
GFP was recruited to mitochondrial constric-
tion sites before division (Fig. 3C and movies S1 
and S2). About 71% of mitochondrial division 
events analyzed were marked with Arf1-GFP 
punctae before fission (Fig. 3D) and 77% of 
division events showed the recruitment of these 
punctae at constriction sites after Drp1 recruit-
ment (Fig. 3, E and F, and  movie S3). Although  
Arf1-GFP foci were preferentially found on ER-
induced mitochondrial constriction sites (fig. 
S11D and movies S4 and S5), Arf1-GFP foci 
were not localized at mitochondrial tip ends 
after division (Fig. 3, C and D, and movies S1 
and S2) and they did not localize perfectly with 
ER markers (fig. S11D). This suggested that Arf1 
was primarily recruited to the MERC during 
division from a ternary compartment. Previous 
work uncovered a role for lysosomes at sites 
of mitochondrial division (20), so we first ex-
plored whether Arf1-GFP foci may reflect these 
structures. However, whereas Arf1-GFP foci 
converged with lysosomes at fission sites, their 
recruitment was distinct from lysosomes (Fig. 
3, G and H, and movie S6). Instead, we found 
that Arf1-GFP foci were recruited to constric-
tion sites upon trans-Golgi network (TGN) ves-
icles (Fig. 3, I and J, and movie S7). Indeed, 
TGN46-mCherry vesicles were recruited to 
mitochondrial constriction just before divi-
sion in 85% of fission events analyzed, which 
was correlated with a colocalization with Arf1-
GFP punctae before and during this process in 
80% of division events (Fig. 3, I and J, and 
movie S7).
We confirmed the predominant Golgi local-

ization for PI(4)P (fig. S12A) using the established 
probe GFP-PHFAPP1 

(21), but we also observed 
PI(4)P enriched foci crossing ER-induced mito-

chondrial constriction sites (Fig. 4A) in an Arf1-
and PI(4)KIIIb-dependent manner (fig. S12, B 
and C). Loss of Drp1 also significantly decreased 
mitochondrial GFP-PHFAPP1 

punctae, suggest-
ing that Drp1 activity was required for the 
recruitment of TGN-derived PI(4)P vesicles (fig. 
S12, B and C). Video analysis revealed that pools 
of PI(4)P accumulated and extended toward 
mitochondria at sites of constriction (Fig. 4B 
and movies S8 and S9) in ~73% of division 
events analyzed (Fig. 4, B and C). Similar to 
Arf1-GFP, PI(4)P foci were recruited to MERCs 
downstream of Drp1 (Fig. 4, D and E; fig. S13; 
and movies S10 and S11) and remained on 
TGN46 vesicles throughout the fission event 
(Fig. 4, F and G, and movie S12). Moreover, 
we observed no colocalization with lysosomes 
that converged at the site of division (Fig. 4,
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Genetically targeted chemical assembly of functional
materials in living cells, tissues, and animals
Jia Liu1*, Yoon Seok Kim2

*, Claire E. Richardson3*, Ariane Tom2
*, Charu Ramakrishnan2, Fikri Birey4,

Toru Katsumata1, Shucheng Chen1, Cheng Wang5, Xiao Wang2, Lydia-Marie Joubert6, Yuenwen Jiang1,

Huiliang Wang2, Lief E. Fenno2,4, Jeffrey B.-H. Tok1, Sergiu P. Paşca4, Kang Shen3,7,

Zhenan Bao1†, Karl Deisseroth2,4,7†

The structural and functional complexity of multicellular biological systems, such as the brain, are beyond the

reach of human design or assembly capabilities. Cells in living organisms may be recruited to construct

synthetic materials or structures if treated as anatomically defined compartments for specific chemistry,

harnessing biology for the assembly of complex functional structures. By integrating engineered-enzyme

targeting and polymer chemistry, we genetically instructed specific living neurons to guide chemical synthesis

of electrically functional (conductive or insulating) polymers at the plasma membrane. Electrophysiological

and behavioral analyses confirmed that rationally designed, genetically targeted assembly of functional

polymers not only preserved neuronal viability but also achieved remodeling of membrane properties and

modulated cell type–specific behaviors in freely moving animals. This approach may enable the creation of

diverse, complex, and functional structures and materials within living systems.

T
he complex properties of living systems

arise from the structure and function of

constituent cells, exemplifiedby the roles of

neurons (1) within nervous systems (2, 3).

We consideredwhether specific cells with-

in intact biological systems may be genetically

co-opted to build new physical structures with

desired formand function. Incorporation ofmin-

iaturized electrical components ontomembranes

can change cellular activity (4–6), although with-

out the capability for genetic targeting of cells.

In another approach, electroactive (such as con-

ductive) polymershavebeendirectly synthesized

throughelectrochemical polymerization in living

tissue to reduce impedance (7), althoughwithout

the genetic targeting of cells or cell types.

To achieve biocompatible in vivo synthesis

of electroactive polymers within genetically

specified cells of living animals, we beganwith

conductive polymers from polyaniline (PANI)

and poly(3,4-ethylenedioxythiophene) (PEDOT).

These polymers were chosen for aqueous syn-

thesis (which is important for biological sys-

tem compatibility) and for dual conduction of

electrons and ions, which reduces local elec-

trochemical impedance (8) when interfacing

electronics with living cells. We designed a

single-enzyme–facilitated polymerization using

chemically modified monomers (Fig. 1A) for

which polymerization is triggered by an enzyme

that can be expressed in specific cells. Perfusion

of small-molecule conductive-polymer precur-

sors capable of diffusion through intact tissue

(step I) was followed by oxidative radical cation

polymerization steps at the genetically targeted

enzyme’s reactive center. Because of the short
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Fig. 1. Genetically targeted chemical assembly

of functional materials in cells. (A) Specific

instantiation shown is enzyme/H2O2–catalyzed

functional polymerization in brain. Blue indicates

non–enzyme-targeted cells. (B) Reaction of

Apex2-mediated polymerization from precursor

reagents containing aniline monomer-dimer mixture.

Labels 1 to 5 show chemical structures of

N-phenylenediamine (aniline dimer, 1), aniline

dimer radical cations (2), aniline monomer (3), aniline

trimer radical cations (4), and polyaniline (PANI, 5),

respectively. (C) Schematic of Apex2-mediated

polymerization and deposition of PANI on targeted

cells. (D) In situ genetically targeted synthesis

and incorporation of conductive polymer. Shown

are epifluorescence (YFP) and BF images of

fixed rat hippocampal neurons. Arrows indicate

individual neurons.
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mean diffusion length of radical cations in

aqueous solution and low solubility of the re-

sulting polymers, the synthesized conductive

polymers were expected to be deposited onto

targeted cells at juxtamembranous locations

(a design feature for limiting adverse effects on

native intracellular chemistry) (step II).

Peroxidases can catalyze synthesis of con-

ductive polymers in the presence of hydrogen

peroxide (H2O2) in vitro under harsh condi-

tions: high concentrations of hydrogen perox-

ide (>1 mM), low pH (pH = 1 to 5), and high

monomer concentrations (>10 mM) (9). There-

fore, we sought a biocompatible synthesis by

enabling polymerization in pH-neutral and bio-

compatible conditions.We first expressed a hu-

manized version of ascorbate peroxidase Apex2

(10); cultured rat hippocampal neurons were

transducedwith adeno-associated virus (AAV)

vectors containing Apex2 and in some cases

fused with a 13–amino acid peptide (selected

in a screen for expression-enhancing tags) (fig.

S1) (11) and/or enhanced yellow fluorescent

protein (YFP) (for tracking localization) (Fig.

1A). We first selected aniline as the monomer

for its relatively low oxidation potential (12),

but Apex2 was unable to polymerize aniline

monomers in phosphate-buffered saline (fig.

S2A). BecauseN-phenylenediamine (an aniline

dimer) would further reduce oxidation poten-

tial (13), an aniline monomer-dimer mixture

(0.5 mM, 1:1 molar ratio) (Fig. 1B) was added

to an aqueous solution of 0.1 mM H2O2 and

applied to fixed cultured neurons (Fig. 1C).

Epifluorescence and bright-field (BF) phase

images confirmed that Apex2(+) but not

Apex2(–) neurons exhibited a dark-colored

reaction product (Fig. 1D and fig. S2, B and

C). Confocal images revealed a formation of

deposited aggregates (fig. S3).

To test whether these deposits consisted of

PANI, we used ultraviolet-visible–near infra-

red (UV-vis-NIR) absorption spectroscopy to

compare with spectra previously reported for

PANIs (Fig. 2A). The shorter absorption peak

wavelength of Apex2(+)/PANI (~574 nm ver-

sus ~620 nm for commercial 50 kDa PANI)

indicated that the synthesized polymer was of

lower molecular weight (Fig. 2B). We then

treated the PANI-fixed neurons with 100 mM

p-toluenesulfonic acid (termed Apex2(+)/

dPANI), which resulted in increased conduc-

tivity and red-shift in the UV-vis spectrum

(Fig. 2A), as expected for doped PANI (14). For

Apex2(–)/PANI, Apex2(+)/PANI, andApex2(+)/

dPANI neurons, we observed expected color

changes (fig. S4A). The UV-vis-NIR spectrum

showed a red-shifted peak at ~615 nm for doped

PANI (Fig. 2C), indicating transition to the

emeraldine salt form (14). Peak absorption-

wavelength was maintained across different

reaction times, suggesting increased PANI

deposition over time (fig. S4, B and C). X-ray

SCIENCE 20 MARCH 2020 • VOL 367 ISSUE 6484 1373

Fig. 2. Chemical and electrical characterization

of synthesized conductive polymer.

(A) Structures shown are PANI (red) conversion

to doped PANI (dPANI, green), by means of

acid (HX) treatment. (B) Normalized UV-vis-NIR

spectra. Pure PANI, purple; Apex2(–) neurons black;

Apex2(–)/PANI neurons, blue; and Apex2(+)/PANI

neurons, red. Arrows indicate absorption peak.

(C) UV-vis-NIR spectra of Apex2(–)/PANI and

Apex2(+)/PANI before and after p-toluenesulfonic

acid treatment. Dashed arrows indicate red-shift

of absorption peak in UV-vis from ~574 to ~615 nm.

(D to I) Variable-pressure SEM images of

(D) nonreacted wild-type, (E) Apex2(–)/PANI,

(F) Apex2(+)/PANI, and (G) Apex2(+)/dPANI

neurons. Zoomed-in images of (H) blue-

and (I) red-boxed regions from (G) show polymer

deposition. (J) Schematic of electrical interface

to fixed neurons (blue) with PANI coating,

for conductivity measurements. Acid doping

(green) was used to test presence of deposited

conductive polymer. (K and L) BF image

of postreacted neurons on the glass substrate

with gold electrodes for current-voltage (I-V)

measurement. (M and N) Representative I-V curves

(M) and summary of resistance changes (N)

(log-scale violin plots of resistance,

n = 20 electrode-pairs per category,

***P < 0.001, ****P < 0.0001, unpaired

two-tailed t test) between electrodes for cultured

Apex2(–) and Apex2(+) neurons on slides

before and after acidic vapor treatment (HCl).

Reduction in Apex2(–)/dPANI sample likely

because of ionic conductivity from evaporated

HCl solution.
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photoelectron spectroscopy (XPS) showed

enhanced S-element signal only in Apex2(+)/

dPANI neurons, confirming incorporation of

p-toluenesulfonic acid (fig. S5A). Near-edge

x-ray absorption fine structure (NEXAFS), for

identifying different types of C–N or C=N fea-

tures from amines and imines (15), confirmed

the chemical composition of the deposited

material (fig. S5, C to G).

Variable-pressure scanning electronmicros-

copy (VP-SEM) imaging of neurons provided

initial qualitative comparison of conductivity

before and after reaction (Fig. 2, D to G, and

fig. S6). Apex2(+)/PANIneurons in liquid showed

higher contrast, which is consistent with a

more conductive outer layer (Fig. 2F), with con-

trast further enhanced through acidic doping

(Fig. 2G). Both soma and neurites could be di-

rectly observed, suggesting substantial surface-

conductivity enhancement (16) fromdopedPANI

(Fig. 2, H and I). In addition, transmission elec-

tronmicroscopy (TEM) confirmed deposition

of polymers on neuronal membranes (fig. S7).

We further investigated the conductivenature

of PANI-fixed neurons by depositing gold elec-

trodes onto air-dried, fixed neurons (Fig. 2, J

to L); electrical conduction between electrodes

was expected to only arise from conductive

polymer on the neurons. To prevent delami-

nation between gold electrodes and polymers

during solution-doping, HCl vapor was used

to dope the polymer. Apex2(+)/dPANI showed

the lowest resistance, as expected (Fig. 2, M

and N). We tested other polymers, including

a poly(3,4-ethylenedioxythiophene/PEDOT)

derivative, sodium 4-((5,7-di(thiophen-2-

yl)-2,3-dihydrothieno[3,4-b][1,4]dioxin-2-

yl)methoxy)butane-1-sulfonate (termed TETs)

(17), and a nonconductive polymer, poly(3,3′-

diaminobenzidine) (PDAB) (18). Apex2(+)/PANI-

PTETs neurons showed higher conductivity

than that of Apex2(–)/PANI-PTETs neurons (fig.

S8), whereas Apex2(+)/PDAB showed no con-

ductivity change comparedwith that ofApex2(–)/

PDAB (fig. S9). To further verify conductivity,

we cultured human embryonic kidney 293T

cells in a confluent sheet suited for conductivity

measurements (fig. S10). Apex2(+)/PANIwithout

acidic doping exhibited an approximately two

orders of magnitude reduction in resistance

versus that of Apex2(–)/PANI control. We next

investigated Apex2-catalyzed polymerization

in human cortical spheroids (hCS), a human

stem cell–derived three-dimensional (3D) or-

ganoid (19, 20). We observed coloration (fig.

S11A) and particle deposits within 30 min of

reaction-treated Apex2(+)/PANI hCS at loca-

tions corresponding to YFP signal (fig. S11, B

to E). In another 3D preparation (brain slices),

the dark-colored reaction product could be vis-

ualized ~60 mmand 110 mmdeep after 30- and

60-min reactions, respectively (fig. S12).

We further explored application of thismeth-

od to living systems. Neurons remained viable

after exposure to the aniline and its dimer in

0.05mMH2O2 (fig. S15A)—a reaction condition

sufficient for polymer deposition (fig. S13, A and

B) [verified by means of UV-vis-NIR absorption

(fig. S13, C to E)]. The same reaction condition

in living mice elicited no reactive gliosis over

weeks (fig. S14). We also performed whole-cell

patch clamp in Apex2(+)- and Apex2(–)-cultured

rat hippocampal neurons before and after PANI

or PDAB polymerization (fig. S15). Current in-

jection inApex2(+)/PDABneurons elicited robust

action potentials both before and after polym-

erization, decreased capacitance consistent

with the expected juxtamembranous localiza-

tion of this insulating polymer, and increased

charge-separationdistanceacross themembrane;

by contrast, Apex2(+)/PANI neurons showed
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Fig. 3. Electrophysiological characterization: conduc-

tive polymers in living brain slices. Light blue, before

reaction; purple, after PANI; dark blue, after PDAB.

(A) Slice physiology workflow. (B) Photomicrograph of

brain slice after polymerization reaction. Arrow indicates

injection site of Apex2 virus; dashed line indicates

hippocampus. (C) Membrane capacitance and (D) current-

injection–evoked spikes before and after PANI polymeri-

zation [mean ± SEM, n = 7 Apex2(+) conditions, (C)

n = 4 Apex2(–), (D) n = 3 Apex2(–); all individual

cells were maintained in the whole-cell patch clamp

configuration across pre-reaction and post-reaction time

points for direct comparison; ratio-paired t tests:

*P < 0.05]. All postconditions here and in (E) and (F) were

normalized to corresponding preconditions for compari-

son; mean capacitance values were 20 to 45 pF.

(E) Membrane capacitance and (F) current-injection–

evoked spikes before and after PDAB polymerization.

Increased spiking can be seen with Apex2(+)/PDAB

despite mild rundown from PDAB-only Apex2(–)

reaction conditions [mean ± SEM, (E) n = 10 Apex2(+),

(F) n = 8 Apex2(+), (E) n = 5 Apex2(–), (F) n = 4 Apex2(–).

Ratio-paired t tests: *P < 0.05, **P < 0.01].
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Fig. 4. Cell type–specific

polymerization in C. elegans.

(A) Schematic of targeting

polymerization to pharyngeal

muscle. (B) BF (left) and

fluorescence images (right) of

C. elegans expressing Pmyo-2::

Apex2::mcd8::gfp labeled

Apex2(+) versus wild-type

controls labeled Apex2(–). Arrow

indicates GFP-labeled pharyngeal

muscle and Apex2 expression.

(C) BF time-course images of

pharyngeal muscle of Apex2(+)

worms in 30-min PANI reaction.

Arrows indicate increased black

reaction-product in Apex2(+)

between pharyngeal muscle and

epidermis. (D) Brightness change.

Shown is Apex2(–) versus Apex2(+)

after reaction (mean ± SEM, n = 3 to

4 animals, *P < 0.05, two-tailed,

unpaired t test). (E) Body-bending

rate and (F) pharyngeal-pumping

rate for Apex2(–)/PANI, Apex2(+)/

H2O2 control, and Apex2(+)/

polymerization (mean ± SEM,

*P < 0.05, n = 5 animals each

condition, two-tailed unpaired

t test). (G) Schematic of

motor-neuron testing. (H) Cell type–

specific polymerization of

GABAergic (inhibitory) neurons

[Inhibitory→Apex2(+)] or

cholinergic (excitatory) neurons

[Excitatory→Apex2(+)]. Black

lines indicate cell type–specific

polymer. (I) Inhibitory→Apex2(+)

(top) or Excitatory→Apex2(+)

(bottom) motor neurons expressing

Apex2::mcd8::gfp under Punc-47

or Punc-17 promoters, respectively.

(J) Excitatory→Apex2(+) worms

show reduced locomotion

after polymerization, whereas

Inhibitory→Apex2(+) worms show

negligible paralysis. (n = 30 animals

for Apex2(–), n = 26 animals

for Inhibitory→Apex2(+),

and n = 32 animals for

Excitatory→Apex2(+); ***P < 0.001,

****P < 0.0001, one-sided Fisher’s

exact test). (K) Aldicarb

resistance assay after polymerization

[50 animals per strain, two repli-

cates, one-way analysis of variance

(ANOVA)/Tukey correction, *P <

0.05, **P < 0.01]. (L) Schematic of

polymerization of conductive

(PANI) and insulating (PDAB)

polymers in worm cholinergic motor neurons. (M) Summary of fraction-resistant C. elegans after 5 hours in aldicarb resistance assay (mean ± SEM, *P < 0.05,

**P < 0.01, one-way ANOVA test, Tukey correction).
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decreased action-potential firing with increased

capacitance (fig. S15, B to I), which is consistent

with reported capacitance effects resulting from

conducting-polymer introduction (21, 22).

To allow rigorous testing of the same cells

before and after polymerization, we also con-

ducted recordings in acute brain slices (Fig. 3A),

which allowed holding the same cells in whole-

cell patch clamp throughout the polymerization

reaction. Four weeks after Apex2 virus injec-

tion, we observed robust Apex2-driven polym-

erization (Fig. 3B and fig. S12), with increased

capacitance after PANI reaction and decreased

capacitance after PDAB reaction (Fig. 3, C and

E). Little effect was observed on other pass-

ivemembrane properties (fig. S16), andpatched

cells were healthy in terms of input resistance

and resting potential under all conditions. We

next studied action potentials (Fig. 3, D and

F); whereas Apex2(–) neuron firing rates were

unchanged after treatment, Apex2(+)/PANI

neurons exhibited decreased current-injection–

evoked firing, and Apex2(+)/PDAB neurons

showed increased firing (Fig. 3, D and F). The

stability of resting potential and input resist-

ance coupled with the bidirectionality of this

effect would not have been expected from non-

specific cell-health mechanisms for altered

firing. By contrast, experimental and theoret-

ical studies have demonstrated an inverse cor-

relation between spike firing and capacitance

(supplementary materials) (23–25), which is

consistent with our slice physiology that shows

increased capacitance after conductive-polymer

deposition on the dielectric lipid bilayers of

living neurons and decreased capacitance after

insulating-polymer deposition (Fig. 3, C and E).

Last, we tested behavior in freely moving

animals upon assembling genetically targeted

electroactive polymers in vivo. We expressed

Apex2–green fluorescent protein (GFP) on the

membrane of worm (Caenorhabditis elegans)

pharyngeal muscle cells (Fig. 4, A and B) and

observed robust localized polymerization (Fig. 4,

C andD, and fig. S18, A and B). Apex2(+)/PANI

worms exhibited reduced pumping frequency

of pharyngeal muscle (Fig. 4E) consistent with

the inhibition of targeted cells observed in cul-

tured neuron and brain slice electrophysiology,

but no quantitative alteration in other body

movements, such as bending (Fig. 4F). Because

liquid-state atomic force microscopy showed

no clear changes in Young’s modulus of cellu-

lar membranes after polymerization (fig. S17),

alteredpharyngeal pumpingwasunlikely owing

to changed elasticity ofmusclemembranes, and

viability assays confirmed long-term biocom-

patibility of PANI in worms (fig. S18, A and C).

We next expressed Apex2-GFP in g-amino-

butyric acid (GABA)–ergic (inhibitory) or cho-

linergic (excitatory) motor neurons (Fig. 4, G to

I, Inhibitory→Apex2(+)andExcitatory→Apex2(+),

respectively). After polymerization (Fig. 4J),

Excitatory→Apex2(+)/PANI worms displayed

impaired sinusoidal forward locomotion (both

spontaneous and aversive-stimulus–evoked),

which is concordant with prior observations

from optogenetic inhibition of worm excita-

tory neurons (26). Sinusoidal forward loco-

motion in Apex2(–)/PANI and Inhibitory→

Apex2(+)/PANI was unaffected. On the other

hand, Inhibitory→Apex2(+)/PANI worms ex-

hibited increased reversal frequency (fig. S18,

D toG) and increased sharp (<90°) turns versus

Apex(–)/PANI worms (fig. S18H), which is

consistent with prior results from optoge-

netic manipulation of inhibitory neurons that

also induced sharper turns (27). Inhibitory→

Apex2(+)/PANI wormsmaintained the capa-

bility to move forward in sinusoidal waves of

unchanged amplitude (fig. S18I) andminimal-

ly reduced wavelength (fig. S18J), but when

inhibitory neurons were ablated (unc25-null),

sinusoidalwave amplitudewas greatly reduced

(fig. S18, K and L) (28).

Consistent with this pattern, Excitatory→

Apex2(+)/PANI worms became resistant to

the acetylcholinesterase-inhibitor aldicarb, sug-

gesting that this treatment causes reduced

acetylcholine release, but Inhibitory→Apex2(+)/

PANI and Apex2(–)/PANI worms did not (Fig.

4Kand fig. S19, A andB).Moreover, Excitatory→

Apex2(+)/PDAB showed reduced resistance to

aldicarb, compared with Excitatory→Apex2(+)/

PANI (Fig. 4, L andM, and fig. S19C), pointing to

enhanced cholinergic activity with insulating-

polymer assembly—a specific gain of function

in living animals and an opposite-direction ef-

fect comparedwith conducting-polymer assem-

bly, both of which are concordant with the

electrophysiology.

We have achieved chemical assembly of

electroactive polymers on genetically specified

cellular elements within living cells, tissues, and

animals. Future work may address potential

limitations and opportunities; for example,

reaction products could over time occupy sub-

stantial space in and near targeted cells, which

may be useful in some contexts but also could

result in cytotoxicity. Distinct strategies for the

targeting and triggering of chemical synthesis

could extend beyond the oxidative radical ini-

tiation shown here while building on the core

principle of assembling within cells (as reac-

tion compartments) genetically and anatom-

ically targeted reactants (such as monomers),

catalysts (such as enzymes or surfaces), or re-

action conditions (through modulators of pH,

light, heat, redox potential, electrochemical po-

tential, and other chemical or energetic sig-

nals). Diverse cell-specific chemical syntheses

may thus be explored and developed for a

broad array of functional characteristics in

assembled structures.
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HYBRIDIZATION

Female toads engaging in adaptive hybridization
prefer high-quality heterospecifics as mates
Catherine Chen* and Karin S. Pfennig*

Hybridization—interbreeding between species—is generally thought to occur randomly between

members of two species. Contrary to expectation, female plains spadefoot toads (Spea bombifrons)

can increase their evolutionary fitness by preferentially mating with high-quality males of another

species, the Mexican spadefoot toad (Spea multiplicata). Aspects of Mexican spadefoot males’ mating

calls predict their hybrid offspring’s fitness, and plains spadefoot females prefer Mexican spadefoot

males on the basis of these attributes, but only in populations and ecological conditions where

hybridization is adaptive. By selecting fitness-enhancing mates of another species, females increase

hybridization’s benefits and exert sexual selection across species. Nonrandom mating between

species can thereby increase the potential for adaptive gene flow between species so that adaptive

introgression is not simply happenstance.

M
ating between species (hybridization)

is widespread and has important evo-

lutionary and ecological consequences

(1–3). Although hybridization is often

considered deleterious, it is increas-

ingly recognized as potentially fitness en-

hancing if mates of one’s own species (i.e.,

conspecifics) are limited (4) or if hybrids are

better adapted to their environment than pure-

species types (5, 6).

When hybridization is adaptive, selection

can favor the evolution of traits that foster

hybridization. Such traits can include mating

preferences for members of a different species

(i.e., heterospecifics) (4, 7, 8). However, the

quality of heterospecific mates might vary such

that mating with some heterospecifics versus

others might result in higher fitness. Thus,

mate choice among heterospecifics could al-

low individuals to enhance their fitness in the

same way as mate choice among conspecifics

(9). In such cases, sexual selection could operate

between species—a possibility that has not been

previously considered.

We tested the hypothesis that females ex-

ercise adaptive mate choice among members

of another species by using plains spadefoot

toads, Spea bombifrons. In the southwestern

United States, this species hybridizes with

Mexican spadefoot toads, Spea multiplicata

(10). Although the resulting F1 hybrid males

are sterile and F1 hybrid females have reduced

fecundity, F1 hybrid females can breed back to

either parent species (10).

Hybridization ismaladaptive forS.multiplicata

females, but it is sometimes adaptive for

S. bombifrons females. Spadefoot tadpoles de-

velop in ephemeral desert ponds that often dry

before the tadpoles metamorphose, resulting

in their deaths (8). Because hybrid tadpoles de-

velop faster than pure S. bombifrons tadpoles,

hybrids aremore likely to escape drying ponds

(8), thereby potentially passing on alleles from

their parents to future generations. Conse-

quently, female S. bombifrons have evolved

mate preferences for S. multiplicatamales but

only in shallow, ephemeral ponds (8, 10); when

a pond is deep and likely to last long enough

for S. bombifrons tadpoles to successfully meta-

morphose, S. bombifrons females prefer males

of their own species (8).

To determine if S. bombifrons females

could exercise adaptive mate choice among

S. multiplicata males, we first determined if

the fitness consequences vary for S. bombifrons

females mated with different S. multiplicata

males. We then evaluated whether any as-

pects of S. multiplicata male calls (the sexual

signals that females evaluate) predicted hybrid-

offspring fitness. We reasoned that this may

occur because attributes of S. multiplicata

calls predict offspring fitness in conspecific

matings (10).

We bred 20 S. bombifrons females with 20

S. multiplicata males that differed in mating

call characteristics and reared their offspring

(10). We measured tadpole body size [snout-

to-vent length (SVL)], body mass, and Gosner

stage (a generalized system describing anuran

development) as fitness components (10). We

then combined these measurements into a

single principal component that explained

91.6% of the variation in our data (table S1).

This combined measure of fitness varied

among families of hybrid offspring (Fig. 1 and

table S2). Body size of the mothers positively

predicted this fitness measure in hybrid off-

spring, but the pulse rate of the fathers’ calls

was an even better predictor of our fitness

measure in the hybrid offspring (Table 1).

Specifically, males with slower pulse rates

sired the largest, heaviest, and most rapid-

ly developing hybrid offspring (Table 1 and

Fig. 1).

Because slower pulse rates of S. multiplicata

calls predicted higher hybrid-offspring fitness,

we next investigated whether S. bombifrons

females preferred S. multiplicata male calls

with slower versus faster pulse rates. We fur-

ther predicted that if any such preferences are

plastic [sensu (8)], they would be expressed

only in shallowwater, where hybridization is

adaptive. Using previous methods (8, 10), we

presented S. bombifrons females with a choice

of S. multiplicata calls with either slow or fast

pulse rates. The same females were given this

choice under two conditions: shallow water

(simulating ephemeral ponds where hybridiza-

tion is advantageous) and deep water (simula-

ting longer-lasting ponds where hybridization is

disadvantageous).

As predicted, in shallow water, S. bombifrons

females preferred S. multiplicata calls with

slower pulse rates (exact binomial test, P =

0.0026; Fig. 2A). By contrast (and also as

predicted), S. bombifrons females showed no

such preference in deep water (exact binomial

test, P = 0.15; Fig. 2A). The pattern of prefer-

ence in deep water differed significantly from

that in shallowwater (McNemar binomial exact

test, P = 0.0081; Fig. 2A). Thus, S. bombifrons
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Fig. 1. Hybrid-tadpole fitness as a function of

father’s call. Tadpoles resulting from S. bombifrons

females crossed with S. multiplicata males (inset)

had the highest fitness when their fathers had calls

with slow pulse rates. The fitness of hybrid offspring

is the first principal component from a principal

components analysis of body size, body mass,

and developmental stage; all variables loaded posi-

tively on the principal component, so higher values

correspond to increased fitness (table S1). The

line is the predicted fitness at given pulse rates

using the averaged model (Table 1) while holding

all other variables at mean values; intervals are

95% confidence intervals. Different colors denote

different families, and points are jittered horizon-

tally. Tadpole photos are strictly visual representa-

tions of the variation in tadpole fitness.
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females distinguish between different S. mul-

tiplicata male calls and prefer slower pulse

rate calls that are associated with greater fit-

ness in hybrid offspring (Fig. 1), but they ex-

hibit this preference only when ponds are

shallow and it is adaptive to hybridize.

Sympatric S. bombifrons femalesmay prefer

S. bombifronsmales with slow pulse rates, and

such preferences among conspecifics may be

simply expressed when choosing among

S. multiplicatamales. However, we found that

S. bombifrons females do not discriminate be-

tween conspecific calls varying in pulse rate in

either shallowwater (exact binomial test, P = 1)

or deep water (exact binomial test, P = 0.14;

Fig. 2A). Moreover, their behavior was un-

changed between the two water conditions

(McNemar binomial exact test, P = 0.30; Fig.

2A). Thus, sympatric S. bombifrons female

preferences for males of their own species

are not simply generalized to S. multiplicata

males.

S. multiplicata females may prefer S. multi-

plicata males with slow pulse rates, and this

preference might have been transferred from

S. multiplicata into S. bombifrons via gene

flow between the species (i.e., introgression).

However, when we tested S. multiplicata fe-

males for their preferences for S. multiplicata

calls that differed in pulse rate, we found no

preferences in either shallow water (exact bi-

nomial test, P = 0.49; table S6) or deep water

(exact binomial test, P = 0.21; table S6). Water

level also did not alter female preferences

(McNemar binomial exact test, P = 0.31). Thus,

our results cannot be explained by introgres-

sion of mate preferences from S. multiplicata

into S. bombifrons.

Our finding that S. bombifrons females pre-

fer fitness-enhancing males of a different spe-

cies suggests that these preferences evolved in

sympatry (where hybridization occurs) via se-

lection acting to optimize the fitness of their

hybrid offspring. To assess whether this be-

havior did evolve in sympatry, we determined

whether the same preferences are present in

S. bombifrons females from allopatric popula-

tions (i.e., where they occur in the absence of

S. multiplicata). Our rationale for doing so

was that allopatric females would possess an-

cestral preferences that predate contact with

S. multiplicata in the southwestern United

States. The center of origin for S. bombifrons

is the grasslands of the Great Plains, and they

have apparently expanded their range into the

desert Southwest, possibly because of adaptive

hybridizationwithdesert-adaptedS.multiplicata

(11, 12) (Fig. 2). Male S. bombifrons from the

two regions produce two different call types:

Males from the Great Plains produce a slow

call that is more similar to S. multiplicata

calls than to the fast call that is produced by

males in the desert Southwest (Fig. 2, fig. S1,

and audio S2 and S3). We presented allopatric

S. bombifrons females with conspecific calls

of their own slow-call type that differed in

pulse rate and found that they preferred slow

pulse rate calls in shallow water (exact bi-

nomial test, P = 0.029) but not in deep water

(exact binomial test, P = 0.18), but patterns of

preference in the two environments were sim-

ilar (McNemar binomial exact test, P = 0.80;

Fig. 2B). In contrastwith sympatricS. bombifrons

females, allopatric S. bombifrons females did

not differentiate between S. multiplicata calls

that differed in pulse rate (exact binomial tests,

shallow water: P = 1, deep water: P = 0.28;

McNemar binomial exact test, P = 0.42; Fig.

2B). Thus, allopatric S. bombifrons females

potentially use pulse rate to discriminate

among conspecifics, but this preference does

not account for S. bombifrons preferences

among S. multiplicata in sympatry. Instead,

sympatric S. bombifrons female preferences

for S. multiplicata calls with slow pulse rates

have apparently evolved in sympatry after
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Table 1. Standardized coefficients of model predictors for offspring fitness, after model aver-

aging of the top nine candidate models. See table S3 for further details. SE, standard error.

Parameter Relative importance Estimate SE z value P value

Male pulse rate 0.95 −1.44 0.563 2.56 0.0106
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Female SVL 0.90 −1.34 0.704 1.91 0.0562
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Male condition 0.69 0.814 0.679 1.20 0.231
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Male call duration 0.16 0.176 0.480 0.367 0.714
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Male genotype 0.01 −0.00917 0.110 0.0830 0.934
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Fig. 2. Spea ranges, calls, and female preferences. S. bombifrons originate from the Great Plains of

the United States. They have undergone contact and hybridize with S. multiplicata in the southwestern United States.

Male S. bombifrons calls differ between the two regions as shown. (A) Sympatric S. bombifrons females prefer

S. multiplicata male calls with slower pulse rates in shallow water (where hybridization is adaptive) but not in deep

water (where hybridization is not adaptive). Sympatric S. bombifrons females do not distinguish between fast-call

type S. bombifrons male calls that differ in pulse rate. (B) Allopatric S. bombifrons females do not distinguish

between S. multiplicata calls that differ in pulse rate, but they do prefer slower pulse rates in the slow-call type

S. bombifrons calls. See also table S6.
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contact with S. multiplicata, possibly as a mod-

ification of their preexisting allopatric prefer-

ence (9, 13).

Spadefoots are unlikely to be the only

group in which females can optimize the fit-

ness consequences of hybridization by pre-

ferring heterospecific males that sire hybrid

offspring with relatively higher fitness. Across

taxa, individuals vary in their propensity to

hybridize (14) and even prefer certain hetero-

specific males over others (15). Behavior to

optimize hybridization may be especially like-

ly in recently diverged groups with similar

mating behaviors and for which hybridization

could confer fitness benefits (4–6). However,

more work is needed to determine how com-

mon this phenomenon is.

Our findings have two general implications.

First, they suggest that members of one spe-

cies might be able to exert sexual selection on

another species. Such a pattern could affect

the evolution and distribution of sexual sig-

nals, local mate competition, and even the

extent to which species do or do not diverge

where they co-occur (9, 16). Second, nonrandom

hybridization can bias gene flow between spe-

cies. To date, adaptive introgression has been

considered ahappenstance occurrence inwhich

random, or possibly deleterious, hybridization

is followed by the retention of adaptive alleles

(17, 18). If, however, mate preferences result

in nonrandom production of fitter hybrid ge-

notypes, then nonrandommating can enhance

both the chances of adaptive introgression and

the transfer of alleles that are particularly well

suited to a given habitat. In a rapidly changing

world where hybridization could become in-

creasingly common, understanding when and

how adaptive introgression occurs could be key

to population rescue, adaptation, or the re-

placement of one species by another (6, 19–21).

Our results indicate that sexual selection and

mate choice should be considered as integral

components of these processes.
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PYROPTOSIS

cFLIPL protects macrophages from LPS-induced
pyroptosis via inhibition of complex II formation
Hayley I. Muendlein1, David Jetton2, Wilson M. Connolly3, Keith P. Eidell2, Zoie Magri2,

Irina Smirnova3, Alexander Poltorak3,4*

Cell death and inflammation are interdependent host responses to infection. During pyroptotic

cell death, interleukin-1b (IL-1b) release occurs through caspase-1 and caspase-11–mediated

gasdermin D pore formation. In vivo, responses to lipopolysaccharide (LPS) result in IL-1b

secretion. In vitro, however, murine macrophages require a second “danger signal” for

the inflammasome-driven maturation of IL-1b. Recent reports have shown caspase-8–mediated

pyroptosis in LPS-activated macrophages but have provided conflicting evidence regarding

the release of IL-1b under these conditions. Here, to further characterize the mechanism

of LPS-induced secretion in vitro, we reveal an important role for cellular FLICE-like inhibitory

protein (cFLIP) in the regulation of the inflammatory response. Specifically, we show that

deficiency of the long isoform cFLIPL promotes complex II formation, driving pyroptosis, and the

secretion of IL-1b in response to LPS alone.

I
nflammatory responses to infection are

mediated via nuclear factor kB (NF-kB) and

mitogen-activated protein kinase (MAPK)

signaling cascades downstream of Toll-like

receptors (TLRs) and are crucial for host

survival. These responses up-regulate various

effectors, including cytokines, chemokines, and

prosurvival factors (1). Many pathogens have

evolved to block host signaling cascades, pro-

moting pathogen survival (2). The Yersinia

species bacteria rely on the effector protein

YopJ to block activation of the level 3 MAPK

TAK1 (transforming growth factor b–activated

kinase) (3, 4). In response, host cells limit in-

fection via initiation of cell death pathways (5),

such as pyroptosis, which is accompanied by

interleukin-1b (IL-1b) release.

Pyroptosis ismediated via the inflammasome-

driven activation of caspase-1 (CASP1) and

caspase-11 (CASP11), resulting in cleavage

of the pore-forming protein gasdermin D

(GSDMD) (6–8). Inmacrophages, IL-1bmatu-

ration requires two signals to up-regulate

pro-IL-1b and to induce NOD, LRR and pyrin

domain-containingprotein3 (NLRP3)–mediated

maturation of IL-1b (9). Interaction of NLRP3

with apoptosis-associated speck-likeprotein (ASC)

recruits pro-CASP1, which cleaves and releases

mature IL-1b via pores formed by GSDMD (10).

Recently, we and others reported caspase-8

(CASP8)–mediated pyroptosis in response to

Yersinia infection. Pyroptosis was dependent

on YopJ and could be mimicked with lipo-

polysaccharide (LPS) and the small-molecule
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inhibitor of TAK1, 5Z-7-oxozeaenol (5z7) (11, 12).

Cell death required the kinase activity of

receptor-interacting serine/threonine-protein

kinase 1 (RIP1) and GSDMD (Fig. 1A) but was

accompanied by low IL-1b levels (fig. S1A),

likely owing to the inhibition of MAPK- and

NF-kB–mediated pro-IL-1b production.

Bonemarrow–derivedmacrophages (BMDMs)

pre-primed with LPS before 5z7 treatment

produced significantly higher levels of IL-

1b compared with cells concurrently treated

with LPS and 5z7 (Fig. 1B). IL-1b release in

LPS–pre-primed BMDMs was dependent

on TIR-domain-containing adapter-inducing

interferon-b (TRIF), RIP1 kinase activity, and

1380 20 MARCH 2020 • VOL 367 ISSUE 6484  SCIENCE

Fig. 1. LPS priming before

TAK1 inhibition drives

IL-1b release, inhibits cell

death, and regulates cFLIP

levels. (A) Cell death in BMDMs

from B6, RIP1 kinase-inactive

(RIP1Ki), Trif−/−, Rip3−/−Casp8−/−,

and Gsdmd−/− mice treated

concurrently with LPS/5z7.

(B) IL-1b release from B6 BMDMs

6 hours after indicated treat-

ments. LPS pre-priming (10 or

100 ng/ml) occurred 4 hours

before the addition of 5z7 or

nigericin, respectively. (C) Cell

death in B6 BMDMs stimulated

concurrently with LPS/5z7 or

LPS–pre-primed/5z7. (D) Rela-

tive Cflar mRNA levels, normal-

ized to Gapdh (glyceraldehyde

phosphate dehydrogenase) after

1 hour of treatment with LPS,

LPS/5z7, or LPS–pre-primed/

5z7 treatment in B6 BMDMs.

R.U., relative units. (E) Full-

length (FL) and cleaved products

of cFLIP, GSDMD, and indicated

caspases from whole-cell lysates

(WCL) or precipitated from the

supernatant (Sup.) of B6 BMDMs

treated concurrently with LPS/

5z7 or LPS–pre-primed/5z7

for indicated times. Unstim.,

unstimulated; hr, hours. (F) cFLIP

protein levels in B6 BMDMs

knocked down for cFLIPL or

cFLIPR or transduced with a

nontargeting (NT) control.

(G) Cell death in B6 BMDMs

knocked down for cFLIPL or

cFLIPR and stimulated as indi-

cated [extent of KD shown in

(F)]. Data from cell death assays

and immunoblots are

representative of three or more

independent experiments, and

cell death data are presented as

the mean ± SD of triplicate wells.

IL-1b release data are presented

as the mean ± SD for triplicate

wells from three or more

independent experiments. Analy-

sis of variance (ANOVA) was used

for comparison between groups:

N.S., nonsignificant (P > 0.05);

*P < 0.05; **P < 0.01;

***P < 0.001; ****P < 0.0001.
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Fig. 2. LPS induces caspase-8–mediated pyroptosis in the absence of cFLIPL.
(A) Cell death in B6, Trif−/−, and RIP1Ki BMDMs knocked down for cFLIPL and 
stimulated as indicated (extent of KD shown in fig. S3A). (B) Kinetic 20× 
magnification imaging of PI incorporation and annexin V staining in B6 and B6 
cFLIPL-KD BMDMs stimulated with LPS or LPS/5z7 for up to 1 hour and 30 min 
(extent of KD shown in fig. S3B). Scale bars: 100 mm. (C) Full-length and cleaved 
products of indicated caspases from whole-cell lysates (WCL) or precipitated from the 
supernatant of B6 NT control or B6 cFLIPL-KD BMDMs (extent of KD shown in fig. 
S3C). (D) Inhibition of cell death with CASP3/7 inhibitor in LPS/5z7-stimulated B6 
macrophages or LPS-treated cFLIPL-KD BMDMs (extent of KD shown in fig. S3G).

SCIENCE 

(E) Cell death in B6, Nlrp3−/−, and Casp1−/−Casp11−/− macrophages stimulated

with LPS or LPS/5z7 (extent of KD shown in fig. S3H). (F) Cell death in B6,

Rip3−/−Casp8−/−, and Gsdmd−/− BMDMs knocked down for cFLIPL and stimulated

as indicated (extent of KD shown in fig. S3I). (G) Full-length and cleaved GSDMD from

B6 NT control or B6 cFLIPL-KD BMDMs stimulated as indicated (extent of KD shown in

fig. S3J). (H) Cell death and (I) cleavage of CASP8 and GSDMD in B6 NT and B6

cFLIPL-KD BMDMs stimulated withWT or YopJ deficient (DyopJ) Y. pseudotuberculosis

(extent of KD shown in fig. S3L). uninf., uninfected. All immunoblots and cell

death data are representative of three or more independent experiments. Cell death

data are presented as the mean ± SD of triplicate wells.
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CASP8 (fig. S1B). Notably, LPS-induced pro-

IL-1b production was entirely dependent on

TRIF. Additionally, at later time points, pro-

IL-1b levels were dependent on CASP8 and

RIP1 kinase activity (fig. S1C). IL-1b produc-

tion was independent of GSDMD, suggesting

an alternate mechanism for IL-1b release (fig.

S1B). Finally, IL-1b secretion inLPS–pre-primed

BMDMs was mediated by NLRP3 inflamma-

some components (fig. S1D).

LPS pre-priming delayed cell death (Fig.

1C), which hinted at a mechanism in which

LPS stimulation drives the expression of pro-

survival factors that are inhibited by 5z7.

We identified these factors by comparing

genome-wide mRNA levels in BMDMs treated

with LPS or both LPS and 5z7 (fig. S2A).

Among many differentially expressed tran-

scriptional modulators, we identified Cflar, a

gene encoding the enzymatically inactive ho-

molog of CASP8, cFLIP (fig. S2A). The 25-kDa

short isoform cFLIPR blocks CASP8 activation

entirely, and the 55-kDa long isoform cFLIPL
blocks it partially (13, 14). LPS–pre-primed
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Fig. 3. cFLIPL deficiency promotes complex II formation downstream of

TRIF in response to LPS. (A) cFLIPL protein levels in B6 BMDMs knocked

down for cFLIPL or transduced with a NT control. (B) FADD immuno-

precipitation (IP) in B6 NT and B6 cFLIPL-KD BMDMs stimulated as indicated

and probed for complex II components [extent of KD shown in (A)]. (C) cFLIPL
protein levels in B6 and Trif−/− BMDMs knocked down for cFLIPL or

transduced with a NT control. (D) FADD IP in B6 and Trif−/− BMDMs knocked

down for cFLIPL, stimulated as indicated, and probed for complex II

components [extent of KD shown in (C)]. (E) cFLIPL protein levels in B6

and RIP1Ki BMDMs knocked down for cFLIPL or transduced with a NT control.

(F) FADD IP in B6 and Trif−/− BMDMs knocked down for cFLIPL, stimulated as

indicated, and probed for complex II components [extent of KD shown in (E)].

(G) cFLIPL protein levels in B6 BMDMs knocked down for cFLIPL or

transduced with a NT control. (H) FADD IP in B6 NT and B6 cFLIPL-KD

stimulated for 2 hours as indicated and probed for complex II components

[extent of KD shown in (G)]. (I) cFLIPL protein levels in B6 BMDMs

knocked down for cFLIPL or transduced with a NT control. (J) Total and pRIP1

(S166) levels in LPS- and LPS/5z7-stimulated cFLIPL silenced or NT control

B6 and RIP1Ki BMDMs [extent of KD shown in (I)]. All immunoblots are

representative of three or more independent experiments.

RESEARCH | REPORTS



20 MARCH 2020 • VOL 367 ISSUE 6484 1383

Fig. 4. cFLIPL deficiency drives IL-1b maturation and release in response to a 
single signal from LPS. (A to C) IL-1b release from (A) B6 NT control, B6 
cFLIPL-KD, and B6 cFLIPR-KD BMDMs; (B) RIP1Ki and Trif−/− BMDMs knocked down 
for cFLIPL; and (C) RIP3/CASP8 and GSDMD-deficient BMDMs knocked down
for cFLIPL after 6 hours of indicated treatments (extent of KD shown in fig. S4,
A to C). (D) Representative 60× images of ASC specks in B6 NT control and B6 
cFLIPL-KD BMDMs stimulated for 4 hours with LPS, or 2 hours with LPS/nigericin 
(extent of KD shown in fig. S4D). Scale bar: 30 mm. (E) Percentage of  ASC+ cells in 
B6, Rip3−/−Casp8−/−, and Gsdmd−/− BMDMs knocked down for cFLIPL (extent of KD

SCIENCE

shown in fig. S4F). (F) IL-1b release in B6, Nlrp3−/−, and Casp1−/−Casp11−/−

macrophages silenced for cFLIPL and stimulated as indicated (extent of KD shown

in fig. S4G). (G) B6 BMDMs silenced for cFLIPL and stimulated with WT or

YopJ-deficient (DyopJ) Y. pseudotuberculosis for 6 hours (extent of KD shown in

fig. S4L). (H) Model of LPS-driven pyroptosis and IL-1b production, as regulated by

cFLIPL. IL-1b release and ASC percentage data are presented as the mean ± SD

for triplicate wells from three or more independent experiments. Analysis of

variance (ANOVA) was used for comparison between groups: N.S., nonsignificant

(P > 0.05); *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.
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BMDMs maintained Cflar mRNA levels after

the addition of 5z7 (Fig. 1D). Both cFLIPL and

cFLIPR protein levels were elevated in LPS–

pre-primed BMDMs (Fig. 1E). In LPS/5z7-

activated BMDMs, cFLIPL was cleaved within

2 hours, whereas in LPS–pre-primed BMDMs

this loss was delayed. cFLIPL cleavage co-

incided with the kinetics of CASP8 cleavage

and the onset of cell death (Fig. 1, C and E).

In agreement with the protective role of the

partially active CASP8-cFLIPL heterodimer,

we observed enhanced CASP8 cleavage to the

locally active p43 fragment in LPS–pre-primed

BMDMs, whereas cleavage to p18 was nearly

abolished (Fig. 1E). LPS pre-priming delayed

the activation of CASP1, CASP3, CASP7, CASP9,

and CASP11, and the cleavage of GSDMD, sug-

gesting that cellular stores of cFLIP, regulated

by TAK1, determine the rate and extent of LPS/

5z7-induced death (Fig. 1E).

Notably, a knockdown (KD) of cFLIPL but

not cFLIPR sensitized cells to death after stimu-

lation with LPS alone (Fig. 1, F and G), with

comparable kinetics of LPS/5z7-induced cyto-

toxicity (Fig. 1G). The silencing effect was gene-

specific and dependent on TRIF but not on

myeloid differentiation primary response pro-

teinMyD88, reinforcing the role of cFLIPL as

a regulator of cell death downstream of TAK1

inhibition (fig. S2, B to F).

Ablation of TRIF and RIP1 kinase activity

reversed the effect of cFLIPL KD (Fig. 2A and

fig. S3A). Annexin V and propidium iodide (PI)

co-staining revealed the early appearance of

exclusively PI
+
cells in LPS-activated cFLIPL-

deficient BMDMs (Fig. 2B and fig. S3B), which

suggested that the mechanism of cell death in

LPS-activated cFLIPL-deficient BMDMs differed

from LPS/5z7-driven death. Unlike LPS/5z7-

induced cell death, cFLIPL deficiency–mediated

cell death lacked CASP3, CASP7, or CASP9

activation (fig. S3, C andD). Instead, CASP1 and

CASP11 were fully activated in LPS-stimulated

cFLIPL-deficient BMDMs (Fig. 2C and fig. S3C).

cFLIPL-deficient BMDMs stimulated with LPS

exhibited robust CASP8 activation, and CASP1

and CASP11 cleavage was completely dependent

on CASP8 (Fig. 2C and fig. S3, C, E, and F).

Inhibition of CASP3 and CASP7 delayed death

after LPS/5z7 treatment, but not in LPS-activated

cFLIPL-KD BMDMs (Fig. 2E and fig. S3G).

Furthermore, LPS-driven death required CASP8

and GSDMDbut not NLRP3, CASP1, or CASP11

(Fig. 2, E to G, and fig. S3, H to J). This suggests

that cFLIPL deficiency strictly promotes pyrop-

tosis upon LPS activation. By contrast, both

apoptosis and pyroptosis are activated in the

context of LPS/5z7 (11, 12).

The cFLIPL KD removed the requirement

for TAK1 inhibition for the induction of pyrop-

tosis. Similarly, YopJ was not required for

Yersinia-induceddeath. YopJ-deficientYersinia

pseudotuberculosis (DyopJ) induced cell death

and the cleavage of CASP8 and GSDMD in

cFLIPL-KD BMDMs alone (Fig. 2, H and I, and

fig. S3L). Thus, silencing of cFLIPL recapitulates

the effects of TAK1 inhibition (either by YopJ

or 5z7 treatment), implicating cFLIPL as one of

the main regulators of pyroptosis in response

to LPS.

cFLIPL deficiency was sufficient to drive

complex II formation in response to LPS. RIP1

and CASP8 recruitment to the FAS-associated

death domain (FADD) occurred as early as

2 hours after LPS addition (Fig. 3, A and B).

Notably, LPS/5z7 also drove complex II for-

mation, and cFLIPL was detected in the com-

plex at early time points. LPS-induced complex

II formation in cFLIPL-KD cells was dependent

on TRIF andRIP1 kinase activity (Fig. 3, C to F).

LPS/5z7 induced phosphorylation of RIP1 at

Ser
166

(S166) and promoted CASP3 binding in

complex II. However, these modifications were

not required for complex II formation and LPS-

induced cell death in cFLIPL-KD cells (Fig. 3, G

to J). Thus, cFLIPL and the kinase activity of

RIP1 regulate complex II formation down-

stream of TRIF signaling and determine the

extent and mode of cell death.

A single signal from LPS elicited robust

IL-1b secretion in cFLIPL-KD BMDMs (Fig. 4A

and fig. S4A). Similar to death, the effect of

cFLIPL-silencing on IL-1b production was de-

pendent on TRIF, CASP8, GSDMD, and the

kinase activity of RIP1 (Fig. 4, B and C, and fig.

S4, B and C). This implicates GSDMD as the

sole effector of pyroptosis and IL-1b release in

cFLIPL-deficient BMDMs. To confirm inflam-

masome activation in response to LPS, we ob-

served a substantially higher percentage of ASC

speck positive cells in cFLIPL-deficient BMDMs

compared with wild-type (WT) (Fig. 4D and fig.

S4, D and E). Furthermore, cFLIPL-deficiency-

driven ASC speck formation was CASP8-

dependent but GSDMD-independent (Fig. 4E

and fig. S4F), and NLRP3 and CASP1/11 de-

ficiency abrogated IL-1b release in cFLIPL-

deficient BMDMs (Fig. 4F and fig. S4G). Thus,

CASP8 plays a critical role in inflammasome

activation and IL-1b maturation, whereas

GSDMD is required for the release of IL-1b.

Finally, LPS-induced IL-1b production in cFLIPL-

deficient BMDMs required potassium efflux,

as excess extracellular potassium inhibited ASC

speck formation and IL-1b release (fig. S4,H to J).

Confirming the specificity of the short hairpin

RNA–based approach, small interfering RNA–

induced silencing of cFLIPL resulted in death

(fig. S3K) and IL-1b production (fig. S4K) in

response to LPS alone, both of which were

dependent on TRIF, CASP8, GSDMD, and the

kinase activity of RIP1.

BMDMs deficient in cFLIPL released IL-1b in

response toDyopJ but notWT Yersinia (Fig. 4G

and fig. S4L), further supporting LPS-induced

IL-1b production (Fig. 2H). Notably, the same

titer of DyopJ Yersinia elicited both IL-1b secre-

tion (Fig. 4G) and cell death (Fig. 2H). These

data showa crucial role for cFLIPL in regulating

CASP8 activation and complex II formation,

protecting macrophages against LPS-induced

pyroptosis. Indeed, skewing toward the in-

creased production of cFLIPL confers resistance

to LPS cytotoxicity in vivo (15). This underscores

the importance of cFLIPL as a key regulator of

cell death and inflammation.

In macrophages, and perhaps in other cells,

if levels of cFLIPL are sufficiently high, CASP8

activation andpyroptosis are inhibited (Fig. 4H).

When cFLIPL levels are low, CASP8 homo-

dimers form readily. Fully active CASP8 cleaves

and activates distant targets, and LPS-activated

macrophages rapidly undergo pyroptosis and

secrete IL-1b. CASP3, CASP7, and CASP9 are

dispensable for CASP8-driven pyroptosis in

the absence of cFLIPL. Instead, CASP8 likely

directly activates GSDMD to drive pyroptosis

and the NLRP3 inflammasome to drive IL-

1b maturation and release.
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A sustainable wood biorefinery for low–carbon
footprint chemicals production
Yuhe Liao1*, Steven-Friso Koelewijn1, Gil Van den Bossche1, Joost Van Aelst1, Sander Van den Bosch1,

Tom Renders1, Kranti Navare2, Thomas Nicolaï3, Korneel Van Aelst1, Maarten Maesen4,

Hironori Matsushima4, Johan M. Thevelein3, Karel Van Acker2,5, Bert Lagrain1,

Danny Verboekend1†, Bert F. Sels1*

The profitability and sustainability of future biorefineries are dependent on efficient feedstock use.

Therefore, it is essential to valorize lignin when using wood. We have developed an integrated biorefinery

that converts 78 weight % (wt %) of birch into xylochemicals. Reductive catalytic fractionation of

the wood produces a carbohydrate pulp amenable to bioethanol production and a lignin oil. After

extraction of the lignin oil, the crude, unseparated mixture of phenolic monomers is catalytically

funneled into 20 wt % of phenol and 9 wt % of propylene (on the basis of lignin weight) by gas-phase

hydroprocessing and dealkylation; the residual phenolic oligomers (30 wt %) are used in printing ink

as replacements for controversial para-nonylphenol. A techno-economic analysis predicts an

economically competitive production process, and a life-cycle assessment estimates a lower carbon

dioxide footprint relative to that of fossil-based production.

P
hotosynthetic carbon capture by plant

biomass, as evidenced by the global tree

cover potential of 4.4 billion hectares of

canopy, is likely to be among the most

effective strategies for climate change

mitigation (1). With an average annual produc-

tion of ~10 metric tons of dry biomass per

hectare (2), such nonedible biomass represents

an abundant feedstock of renewable carbon

worldwide and is a prime candidate to sustain-

ably produce fuels, chemicals, and materials

(3, 4). Climate change mitigation through global

forest restoration has the potential to capture

more than 200 billion tons of additional car-

bon at maturity, thereby reducing atmospheric

carbon by about 25% (1). Together with the

exploitation of underused biomass, reforesta-

tion will increase future lignocellulose avail-

ability andoffers great potential for anabundant

and inexpensive supply of renewable carbon,

provided that production and processing are

sustainable.

Petrochemicals are set to become the largest

driver of global oil consumption in the future

(5, 6). A shift from fossil to renewable carbon

resources can decouple chemical production

from fossil resources and the resulting CO2

emissions. However, to be cost and environmen-

tally competitive with fossil-based processes, it

is imperative to maximize feedstock use (7).

Thus, there is a need for holistic biorefinery

concepts that offer biomass valorization with

low energy requirements and high carbon (and

mass) efficiency, thereby providing existing

and new markets with multiple products. The

heterogeneous composition of lignocellulose,

comprising entangled carbohydrate and lignin

biopolymers, complicates its refining into

value-added products. Strategies that extract

high-value platform chemicals from lignin—a

methoxylated phenylpropanoid biopolymer—

are particularly challenging because of lig-

nin’s inherent recalcitrance and heterogeneity

(8–11). Functionalized aromatics such as phe-

nol, rather than hydrocarbons, are among

the most suggested products of lignin conver-

sion, but product yields on lignin weight basis

are currently low (supplementary text ST1 and

figs. S1 and S2).

To address this need, we propose an inte-

grated biorefinery that simultaneously produces

phenol, propylene, and useful phenolic oligo-

mers from in planta wood lignin as well as a

carbohydrate pulp that is amenable to bio-

ethanol production (Fig. 1), thereby achieving

a high carbon (andmass) efficiency. This work

discloses the feedstock, process, and catalysis

requirements (and challenges) and validates

the techno-economic feasibility of producing

(drop-in) chemicals (e.g., phenol and propyl-

ene) from lignin. We also demonstrate the

application and value proposition of the phe-

nolic oligomers.

The first step of our approach rests on a

specific type of lignin-first biorefining, termed

reductive catalytic fractionation (RCF) (12–16).

RCF of lignocellulose yields a solid carbohy-

drate pulp and a lignin oil by the cleavage of

ester and ether bonds as a result of tandem

high-temperature solvolysis, hydrogenation,

and hydrogenolysis either in batch or in

(semi-)continuous mode over a metal cata-

lyst in the presence of a reducing agent, such

as hydrogen. The general consensus is that

stabilization of the reactive intermediates

formed by depolymerization of in planta lignin

prevents formation of unreactive condensed

lignin derivatives (14). Near-complete deligni-

fication of hardwoods, such as birch and poplar,

can be achieved without notable carbohydrate

degradation (16). Besides low–molecular weight

oligomers, the lignin oil contains few phe-

nolic monomers in close-to-theoretical yields,

namely 50 wt % for hardwoods (16). However,

maximal valorization of lignin oil into high-

value products, such as phenol, by technol-

ogy that is profitable—but more importantly,

sustainable—is key in demonstrating the po-

tential of wood biorefineries.

The high yield of structurally similar phe-

nolic monomers from the conversion of wood

lignin prompted us to design a process for

their transformation toward phenol and pro-

pylene by catalytic funneling (fig. S4 and sup-

plementary text ST2). A typical composition

of phenolic monomers (50.5 wt % on lignin

weight basis; Fig. 2A and details in table S1)

after RCF of birch wood inmethanol over com-

mercial Ru/C includes 4-n-propylguaiacol (PG;

19 wt %) and 4-n-propylsyringol (PS; 67 wt %)

as major components, and others including

4-ethylguaiacol (EG) and 4-ethylsyringol. Pine

wood gives a yield of 14.1 wt % of monomers

because of a lower delignification and depo-

lymerization efficiency. Although para-alkyl

substituents are dominant in themonomers,

considerably more polar groups, such as pri-

mary alcohols, remain in the oligomers (figs.

S5 and S6, tables S2 and S3, and supplementary

text ST3). This polarity difference facilitates the

isolation of distinct monomers through a sim-

ple extraction in n-hexane under reflux (sup-

plementary text ST4). This work demonstrates

that a less-than-sixfold mass of n-hexane to

lignin oil allows the cost-efficient extraction of

more than 90 wt % of the lignin monomers

(fig. S7). This procedure provides an optimum

trade-off between extraction efficiency, solvent

usage, and oligomer coextraction. Additional

separations of individual phenolic monomers

are not necessary because the crudemonomeric

extract can be catalytically funneled to the two

products of interest, phenol and propylene.

To do so, the crudemixture ofmonomerswas

first chemo-catalytically hydroprocessed into

n-propylphenols (PPs) and ethylphenols (EPs).

In contrast to previously reported approaches

using (batch) liquid-phase and/or sulfided cata-

lysts on pure compounds (17–20), we pursued

a solvent- and sulfur-free, continuous catalytic

gas-phase hydroprocessing step. This proce-

dure avoids product contamination as well

as additional costs related to solvent loss and

recovery. To establish the catalytic requirements
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for this selective hydroprocessing step, we

initially studied commercially available PG,

a representative monomer of the RCF lignin

oil. The catalytic study explored several com-

mercial metal catalysts (fig. S8). Non-noble

metal Ni catalysts showed the highest PPs

selectivity against other metals (figs. S8 and

S9 and supplementary text ST5). Given the

absence of a selectivity loss upon increased Ni

content (Fig. 2, fig. S8B, and supplementary

text ST5), highly loaded, well-dispersed Ni

catalysts are preferred because of their high

catalytic activity (Fig. 2B). Acidic supports

(e.g., silica-alumina) led to more undesirable

(propyl)cresols (vide infra), whereas redox-active

supports (e.g., anatase TiO2) favored fully de-

oxygenated products such as n-propylbenzene

andn-propylcyclohexane (fig. S8). Therefore, Ni

is preferably supported on inert materials such

as silica (fig. S8 and supplementary text ST5).

After optimization, a 64 wt % of Ni on silica

(64 wt % Ni/SiO2) catalyst reached 84% yield

for PPs and EPs at a productivity of 4.5 kg kg
−1

hour
−1
(figs. S8 and S10 to S12 and supplemen-

tary text ST6). Side products included mainly

n-propylbenzene and propylcresols andminor

amounts of other compounds, such as cresols

and n-propylanisole (fig. S9). Ni/SiO2 (64wt%)

showed slight deactivation but without loss of

selectivity after 72 hours at 285°C (Fig. 2D).

The catalytic performance can be restored by a

reduction treatment (fig. S13).

Next, we investigated the hydroprocessing of

analytically pure representatives of lignin oil

monomers other than PG, such as EG, iso-

eugenol, and PS (the most abundant mono-

mer). For each compound, we observed high

selectivity (75 to 85%) toward PPs and EPs at

(near) complete conversion (Fig. 2E and fig.

S14). Removal of both methoxy moieties in PS

demanded a longer contact time at a higher

temperature, achieving a selectivity for PPs and

EPs of 77% at full conversion. This notable ver-

satility in substrates is pivotal to the concept of

funneling and, hence, to the proposed lignin-

to-phenol strategy, that is, maximal conver-

sion of different methoxylated alkylphenols

to phenol (and propylene or ethylene). Kinetic

studies showed that PG and 3-methoxyl-5-n-

propylphenol were the key intermediates of

PS hydroprocessing (Fig. 2E and fig. S14D).

Furthermore, a detailed study on the domi-

nant reaction pathways revealed the involve-

ment of both demethoxylation and tandem

demethylation-dehydroxylation pathways (figs.

S15 to S18 and supplementary text ST7).

We ultimately moved to the hydroprocessing

of a crude, unseparated mixture of monomers

derived from RCF of pine and birch wood

(Fig. 2E). At close-to-full conversion (>90%),

the selectivity to PPs and EPs was similarly

high for both crude monomer mixtures, yield-

ing a quasi-identical products distribution com-

pared with the reactions on pure compounds

under the same conditions (Fig. 2E, fig. S19,

and table S4). Thus, 64 wt % Ni/SiO2 is robust

to impurities (e.g., 4-methylsyringol) related to

biomass feedstock.Gas chromatographic analysis

showed that methoxy cleavage formed meth-

ane/H2O and no CO/CO2 (fig. S20). Analysis of

the liquid condensate, obtained after condens-

ing the gas-phase hydroprocessing products,

confirmed the presence of mainly PPs and EPs

with minor side products, such as (propyl)

cresols and n-propylbenzene in addition to

water (table S4 and fig. S21). This crude liquid

condensate is used directly in the next de-

alkylation step without intermediate separa-

tion or purification.

We previously reported stable continuous

gas-phase dealkylation of analytically pure alkyl-

phenols (i.e., 4-n-propylphenol and 4-ethylphenol)

to phenol and olefins over a commercial micro-

porous ZSM-5 zeolite (21). Cofeeding of water

was crucial to maintain robust catalytic acti-

vity (22), and hence the presence of water in

the liquid alkylphenol condensate—formed

during hydroprocessing—is beneficial. Given

the higher complexity of the crude alkylphenol

stream (e.g., impurities and bulkier molecules;

table S4), we anticipated that an identical com-

mercial ZSM-5 would be inadequate because

of site-access restriction and coke formation

(fig. S22 and supplementary text ST8.1). To

overcome these concerns, we developed a tailor-

made hierarchical ZSM-5 (Z140-H) catalyst with

a balanced network of micro- andmesopores

(figs. S22 and S24 and table S5). With this

catalyst, we observed near-quantitative and

selective dealkylation of the crude alkylphenol

condensates, giving a combined yield for phenol

and olefines of 82% at high temperatures (Fig. 2,

F and G, and figs. S25 and S26). We assessed the

stability of Z140-H (deliberately at incomplete

conversion) for biomass-derived crude alkyl-

phenol streams (Fig. 2F and fig. S27). Side pro-

ducts were cresols, benzene, and trace amount

of a few others (figs. S28 and S29 and Fig. 2G).

Cresols after separation can be selectively con-

verted to phenol over USY (rather than ZSM-

5) through bimolecular reactions (fig. S30 and

supplementary text ST8.2). Investigation of

the product formation routes revealed the

involvement of carbenium chemistry, includ-

ing isomerization, disproportionation, trans-

alkylation, and C–C cracking (fig. S31). Detailed

kinetic studies (on 4-iPMP, PPs, EPs, and n-

propylbenzene) demonstrated that zeolite hier-

archization is key for the activity and/or

stability (figs. S32 to S35 and supplementary

text ST8). Zeolites with large micropores, such

asUSY, although capable of converting sterically

demanding alkylphenols, lack the (transition-

state) pore confinement for shape-selective con-

version. Confinement of the micropores, such

as in Z140-H, is thus essential to achieve high

selectivity.

This gas-phase technology enables the cata-

lytic funneling of crude (unseparated) mixture
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Fig. 1. Proposed integrated biorefinery process for xylochemicals production from wood. Flow diagram of the chemical process to produce carbohydrate pulp,

phenol, propylene, and phenolic oligomers from wood.
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of lignin monomers (extracted from the RCF

lignin oil) into bio-phenol and bio-propylene

with 20 and 9wt%yields, respectively, on birch

wood lignin weight basis (fig. S37). Using lignin

monomers of pine wood yields lower amounts

of phenol and propylene—6 and 3 wt %,

respectively—because of a lower delignification

and depolymerization efficiency of RCF with

softwoods. Therefore, hardwoods, such as

birch, are the preferred feedstock for prod-

ucing phenol and propylene. The markets for

these two (drop-in) xylochemicals are well

established (fig. S1), so they can be directly

supplied with renewable substitutes. Currently,

the largest share of phenol flows into bisphenol

A (BPA) production. Nonetheless, anticipating

a future, post-BPA era, bio-phenol may be

better employed for producing bio-aniline (via

ammonolysis) and bio-caprolactam in exist-

ing facilities. Given the current uncertainty

regarding final product purity, bio-propylene

may be better suited to produce chemicals,

such as isopropanol (fig. S1).

As mentioned above, RCF of birch also pro-

duces a carbohydrate pulp (65 wt % on wood

weight basis, composed of <10 wt % of lignin,

60 wt % of cellulose, and 19 wt % of hemicel-

lulose) and phenolic oligomers (30 wt % on

lignin weight basis). To ferment both glucose

and xylose, the carbohydrate pulp was sub-

jected to a semisimultaneous saccharification-

fermentation process, reaching a 40.2 g liter
−1

ethanol titer using an enzyme mixture for

saccharification and an engineered yeast strain

(MDS130) under nonoptimized conditions (Fig.

3A and supplementary text ST9). Note that the

presence ofRu/C, originating from theRCFunit,

was tolerated during this biological conversion.

Although we chose conversion of pulp into

bioethanol for demonstration, other appli-

cations such as (news)paper, cardboard (23),

insulation materials (24), and other chemicals

(e.g., isosorbide, 2,5-furandicarboxylic acid, and

1-butanol) are possible as well.

A market for RCF phenolic oligomers (as

obtained as a residue after extraction) is cur-

rently nonexistent. Still, these oligomers have a

high functionality content (3.46 mmol pheno-

lic OH g
−1

and 2.48 mmol aliphatic OH g
−1
)

(fig. S6 and table S3), and they lack the original

phenolic interunit ether linkages (fig. S5 and

table S2). To improve the overall profitability

and sustainability of our proposed biorefinery,

we investigated the potential of these oligomers

to substitute for fossil-based para-nonylphenol

[a debated endocrine disruptor (25)] in litho-

graphic printing ink. Ink production typically

SCIENCE 20 MARCH 2020 • VOL 367 ISSUE 6484 1387

Fig. 2. RCF of wood and catalytic funneling of lignin monomers to phenol

and propylene. (A) RCF of birch and pine wood to lignin monomer, oligomers,

and carbohydrate pulp (details in supplementary materials). (B) Activity of selected

supported Ni catalysts for hydroprocessing of PG (285°C with low conversion

<20%, the data are taken at time-on-stream of 3 hours). (C) Selectivity to PPs

versus PG conversion [285°C at different weigh hourly space velocities (WHSVs)].

(D) Evolution of conversion and products selectivity with time-on-stream over

64 wt % Ni/SiO2 for hydroprocessing of PG (285°C and 6.0 hour−1 WHSV).

(E) Hydroprocessing of different lignin-derived phenolics (over 64 wt % Ni/SiO2:

EG, PG, isoeugenol, and pine-derived monomers at 285°C and 8.2, 6.0, 4.4, and

6.0 hour−1 WHSV, respectively; PS(I), PS(II), and birch-derived monomers at

305°C and 7.1, 5.3, and 5.3 hour−1 WHSV, respectively). The data in (C) and (E)

are taken at time-on-stream of 5 hours. Hydroprocessing constant reaction

conditions: 1 bar of total pressure (0.4 bar of H2 partial pressure). Dealkylation

of the hydroprocessing products from extracted (unseparated) mixture of

monomers of (F) pine and (G) birch wood lignin oils at 410°C over Z140-H with

time-on-stream at WHSV of 3.7 hour−1 and 2.8 hour−1, respectively. C-mol

yield in (F) and (G) represents the carbon molar yield in the product stream.

The theoretical yield (84.7%) in (G) is the maximum combined yield of phenol

and olefins on the basis of the substrate composition (table S4).

RESEARCH | REPORTS



involves a three-step procedure: (i) resin forma-

tion from rosin, polyols, and (nonyl)phenols; (ii)

varnish production by adding rape- and linseed

oil; and (iii) coloration by admixing pigments

(Fig. 3B and figs. S38 and S39). The interme-

diate resin made from RCF birch wood lignin

oligomers did meet industrial specifications,

such as vacuum time and residue on filter

(table S6, figs. S40 to S42, and supplementary

text ST10). Next, the oligomer-based varnish

formed a stable emulsion and showed similar

water balance compared to para-nonylphenol–

based as well as commercial resin–based ink

varnish (table S7, figs. S43 and S44, and sup-

plementary text ST10). Finally, yellow-colored

lithographic printing ink was made by admix-

ing the renewable RCF oligomer-based varnish

with pigments (Fig. 3B). RCF oligomers out-

performed other lignin derivatives, such as me-

thanosolv birch wood lignin and commercial

acetosolv spruce wood lignin. Substitution of

nonylphenol with acetosolv spruce wood lignin

failed because of phase incompatibility and the

formation of observable black aggregates at

the resin stage (supplementary text ST10). This

case study underlines the unexplored market

potential of RCF phenolic oligomers in high-

quality printing ink, in which they could

serve as a renewable substitute for fossil-based

nonylphenol.

On the basis of the experimental data, we

designed a processmodel to perform a techno-

economic analysis (TEA) (Fig. 1 and fig. S45).

The process model integrates the three cata-

lytic steps: (i) RCF of wood, (ii) hydroprocessing

of crudemonomers extract, and (iii) dealkylation

of the crude alkylphenol product stream. In

the first catalytic step, RCF of birch wood pro-

duces a carbohydrate pulp and a lignin oil, the

latter of which is obtained by liquid-solid sepa-

ration and solvent recuperation. From the lignin

oil, monomers are readily isolated in a liquid

n-hexane extraction unit, followed by flash distil-

lation to removen-hexane. The crudemonomers

extract and the RCF off-gas—containingmeth-

ane, which originates from the limited MeOH

conversion in RCF, and H2—are fed to the

second catalytic step. This gas-phase fixed-bed

reactor contains the hydroprocessing catalyst,

Ni/SiO2, to yield alkylphenols. In the third

catalytic step, this crude alkylphenol mix-

ture, containing water, hydrogen, and meth-

ane impurities, is fed without intermediate

purification to the second fixed-bed reactor.

This setup contains the dealkylation catalyst

(Z140-H) to yield phenol and olefins. The

presence of the remaining hydrogen had no

effect on the olefin formation (fig. S36). Next,

product separation in a gas-liquid separator

produces a liquid phenol stream and a gaseous

mixture of water, olefins, H2, and CH4. Finally,

to obtain high purity phenol and propylene,

impurities such as cresols and benzene (in the

phenol fraction) andH2/CH4 (in the olefin frac-

tion) can be removed by distillation. In this

model, side streams related to sugar solubili-

zation (during RCF) and benzene and cresols

formation end up in a wastewater stream.

Methyl acetate, formed by methanolysis of the

acetyl groups in (birch wood) hemicellulose, is

largely separated in the methanol recovery

distillation. Together with the excess H2, CH4,

C2H4, and small amounts of methanol (also

from distillation), methyl acetate is incinerated

to provide heating, cooling, and electricity

through a trigeneration system. The addition

of external energy is not required to operate

the integrated biorefinery. Overall, this process

model design converts 1000 kg of birch wood

into 653 kg of raw carbohydrate pulp (for

bioethanol), 64 kg of lignin oligomers (for

printing ink), 42 kg of phenol, and 20 kg of

propylene (>99%), which corresponds to a

conversion of 78 wt % of the initial biomass

into targeted products (figs. S46 and S47 and

table S8). Possible solvent losses were studied,

indicating a maximum loss of 1.4% of meth-

anol due to (i) distillation, (ii) hydrogenolysis

during RCF, and (iii) incorporation into prod-

ucts (supplementary text ST11).

The TEA of our proposed biorefinery was

calculated for an annual production of 100 kilo-

tons of bio-phenol (i.e., the average scale for

fossil-based phenol production). Among the

different process units, RCF and incineration-

trigeneration are the highest contributors toward

capital expenditures because of the high cost

of pressure reactors and energy integration,

respectively (fig. S48 and supplementary text

ST12). Investing in an incineration-trigeneration

unit is justified, however, by its positive effect

on the manufacture cost because of markedly

reduced energy costs. The highest contribution

to the manufacturing cost is the cost of feed-

stock (birch wood, 158 euros per ton; tables S9

and S10). Given the current pricing (table S9)

of phenol (1300 euros per ton), propylene (830

euros per ton), and crude pulp (400 euros per

ton), and using an estimate for the oligomers

(1750 euros per ton, approaching that of non-

ylphenol), this results in an internal rate of

return of 23% and a payout time of ~4 years

for a plant with a lifetime of 20 years (table

S11). A sensitivity study indicates that feedstock

and product pricing have the largest economic

effect (fig. S49 and supplementary ST12),

whereas the influence of catalyst cost is neg-

ligible as long as the catalyst is sufficiently

recyclable or reusable. In terms of RCF pro-

cess parameters, shorter contact times and

higher biomass concentrations are crucial fac-

tors to improve the profitability of this bio-

refinery, which implies the need to design a

dedicated reactor.

The production of chemicals from biomass

makes sense only if a lower CO2 footprint is

achieved. Thus, in addition to a TEA, we per-

formed a life-cycle assessment (LCA). Our pro-

posed integrated birch wood biorefinery showed

reduced global warming potentials (GWPs) for

phenol (0.736 kg of CO2-equivalent per kilogram

of phenol) and propylene (0.469 kg of CO2-

equivalent per kilogram of propylene) com-

pared with their fossil-based counterparts (1.73

and 1.47 kg of CO2-equivalent per kilogram of

phenol and propylene, respectively; open and

red symbols in Fig. 4, A and B, supplementary

text ST13, and tables S12 to S14). Moreover, the

GWPof the oligomers (proposed as a substitute

for para-nonylphenol with a GWP of >1.58 kg

CO2-equivalent per kilogram of nonylphenol)

and the carbohydrate pulp were calculated to

be −0.949 and −0.217 kg of CO2-equivalent

per kilogram of oligomers and carbohydrate

pulp, respectively (open symbols in Fig. 4, A

and B). These negative values indicate a net

consumption of CO2, that is, a net carbon-

capturing effect for their production. Finally, to

indicateopportunities for sustainability improve-

ment, additional scenarios were analyzed, such

as, (i) the substitutionof nonrenewableH2, which

has a high CO2 contribution, by renewable H2

and (ii) the inclusion of more sustainable forest
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Fig. 3. Valorization of RCF birch wood carbohydrate pulp and phenolic oligomers. (A) Semisimultaneous saccharification-fermentation of carbohydrate pulp

(containing Ru/C catalyst) obtained after RCF of birch wood. (B) Stepwise synthesis of ink from RCF birch wood lignin oligomers (details in supplementary materials).
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CO2-neutral wood biorefining with a total net 
consumption of CO2 (i.e., negative GWP values) 
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biorefinery, 78 and 76%, respectively, of the 
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wood can be economically and sustainably 
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this process will constitute a clear incentive 
to make profitable, renewable, low-carbon 
footprint chemicals via the holistic biorefin-
ing of sustainable wood.

SCIENCE 20 MARCH 2020 • VOL 367 ISSUE 6484 1389

Fig. 4. LCA and carbon flow for the proposed integrated biorefinery based

on birch wood. (A and B) GWPs [in kilograms of CO2-equivalent per kilogram

of product (kg CO2e per kg product)] of phenol, propylene, phenolic oligomers,

and carbohydrate pulp in this birch wood biorefinery with different scenarios

(i.e. several hydrogen sources and/or forest management strategies). The GWPs

are 11.89, 8.20, and 0.97 kg of CO2-equivalent per kilogram of H2 for

nonrenewable H2 I, nonrenewable H2 II, and renewable H2 III, respectively (see

supplementary materials). The GWP of phenolic oligomers from oil refining is the

GWP of fossil-based nonylphenol (>1.58 kg of CO2-equivalent per kilogram of

nonylphenol). (C) Carbon flow of this birch wood biorefinery.
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or decades, says Bridget Carragher, cryo-EM was a “niche, hole-in-the-

wall” field. But in 2017, cryo-EM passed nuclear magnetic resonance 

(NMR) spectroscopy for number of annual entries in the Protein Data 

Bank, the world’s sole repository for 3D structural data on proteins, 

nucleic acids, and large biological molecules. And now it’s gaining on 

the granddaddy of structural methods, X-ray crystallography.   

Carragher leads a cryo-EM facility at the New York Structural Biology 

Center, which is supported by the U.S. National Institutes of Health (NIH) 

and the Simons Foundation. Two other NIH-funded centers are at Stanford 

University and Oregon Health & Science University (OHSU). “The trend 

everywhere is for national cryo-EM facilities,” says Poul Nissen, structural 

biologist at Aarhus University, which is the Danish national facility, together 

with the University of Copenhagen. 

National centers serve a cryo-EM community that is rapidly expanding 

as software and hardware breakthroughs, especially in electron detectors, 

demonstrate how cryo-EM can advance basic research, drug development, and 

even solar-cell technology (1,2). 

Crystallographic resolution—without crystals, but at a cost
Unlike X-ray crystallography, cryo-EM does not require crystallized samples. 

This eliminates a time-consuming step and allows atomic-level reconstructions 
of lumpy complexes and integral membrane proteins that have resisted 
crystallization. It can show conformational changes, such as ribosomes flexing 
their structure as they go through protein synthesis (3).

Cryo-EM works with unstained, aqueous samples. For single-particle analysis 
(SPA), its most common application, researchers drop samples onto a grid that 
is flashcooled by being plunged into liquid ethane. This freezing—or rather 

vitrifying—is so rapid that sample molecules are immobilized with their 
structure preserved and without ice crystals that interfere with transmission 
electron microscopy (TEM). Researchers then take thousands of TEM images 
by beaming electrons through the sample. Molecules caught in random 
orientations scatter the electrons, creating patterns used to generate 3D 
models. 

Craig Yoshioka, codirector of the NIH cryo-EM center at OHSU, points out 
a promising development: Crystallographers who had truncated or mutated 
proteins to coax them into crystals can now study full-length wildtype proteins 
using cryo-EM. “This should better represent targets in their native states,” he 
says, “including with posttranslational modifications like glycosylation.”   

Currently, SPA works best with large samples around 200 kDa, so researchers 
with smaller proteins might turn to microcrystal electron diffraction (microED), 
a cryo-EM method with a larger size range. Another issue with SPA is that it 
uses cell extracts; but inside cells, says University of California, San Diego 
biophysicist Elizabeth Villa, “proteins aren’t floating in water. They’re packed 
with other components, interacting with them, or forming networks that break 
up during extraction.” Villa uses cryo-electron tomography (cryo-ET), which 
images sections of cells or even tissues, to visualize components in situ.

And cryo-EM has an overarching drawback: cost. Top-of-the-line, 
300-kiloelectron volt (keV) cryo-EM machines are around USD 5–7 million, with 
added costs for space, service contracts, and experienced staff. Pharmaceutical 
companies may have in-house facilities or use a company like NanoImaging 

Services. Most cryo-EM clients are from pharma or biotech, says Carragher, a 
cofounder. Example projects include analyzing vaccines, antibodies, and drug 
targets. The company is rare among cryo-EM contractors in owning its own 
equipment, with others often using instruments at partner institutes. 

Major research institutions also invest in cryo-EM facilities, but smaller 
universities can’t afford them. However, scientists including Gabriel Lander’s 
group at Scripps Research have revealed single-angstrom (Å) structures of 
proteins using less-powerful 100-keV or 200-keV microscopes 

Upcoming features

cont.>

Democratizing cryo-EM: Broadening 
access to an expanding field
Cryo-electron microscopy (cryo-EM) yields atomic-level structures of 

megacomplexes and tiny compounds. How can your lab get access to this 

versatile method? By Chris Tachibana  

Genetics—October 9      Immuno-Oncology—November 20

UCSD Biophysicist Elizabeth Villa uses a cryo-EM technique, cryo-ET, to visualize proteins in situ.
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Digital developments
Cryo-EM users uniformly praise software groups for advancing data analysis 

and structure resolution. Open-source software, such as RELION from Sjors 
Scheres at the UK’s Medical Research Council Laboratory of Molecular Biology, 
and work by others including Niko Grigorieff at Janelia Research Campus and 
the University of Massachusetts, have been instrumental to the field, says 
Yoshioka. An up-and-coming computational advance, he notes, is real-time 
processing and reconstruction as data are collected. 

That’s what cryoSPARC Live does. Currently in beta testing, the software 
comes from University of Toronto spinout Structura Biotechnology, run by 
brother-and-sister team Ali Punjani and Saara Virani. CryoSPARC Live adds 
to the cryoSPARC package of SPA tools, including 2D image curation and 3D 
reconstruction without prior structural knowledge.

CryoSPARC Live, Virani says, shows initial images after a few minutes, 
6-Å to 8-Å 3D structures in about an hour, and refined high-resolution 
structures a few hours later. Researchers can make real-time adjustments, such 
as moving the sample to focus on the best areas and deciding how much data 
to collect, saving time and money, she says. With demand for cryo-EM growing 
rapidly, the field is wrestling with commercialization issues. Punjani explains 
that cryoSPARC is free for academic users, while commercial clients such as 
pharma companies must buy a license.

 A computational angle on cryo-EM democratization, Punjani says, is to 
modify algorithms to get better images from lower-end microscopes. Also, 
cloud-hosted computation would let labs rent processing time as needed 
instead of investing in dedicated hardware. 

Full tilt on innovations

“Single-particle will be the bread-and-butter method for high-resolution 

cryo-EM for a while,” Yoshioka says. Advances in other areas extend the size 

range for resolving structures and allow views of the cell interior.

Getting high-resolution images of proteins smaller than 100 kDa pushes the 

limit of current SPA. MicroED, developed by Tamir Gonen’s group, achieves 

atomic resolution for size ranges of complexes larger than 200 kDa to organic 

molecules under 10 carbon atoms. MicroED uses crystals one-billionth the size 

needed for X-ray crystallography, explains Gonen, now at the University of 

California, Los Angeles (UCLA). In microED, vitrification protects samples 

so that diffraction patterns are generated by rotating a single microcrystal 

through an electron beam, capturing all angles for 3D reconstruction of its 

molecules. 

Gonen used microED to visualize structural changes in a channel as a sodium 

ion passed through. “Because we used crystals containing only about 1,000 

units,” he says, “we could tease out smaller differences and capture a transition 

state” (6).

Medicinal chemists, forensic scientists, and drug developers are excited 

about the “powder-to-structure” application of microED. Gonen’s group and 

others published methods for 30-min identification of small molecules such as 

ibuprofen or biotin by structure, including in mixtures (7).

Gonen has worked with Thermo Fisher Scientific to develop relatively 

easy-to-use microED hardware and software. “You don’t need to know much 

now to get a sample into a ‘scope and collect data. It could make microED more 

available to the community,” he says. Steve Reyntjens, Thermo Fisher’s director 

of product marketing, says the microED package is easy to add as an optional 

item on new microscopes or as a retrofit to existing instruments. 

The David Geffen School of Medicine at UCLA has a microED center that 

works with academic and industry scientists and offers microED training, 

including at an annual summit coming up in October 2020 (8).

 Cryo-ET reveals cellular contents not as they appear in textbooks 

or videos “with empty space, a particle, then empty space,” says 

Villa. It shows cells jam-packed with molecules. 

(4) that cost USD 1–2 million. These results encourage scientists who call for 

democratizing cryo-EM with more affordable, workhorse instruments (5). 

Community service
Cryo-EM access should increase thanks to the new NIH centers, which have 

cutting-edge equipment and a focus on service and training—center personnel 
are not allowed to be coauthors on users’ publications. At full capacity, the 
OHSU site will be collecting data 24/7 on 200–300 active projects at a time and 
training 50-plus visiting scientists a year, Yoshika estimates. He expects up to 
hundreds of reconstructions per year per center. 

And services are free. “You write a proposal,” Carragher says, “and if it’s 
accepted based on criteria, such as scientific merit, feasibility, and need, you 
get cryo-EM time.” This model is similar to national synchrotron facilities, 
and many, such as the United Kingdom’s Electron Bio-Imaging Centre at the 
Diamond Light Source (Oxfordshire) and the Brazilian Nanotechnology 

National Laboratory (LNNano) of the Brazilian Center for Research in Energy 
and Materials (Campinas), are located close to synchrotrons.

LNNano is the only cryo-EM facility in Latin America, and is supported by 
government and State of São Paulo funding. Industrial clients are charged for 
services, but service and training are free for academic researchers after project 
evaluation, says LNNano researcher Rodrigo Portugal.

LNNano Senior Scientist Marin van Heel says cryo-EM is a powerful tool for 
structure-based drug and vaccine design, so it is essential in the region because 
of “big needs, like in neglected diseases such as Zika.” SPA research is underway 
at LNNano with collaborators in Brazil, Peru, Uruguay, and Argentina. 

Besides cost, the major burden at LNNano facilities is brain drain. Despite 
holding multiple workshops and the annual Brazil School for Single Particle 
Cryo-EM, “people get headhunted away to a center or pharma company in 
another country,” van Heel says.

“It’s THE issue”

Cryo-EM software and hardware have “advanced amazingly,” Yoshika 
says, “but it can still be difficult to reliably take any protein from a gene 
to a structure.” Cryo-EM doesn’t require large crystals, but sample purity, 
heterogeneity, and concentration are still important.

“Sample prep isn’t an issue,” says Carragher, “it’s THE issue.” During 
vitrification, “particles glue themselves together, stick 

to the air–water interface, adopt sulky 
conformations, or fall apart.” Commercial 

automated systems make sample 
preparation more reliable. 

However, a downstream 
challenge is caused by 

terabytes of data that 
require dedicated 

workstations.
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Cryo-EM microscopes help scientists visualize biological molecules 
at an atomic scale, such as this LRKK2 protein in Parkinson's disease.
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Instead of analyzing images of extracted proteins or complexes as SPA does, 
cryo-ET collects data on one cell, getting multiple views by tilting it on a grid. 
Averaging the images in a process similar to SPA results in 3D reconstructions. 

TEM requires samples thinner than most cells, so researchers like Villa pair 
cryo-ET with focused ion-beam (FIB) micromachining. Villa credits Mike Marko 
at the New York State Department of Health for showing that this typical 
materials science method is feasible for vitrified samples. As a postdoc in 
Wolfgang Baumeister’s lab at the Max Planck Institute of Biochemistry in 
Munich, Germany, Villa helped advance the technique.

 Cryo-FIB uses a special cryo-EM instrument that aims a beam of large ions, 
such as gallium, across a vitrified sample to plane it down. “You blast it on the 
top and bottom until you have a window sustained by the sides of the cell that 
is thin enough for cryo-ET,” Villa says. If a cell’s tomography shows multiple 
copies of a protein or complex, subtomogram averaging of individual images 
of that molecule can reconstruct its 3D structure.

Villa’s lab added correlative light and electron microscopy (CLEM) to cryo-ET 
to determine the 14-Å structure of LRRK2. The researchers tagged the protein, 
which is involved in Parkinson’s disease, to locate it in cells using CLEM. Then 
they used FIB to mill down the cells for cryo-ET to obtain in situ 3D structures 
of LRRK2, including its close association with microtubules (9). LRRK2 can’t be 
crystallized, “but with cryo-ET and subtomogram averaging, we solved the 
structure while it was still in the cell,” Villa says.

According to Villa, improvements ahead for cryo-ET include developing 
specialized TEM grids for growing cells before inducing a change, such as 
stimulating neurons or exposing human cells to medicines. Researchers using 

light microscopy could choose when to vitrify the sample for cryo-ET, Villa says, 
“to see at high resolution what happened at the point you did something to 
the cell.”

Sample preparation for cryo-ET is low throughput, but a variation of CLEM 
with multiplexed fluorescent markers, developed by John Briggs’ group at 
the European Molecular Biology Laboratory in Germany, could more quickly 
identify cells for cryo-ET. Cryo-ET will allow observation of molecules in their 
native environment and in whole tissues, such as molecular views of “the 
connectome” of neuron-to-neuron interactions, Nissen says. The Thermo  
Fisher second-generation FIB instrument, notes Reyntjens, has cryo-liftout 
capability for manipulating miniscule samples cut from vitrified tissue thinned 
to 100 nm–150 nm and transferred to a cryo-EM instrument for tomography.

NIH will soon launch national cryo-ET centers. The current cryo-EM centers, 
Carragher explains, collect tomograms if users have samples ready for cryo-ET. 
The national centers will provide access to equipment, plus assistance with 
tricky cryo-ET specimen preparation.

In addition to developments like CLEM, structural analysis that combines 
cryo-EM with data from multiple sources is on the rise. “Increasingly, people 
use crystallography, NMR, CLEM, mass spec—everything out there—to get an 
answer,” Carragher says. “But if we want these tools in everyone’s toolkit, they 
need to be more accessible.”

New ambitions 

Along with solving the access problem, Nissen observes, the field should 

shift its perspective from focusing only on structures to “asking what the 

structure is doing in the cell in its native state. Getting label-free, time-

resolved structures in natural contexts is the ultimate goal and also a new level 

of ambition to instill in students and postdocs.”

Nissen and others predict increasing industry use of cryo-EM for developing 

antibody therapeutics, small molecule drugs, and diagnostics. “We should also 

work with the medical community on unmet diagnostic needs,” he says, “where 

histology doesn’t show good differences between disease and healthy tissue. 

We might find molecular differences in tissues [by also] using cryo-ET.”

van Heel, who helped develop cryo-EM and has watched its use grow, says 

about working in the field, “It’s challenging at the moment, but it’s a great 

time to be alive. There’s no time for vacation.”
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Craig Yoshioka, codirector of the NIH cryo-EM center at Oregon Health & Science University, 
stands in front of one of his facility’s cryo-EM instruments.
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Cryo-EM Pucks

The Cryo-EM Puck basic lab starter kit 

is ideal for those just starting to use 

cryo-electron microscopy (cryo-EM) 

and for smaller projects or labs. The 

kit helps with organizing, tracking, and 

shipping your samples on grids for 

single-particle analysis and other cryo-

EM applications. It includes 10 MiTeGen 

2nd Generation Cryo-EM Pucks; one 

cane for storing your pucks; one cane 

for shipping them; one grasping tong for 

handling them safely and securely; and Cryo-EM Puck barcoding 

and serialization for organizing and tracking your samples. Our 

kits can be customized as needed.

MiTeGen

For info: 877-648-3436

www.mitegen.com

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this 

space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not 

implied. Additional information may be obtained from the manufacturer or supplier.

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/about/new-products-section for more information.

Imaging Filter
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researchers can maximize their cryo-EM and cryo-electron 

tomography (cryo-ET) capabilities to gain further insight into system 
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full frames per second. The BioContinuum comes with an optional, 

inline, GPU-based motion correction that saves researchers the 

need to save terabytes of raw frames. 

Gatan
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www.gatan.com

Cryo-Electron Microscope

JEOL announces the CRYO ARM 300 Field Emission Cryo-Electron 

Microscope for automatic, unattended acquisition of image data for 

single-particle analysis. The system is composed of an autoloading 

specimen stage (of up to four grids) cooled to liquid nitrogen 

temperatures and a cryo-storage device for long-term storage of 
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produces a high-brightness electron beam with a very small energy 
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ARM 300 incorporates JEOL Automated Data Acquisition System 
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The hole-free phase plate consists of a thin, continuous carbon 
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substantial improvement in image contrast of frozen-hydrated 

specimens. 

JEOL
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www.jeolusa.com

Cryo-EM Kit

Our “Introduction to Cryo-EM” Consumables Kit provides the 

basic requirements for getting started with grid preparation, and 
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techniques, test suitability, and explore other product ranges. It 

includes a pack of R2/2 Quantifoils on 400-mesh copper grids. A 

variety of cryo grid boxes are supplied for grid storage; the round 

boxes are compatible with most plunge freezers, and the type 

of grid box chosen is usually based on personal preference. The 
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ESD epoxy-coated stainless steel with antimagnetic properties, and 

the component handling tweezers, which are useful for handling 

grid boxes with the screw type lid.
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Cryo Grid Box Tweezers
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cryo grid box–handling tweezers, specially designed for handling 

the small cryo grid boxes used for storing transmission electron 

microscopy (TEM) grids under liquid nitrogen. These tweezers can be 

used with the EM-Tec GB-4 cryo grid box and other cryo grid boxes 

of similar design with a rotating lid and a central screw to hold the 


��!�6������������������
��!#( ������������������������
�
���������

for screw-head sizes .03 mm–.06 mm. The length of these tweezers 
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Cryo-EM Grid Box

The SWISSCI Cryo-EM Grid Box is made from a special polymer 

formulation that ensures no static charging occurs at cryogenic 

temperatures. It has four diamond-shaped slot positions, each 

having its own number indicated on the side. No special tools are 

required, since the lid is rotated with standard laboratory tweezers. 

Individually numbered Pressure Adhesive Cryo Labels are supplied 

with the boxes, giving the consumer a convenient alternative to 
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common cryo-EM sample mounting and storage devices. Its low cost 
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number and preventing sample mix-ups.

SWISSCI
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www.swissci.com/cryo-em-grid-box



HIGH-LEVEL
GLOBAL TALENTS
RECRUITMENT
Welcome back to hometown.

Thousands of academic job vacancies are in fast-developing China.

2020 Global Online Job Fair

March 25, 2020 Northeast China Doctoral Talents Recruitment

April 09, 2020 Southwest China Doctoral Talents Recruitment

April 17, 2020 Southeast China Doctoral Talents Recruitment

April 24, 2020 Specialty Session (Engineering)

May 08, 2020 North and Northeast China Doctoral Talents Recruitment

May 09, 2020 Hong Kong, Macao and Taiwan Doctoral Talents Recruitment

May 15, 2020 High-level Global Talents Recruitment

Qualification for Applicants

Global scholars, Doctor and Post-doctor

Key Disciplines

Life Sciences, Medicine, Material Sciences, Physical Sciences

Participating Approach

Please send your CV to consultant@acabridge.edu.cn for

2020 Global Online Job Fair

JobVacancies in China'sUniversities and Institutes

Please visit https://www.acabridge.edu.cn/

Contact consultant@acabridge.edu.cn

ScantheQRcodetoapplyfor

2020GlobalOnlineJobFair
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Produced by the Science/AAAS Custom Publishing Ofce.

FOR RECRUITMENT IN SCIENCE, THERE’S ONLY ONE SCIENCE.

SCIENCECAREERS.ORG

To book your ad, contact:
advertise@sciencecareers.org

The Americas

202 326 6577

Europe

+44 (0) 1223 326527

Japan

+81 3 6459 4174

China/Korea/Singapore/

Taiwan

+86 131 4114 0012

Cancer
Research
Issue date: April 10

Book ad byMarch 26

Ads accepted until April 3 if space allows

SPECIAL JOB FOCUS:

What makes Science the best choice for recruiting?

§ Read and respected by 400,000 readers around the globe

§ Your ad dollars support AAAS and its programs, which

strengthens the global scientifc community.

Why choose this job focus for your advertisement?

§ Relevant ads lead oS the career section with a special

cancer research banner

§ Bonus distributions:

American Association for Cancer Research,

April 24-29, San Diego, CA

AACR Career Fair, April 25, San Diego, CA.

Expand your exposure by posting your print

ad online:

§ Additional marketing driving relevant job seekers to

the job board.

Deliver your message to a

global audience of targeted,

qualifed scientists.

subscribers in print every week

129,566

yearly unique active job seekers

searching for cancer research jobs

26,776

yearly applications submitted

for cancer research positions

25,690
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For your career in science, there’s only one

myIDP: A career plan customized
for you, by you.

In partnership with:

Visit the website and start planning today!

myIDP.sciencecareers.org

Features in myIDP include:

 Exercises to help you examine your skills, interests, and values.

 A list of 20 scientifc career paths with a prediction of which ones best

ft your skills and interests.

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

The USDA, Agricultural Research Service,
Grand Forks Human Nutrition Research
Center in Grand Forks, ND, is seeking a full
time POSTDOCTORAL RESEARCH
ASSOCIATE, (Research Chemist) for
a TWO-YEAR APPOINTMENT. Ph.D.
is required. Salary is commensurate with
experience ($62,236- $80,912per annum) plus
benefts. Citizenship restrictions apply.

The incumbent will develop and implement
mass spectrometry-based analytical methods
for lipidomic characterization of dairy
products. Knowledge of the principles,
theories and practices of chemistry, analytical
chemistry and a working knowledge of
analytical instrumentation including mass
spectrometers are desirable. Send application
materials including curriculum vitae,
transcripts, and references to:

Dr.Matthew Picklo,

Grand Forks Human Nutrition

Research Center

2420 2ndAve N

Grand Forks, ND 58203

or

e-mail matthew.picklo@usda.gov

USDA/ARS is an Equal Opportunity
Provider and Employer.

AAAS.ORG/COMMUNITY

Where Science

Gets Social.



I live in Xuzhou, China—roughly 

500 kilometers from Wuhan, 

the epicenter of the COVID-19 

pandemic. Unlike Wuhan, my city 

isn’t on lockdown, but residents 

have been discouraged from go-

ing outside and many businesses 

and institutions are closed. I’ve 

spent most of the past 2 months 

at home, along with my wife and 

daughter, fearful of the future 

and wondering when life will get 

back to normal.  

Thankfully, none of my family 

members, friends, or colleagues 

have tested positive for the novel 

coronavirus. Working from home 

is also possible for me because my 

research doesn’t involve lab work. 

But the spread of the virus and 

the rapidly rising death toll have 

weighed heavily on my mind. I’ve 

found it difficult to sleep. I’ve also had trouble focusing on 

work. One day early in the outbreak, I sat down at my com-

puter intending to write a grant proposal. But all I could do 

was stare at the screen. 

Years ago, I’d heard that Taoism philosophies were helpful 

for finding internal peace. So, I decided to listen to a few re-

cordings. One instructed listeners to “govern [yourself] by do-

ing nothing that goes against nature.” That resonated with me 

because I realized that I’d been trying to push my anxieties 

aside and force myself to concentrate on work—an approach 

that wasn’t working because it didn’t feel natural. From then 

on, I told myself that it was OK to feel anxious, even if it im-

peded my work. That helped to lessen my internal struggles.

Over the past 2 months, I’ve also learned how to teach 

courses online, and I have found unexpected joy in that 

process—even though I struggled at first. There were mul-

tiple online teaching platforms to choose from, and I didn’t 

know which one was best or how to use it. I opted for a 

platform that had a large server, thinking that it would 

cope better with heavy usage. My 

university provided some help-

ful guidance, and I also learned 

through trial and error.

My first lecture was especially 

difficult because I couldn’t see 

the students’ faces. I was accus-

tomed to lecturing in front of an 

audience. Online, I felt like I was 

speaking at my students but not 

getting anything in return. I com-

municated with a few of them 

afterward to get their feedback 

and they agreed with me, say-

ing that I needed to find a way 

to make my lectures more inter-

active. So, I started to encourage 

my students to leave questions 

for me in the platform’s comment 

section during my lectures.

Almost immediately, my stu-

dents started peppering me with 

questions. I was surprised by the level of engagement. In 

a normal classroom setting, they are afraid to raise their 

hands; most wait until after the lecture is over to ap-

proach me and ask a question. But online, students were 

more comfortable sharing their questions in front of the 

entire class. That was a great outcome because if one stu-

dent has a question, it’s likely that another student has 

the same question and would benefit from hearing the 

answer. I’ve also been pleased to see from the homework 

assignments that they are following my teaching well.

China was the first country to close its universities, but over 

the past month, universities in Italy, the United States, and 

elsewhere have made similar moves. I hope that my story can 

provide inspiration for academics who are fearful of what’s to 

come. It’s OK to feel anxious. But I’d also recommend staying 

open to change. You never know what you’ll learn. j

Kai Liu is an associate professor at Jiangsu Normal University in Xuzhou, 

China. Send your career story to SciCareerEditor@aaas.org.

“I’ve spent most of the past 
2 months at home … wondering when 

life will get back to normal.”

How I faced my coronavirus anxiety

I
n early February, I was working from home when I received a message informing me—and all the 

other professors at my university in China—that courses would be taught online because of the 

novel coronavirus. I was already feeling anxious about the mounting epidemic, and my university 

had locked its doors a few days earlier. Then, when I realized I’d have to teach students online, my 

anxiety level grew. I didn’t have any experience with online teaching platforms. I was also skepti-

cal about how effective they’d be. “How will I gauge the students’ reactions to my lectures through 

a computer screen?” I wondered. “Will they learn anything?”

By Kai Liu
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CALL FOR PAPERS

ARTICLE PROCESSING CHARGES WAIVED UNTIL 2023

Advanced Devices & Instrumentation is an online-only open access journal published in afliation with Beijing

Institute ofAerospaceControl Devices (BIACD)anddistributedby theAmericanAssociation for theAdvancement

of Science (AAAS). Advanced Devices & Instrumentation aims to publish the latest investigations on novel ideas,

methods, and techniques for the development and manufacture of advanced devices and instrumentation, as well as

novel and practical solutions for existing applications.

Submit your research to Advanced Devices & Instrumentation today!

Learn more at spj.sciencemag.org/adi

The Science Partner Journals (SPJ) program was established by the American Association for the Advancement of Science (AAAS), the
non-proft publisher of the Science family of journals. The SPJ program features high quality, online-only, editorially independent open-
access publications produced in collaboration with international research institutions, foundations, funders and societies. Through these
collaborations,AAAS expands its eforts to communicate science broadly and for the beneft of all people by providing a top-tier international
research organization with the technology, visibility, and publishing expertise that AAAS is uniquely positioned to ofer as the world’s largest.

Visit us at spj.sciencemag.org

@SPJournals@SPJournals



SigmaAldrich.com/Stericup-E

69%

48%
Reduced
Plastics

Up to

Reduced
Packaging

Up to

Stericup® E family of sterile

filters thread directly onto

virtually any media bottle
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REDESIGNED
WITH ALL OF US

IN MIND
Introducing the Stericup® E and Steritop® E
sterile filtration devices—evolved with an
eco-conscience.

This progressive rethinking of filter design reduces

your lab’s environmental impact by eliminating the

need for a receiver funnel, significantly decreasing

packaging and biohazardous waste.

Expect the same faultless filtration you trust from

Stericup® devices—and leave a smaller footprint.

The life science business
of Merck KGaA, Darmstadt,
Germany operates as
MilliporeSigma in the
U.S. and Canada.

*Up to 48% plastic reduction and 69% packaging reduction (depending on
receiver volume), derived from comparison to traditional Stericup® sterile filters.

© 2019 Merck KGaA, Darmstadt, Germany and/or its affiliates. All Rights
Reserved. MilliporeSigma, the vibrant M, Millipore and Stericup are trademarks
of Merck KGaA, Darmstadt, Germany or its affiliates. All other trademarks are
the property of their respective owners. Detailed information on trademarks is
available via publicly accessible resources.
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