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D
o me a favor, speed it up, speed it up.” This is what

U.S. President Donald Trump told the National

Association of Counties Legislative Conference,

recounting what he said to pharmaceutical ex-

ecutives about the progress toward a vaccine for

severe acute respiratory syndrome–coronavirus 2

(SARS-CoV-2), the virus that causes coronavirus

disease 2019 (COVID-19). Anthony Fauci, the long-time 

leader of the National Institute of Allergy and Infectious 

Diseases, has been telling the president repeatedly that 

developing the vaccine will take at least a year and a 

half—the same message conveyed by pharmaceutical ex-

ecutives. Apparently, Trump thought that simply repeat-

ing his request would change the outcome. 

China has rightfully taken criticism for squelching 

attempts by scientists to report information during the 

outbreak. Now, the United States government is doing 

similar things. Informing Fauci and other government 

scientists that they must clear all public comments 

with Vice President Mike Pence is 

unacceptable. This is not a time 

for someone who denies evolution, 

climate change, and the dangers 

of smoking to shape the public 

message. Thank goodness Fauci, 

Francis Collins [director of the 

U.S. National Institutes of Health 

(NIH)], and their colleagues across 

federal agencies are willing to sol-

dier on and are gradually getting 

the message out.

While scientists are trying to share 

facts about the epidemic, the administration either blocks 

those facts or restates them with contradictions. Trans-

mission rates and death rates are not measurements that 

can be changed with will and an extroverted presentation. 

The administration has repeatedly said—as it did last 

week—that virus spread in the United States is contained, 

when it is clear from genomic evidence that community 

spread is occurring in Washington state and beyond. That 

kind of distortion and denial is dangerous and almost cer-

tainly contributed to the federal government’s sluggish 

response. After 3 years of debating whether the words of 

this administration matter, the words are now clearly a 

matter of life and death.

And although the steps required to produce a vaccine 

could possibly be made more efficient, many of them 

depend on biological and chemical processes that are 

essential. So the president might just as well have said, 

“Do me a favor, hurry up that warp drive.”

I don’t expect politicians to know Maxwell’s equa-

tions for electromagnetism or the Diels-Alder chemical 

reaction (although I can dream). But you can’t insult 

science when you don’t like it and then suddenly in-

sist on something that science can’t give on demand. 

For the past 4 years, President Trump’s budgets have 

made deep cuts to science, including cuts to funding 

for the Centers for Disease Control and Prevention and 

the NIH. With this administration’s disregard for sci-

ence of the Environmental Protection Agency and the 

National Oceanic and Atmospheric Administration, 

and the stalled naming of a director for the Office of 

Science and Technology Policy—all to support political 

goals—the nation has had nearly 4 years of harming and 

ignoring science.

Now, the president suddenly needs science. But the 

centuries spent elucidating fundamental principles 

that govern the natural world—evolution, gravity, 

quantum mechanics—involved laying the groundwork 

for knowing what we can and can-

not do. The ways that scientists 

accumulate and analyze evidence, 

apply inductive reasoning, and 

subject findings to scrutiny by 

peers have been proven over the 

years to give rise to robust knowl-

edge. These processes are being 

applied to the COVID-19 crisis 

through international collabora-

tion at breakneck, unprecedented 

speed; Science published two new 

papers earlier this month on SARS-

CoV-2, and more are on the way. But the same concepts 

that are used to describe nature are used to create new 

tools. So, asking for a vaccine and distorting the sci-

ence at the same time are shockingly dissonant.

A vaccine has to have a fundamental scientific basis. 

It has to be manufacturable. It has to be safe. This could 

take a year and a half—or much longer. Pharmaceutical 

executives have every incentive to get there quickly—

they will be selling the vaccine after all—but thankfully, 

they also know that you can’t break the laws of nature 

to get there.

Maybe we should be happy. Three years ago, the 

president declared his skepticism of vaccines and tried 

to launch an antivaccine task force. Now he suddenly 

loves vaccines.

But do us a favor, Mr. President. If you want something, 

start treating science and its principles with respect.

–H. Holden Thorp

Do us a favor

H. Holden Thorp

Editor-in-Chief, 

Science journals. 

hthorp@aaas.org;

@hholdenthorp

Published online 11 March 2020; 10.1126/science.abb6502
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Coronavirus disruptions deepen
INFECTIOUS DISEASE |  The spread of the 

novel coronavirus in the United States 

is scuttling plans at federal agencies and 

scientific societies. Travel disruptions have 

prompted NASA to postpone until later 

this year three aircraft-based research 

campaigns that were set to fly this spring. 

NASA’s Ames Research Center closed 

its doors to all nonessential personnel 

and moved its staff to telework after an 

employee tested positive for COVID-19, 

the illness caused by the coronavirus. The 

National Science Foundation announced 

that grant proposal review panels would be 

held virtually for at least the next 2 weeks. 

And the National Institutes of Health said 

that for 30 days, grant review panels and 

meetings “that are not mission critical” 

should be held virtually, postponed, or 

canceled. The Conference on Retroviruses 

and Opportunistic Infections, the larg-

est annual HIV/AIDS meeting held in the 

United States, opted to go virtual just 

2 days before its start on 8 March, noting 

that “infectious disease physicians are 

urgently needed to care for patients with 

COVID-19 in their own institutions.” And 

the American Chemical Society, which 

was expected to host more than 10,000 

researchers at its annual meeting in 

Philadelphia from 22–26 March pulled the 

plug on the event, saying the gathering 

would be “inadvisable and impractical” 

given the virus’ spread in the area.

Virus curbs North Korean TB work 
PUBLIC HEALTH |  North Korea watch-

ers warn that the country’s aggressive 

measures to defend itself against the 

coronavirus are hobbling efforts to combat 

tuberculosis (TB) and other infectious dis-

eases. The incidence of COVID-19 in North 

Korea is unknown. But the nation has 

stopped the flow of most goods and people 

across its borders, and its state media says 

the restrictions will remain until the virus 

has stopped spreading or a vaccine is avail-

able. Three cargo containers of first-line TB 

drugs are among hundreds held up in the 

nearby port of Dalian, China, says a U.S.-

based humanitarian organization official 

who requested anonymity. The official 

NEWS
I N  B R I E F

“
Refusal of the challenge was not an option.

”Virginia seventh grader Alexander Mather, on entering NASA’s contest 

to name its next Mars rover. His proposal, Perseverance, was the winner.

Edited by Kelly Servick

C
RISPR gene editing is being tried inside someone’s body for the 

first time. Researchers at Oregon Health & Science University 

(OHSU) reported last week that they’ve used the technique to 

treat a person who has an inherited form of blindness called 

Leber congenital amaurosis 10. It’s caused by a gene mutation 

in retinal cells that disrupts production of a protein needed to 

convert light to electrical signals. Previous CRISPR trials have edited 

cells outside the body and reinserted them, and an older gene-editing 

tool has been used to modify patients’ liver cells in the body. In the 

new trial, sponsored by Allergan and Editas Medicine, researchers in-

jected under the patient’s retina a harmless virus carrying DNA for the 

CRISPR gene-editing molecules. The gene editor cuts out the disease-

causing mutation and allows the cell to stitch the gene back together. 

OHSU researchers hope the gene will be repaired in one-tenth to one-

third of the patient’s retinal cells. The modification is not passed on to 

offspring. The researchers expect it will take up to 1 month to deter-

mine whether the patient has any restored vision. The trial will test the 

therapy’s safety and preliminary effectiveness in 18 adults and children.  

A gene-editing trial aims to restore function to light-converting retinal cells (rodlike structures, center).

BIOMEDICINE

Blindness trial marks a CRISPR milestone
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notes that North Korea’s supply of such 

drugs is expected to run out by June, and 

that treatment lapses in patients infected 

with multidrug-resistant TB strains 

can lead to even more recalcitrant strains.

EPA advisers pan water rule
ENVIRONMENTAL SCIENCE |  Advisers 

have criticized as scientifically unfounded 

a decision by the U.S. Environmental 

Protection Agency (EPA) to narrow the 

scope of protections under the Clean 

Water Act—changes that would leave 

about half of U.S. wetlands vulnerable to 

being harmed or destroyed. In a rule final-

ized 23 January that reversed one issued 

under former President Barack Obama, 

the Trump administration asserted that 

only “navigable waters” qualify for protec-

tion; the new policy omits streams that 

dry up occasionally and wetlands joined 

to lakes or rivers only via groundwater. 

In a 27 February letter to the agency’s 

head, EPA’s Science Advisory Board 

objected, citing research findings that 

indirect connections with larger water 

bodies make these smaller sites important 

for water quality and ecological health. 

The advisers also warned that irrigation 

canals—excluded from protection under 

the new rule—can contaminate crops with 

dangerous bacteria.

DRC counts down to Ebola-free
INFECTIOUS DISEASE |  The 19-month Ebola 

outbreak in the Democratic Republic of the 

Congo may be nearing an end. Last week, 

a treatment center in Beni released its final 

patient, starting the 42-day countdown—

two 21-day incubation periods—until 

officials can declare the outbreak over. Since 

August 2018, at least 3310 people have 

been infected with Ebola and 2130 have died. 

Attacks on treatment centers have killed 

another 11 health care workers and patients 

and injured 86. Officials are watching 

carefully for new infections—inaccessible, 

war-torn areas could still see cases, and 

some patients can transmit the virus months 

after recovery. But WHO Director-General 

Tedros Adhanom Ghebreyesus said the 

3 March announcement was a very welcome 

gift on his 55th birthday. 
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NIH NSF DOD DOE NASA USDAEbb and flow of 
U.S. training
A decade of flat budgets 

caused the number of 

graduate students funded 

by the National Institutes 

of Health (NIH) to dip 

below the total for the 

much smaller National 

Science Foundation. But 

NIH is likely to regain its 

lead thanks to a string 

of healthy increases that 

began in 2016.

BIOMEDICINE

‘London patient,’ still 
HIV-free, goes public

A 
40-year-old former chef, Adam Castillejo, 

revealed this week that he is the “London 

patient,” the second person in the world 

that physicians believe has been cured of an 

HIV infection. “I want to be an ambassador 

of hope,” he told The New York Times. Castillejo’s 

doctor first described his case last year at an 

HIV/AIDS conference and in a Nature paper. 

At that point, no HIV had been detected in 

Castillejo’s blood for 18 months after a stem cell 

transplant to treat a life-threatening blood cancer, 

but his doctor was reluctant to call him cured. 

A similar transplant, with bloodmaking stem 

cells bearing a mutation that made them 

resistantto HIV, led to the 2007 cure of Timothy 

Ray Brown, known as the “Berlin patient.” That 

Castillejo remains HIV-free “suggests that the 

Berlin patient is not a one-off case,” says stem cell 

researcher Deng Hongkui of Peking University, 

whose group has tried—so far unsuccessfully—to 

mimic the resistant mutation in donor stem cells 

using the genome editor CRISPR. For now, this 

cure isn’t widely applicable because excellent HIV 

drugs exist and stem cell transplants have seri-

ous side effects that restrict their use to people 

with other serious conditions.
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U.K. to test TB vaccine in cows 
WILDLIFE  MANAGEMENT |  After years of 

controversy, the U.K. government is shift-

ing its approach to bovine tuberculosis 

(bTB), a disease that leads to the culling 

of more than 30,000 cows per year. The 

disease has been hard to eliminate, in 

part because badgers can spread it to 

cattle; shooting the wild animals has led 

to protests. Last week, the Department 

for Environment, Food & Rural Affairs 

outlined a plan to phase out badger 

culling and to trap and vaccinate more 

badgers. Adopting recommendations 

from an independent scientific review 

of the government’s 25-year strategy 

(Science, 16 November 2018, p. 729), the 

agency says it will conduct field trials 

for a more sensitive bTB test to catch 

outbreaks sooner. It also plans to fund 

testing of a cattle vaccine that might be 

deployed within 5 years. 

MeTooSTEM backs founder
WORKPLACE |  The board of MeTooSTEM 

last week stood behind the group’s 

embattled founder, BethAnn McLaughlin, 

despite recent calls for her resignation. 

McLaughlin, who launched the nonprofit 

in 2018 to support survivors of sexual 

harassment in science, has been under 

fire from former group members who 

allege that she bullies colleagues and 

sidelines women of color. In a 2 March 

statement, the board said it had asked 

McLaughlin “to continue to serve in a 

leadership position.” McLaughlin said she 

was “heartened by the board’s response.” 

The board includes McLaughlin’s brother, 

John McLaughlin; Nobel laureate Carol 

Greider, a biologist at Johns Hopkins 

University; and Vicki Lundblad, who sued 

the Salk Institute for Biological Studies 

for gender discrimination in 2017. The 

lawsuit was settled out of court.

Europe aims for zero emissions 
CLIMATE CHANGE |  The European 

Commission last week unveiled legislation 

that would make the bloc of 27 nations 

climate neutral by 2050, turning into law 

promises made last year by every mem-

ber except Poland. The proposed law, 

which requires approval by the European 

Parliament and its member states, would 

reduce net greenhouse gas emissions to zero 

by 2050 across the entire bloc; some nations 

could overachieve to offset laggards. The law 

doesn’t mention targets for 2030, a more con-

tentious issue. Activists, including Swedish 

teenager Greta Thunberg, have urged the 

European Union to improve on its current 

2030 goal of 40% reductions. The commis-

sion says it intends to put forth a plan by 

September to raise that target to at least 50%.

SCIENCEMAG.ORG/NEWS

Read more news from Science online.

156
kilometers

Proximity to the North Pole of the 

MOSAiC expedition’s research 

icebreaker Polarstern as of 

24 February, when it set a record 

for the farthest north a ship 

has ventured in Arctic winter.

63%
Decline in area of Myanmar 

covered by mangroves between 

1996 and 2016 as a result 

of “catastrophic deforestation” 

to expand agriculture. 

(Environmental Research Letters)

~1000
Vultures found dead in 

Guinea Bissau since February, 

possibly because of eating 

poisoned animal carcasses meant 

to kill feral dogs. Most were 

hooded vultures (Necrosyrtes 

monachus), a species already 

critically endangered. (Vulture 

Conservation Foundation)

BY THE NUMBERS

PALEONTOLOGY 

Asian amber captures the tiniest dino 

T
his tiny head, just 7 millimeters long (about the size of a housefly), is a remnant of one of 

the smallest dinosaurs ever found. Entombed in amber for nearly 100 million years, it 

belonged to the group of dinosaurs that gave rise to modern birds. It was probably about 

the size of the bee hummingbird, the smallest living bird. The fossil, discovered in Myanmar, 

is called Oculudentavis khaungraae, or “eye-tooth bird.” It has large eye sockets on the 

sides of its head like modern lizards, and its eyes have narrow openings that limit incoming light. 

That’s a strong hint that the animal was active during the day. Its upper and lower jaws are full 

of sharp teeth—the most found on any ancestral bird—which implies that it was a predator that 

likely ate insects and other small invertebrates, researchers report this week in Nature. They 

think the species’ tiny size is an example of “island dwarfism,” as it likely inhabited an arc of 

islands that existed where Myanmar is today. Without the rest of the body, they can’t tell exactly 

how Oculudentavis is related to other birdlike dinosaurs, but the researchers suspect it belongs 

to a group of relatively primitive birds, perhaps similar to Archaeopteryx and Jeholornis, species 

that lived between 150 million and 120 million years ago.

NE WS   |   IN BRIEF
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I
mmediately after Christian Drosten 

published a genetic sequence of the 

novel coronavirus online on 28 Febru-

ary, he issued a warning on Twitter. As 

the virus has raced around the world, 

more than 350 genome sequences have 

been shared on GISAID, an online platform. 

They offer clues to how the virus, named 

SARS-CoV-2,  is spreading and evolving. 

But because the sequences represent a tiny 

fraction of cases and show few telltale dif-

ferences, they are easy to overinterpret, as 

Drosten realized.  

A virologist at the Charité University 

Hospital in Berlin, Drosten had sequenced 

the virus from a German patient infected in 

Italy. The genome looked similar to that of 

a virus found in a patient in Munich, the 

capital of Bavaria, more than 1 month ear-

lier; both shared three mutations not seen 

in early sequences from China. Drosten re-

alized the similarity could suggest the Ital-

ian outbreak was “seeded” by the one in 

Bavaria, which state public health officials 

said they had quashed by tracing and quar-

antining all contacts of the 14 confirmed 

cases. But he thought it was just as likely 

that a Chinese variant carrying the three 

mutations had taken independent routes 

to both countries. The newly sequenced ge-

nome “is not sufficient to claim a link be-

tween Munich and Italy,” Drosten tweeted. 

His warning went unheeded. A few days 

later, Trevor Bedford of the Fred Hutchin-

son Cancer Research Center, who analyzes 

the stream of viral genomes, tweeted that 

the pattern “suggested” that the outbreak 

in Bavaria had not been contained after all, 

and had touched off the Italian outbreak. 

The analysis spread widely on Twitter and 

elsewhere—this Science correspondent 

retweeted the thread as well—and some Twit-

ter users called on Germany to apologize.

Virologist Eeva Broberg of the European 

Centre for Disease Prevention and Control 

agrees with Drosten that there are more 

plausible scenarios for how the disease 

reached northern Italy than undetected 

spread from Bavaria. Other scientists agree. 

“I have to kick [Bedford’s] butt a bit for 

this,” says Richard Neher, a computational 

biologist at the University of Basel who works 

with Bedford. “It’s a cautionary tale,” says 

Andrew Rambaut, a molecular evolution-

ary biologist at the University of Edinburgh. 

“There is no way you can make that claim 

just from the phylogeny alone.” Bedford now 

acknowledges as much. “I think I should have 

been more careful with that Twitter thread.” 

It was a case study in the power and pit-

falls of real-time analysis of viral genomes. 

“This is an incredibly important disease. We 

need to understand how it is moving,” says 

Bette Korber, a biologist at the Los Alamos 

National Laboratory who is also studying 

the genome of SARS-CoV-2 (severe acute re-

spiratory syndrome coronavirus 2). But for 

now, scientists who analyze genomes can 

only make “suggestions,” she says.

The very first SARS-CoV-2 sequence, in 

early January, answered the most basic ques-

tion about the disease: What pathogen is 

causing it? The genomes that followed were 

almost identical, suggesting the virus, which 

originated in an animal, had crossed into the 

human population just once. If it had jumped 

the species barrier multiple times, the first 

human cases would show more variety. 

Some diversity is now emerging. Over 

the length of its 30,000-base-pair genome, 

SARS-CoV-2 accumulates an average of 

about one to two mutations per month,  

Rambaut says. Using these little changes, 

researchers draw up phylogenetic trees, 

much like family trees, make connections 

between cases, and gauge whether there 

might be undetected spread of the virus.

For example, the second virus genome 

sequenced in Washington—from a teen-

ager diagnosed on 27 February—looked like 

a direct descendant of the first genome, 

from a case found 6 weeks earlier. Bedford 

tweeted that he considered it “highly un-

likely” that the two genomes came from 

I N  D E P T H Italy’s COVID-19 outbreak has led to empty 

tables in St. Mark’s Square in Venice.

By Kai Kupferschmidt

INFECTIOUS DISEASES

Genome analyses help track coronavirus’ moves
Mutations can reveal connections between outbreaks—but it’s easy to overinterpret them

Published by AAAS
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separate introductions, and said the virus 

must have been circulating undetected in 

Washington. Both patients came from Sno-

homish County, making the link far more 

persuasive than the one Bedford drew be-

tween Bavaria and Italy, Rambaut says: 

“It’s very unlikely that this highly related 

virus would travel to exactly the same town 

in Washington.” By now the state has re-

ported more than 160 cases, and genomes 

from additional patients have bolstered 

the link Bedford suspected.

Still, the wealth of genomes is just a tiny 

sample of the more than 100,000 cases 

worldwide, and it’s uneven. On 9 March, 

Chinese scientists uploaded 50 new genome 

sequences—some of them partial—from 

COVID-19 patients in Guangdong prov-

ince; most previous ones were from Hubei 

province. But overall, less than half of the 

published genomes are from China, which 

accounts for 80% of all COVID-19 cases. 

And sequences from around the world are 

still very similar, which makes drawing firm 

conclusions hard. “As the outbreak unfolds, 

we expect to see more and more diversity 

and more clearly distinct lineages,” Neher 

says. “And then it will become easier and 

easier to actually put things together.” 

Scientists will also be scouring the ge-

nomic diversity for signs that the virus is 

getting more dangerous. There, too, caution 

is warranted. An analysis of 103 genomes 

published by Lu Jian of Peking University 

and colleagues on 3 March in the National 

Science Review argued they fell into one of 

two distinct types, named S and L, distin-

guished by two mutations. Because 70% of 

sequenced SARS-CoV-2 genomes belong to 

L, the newer type, the authors concluded 

that this type has evolved to become more 

aggressive and to spread faster. 

“What they’ve done is basically seen these 

two branches and said, that one is bigger, [so 

that virus] must be more virulent or more 

transmissible,” Rambaut says. But other fac-

tors could be at play. “One of these lineages 

is going to be bigger than the other just by 

chance.” Some researchers have called for 

the paper to be retracted. “The claims made 

in it are clearly unfounded and risk spread-

ing dangerous misinformation at a crucial 

time in the outbreak,” four scientists at the 

University of Glasgow wrote on www.viro-

logical.org. In a response, Lu wrote that the 

four had misunderstood his study.

Most genomic changes don’t alter the 

behavior of the virus, Drosten says. The 

only way to confirm that a mutation has 

an effect is to study it in the lab and show, 

for instance, that it has become better at 

entering cells or transmitting, he says. So 

far, the world has been spared that piece 

of bad news. j

NEWS

Airport screening is largely 
futile, research shows 
Thermometer guns and health questionnaires may look 
reassuring, but very rarely catch infected travelers

GLOBAL HEALTH 

T
hose thermometer guns and health 

questionnaires used at many interna-

tional airports to help stop COVID-19 

may look reassuring. But research 

and recent experience shows screen-

ing of departing or arriving passen-

gers will do very little to slow the spread of 

the virus; it’s exceedingly rare for screeners 

to intercept infected travelers.

On 4 March, U.S. Vice President Mike 

Pence pledged “100% screening” for direct 

flights arriving in the United States from 

Italy and South Korea, which both have 

big outbreaks, in addition to the existing 

screening for travelers from China. Many 

other countries, including China itself—

which has seen case numbers plummet—are 

trying to keep out new infections through 

airport screening.

But the data are sobering. In the first 

3 weeks of screening passengers from 

China, the United States found only one in-

fection among 46,016 travelers, according 

to a 24 February report from the Centers 

for Disease Control and Prevention. That 

clearly didn’t stop the virus from enter-

ing the country from China. (The travelers 

were U.S. citizens, permanent residents, 

and their families who had been in China 

within the previous 14 days; anybody else 

who had visited the country was simply de-

nied entry.)

China, meanwhile, didn’t catch eight in-

fected restaurant workers from Bergamo, 

Italy, who flew into Shanghai on 27 and 

29 February and took taxis to their home-

town. Shanghai Pudong International 

Airport screens arriving passengers us-

ing thermal imaging and requires them 

to report their health status; it’s unclear 

whether any of the eight had symptoms, or 

what they said about their health. 

There are many ways infected people 

can slip through the net. Thermal scan-

ners and handheld thermometers measure 

skin temperature, which can be higher or 

lower than core body temperature, the key 

metric for fevers. The devices produce false 

positives as well as false negatives. 

Passengers can also take fever-suppressing 

drugs or lie about their symptoms and re-

cent whereabouts. Most important, infected 

people still in their incubation phase are 

free of symptoms, so they are often missed. 

For COVID-19, that period can be anywhere 

between 2 and 14 days.

A review published in November 2019, 

before the new coronavirus had emerged, 

confirms the dismal success rate for airport 

screening. Christos Hadjichristodoulou and 

By Dennis Normile

A passenger is checked for fever at the international airport in Aceh Besar, Indonesia, on 27 January.

Published by AAAS
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Varvara Mouchtouri of the University of 

Thessaly scrutinized 114 scientific papers 

and reports on screening for infections, 

including Ebola, severe acute respiratory 

syndrome (SARS), and pandemic influenza. 

Between August 2014 and January 2016, they 

found, not a single Ebola case was detected 

among 300,000 passengers screened before 

boarding flights in Guinea, Liberia, and Si-

erra Leone, the three countries hit hard by 

the West African Ebola epidemic. Yet at least 

four infected passengers slipped through 

exit screening because they didn’t have 

symptoms yet, and flew to their destinations. 

Screening of arriving passengers did no 

better. During the same epidemic, five coun-

tries asked incoming travelers about symp-

toms and possible exposure and checked for 

fevers. They didn’t find cases either, but two 

Ebola-infected passengers slipped through, 

one in the United States and one in the 

United Kingdom. (The other two flew to des-

tinations without entry screening.) During 

the H1N1 flu pandemic of 2009, the research-

ers found, China and Japan intercepted 

only tiny fractions of infected travelers, and 

both had significant outbreaks anyway. The 

duo doesn’t expect airport screening for 

COVID-19 to be more effective.

Yet screening programs are costly: Canada 

spent an estimated $5.7 million on a fruit-

less SARS entry screening program in 2003 

and Australia spent $50,000 per detected 

H1N1 case in 2009, Hadjichristodoulou 

and Mouchtouri say.

It’s not entirely wasted money. By imple-

menting exit screening for Ebola, the West 

African countries hit by the outbreak may 

have helped head off more draconian travel 

restrictions by other countries. And simply 

knowing that screening is in place may de-

ter some infected or exposed people from 

trying to travel. 

The World Health Organization (WHO) 

has detailed guidelines for countries that 

do want to screen travelers. Exit screening 

should start with temperature and symp-

tom checks and interviews of passengers for 

potential exposure to high-risk contacts, for 

instance. Symptomatic travelers should be 

given further medical examination and test-

ing, and confirmed cases should be moved 

to isolation and treatment. Entry screen-

ing is also an opportunity to gather contact 

information—useful in case passengers be-

come infected during a flight—and to give 

travelers guidance, WHO says.

But even when done well, screening 

mostly serves to show governments are 

doing something, says epidemiologist Ben 

Cowling of the University of Hong Kong. At 

best, he says, “Measures aimed at catching 

infections in travelers will only delay a local 

epidemic and not prevent it.” j

Madagascar’s mysterious, 
murderous cats identified
Ancestors of large cats likely hopped off Arabian trading 
ships more than 1000 years ago 

CONSERVATION BIOLOGY

O
n the trail floor that day in 2009 lay 

the sprawled body of a white-furred 

sifaka, a kind of lemur. “I touched 

the bottom of his foot,” said Michelle 

Sauther, a biological anthropologist 

at the University of Colorado, Boul-

der. “It was still warm.” Then she heard a 

rustle. Looking up, she caught a glimpse of 

a tiger-striped feline dissolving back into the 

forest—one of Madagascar’s “forest cats.”

Cats didn’t evolve on the island, and the 

history of these elusive felines—twice the 

size of house cats—has long been a mystery. 

Now, researchers have revealed the cats’ ori-

gin story: They descend from domestic kitties 

that hopped off Arabian trading ships per-

haps more than 1000 years 

ago. By pinpointing them 

as a separate population 

that has spent centuries 

adapting to Madagascar, 

the work may offer a first 

step toward limiting the 

toll these relentless hunt-

ers take on the island’s 

rich biodiversity.

With males averag-

ing more than 0.6 me-

ters long, the forest cats 

have striped tabby coats, 

straight tails, and a voracious appetite for 

native birds, snakes, rodents, and lemurs. 

They also compete with endemic carnivores 

like mongooses, said Zachary Farris, a bio-

logist at Appalachian State University who was 

unaffiliated with the research team.

The felines could be the feral descendants 

of the domestic cat Felis catus brought to the 

island several hundred years ago by Europe-

ans; if so, controlling domestic village cats 

might limit the population in the forest. Or 

they might be descendants of small wildcats 

“that had somehow gotten over here from 

mainland Africa,” Sauther says.

But Sauther’s team uncovered a different 

story when it sampled DNA from the blood 

of forest cats trapped using live mice or beef 

parts as bait. Leslie Lyons, an expert in cat 

genomics at the University of Missouri, Co-

lumbia, helped compare the forest cat ge-

nomes with those of cats around the world. 

The closest match: domestics from Arabian 

Sea locales such as Kuwait and Oman, the 

researchers reported at the end of February 

in the journal Conservation Genetics. Like 

other domestic cats that went wild, including 

Maine coons and feral cats in Australia, the 

Middle Eastern cats swelled in size in their 

new home, Lyons notes.

The Arabian origin “makes sense,” said 

Asia Murphy, a Ph.D. student at Pennsylva-

nia State University, University Park, who 

studies the fossa, an endemic carnivore 

that competes with forest cats. “Madagas-

car is a pretty special place when it comes 

to cultural mixing.”

Linguistic and cultural evidence attests 

to Arabic influence on the island, linked to 

Indian Ocean trade routes 

that stretched from Ara-

bian ports to Madagascar 

starting in the second 

millennium B.C.E. Cats 

employed as mousers on 

those ships could have de-

serted at port.

Another invasive spe-

cies supports that sce-

nario. Arabian ships also 

transported Indian civ-

ets to the island around 

900 C.E. for the oil pro-

duced in their anal glands, which was used 

in perfumes. “Boats transporting civets 

[likely] were also carrying cats,” Farris said.

More genomics work could tighten the 

timeline of when the cats arrived or tell the 

story of another forest cat variety, called 

the fitoaty, that researchers haven’t yet 

sampled. And knowing the cats aren’t just 

recent runaways suggests trapping in the 

forest, rather than simply neutering village 

cats, might be the quickest way to control 

them, Murphy said.

For Lyons, this record of Arabian Sea 

cats sailing to Madagascar adds to the 

global story of cat dispersal. “People think 

about dogs all the time,” she says, “but 

the cat has been a very silent partner in 

our migration.” j

Joshua Sokol is a journalist in Boston. 

By Joshua Sokol

A camera trap caught this image of a 

Madagascar forest cat on its home turf.
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I
n the push for “open access” (OA)—

making scientific papers immediately 

free to everyone—it’s easy to forget that 

publishing costs haven’t vanished. They 

have simply shifted from subscriptions 

paid mostly by university librarians 

to fees charged to authors. Those article-

processing fees (APCs), which can run several 

thousand dollars per paper, raise concerns of 

their own. Universities fear they could end up 

paying more to help their scientists publish 

their work than they do now for subscrip-

tions. Scientists who have small research 

budgets fret that they won’t be able to afford 

APCs. And some nonprofit scientific societies 

that publish journals worry APCs won’t gen-

erate enough revenue to support other activi-

ties, such as meetings and training.

Now, two nonprofit publishers of promi-

nent journals have debuted new ways to sup-

port OA journals without shifting the burden 

entirely to authors. “Everybody that we work 

with is watching these two [new models] 

closely,” says Michael Clarke of the pub-

lishing consulting firm Clarke & Esposito. 

“There is not currently a good solution.”

One approach, called Subscribe to Open 

and implemented this week by Annual Re-

views, would transform the nature of sub-

scriptions. To make a journal freely available, 

institutions would be asked for a contribution 

equivalent to their previous subscription—

minus a 5% discount that Annual Reviews 

is offering to retain a critical mass of paying 

institutions. To deter freeloading, Annual 

Reviews says it will reimpose paywalls and 

rescind the discount if not enough subscrib-

ers renew each year. It is planning to pilot 

the approach in up to five of its 51 titles, 

many of which are widely cited.

The Association for Computing Machin-

ery (ACM) launched a different approach 

earlier this year. ACM is asking the insti-

tutions that publish the most papers in its 

59 journals to pay more than they do now for 

subscriptions—in some cases about 10 times 

as much, or $100,000 per year. The higher 

fees will allow all researchers at participating 

universities to publish an unlimited number 

of papers in ACM journals without paying 

APCs. The average cost per paper will beat 

the average market rate for APCs, the society 

says. ACM is betting the approach will sus-

tain its journal revenue while it transitions 

to making all the 21,000 peer-reviewed pa-

pers it publishes annually free to everyone.

So far, both approaches are getting a posi-

tive response. At Annual Reviews, some 90% 

of subscribers have signed deals that, on 

9 March, allowed the publisher to remove 

the paywall from the Annual Review of Can-

cer Biology, says Richard Gallagher, presi-

dent and editor-in-chief. Annual Reviews 

could roll out OA for up to four additional 

journals this spring if other librarians accept 

the model, Gallagher says. Curtis Brundy, a 

library administrator at Iowa State Univer-

sity, which is participating in the pilot, be-

lieves that “hands down, Subscribe to Open 

is our best option as an alternative to APCs. 

It’s simpler to implement, and we don’t have 

a lot of other models.”

Universities are also starting to embrace 

the ACM model. In January, several that pro-

duce the most ACM papers, including the 

Massachusetts Institute of Technology and 

Carnegie Mellon University, signed 3-year 

deals that lock in the higher payments. ACM 

is optimistic more universities will follow.

Still, both publishers concede there are 

risks. A big one is the free-rider problem. 

“People will start to ask themselves, espe-

cially if we experience budget cuts in a given 

library, ‘Why am I paying for this when other 

people aren’t?’” says Lisa Janicke Hinchliffe 

of the University Library at the University of 

Illinois, Urbana-Champaign.

Persuading some institutions to pay more 

than they do now is another challenge. ACM 

calculated that it needed to do so because 

two-thirds of its subscription revenue comes 

from about 1700 institutions that publish 

three papers per year or fewer in any ACM 

journal. The rest comes from the roughly 

1000 institutions that each publish more 

than three papers annually. Once the jour-

nals become free, the 1700 less productive 

institutions will have less incentive to sub-

scribe, and any APCs they pay won’t replace 

the lost revenue.

Instead, under ACM’s plan for OA, the 

11 schools that publish more than 75 papers 

per year in ACM journals would pay the high-

est rate for unlimited publishing, $100,000 

annually, a 10-fold increase over current 

subscriptions. In one of the lower tiers, the 

roughly 90 universities that publish 20 to 

29 papers annually would pay $35,000 annu-

ally. Overall, ACM estimates that if half of the 

top 1000 institutions sign on, their journals 

can transition to full OA within 5 to 7 years. 

Whether the pricing structure works might 

not be known for at least 3 years, when the 

initial contracts expire.

Even if the models succeed, it’s not clear 

they would spread. The Annual Reviews 

journals, for instance, are unusual: Although 

each appears just once a year and contains 

only review articles, many are must-haves 

for libraries.

The new experiments underscore that the 

search for viable pathways to OA publica-

tion continues. The road to success likely 

runs through university librarians willing 

to dedicate some of their tight budgets to 

testing new arrangements. “We want to sup-

port experimentation,” says Brundy, who re-

cently negotiated a deal under ACM’s new 

model, which doubles what the institution 

was paying annually, to $17,500. “It comes 

down,” he says, “to how much of a commit-

ment a library has to open access.” j

Publishers try out alternative 
pathways to open access
But can they overcome free riders and price concerns?

SCHOLARLY PUBLISHING

By Jeffrey Brainard

Published by AAAS
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W
e want to make sure we get this 

right,” Andrew Wheeler, head of 

the U.S. Environmental Protection 

Agency (EPA), said in September 

2019 about a controversial pro-

posal to narrow the kinds of scien-

tific studies the agency would consider when 

crafting regulations. Speaking to reporters, 

he acknowledged that the initial plan, re-

leased in 2018, had raised numerous ques-

tions about its practical implications and 

cost. It had also drawn withering criticism 

from many U.S. science and environmental 

groups, who saw it as a way to exclude rele-

vant science on the health effects of pollution 

(Science, 4 May 2018, p. 472).

Now, EPA has released for public comment 

a document that aims to clarify the proposed 

rule, dubbed “Strengthening Transparency in 

Regulatory Science.” But all is not right, the 

critics argue. If anything, they say, the new 

version is more troubling, because it greatly 

expands the kinds of science that the policy 

might put off limits. The rule also proposes 

to change how EPA conducts in-house stud-

ies and analyses, and it gives the politically 

appointed agency head a greater say in decid-

ing which studies the agency can use.

“The [Trump] administration has doubled 

down,” says Thomas Burke, an epidemio-

logist at the Johns Hopkins University Bloom-

berg School of Public Health and EPA science 

adviser for 2 years until January 2017. “This 

has very far reaching impacts … [and] looks 

like it throws an incredible monkey wrench 

into the agency.”

The EPA proposal, first floated by former 

administrator Scott Pruitt, generally bars 

the agency from using studies that have not 

made their underlying data and mathemati-

cal models public. Transparency is essential, 

the agency says, because it allows anyone to 

independently “reanalyze the data and mod-

els and explore the sensitivity of the conclu-

sions to alternative assumptions.”

The original proposal appeared to limit the 

restriction to so-called dose-response studies, 

used to evaluate risks and set limits on hu-

man exposure to pollutants. In contrast, the 

new version applies to all “influential sci-

ence,” even if the agency does not directly 

use it to justify regulations. The rule also 

proposes requiring EPA’s own researchers 

to reconsider long-standing analytical ap-

proaches. For example, rather than rely on 

time-tested models that assume exposure to 

chemicals or radiation can have some bio-

logical effect at any dose, researchers should 

consider whether a chemical has a hard 

threshold below which it’s safe.

Even critics say scientific transparency is a 

worthy goal, as is periodically revisiting sci-

entific methods. But they fear the true intent 

of EPA’s rule is to enable industry groups op-

posed to tougher regulation to prevent the 

agency from using certain kinds of studies, 

particularly epidemiological studies that rest 

on confidential health information, and to 

entangle regulators in continual reanalyses. 

“This rule opens the door to endless delay 

and challenging of the science,” Burke says.

One big question is how EPA will handle 

past studies based on confidential health 

data. Such studies have been key to setting 

limits on major air pollutants, including par-

ticulate matter and ozone, that the agency 

must review every 5 years. Researchers say 

it would be expensive, difficult, and in some 

cases impossible, to release their underlying 

data and still honor patient confidentiality 

agreements. As a result, depending on how 

the final rule is worded, opponents of tighter 

controls on air pollution and other rules 

might be able to challenge EPA’s use of past 

studies when it reviews the limits. “This fun-

damentally changes the way the agency can 

use science to protect people,” says Gretchen 

Goldman of the Union of Concerned Scien-

tists, an advocacy organization.

In its proposal, EPA asks for comment on 

an approach to sharing some confidential 

health data. This “tiered access” system, mod-

eled on a program at the U.S. Centers for Dis-

ease Control and Prevention (CDC), would 

give greater access to researchers who show 

they have a bona fide reason for wanting the 

data, and agree to protect them. But there is 

a difference between data at CDC and EPA, 

Goldman says: EPA uses pollution exposure 

data that includes people’s locations, which 

can make it harder to protect their  identities. 

An alternate idea, EPA suggests, would be 

to allow regulators to consider all studies rel-

evant to a particular regulation, regardless of 

their transparency, but to put a greater weight 

on those that have released data. But to Linda 

Birnbaum, former director of the National 

Institute of Environmental Health Sciences, 

that approach is “hardly a way to get the best 

science on which to base decisions.”

The public will have 30 days to comment 

on the proposal after it is published in the 

Federal Register. Congress has also asked the 

National Academy of Sciences to review the 

matter. The agency hopes to finalize the rule 

later this year, although it is likely to face a 

court challenge. Meanwhile, science and en-

vironmental groups are tracking a similar 

scientific transparency policy under devel-

opment at the Department of the Interior, 

which sometimes keeps confidential the loca-

tions of endangered species to protect them 

from poaching or collecting. Last month, the 

department sent its proposal to the White 

House for review. j

Pesticide research often involves confidential health 

data, which can be difficult to make publicly available.

EPA expands controversial 
‘transparency’ plan
Critics blast revised proposal that covers a wider range 
of research, saying it will undermine protections

U.S. REGULATORY SCIENCE

By Erik Stokstad

“
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R
unning the world on renewable en-

ergy is simple, in principle: Harvest 

solar and wind energy, and use any 

extra to power devices called elec-

trolyzers that split water into oxygen 

(O
2
) and hydrogen gas. Hydrogen

(H
2
) can serve as a fuel; it is also a staple of

the chemical industry. The trouble is that 

current electrolyzers are costly, requiring 

either expensive catalysts or pricey metal 

housings. Now, researchers report combin-

ing the best of both approaches to make 

a version that needs only cheap materials.

“I consider this a great breakthrough,” 

says Hui Xu, a chemical engi-

neer at Giner Inc., an electro-

chemistry company. Xu says he 

and his colleagues presented 

similar results at a Department 

of Energy meeting last year, but 

have not yet published them. 

Their work and another team’s 

new device, described this 

week in Nature Energy, could 

bolster the global embrace of 

renewable energy, if the new 

electrolyzers prove to be cheap 

and stable during many years 

of operation. “We are on the 

cusp of getting that done,” says 

Yushan Yan, a chemical engi-

neer at the University of Dela-

ware, Newark, who is working 

on similar technology. A hand-

ful of small companies, including one he 

founded, have formed to commercialize it.

Scientists have known how to split water 

into H
2
 and O

2
 for more than 200 years:

Put two metal electrodes in a jar of water, 

apply an electrical voltage between them, 

and H
2
 and O

2
 will bubble up at separate

electrodes. Because a mix of the gases 

can explode, today’s most common setups 

separate the anode and cathode with a 

thick, porous plastic sheet. They also use 

metal catalysts—most often inexpensive 

ones such as nickel and iron—to speed 

the reactions.

To make the water able to better conduct 

ions that move through the devices, today’s 

most common electrolyzers add high levels 

of potassium hydroxide (KOH) to the water. 

At the cathode, or negative electrode, wa-

ter molecules split into H+ and OH
–
 ions. 

The H+ ions combine with electrons from 

the cathode to make H
2
. The OH

–
 ions dif-

fuse through the membrane to the anode, 

or positive electrode, where they react to 

generate O
2
 and water.

But KOH is highly caustic, so engineers 

have to build their devices out of expensive 

inert metals such as titanium, says Yu Seung 

Kim, a chemist at Los Alamos National Lab-

oratory. That drawback prompted research-

ers in the 1960s to develop a version of the 

technology known as a proton-exchange 

membrane (PEM) electrolyzer, in which the 

dividing membrane is designed to selec-

tively allow H+ ions through. A PEM cell’s 

catalysts aren’t on the electrodes them-

selves, but are tethered to opposite sides of 

the membrane. In this setup, catalysts on 

the anode side split water molecules into 

H+ and OH
–
 ions, with the latter instantly 

reacting at the catalysts to form O
2
 mol-

ecules. The H+ ions then migrate through 

the plastic membrane to the cathode side, 

where catalysts tethered to the membrane 

turn the H+ ions into H
2
.

Because OH
–
 ions don’t migrate through 

PEM cells, there’s no need for highly alka-

line conditions. The devices also typically 

produce hydrogen at five times the rate of 

the alkaline version. But these membrane 

cells have their own downsides: They still 

need some expensive corrosion-resistant 

metals to withstand acidic conditions 

produced by the proton-conducting mem-

brane. They also require catalysts made 

from platinum and iridium. Those metals 

are expensive and rare. For example, the 

global production of iridium is only 7 tons. 

“There is simply not enough [precious 

metals] for large-scale hydrogen produc-

tion,” Xu says.

Now, Kim and his colleagues at Los Ala-

mos, along with researchers at Washing-

ton State University, say they’ve combined 

the best of both approaches. Their new 

device creates a highly alkaline environ-

ment to encourage water splitting. But it 

does so with the PEM approach of tether-

ing catalysts to opposite faces of an ion-

conducting membrane. As with the KOH 

setup, catalysts on the cathode side split 

water molecules into H+ and OH
–
 ions. 

The former converts to H
2
, and

the latter travels through the 

membrane, known as an anion 

exchange membrane (AEM). It 

is designed to create a highly 

alkaline local environment that 

speeds the travel of OH
–
 ions to 

the anode side, where tethered 

catalysts prompt them to react 

to make O
2
.

The upshot is that alkaline 

conditions near the membrane 

allow the electrolyzer to rely on 

cheap and abundant nickel-, 

iron-, and molybdenum-based 

catalysts to split water. Yet, 

because the alkalinity is local-

ized, the electrolyzer can be 

built from stainless steel. The 

new device generates hydrogen 

about three times faster than conventional 

alkaline devices, though still more slowly 

than commercial PEM electrolyzers, Kim 

and his colleagues report. “The combina-

tion of the older alkaline technology and 

membrane PEM technology is the path for-

ward,” Xu says.

The new setup needs to prove its dura-

bility. Initial indications suggest the mem-

brane begins to break down after only about 

10 hours of operation. Kim says the main 

problem is likely that the polymer mem-

brane readily absorbs water. Over time, this 

may cause the catalyst particles to come un-

glued and drift away. The team hopes that 

adding fluorine to the membrane will repel 

the water. With that and other fixes, Kim 

hopes, AEM electrolyzers could join solar 

cells and windmills as a key technology for 

a carbon-free world. j

By Robert F. Service

MATERIALS SCIENCE

New electrolyzer splits water on the cheap
Devices that forgo expensive metals could turn renewable electricity into hydrogen

NEWS   |   IN DEPTH

In this new electrolyzer, an improved ion-conducting membrane (yellow film, right) 

enables hydrogen generation from water without expensive catalysts.
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By Christa Lesté-Lasserre

SAVING GRACE
Scientists are leading Notre Dame’s restoration—
and probing mysteries laid bare by a fire
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E
ight restoration scientists put on 

hard hats and heavy-duty boots and 

stepped inside the blackened shell 

of Notre Dame de Paris, the world’s 

most famous cathedral. Ten days 

earlier, a fire had swept through its 

attic, melted its roof, and sent its 

spire plunging like an arrow into the 

heart of the sacred space. Now, it was 

silent but for the flutter of house sparrows. 

The space, normally sweet with incense, 

was acrid with ash and stale smoke. Light 

beamed through voids in the vaulted stone 

ceiling, cutting through the gloom and illu-

minating piles of debris on the marble floor. 

Yet the scientists, called in by France’s 

Ministry of Culture to inspect the damage 

and plan a rescue, mostly felt relief—and 

even hope. Rattan chairs sat in tidy rows, 

priceless paintings hung undamaged, and, 

above the altar, a great gold-plated cross 

loomed over the Pietà, a statue of the vir-

gin Mary cradling the body of Jesus. “What 

matters isn’t the roof and vault so much 

as the sanctuary they protect,” says Aline 

Magnien, director of the Historical Monu-

ments Research Laboratory (LRMH). “The 

heart of Notre Dame had been saved.”

On 15 April 2019, an electrical short was 

the likely spark for a blaze that threatened 

to burn the 850-year-old cathedral to the 

ground. Following a protocol developed for 

just such a disaster, firefighters knew which 

works of art to rescue and in which order. 

They knew to keep the water pressure low 

and to avoid spraying stained glass win-

dows so the cold water wouldn’t shatter the 

hot glass.

But even though their efforts averted the 

worst, the emergency was far from over. 

More than 200 tons of toxic lead from the 

roof and spire was unaccounted for. And 

the damage threatened the delicate balance 

of forces between the vault and the cathe-

dral’s flying buttresses: The entire building 

teetered on possible collapse.

At LRMH, the laboratory tasked with 

conserving all the nation’s monuments, 

Magnien and her 22 colleagues apply tech-

niques from geology to metallurgy as they 

evaluate the condition of Notre Dame’s 

stone, mortar, glass, paint, and metal. They 

aim to prevent further damage to the cathe-

dral and to guide engineers in the national 

effort to restore it. President Emmanuel 

Macron has vowed to reopen Notre Dame 

by 2024, and he has appointed a military 

general to lead the operation, which in-

volves many government agencies and 

has drawn philanthropic pledges of about 

€1 billion. But it is the LRMH scientists who 

lead the critical work of deciding how to sal-

vage materials and stitch the cathedral back 

together. And even as they try to reclaim 

In a 2019 fire, Notre Dame’s 

spire toppled and pierced its 

vaulted ceiling. Its lead roof 

melted into jagged stalactites. ©
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Baptism of fire
The 850-year-old Notre Dame cathedral nearly burned down on 15 April 2019. 

Researchers are figuring out how to salvage materials and restore the Paris icon. 

The fire also offers a window to the cathedral’s past by exposing materials 

that were largely off-limits to science.

Graphic by Chris Bickel

Color code
Heat transforms iron compounds within limestone and 
weakens it. Associated color changes hint at whether fallen 
stones can be reused and where the structure is vulnerable.

A tragic loss
The fire began in the attic and spread among the dry timbers, 
melting the roof and some preexisting scaffolding. The spire 
collapsed and pierced the stone vault. Firefighters used low water 
pressure to preserve artworks and focused on saving the bell towers.

Heavy burden
Wet, porous limestone can 
get heavier, threatening 
the structure. Microfossils 
can help trace where a stone 
was quarried. 

What lies beneath
A ground-penetrating radar may be used to look below Notre 
Dame’s foundations. It could find the remnants of earlier 
churches that some scholars believe were built on the site.

Published by AAAS



Older growth
ring

Attic
timber

Timber
section

Younger 
growth ring

Nave

Temporary

wood bracing

Damaged

vault

Buttress

Sediments

Runof

Flying

buttress

Riverbed

Forces

Seine River 
13 MARCH 2020 • VOL 367 ISSUE 6483    1185

what was lost, they and others are also tak-

ing advantage of a rare scientific opportu-

nity. The cathedral, laid bare to inspection 

by the fire, is yielding clues to the myster-

ies of its medieval past. “We’ve got 40 years 

of research coming out of this event,” says 

LRMH Assistant Director Thierry Zimmer.

THE LRMH RESEARCHERS work in the former 

stables of a 17th century chateau in Champs-

sur-Marne, in the eastern suburbs of Paris, 

that once housed a horse research center. 

Here, they have analyzed samples from 

France’s top monuments—the Eiffel Tower, 

the Arc de Triomphe—in the same rooms 

where some of the world’s first artificial in-

semination experiments in horses occurred 

120 years ago. The neighborhood is quiet, 

with a quaint brasserie and a shop offering 

€10 haircuts. But on a day in January, the lab 

is anything but sleepy. “It’s an ambiance of 

speed!” says Zimmer, sporting a brown wool 

beret and a bushy mustache.

Véronique Vergès-Belmin, a geologist and 

head of LRMH’s stone division, was sorting 

cathedral stones until 10 p.m. last night. This 

morning, she’s the first to unlock the labora-

tory’s ancient oak door.

She slips a hazmat suit over her dress 

clothes and slides on a respirator mask—

necessary when dealing with samples con-

taminated with lead. In the lab’s high-roofed 

storage hangar—once a garage for the cha-

teau’s carriages—she presents several dozen 

stones that fell from the cathedral’s vaulted 

ceiling. Fallen stones hint at the condition 

of those still in place, which are largely in-

accessible. The scientists can’t risk adding 

their weight to the top of the vault, and 

debris falling near the holes in the ceiling 

makes it dangerous to inspect the structure 

from below. Many of the samples in the lab 

were retrieved by robots.

Heat can weaken limestone, and knowing 

the temperatures endured by these fallen 

stones can help engineers decide whether 

they can be reused. Vergès-Belmin has found 

that the stones’ color can provide clues. At 

300°C to 400°C, she says, iron crystals that 

help knit the limestone together begin to 

break down, turning the surface red. At 

600°C, the color changes again as the crys-

tals are transformed into a black iron oxide. 

By 800°C, the limestone loses all its iron 

oxides and becomes powdery lime. “It’s an 

entire progressive process,” she says, enun-

ciating carefully through the muffle of the 

mask. “Any colored stones or parts should 

not be reused.”

Color evaluation isn’t an exact science, 

she says. Still, in lieu of mechanically testing 

each of the hundreds of thousands of stones 

that remain in the cathedral, color could be a 

useful guide to their strength.

Philippe Dillmann, an LRMH collaborator 

and a metal specialist with CNRS, the French 

national research agency, believes rust from 

the cathedral’s iron structures can provide 

similar clues. At increasing temperatures, the 

microscopic structure of the rust changes. 

By investigating the cathedral’s nuts and 

bolts—literally—as well as a “chaining” sys-

tem of iron bars within and around its walls, 

Dillmann wants to create a heat map for the 

nearby stones. He says it’s unknown whether 

these bars were used in construction and 

left in place or served as reinforcement. “We 

know they’re in there, but they’ve never been 

studied,” he says.

Water can also wreak havoc. Although the 

firefighters carefully avoided the stained 

glass windows, they had no choice but to 

drench the stone vault. The porous lime-

stone gained up to one-third of its weight in 

water—and it’s not set to lose it quickly. In 

the lab, LRMH researchers are monitoring 

a fallen stone, weighing it to track the dry-

ing process. When this article went to press, 

the stone was still losing weight.

Meanwhile, rainwater continues to fall 

on the roofless vault, and engineers can’t 

install a temporary cover because of a 

mangled skeleton of scaffolding, set up in 

2018 for long-term renovations. In January, 

workers began the 6-month process of re-

moving the partly melted lattice. Because 

the cathedral walls support the scaffolding, 

it will have to be dismantled carefully, like a 

giant Jenga game, to prevent a collapse that 

could be “catastrophic,” Magnien says.

Until the stones finish drying on their 

own, their changing weights will likely con-

tinue to have “nonnegligible” effects on the 

vault structure, according to Lise Leroux, a 

geologist in the LRMH stone division. Not 

only does the extra weight play with the 

precarious balance of forces, but when the 

water freezes in winter, individual stones 

expand or contract. “We’ll start testing the 

mortar between the stones to see how well 

it’s handling the strain,” she says. “Now that 

I can get up there.”

Weeks after the fire, engineers installed 

steel beams above the vault so technicians 

could rappel with ropes as they remove 

scaffolding and stabilize the structure. After 

earning a rappelling certification, Leroux 

last month inspected the top of the vault 

for the first time. She found that a plaster 

coating on top of the vault was still mostly 

intact, and had shielded many stones from 

fire and now rain. “It seems to have done its 

job,” she says.

WHILE THE STONE SCIENTISTS are busy with 

mechanical forces, another team has concen-

trated on the whereabouts of the lead roof 

and spire. Along with grief, the fire stirred 

Ring tales
The size and composition 
of rings in oak beams that 
survived the fire could reveal 
the climate and location in 
which they grew.     

A delicate 
balance
Flying buttresses 
counteract the 
outward forces from 
the vaulted ceiling, 
now damaged and 
unstable. Temporary 
braces help keep 
the buttresses from 
pushing in and 
collapsing the vault 
and walls.  

A tainted legacy?
Lead aerosols from the roof and spire caked 
the cathedral in contamination. But runoff from 
the roof may have polluted the Seine River for 
centuries. Researchers will look for lead with 
Notre Dame’s signature in river sediments more 
than 100 kilometers downstream.   
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another emotion among Parisians: fear that 

vaporized lead had drifted into nearby neigh-

borhoods. In fact, Aurélia Azéma, a metallur-

gist who leads LRMH’s metal division, and 

other scientists have concluded that the fire 

maxed out well below lead’s vaporization 

temperature of 1700°C. Most of the lead sim-

ply melted at 300°C, pouring into the gutters 

and dripping into stalactites that can still be 

seen hanging from the vaults.

In places, however, temperatures did ex-

ceed 600°C, at which point lead oxidizes into 

microscopic nodules—an aerosol. “It’s like 

hair spray,” Azéma says. A yellow cloud that 

billowed from the cathedral during the fire 

showed that at least some of the lead did get 

hot enough to become airborne.

Sophie Ayrault, a geochemist at the 

French Alternative Energies and Atomic En-

ergy Commission, wants to know where that 

cloud ended up. Azéma collected samples of 

lead dust from two surfaces that had been 

cleaned just before the fire—the organ bench 

and a drape covering a statue—and Ayrault 

has analyzed the signature of isotopes in the 

lead, a fingerprint that distinguishes Notre 

Dame lead from other lead sources.

She hopes to compare the cathedral finger-

print with that of dust samples from 

throughout the city. Some nearby schools 

were decontaminated after samples showed 

worryingly high lead levels. But it’s not 

clear whether the lead came from the Notre 

Dame fire or from some other source, such 

as lead paint, car batteries, and leaded gaso-

line. “Unfortunately the testing agencies de-

stroyed the wipes,” she says, so she can’t test 

the schools’ original samples. Her lab will 

soon start to test new samples taken from 

Parisian park surfaces and compare them 

with the Notre Dame signature.

Ayrault also suspects corrosion from sun-

light and acid rain might have been releasing 

lead from Notre Dame’s roof for centuries. 

With the flying buttresses designed to carry 

runoff quickly into the Seine River, Ayrault 

says Notre Dame may have been an ongoing 

source of water pollution. She’s starting to 

look for lead in sediments collected down-

stream in Normandy. Again, she will try 

to assess how much of the lead came from 

Notre Dame versus other sources.

MUCH OF THE LEAD mobilized by the fire re-

mains in Notre Dame. In June 2019, when 

Azéma and her colleagues brought their first 

samples from the cathedral back to the lab, 

tightly sealed in plastic bags, yellow lead 

dust appeared to be everywhere. She un-

rolls small organ pipes from layers of bubble 

wrap, and points her gloved finger at their 

holes. “Even down in here,” she says.

Because of lead’s toxicity, especially in 

children, France’s national health agency 

imposes a legal limit of 0.1 micrograms 

per square centimeter on the surfaces of 

any building, including historical monu-

ments. “My first sample was 70 times that,” 

says Emmanuel Maurin, a wood scientist 

and head of LRMH’s wood division, who 

tested surfaces like the oak confessional 

and choir seats.

The scientists are largely unconcerned 

about their personal exposures, and blood 

tests have shown no significant rise in their 

lead levels. “It’s not like we’re licking the 

walls,” Zimmer says. Nevertheless, the na-

tional work inspection agency has enforced 

stringent safety requirements. People enter-

ing the cathedral must strip naked and put 

on disposable paper underwear and safety 

suits before passing through to contami-

nated areas, where they put on €900 protec-

tive masks with breathing assistance. After 

a maximum of 150 minutes’ exposure, they 

peel off the paper clothes and hit the show-

ers, scrubbing their bodies from head to toe. 

“We’re taking five showers a day,” Zimmer 

says, adding that getting through the show-

ers can be “like the Métro at rush hour.”

The Ministry of Culture has charged 

LRMH with finding a way to cleanse the ca-

thedral of lead without harming it. Claudine 

Loisel, head of the LRMH glass division, has 

been testing decontamination techniques for 

the cathedral’s 113 stained glass windows, 

which all survived. Already blackened and 

sticky with soot, dust, and residue arising 

from millions of tourists, worshippers, and 

votive candles, the windows lack the yellow-

powder look. But with her binocular micro-

scope, Loisel easily detects lead oxide nodules 

on three panels she brought to the labora-

tory. “The goal right now isn’t to restore, but 

to decontaminate,” says Loisel, decked from 

head to toe in protective equipment.

The national health agency uses commer-

cial wet wipes to sample surfaces and test for 

lead. But the wipes contain small amounts 

of acid that could damage the window stain-

ing, so Loisel convinced the agency to accept 

a compromise: “chemical-free” baby wipes 

from the Monoprix grocery store chain.

Although this works for small-scale test-

ing, the scientists don’t want to clean the 

entire cathedral with baby wipes. For most 

smooth surfaces—glass, metal, waxed wood, 

and even paint—they’ve found that a shop 

vac and cotton pads, moistened with distilled 

water, safely remove the lead. Raw wood sur-

faces require fine sanding first, Maurin says.

The porous stones call for a different ap-

proach. One possibility is plastering them 

with a latex “silly putty” that can be pulled 

off along with the lead dust, Vergès-Belmin 

says. A similar method uses a clay-based 

compress that dries and contracts, creating 

lead-filled “chips” that can be collected and 

disposed of. A third idea is to use laser clean-

ing. The scientists will begin to test various 

Glass researcher Claudine Loisel found that baby wipes could sample for lead without damaging staining. 
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methods in two of Notre Dame’s chapels 

later this month. “We’re most likely looking 

at a combination of techniques,” she says.

AS THIS FIRST, “emergency” phase of sci-

entific work advances, Notre Dame is 

slowly starting to open to “second phase” 

scientists—those interested in studying its 

history and architecture, now exposed by the 

fire and available to study without intruding 

crowds of tourists.

The Ministry of Culture and CNRS have 

created a dedicated science team of about 

100 researchers from multiple institutions. 

By last month, about 10 CNRS researchers 

had gained some access to the cathedral for 

their work. The opportunities are generat-

ing palpable excitement among scientists 

and historians. “We’re sorting all these 

thousands of fragments—some from 

our world, some from another and 

more ancient world—and it’s like we’re 

communicating with the Middle Ages,” 

Dillmann says.

Yves Gallet, an art historian at Bor-

deaux Montaigne University, oversees 

a group that aims to study stones that 

are still in place, such as the encase-

ments that cradle the four-story-

diameter rose windows. Through de-

tailed photographic analysis, the re-

searchers want to understand how 

13th century stonecutters designed and 

assembled the encasements, and the 

entire gothic masterpiece. Their analy-

sis of mortar throughout the cathedral 

could confirm what historians believe 

about the order of the building’s con-

struction and repairs. “The mortar can 

tell us a lot about which stones were placed at 

the same time and what kinds of forces were 

anticipated in those areas,” he says.

Before going that high up, Gallet hopes 

to use a ground-penetrating radar in a first 

study of what lies beneath the cathedral’s 

ground floor. By interpreting the echoes 

of radar waves, Gallet and his colleagues 

could identify stonework that predates 

Notre Dame. He wonders whether he’ll find 

remnants of the earlier churches that some 

scholars believe were built at the site. “We 

actually have no idea what’s under there,” 

he says. Ongoing cathedral activity ruled out 

such a study before.

Meanwhile, Leroux is eager to trace the or-

igin of the vault stones. Many are said to have 

been quarried in Montparnasse, a nearby 

Paris district, but she thinks their origins 

are more diverse. “See this arrangement of 

plankton fossils mixed with clay and quartz?” 

she asks, a fallen stone in hand. “That’s not 

from Montparnasse!” She turns to her ar-

chive drawers of 6000 samples and pulls out 

a stony sliver labeled “Pont d’Iena”—the Pari-

sian bridge next to the Eiffel Tower. “This is 

a perfect match,” she announces. “I found it.” 

She says the bridge and vault stones both hail 

from a quarry in the French Vexin, a forest an 

hour northwest of Paris.

The charred remnants of attic timbers have 

stories of their own to tell, says Alexa Du-

fraisse, a CNRS researcher heading the wood 

group. Variations in thickness, density, and 

chemical composition of growth rings reveal 

climatic conditions year by year. “Wood regis-

ters absolutely everything while it’s growing,” 

she says. Notre Dame’s oak beams grew in 

the 12th and 13th centuries, a warm period 

known as the Medieval Climate Optimum. 

By connecting the growth ring record with 

what’s known about economic conditions at 

the time, researchers hope to see how climate 

variations affected medieval society, she says.

The shape of the beams also intrigues the 

wood team. Long and narrow, they clearly 

grew in a dense, competitive environment, 

Dufraisse says. That supports the “silvi-

culture” hypothesis, the idea that the trees 

were purposefully reserved or farmed for 

the cathedral. Their age at cutting—about 

100 years old—would suggest people were 

planning Notre Dame several generations 

before construction began.

The location of that forest is another mys-

tery Dufraisse’s team is tackling, using the 

beams’ chemical composition. The Paris area 

is likely, but boats might have shipped wood 

along the Seine from farther away. Soils 

contain levels of strontium and neodymium 

isotopes that vary from region to region, but 

stay constant over the centuries—especially 

at the depths tapped by the roots of oak 

trees. So her group is seeking to match the 

wood’s isotopic makeup to that of soil in 

likely locations. “These questions will also 

be pertinent if we’re looking at meeting the 

requirement of reconstruction that’s identi-

cal to the original,” she says.

As for Maurin, he’s investigating the 

builders’ marks on the roof support beams. 

Applied by men shaping the beams on the 

ground, they were meant as instructions 

for the assembly team working more than 

30 meters above them. “It was kind of the 

IKEA of the Middle Ages,” he says. 

BEYOND THE PHYSICAL damage left by the 

fire is the emotional trauma suffered by 

thousands of Parisians and others, and 

CNRS researchers are also investigating 

this hidden aftermath. Sylvie Sagnes, a 

CNRS ethnologist with the Interdisciplin-

ary Institute of Contemporary Anthropo-

logy in Paris, is part of a group that will 

interview tourists, locals, guides, journal-

ists, donors, and church members to ana-

lyze the fire’s emotional effect. She says 

people can display a powerful attach-

ment to monuments, parks, and his-

torical sites. When people mobilize to 

protect heritage, she says, it’s a demo-

cratic expression—something French 

anthropologists studied 30 years 

ago during a public outcry against 

planned renovations of a basilica in 

Toulouse. In the case of Notre Dame, 

strong feelings are intensifying con-

troversies around its restoration, such 

as whether to rebuild it exactly as it 

was. “Notre Dame isn’t just any mon-

ument,” she says. “After the fire, peo-

ple remain emotionally implicated.”

Valérie Tesnier, a café owner down 

the street from Notre Dame, says she’s 

noticed a change in the behavior of 

tourists. They now solemnly watch 

the restoration effort before moving 

along—usually without stopping for food. 

“They don’t want to stay and prolong their 

grief,” says Tesnier, who has just sold her 

once-thriving business.

Across centuries marked by war and 

disease, Notre Dame has witnessed cycles 

of decline and renewal before. The LRMH 

scientists hope that when the vaults and 

buttresses are again dry and sound, the lead 

accounted for, and the great cathedral’s his-

tory and resilience understood more deeply 

than before, grief and loss will once again 

turn to joy and gratitude.

“Certainly this is a difficult period emo-

tionally, but there’s an extraordinary unity 

of people coming together to not only 

save this monument, but to learn from it,” 

Magnien says. “Notre Dame will be restored! 

Its artwork, stone, and stained glass will be 

cleaned; it will be more luminous and beau-

tiful than before.”

“Notre Dame will come out of this experi-

ence enriched,” she says. “And so will we.” j

Christa Lesté-Lasserre is a journalist in Paris.  

This gold angel once sat atop Notre Dame. It survived a fire and 

a fall. Researchers discovered the signature of its unknown sculptor.
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INSIGHTS

Science at Sundance 2020
FILM

The Reason I Jump
Reviewed by Robert S. Krauss1

It is difficult to know the mind of another 

person; it is harder still when that person 

has autism. Yet, understandably, a fervent de-

sire of parents of autistic people is to know 

the minds of their children. In 2007, Naoki 

Higashida, an autistic 13-year-old boy in 

Japan, published The Reason I Jump, a de-

scription of what was in his mind and why 

he behaved as he did. The book was trans-

lated into English by K. A. Yoshida and David 

Mitchell (author of Cloud Atlas and other cel-

ebrated novels), who together have an autis-

tic son. Although some therapists expressed 

skepticism over Higashida’s authorship of 

the book, it became a bestseller in the United 

States and the United Kingdom.  

The Reason I Jump, a documentary from 

veteran director Jerry Rothwell, is based on 

the book, but Higashida does not appear in 

the film, nor is it his story. Rather, Higashi-

da’s words serve as a framing device for a 

portrait of the lives of five young people 

with autism and their families. The result is 

intimate and informative. 

Voice-over readings from Higashida’s 

book accompany scenes of a young Asian 

boy moving through a series of landscapes. 

These scenes, artistic and experimental, 

provide an impressionistic view of what a 

person with autism might experience. They 

are interspersed with straightforward docu-

mentary filmmaking. 

We meet Amrit, from India, who is com-

pletely nonverbal. That Amrit has a complex 

interior life cannot be in doubt; she creates 

extraordinarily expressive drawings of peo-

ple, and the film culminates in a show of her 

work. In the United States, Ben and Emma, 

friends since they were toddlers, spell out 

words using a board on which each letter 

of the alphabet is printed—as Higashida did 

when he wrote his book—thereby allowing 

them to communicate simple but profound 

sentiments. The family of Jestina, from Si-

erra Leone, faces not only the challenges of 

autism itself but also a stigma arising from 

superstitious beliefs that such children are 

possessed. Her parents’ success in getting the 

government to establish a school for kids like 

A counterculture commune seeking a more sustainable lifestyle moves 

inside an airtight dome. Parents yearning to connect with their autistic 

children fi nd hope in a teenager’s profound testimony. The climate crisis 

hits home as a tight-knit California community attempts to move forward 

after a devastating wildfi re. From a meandering love letter to an imperiled 

African ecosystem, to a warning about the motives that underlie social 

media, the science and technology stories told at this year’s Sundance Film 

Festival were urgent, insightful, and well suited for the event’s 2020 theme 

of “imagined futures.” Read on to see what our reviewers thought 

of six of the festival’s featured fi lms. —Valerie Thompson
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her is inspiring. And finally, with Joss, a U.K. 

adolescent, we see the poignancy, worry, and 

commitment that accompany parenthood in 

the world of autism.

 “I think we can change the conversation 

around autism by being part of the conversa-

tion,” declares Ben. The Reason I Jump, which 

won an Audience Award at Sundance, suc-

ceeds in pushing the conversation forward.

The Reason I Jump, Jerry Rothwell, director, MetFilm 
Sales, 2020, 82 minutes. 

The Social Dilemma
Reviewed by DDW Cornelison2

“There are only two industries that call 

their customers ‘users’: illegal drugs and 

software.” This provocative observation, at-

tributed to Yale computer scientist Edward 

Tufte, hits home in The Social Dilemma, as 

former executives from Facebook, Pinterest, 

Google, Twitter, and YouTube describe how 

they built online platforms to attract and 

reward our attention, with the goal of pack-

aging and selling it to advertisers. 

Just as illegal drugs hijack and overwhelm 

pleasure circuits in the brain, which evolved 

to help us survive, social media hijacks and 

overwhelms  our prosurvival instinct to seek 

social connection. As the film’s primary voice, 

Tristan Harris (formerly of Google), notes: 

“We evolved to care whether other people in 

our tribe think well of us or not, because it 

matters. But we were not evolved to be aware 

of what 10,000 people think of us; we were 

not evolved to have social approval dosed to 

us every 5 minutes.” Harris and others are 

now raising concerns about how social me-

dia is changing how we perceive ourselves, 

other people, and even objective reality. 

Through interviews interleaved with a 

narrative movie-within-a-movie, whose 

scenes will be familiar to anyone who has 

ever tried to impose a “no phones at the ta-

ble” rule, the documentary describes how 

and why social media evolved to attract 

and keep our attention by gathering mas-

sive amounts of information about each of 

us and then using that information to tar-

get specific content to our feeds to keep us 

engaged. The interviewees link increases 

in teen self-harm and suicide, political and 

social polarization and isolation, outrage 

and self-centeredness, and even flat-Earth 

conspiracy theories to algorithms whose 

function is not necessarily to provide us 

with what we want or what is good for us, 

but to keep us scrolling and clicking. These 

themes are carried through the fictional 

narrative as well, with varying success. 

One of the film’s most striking interviews 

is with Tim Kendall, who, as director of 

monetization in the early days of Facebook, 

conceived of selling advertising to make it 

profitable and then helped tune the news 

feed to maintain engagement through in-

termittent positive reinforcement (“like 

slot machines in Vegas”). He describes 

how, despite knowing that he was being 

manipulated, he would find himself hiding 

in his pantry, ignoring his family, just to 

spend time on social media. Kendall—like 

the film’s other subjects—has since had a 

change of heart. He is now CEO of Moment, 

a company whose app helps people spend 

less time on their phones. 

The Social Dilemma, Jef  Orlowski, director, Exposure 
Labs, 2020, 93 minutes.

Okavango
Reviewed by Gabrielle Kardon3

 Lightning crackles across the sky, lions roar 

as they tussle over a freshly killed water-

buck, raindrops smack the parched earth, 

and elephants trumpet. These are the sights 

and sounds of the Okavango River, the sub-

DA_0313Books.indd   1189 3/10/20   5:33 PM
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ject of a new documentary film by National 

Geographic explorers-in-residence Dereck 

and Beverly Joubert.

The Okavango is a distinctive river. More 

than 1000 km in length, it begins in the 

highlands of Angola, passes through Na-

mibia, and empties into the Kalahari. It is 

entirely continental and never touches the 

ocean. Instead, when the water reaches the 

Kalahari, it evaporates in the heat of the 

desert. Using close-ups of droplets hang-

ing on grasses growing alongside the river 

and expansive aerial footage, the film docu-

ments the important role of water to the 

Okavangan ecosystem.

The animals living along the river are the 

stars of the film. The story of an injured lion 

named Fekeetsa, for example, is interwoven 

with the tale of the leopardess Moporoto, 

who is protecting her two cubs. Meanwhile, 

close-up and slow-motion footage details 

the ever-present conflict between predators 

and prey. Underwater footage shows croco-

diles and catfish stirring up river waters as 

they voraciously pursue their next meal. 

The most thought-provoking scenes are 

those that explore how animal–river inter-

actions shape the ecosystem. Elephants, in 

their quest for grasses, trudge paths through 

the wetlands, opening new waterways and 

changing the course of the Okavango. At 

the river’s terminus, termites build tower-

ing mounds of clay that form the nucleus of 

islands on which trees sprout and stabilize 

the land, ultimately leading to the mosaic of 

islands that form the complex delta.

Like the river it documents, the film me-

anders through the Okavangan landscape. 

Luminous aerial images bathed in orange 

light, dramatic footage of lion hunts, and 

unusual underwater perspectives of the 

river draw the viewer in. The sounds—the 

deep rumble of lions and the snorts of baby 

warthogs—are some of the most surprising 

aspects of the film. Okavango is the Jou-

berts’ love letter to the river, and Dereck’s 

poetic narration conveys this love. 

The Botswanan government recently 

lifted a ban on trophy hunting, endanger-

ing the inhabitants of the Okavango, par-

ticularly the region’s elephant population 

(which is currently the world’s largest). This 

film allows viewers to voyage to this fasci-

nating biosphere and encourages them to 

advocate for its future. 

Okavango: River of Dreams (Director’s Cut), 

Dereck Joubert and Beverly Joubert, directors, Terra Mater 

Factual Studios and Wildlife Films, 2019, 94 minutes.

Spaceship Earth
Reviewed by Michael D. Shapiro4

In 1991, eight adventurers donned designer 

astronaut jumpsuits and began a 2-year 

mission in a 3-acre airtight terrarium 

in the Arizona desert called Biosphere 2 

(Biosphere 1 being the environment the rest 

of us earthlings inhabit). A media circus, 

complete with cringeworthy celebrity cam-

eos, surrounded the launch of the massive 

project that would be a model for similar 

ventures on other worlds. Spaceship Earth

chronicles the fascinating history and pre-

history of Biosphere 2, a $200 million earth-

bound space expedition that blurred the 

line between science and entertainment.

Biosphere 2 was the culmination of a series 

of ambitious projects led by the charismatic 

and brilliant John Allen. Allen assembled a 

group of followers that began as a theater 

troupe at the height of 1960s commune 

culture in San Francisco, but these self-

described “Synergists” soon began experi-

menting with bigger projects that they were 

profoundly unqualified to attempt. They 

built a massive sailboat for the purpose of 

exploring Earth’s biomes and left sustain-

able businesses in their wake, thanks to a 

funding partnership with Ed Bass, a rebel-

lious Texas oil billionaire with an environ-

mentalist streak. 

As idealists but also capitalists, the Syn-

ergists were members of a remarkably func-

tional commune. Having mastered the seas, 

their next move was to save the planet from 

ecological destruction.

Biosphere 2 was a prototype for a plan-

etary colony. More importantly, the Syner-

gists hoped it would teach them how to live 

sustainably on Earth. Everything, from water 

and air to nutrients, had to be recycled during 

the 2-year mission, so expedition members 

were metabolically linked to the organisms 

under the Buckminster Fuller–inspired en-

closure. The massive scale of the project drew 

intense media scrutiny, for which Allen and 

his followers were unprepared, and raised ex-

pectations for a level of scientific rigor that 

they had never quite promised. 

The maiden voyage of Biosphere 2 was 

far from a controlled experiment, and en-

thusiasm from scientists outside the dome 

dropped as precipitously as the oxygen lev-

els on the inside. Still, some of the original 

Synergists look back at Biosphere 2 as a 

triumphant project that taught them les-

sons about sustainability that were not oth-

erwise knowable. Now entering their sixth 

decade of collaboration, Allen’s group con-

tinues to operate a sustainable ranch, and 

some of the businesses they established on 

their global voyage are still afloat.

Director Matt Wolf, interviewing key 

Two lionesses and their 

cubs cross a spillway 

in the Okavango River.
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players in the Synergist movement, re-

counts their 50-year wild ride, and viewers 

are treated to a gold mine of riveting archi-

val footage. Wolf ’s subjects are wonderful 

storytellers, and he infuses the film with 

compassion and admiration for the Syner-

gists’ idealism and accomplishments. 

Ultimately, the inspirational lessons of 

Spaceship Earth are that we have to push 

ourselves to chase important visions when 

moments of opportunity arise and that 

small collectives like the Synergists can be 

the engines of creative success. For Allen’s 

group, a heavy dose of charisma and per-

formance flair also went a long way toward 

seizing the moment and drawing others 

into their lofty, futurist goals.

Spaceship Earth, Matt Wolf, director, RadicalMedia 
and Stacey Reiss Productions, 2019, 116 minutes. 

Rebuilding Paradise
Reviewed by Michael D. Shapiro4

On 8 November 2018, residents of the town 

of Paradise, California, evacuated through a 

forest of flames. Although it was past 9 a.m., 

the sky was black from the fire that had trav-

eled 8 miles in just a few hours and now com-

pletely surrounded the town. The aftermath 

of the Camp Fire, as documented in Ron 

Howard’s Rebuilding Paradise, is a portrait 

of staggering destruction. Empty concrete 

pads mark the former sites of houses, among 

the 18,000 structures obliterated. Sparse old-

growth trees stand above the ruins of the 

100-year-old town, their green crowns the 

only reminder that the scenes were filmed in 

color rather than tones of ash. 

Paradise is the kind of close-knit town 

where everyone turns out for a parade or a 

funeral. Howard’s privileged access and the 

film’s immersive perspective make every new 

trauma feel more harrowing and every vic-

tory more ascendant as Paradise inches back 

toward normalcy. The film captures reside nts’ 

deeply personal stories as they scatter to sur-

rounding communities in the fire’s immedi-

ate aftermath and wrestle with the decision 

to return or move elsewhere. Is it worth it, 

they ask, to rebuild in a town with toxic ben-

zene in the water supply that will take years 

to purge, a century-old utility infrastructure 

in disrepair, and onerous government direc-

tives that nag the physically broken and fi-

nancially broke community? 

Howard treats the critical themes of land 

management and climate change with a gen-

tler touch that reaches a crescendo late in the 

film. Ghosts of century-old mismanagement 

still haunt the forests around Paradise, and 

when coupled with long-term drought, they 

create perfect conditions for firestorms. 

Rebuilding Paradise and the disaster it 

chronicles will deservedly get a lot of atten-

tion; Howard is a well-known filmmaker, 

who crafts an engrossing, personal, and emo-

tionally raw story. Yet as the frequency of 

climate-fueled disasters increases worldwide, 

most of these stories will drift into obscurity, 

becoming the problems of voiceless people 

in distant places. Rebuilding Paradise chal-

lenges us to see ourselves in climate refugees 

and to reject the illusion that catastrophic 

events only happen somewhere else.

Rebuilding Paradise, Ron Howard, director, NatGeo, 
2020, 95 minutes.

exposure of offshore responders and cleanup 

crews to volatile organic compounds and 

toxic oil was also a key consideration in 2010. 

However, the decision to use dispersants was 

controversial, because these compounds are 

also toxic and had never been subject to 

careful epidemiological study. About 3 mil-

lion liters of dispersant were released—their 

largest application in U.S. history.

The Cost of Silence, a new documentary 

by director Mark Manning, offers a more 

nefarious reading of this decision: that it 

was part of a conspiracy between the U.S. 

government and the oil company BP to re-

duce the firm’s liability and convince tour-

ists and residents that the Gulf was open 

for business, when, in fact, a dangerous 

chemical stew was brewing offshore. In the 

film, Riki Ott, a toxicologist and environ-

mental activist, argues that the dispersant 

made the oil more toxic and increased the 

ease with which it was taken up by people 

and animals. She also maintains that the 

tiny droplets formed clouds that wafted oil-

dispersant mixtures onshore. 

Whistleblowers claim that the dispersant 

was released too close to shore and that 

cleanup workers used inadequate protec-

tive gear. Over 9 years of filming, Manning 

interviewed offshore responders, cleanup 

crew members, and Gulf Coast residents 

who are sick and scared. Some are despon-

dent and others defiant, but all feel aban-

doned and betrayed by the government.

The film has a polemical tone. Yet whether 

or not a viewer is convinced that the spill’s 

impacts were worsened by dispersants, re-

sponders and cleanup crews were at the 

greatest risk of exposure to toxic oil and 

dispersant. The health of these individuals 

needs more study, and we need new methods 

for assessing exposure to spills and disper-

sants, as recommended by a recent report (1). 

Physician Michael Harbut, a consultant on 

the BP medical settlement, argues that the po-

tential health impacts of the Deepwater Hori-

zon spill on coastal communities will become 

obvious through epidemiological studies 

during the next two decades. Manning’s film 

seeks to accelerate that process and change 

global policy on the use of dispersants.

The Cost of Silence, Mark Manning, director, Concep-
tion Media, 2020, 84 minutes.

REFERENCES AND NOTES
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Mauny Roethler clears debris in the aftermath of the 

2018 California Camp Fire.
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The Cost of Silence
Reviewed by Paul L. Koch5

The 2010 Deepwater Horizon explosion un-

leashed a catastrophic amount of oil, gas, 

and other toxic compounds into the Gulf of 

Mexico. As the massive spill overwhelmed re-

sponders, federal agencies approved the use 

of chemical dispersants by aerial spraying 

and injection into the oil plume at its source. 

Dispersants break up oil, which is highly 

toxic, into tiny droplets that are, ideally, 

diluted and decomposed far from beaches 

and marshes, and far from surface-dwelling 

mammals, birds, and people. Reducing the 
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By Mike Hobbins and Joseph Barsugli

A
s the beating heart of the American 

Southwest, the Colorado River (CR) 

serves ~40 million people from Denver 

to Los Angeles and supports 16 million 

jobs in a $1.4 trillion regional economy 

(1). Most of the river’s streamflow orig-

inates as snowpack in the mountains of the 

Upper Colorado River Basin (UCRB). Flow 

is threatened by increasing demands from 

a growing population, extended drought, 

and climate change. A 2018 workshop (2) 

convened experts in climate and hydrologic 

modeling, observational analysis, and paleo-

climatology to address the causes of the ob-

served declines in streamflow. All agreed that 

rising local temperatures were associated 

with drying of the basin, but varied methods 

yielded large differences in the magnitude of 

this effect. Workshop participants urged the 

scientific community to identify sources of 

these differences by deciphering the contri-

butions of various processes  to hydroclimatic 

changes. On page 1252 of this issue, Milly and 

Dunne address this challenge (3).

The CR is a well-studied exemplar of 

snowmelt-dominated rivers rising in water-

rich mountains in otherwise water-limited 

regions. Water sources for ~10% of the 

global population depend on high moun-

tain regions that are especially vulnerable 

to climate change (4). Projected reductions 

in CR streamflow related to regional warm-

ing range from <10 to 45% by 2050 (5). 

The higher end of projected losses would 

be calamitous. The design of new policies 

and adaptive plans requires process un-

derstanding, rigorous synthesis of observa-

tions, and modeling.

The surface water balance and surface en-

ergy balance must be resolved for accurate 

streamflow estimation and projection. At cli-

mate scales, these balances are affected by a 

tangled web of competing physical processes, 

but they intersect in evapotranspiration (ET). 

Across the UCRB streamflow-producing 

mountains, an uncertainty of just 5 W/m2 

of equivalent ET represents ~4 × 109 m3 per 

year, or close to 30% of mean annual basin 

streamflow. In energy-limited (water-rich) ar-

eas, evaporative demand (E
0
) drives ET. Thus, 

proper estimation of both ET and E
0
 are cru-

cial. Data for observation-based assessments 

of long-term hydrology are limited largely 

to precipitation and temperature, with tem-

perature serving as a proxy for E
0
 and the

complexities of the energy balance. This poor 

process representation has hobbled observed 

analyses of trends in streamflow and land-

surface aridity in two ways (6, 7). A full rep-

resentation of E
0
 also requires data on wind

speed, humidity, and solar radiation—varia-

tions in all of which drive long-term E
0
 trends

across the UCRB (8) and globally (9). Also, E
0

and ET should covary in a complementary 

fashion in water-limited areas and in paral-

lel in energy-limited areas (8)—both of which 

are represented in the basin’s complex hy-

droclimate. Although these issues may seem 

obvious, temperature-based E
0
 parameteriza-

tions remain obscured in many analyses.

The relationship between long-term 

streamflow and regional warming drives 

much of the uncertainty in flow projections. 

Milly and Dunne call this sensitivity b (per-

cent streamflow change per degree Celsius of 

warming). The analogous sensitivity to pre-

cipitation is less in dispute. The sensitivity 

approach provides a simple metric for com-

paring different analyses and models (5, 10); 

further, temperature and precipitation are 

the only meteorological elements for which 

century-long, station-based observations are 

widely available in the basin. Yet, the over-

all sensitivity metrics can obscure important 

details. Large ensembles of climate-model 

analyses indicate that meteorological vari-

ability alone can lead to a large range in 

regression-based estimates (10, 11), even if 

the underlying basin hydrologic processes 

remain the same. To counter this, basin sen-

sitivity can be estimated from controlled ex-

periments with uniform warming applied to 

a hydrologic model.

Milly and Dunne focused on reduced 

snowpack and the resulting changes in the 

proportion of surface-reflected sunlight (al-

bedo). They adopted an innovative approach 

for measuring the energy budget with re-

mote sensing that short-circuits the explicit 

calculation of various feedbacks from albedo 

changes. They then used their empirically 

calibrated model of radiative balance to de-

rive net surface radiation from snowpack for 

use in the Priestley-Taylor formulation of E
0
.

This permitted an estimate of radiative ef-

fects of snowpack variability using tempera-

ture and precipitation records from 1920 to 

the present and incorporated the estimates 

into a surface water balance model. They 

calculated an overall temperature sensitivity 

(b) of –9.3% °C–1 for the basin streamflow. By

examining the seasonality of precipitation in

Cooperative Institute for Research in Environmental 
Sciences, University of Colorado, Boulder, CO 80309, 
USA, and Physical Sciences Division, Earth System 
Research Laboratory, National Oceanic and Atmospheric 
Administration, Boulder, CO 80305, USA. 
Email: mike.hobbins@noaa.gov

CLIMATE CHANGE

Threatening the vigor of the Colorado River
Loss of sunlight-reflecting snow spurs evaporation and ebbs river flow
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warm versus cold years, they square observa-

tional estimates of sensitivity with substan-

tially lower estimates from hydrologic model 

sensitivity studies.

The E
0
 used by Milly and Dunne is more

informative than approaches based only 

on temperature; their earlier work argues 

that radiation-based measures capture ET 

changes in “water-rich” areas better than do 

other methods (12). However, it is reasonable 

to ask whether the parameterization used 

for E
0
 in the new study is the best measure

for the mixed energy- and water-limited hy-

droclimates across the UCRB. Also, does the 

choice of solar radiation (and to some ex-

tent, temperature) as the driver of E
0
 force

the finding that albedo plays the dominant 

role in determining streamflow from their 

hydrology model?

The 9.3% loss of streamflow per degree 

Celsius of warming cannot reconcile all 

available data and model dynamics; global 

and regional climate models and hydrologic 

models also include the albedo effect yet 

show differing sensitivities. Other missing 

pieces of the puzzle include the effects of 

dust on snow, the direct effects of increasing 

CO
2
 concentrations on trends in the long-

wave radiation balance and on vegetation’s 

water-use efficiency, and land-cover changes 

from wildfires and insect outbreaks.

The year 2020 is a momentous one for CR 

water policy. The interim interstate agree-

ment on sharing water-shortage impacts 

will be renegotiated this year. The new, more 

stringent Lower Basin Drought Contingency 

Plan will mandate that water deliveries to 

states in the lower basin be reduced—a first, 

and unthinkable a generation ago. These 

adaptation strategies are difficult in a single 

snowmelt–driven basin in a wealthy country. 

How to approach such problems in similar 

basins worldwide is an open question. j
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Liquid droplets in the skin
Creating enough glue to protect the body may require 
phase separation in skin cells

By Arpan Rai and Lucas Pelkmans 

L
iquid-liquid phase separation (LLPS), 

the unmixing of inhomogeneous fluids 

into two or more phases, is emerging as 

a paradigm for the formation of a myr-

iad of membraneless compartments 

inside cells (1, 2). This type of spatial or-

ganization, in contrast to membrane-bound 

compartmentalization, has long lacked uni-

fying principles. However, the physiological 

relevance of compartmentalization through 

LLPS inside cells is still poorly understood 

and often speculative. Additionally, regula-

tory mechanisms through which cells con-

trol and exploit LLPS are still emerging. On 

page 1210 of this issue, Garcia Quiroz et al. (3) 

show that keratohyalin granules (KGs) that 

are formed during epidermal differentiation 

in the skin are pH-sensitive liquid-like pro-

tein condensates. Formation of KGs may be 

physiologically important because mutations 

that cause defects in this process are associ-

ated with the common skin barrier defect 

ichthyosis vulgaris.

The most external part of skin, the epi-

dermis, is composed of keratinocytes, whose 

morphological appearance changes as they 

differentiate, resulting in various layers. In 

the stratum granulosum (granular layer), 

which sits just below the stratum corneum 

(cornified layer) in which the keratinocytes 

expel their nuclei and form a continuous wa-

ter-impermeable protective zone, keratino-

cytes transiently contain KGs. These appear 

as electron-dense, protein-rich structures 

that lack a delimiting membrane (4). Are 

KGs physiologically relevant? A core compo-

nent of KGs is the protein profilaggrin, which 

is cleaved into individual repeats (filaggrin 

monomers) when the stratum corneum 

forms. In this layer, filaggrin monomers 

function as part of the “glue” that forms the 

impermeable barrier of the skin. Mutations 

that result in a smaller number of filaggrin 

repeats lead to disappearance of KGs. The in-
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Snowpack in the Colorado River basin is a 

solar-radiation shield that suppresses 

water loss through evaporation. This protection 

decreases as local temperatures rise. 

Department of Molecular Life Sciences, Ernst Hadorn 
Chair, University of Zurich, Winterthurerstrasse 190, 8057 
Zurich, Switzerland. Email: lucas.pelkmans@mls.uzh.ch

INSIGHTS

Liquid-liquid phase separation in the skin
Keratohyalin granules (KGs), formed by liquid-liquid phase separation of profilaggrin, interact with keratin 

filaments to organize the cytoplasm of keratinocytes during differentiation. During transition of keratinocytes 

from the stratum granulosum (granular layer) to the stratum corneum (cornified layer), KGs dissolve and 

profilaggrin is processed into monomers, which together with other proteins, contribute to the formation of a 

solid intracellular protein matrix.
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ability to form KGs limits the expression of 

filaggrin monomers (5), which results in im-

proper barrier formation. This is where LLPS 

may play a crucial role.

Garcia Quiroz et al. show that profilaggrin 

can undergo LLPS inside cultured keratino-

cytes and that this phenomenon depends on 

the number of filaggrin repeats. From syn-

thetic systems, it is known that the concen-

tration at which multivalent repeats undergo 

LLPS, as well as the composition of conden-

sates formed, is sensitive to the valency and 

stoichiometry of the repeats (6). 

Because skin barrier disorder–

associated profilaggrin muta-

tions result in variable numbers 

of filaggrin repeats, these may 

reflect a disease-causing mani-

festation of altered multivalency 

of a phase-separating protein, 

affecting the composition and 

dynamics of the cellular con-

densates they form. Using live 

imaging of engineered phase 

separation sensors transduced 

in embryonic mouse skin epithe-

lium, Garcia Quiroz et al. show 

that endogenous KGs behave like 

condensates, increasing in num-

ber and stiffness as keratinocytes 

differentiate and progress through the stra-

tum granulosum. This may be mediated by 

the KGs undergoing a liquid–to–gel-like tran-

sition during differentiation, as well as by the 

dense network of intermediate filaments in 

which KGs grow and with which they inter-

act (see the figure). Macromolecular crowd-

ing can affect phase separation properties 

of proteins both in vitro and inside cultured 

cells (7). Moreover, as shown in a nonbiologi-

cal system, the density and elasticity of poly-

mer networks can affect the protein solubil-

ity threshold at which LLPS occurs, as well 

as the size and nucleation of condensates (8).

Although aberrant liquid–to–gel-like tran-

sitions have been speculated to underly the 

appearance of protein aggregates in neuro-

degenerative diseases (2), the study of Garcia 

Quiroz et al. indicates that in certain con-

texts, such transitions are physiologically im-

portant—namely, to form a protective layer in 

the skin. Also during the formation of gel-like 

aggregates in neurodegenerative diseases, 

the cytoskeleton (9) might play a role in mod-

ulating their stiffness. In the future, it will be 

important to understand how condensates 

and cytoskeletal networks affect each other 

to structure the interior of the cell and how 

this synergy is perturbed in disease.

Garcia Quiroz et al. also reveal that both 

endogenous KGs in the skin and profilag-

grin condensates in cultured cells sense pH 

changes, responding to the drop in pH that 

occurs when cells approach the stratum cor-

neum. The lower pH triggers KG dissolution, 

leading to increased amounts of profilaggrin 

in the cytoplasm. Such environmental sens-

ing has been shown for other phase-separat-

ing proteins, such as Sup35 and polyadenyl-

ate-binding protein (Pab1) in yeast (10). KG 

dissolution may also be aided by changes in 

intracellular Ca2+ concentrations that occur 

during epidermal differentiation (11), because 

keratinocytes express many Ca2+ binding pro-

teins, including profilaggrin. Furthermore, 

although not addressed by the authors, pro-

filaggrin becomes extensively phosphorylated 

in the granular layer, and subsequently de-

phosphorylated before being processed into 

monomers (5). Cycles of phosphorylation and 

dephosphorylation have been shown to regu-

late multiple condensates (12)—for instance, 

during stress recovery (13) and progression 

through mitosis (14). This provides another 

attractive, actively controlled mechanism by 

which keratinocytes could modify the critical 

concentration at which profilaggrin under-

goes LLPS.

The processing of profilaggrin into individ-

ual filaggrin monomers is mediated by prote-

ases, which have been shown in synthetic in 

vitro systems to rapidly change the valency of 

repeats of engineered proteins, thereby trig-

gering the dissolution of condensates (15). 

It thus seems plausible that a multimodal 

mechanism is in place to ensure that conden-

sation and subsequent dissolution of KGs in 

keratinocytes is robust and precisely timed 

during epidermal differentiation.

But why undergo LLPS to produce KGs, 

when they disappear and profilaggrin is 

cleaved into monomers in the layer above? 

Many functions have been proposed for 

condensates, including storage, modulation 

of signaling, environmental stress sensing, 

force generation, and noise buffering (1, 2). 

Garcia Quiroz et al. posit that KGs, along with 

the keratin network, function to physically 

deform the nucleus, prior to enucleation. It 

is an attractive hypothesis, considering that 

the stiffness of KGs and the density of the 

keratin network increase during epidermal 

differentiation. However, it is also possible 

that KGs act as a storage depot for profilag-

grin, protecting it from proteolytic process-

ing. Exclusion of proteases from KGs would 

prevent premature processing of profilag-

grin. Moreover, there are high amounts of the 

amino acid histidine in profilaggrin, which 

is metabolically converted to organic acids 

upon proteolytic cleavage in the stratum 

corneum, contributing to skin acidification. 

Therefore, premature process-

ing of profilaggrin could strongly 

affect the intracellular milieu 

when it is in high abundance. 

Concentrating profilaggrin 

through LLPS and formation of 

KGs may thus protect the cell 

from possible deleterious effects 

of premature acidification.

Future studies are required to 

address whether sequestering 

profilaggrin or other epidermal 

regulators in condensates, which 

might otherwise have toxic ef-

fects at high cellular concentra-

tions, allows cells to build up 

enough material and temporally 

regulate their release. The re-

leased proteins may then transition into a 

continuous, irreversible solid protein matrix 

of the stratum corneum by enzymes that in-

troduce covalent cross-links. Multicellular 

systems that recapitulate the three-dimen-

sional structure of tissues will become in-

creasingly important to explore how LLPS 

is exploited and regulated in cells within the 

context of a tissue. By generating new proper-

ties in form and function at the supramolecu-

lar scale, LLPS may provide key insights into 

the mechanisms by which biological scales 

are connected, and how this goes wrong in 

disease.        j
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The skin condition ichthyosis vulgaris is likely caused by defective liquid-liquid 

phase separation of profilaggrin and hence improper barrier formation in the skin.
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By Jonathan Moss and Anna Williams

C
erebral edema, brain swelling due 

to fluid influx, exacerbates the ef-

fects of ischemic large-vessel stroke, 

whereby a clot blocks one of the 

large blood vessels to the brain. Be-

cause the skull is a closed box, brain 

swelling cannot be accommodated, damag-

ing  other areas of the brain and leading 

to poor long-term prognoses (1). The cen-

tral dogma to this fluid influx is that its 

source is the blood. On page 1211 of this 

issue, Mestre et al. (2) present compel-

ling evidence to suggest that the initial 

stages of cerebral edema after ischemic 

stroke are driven by influx from an alterna-

tive source—the cerebrospinal fluid (CSF). 

This implies that targeting CSF-driven 

edema may offer opportunities to treat 

these harmful secondary effects of isch-

emic stroke.

A system was previously described 

whereby CSF enters the brain parenchyma 

through the spaces around arteries and 

leaves through the spaces around veins 

(perivascular spaces ), removing brain sol-

utes (3). This lymphatic-like mechanism is 

largely dependent on water flow through 

aquaporin-4 (AQP4) channels into, and out 

of, the endfeet processes of perivascular as-

trocytic glial cells and was thus called  the 

glymphatic system. The clearing of brain 

solutes by this system can be highly ben-

eficial. Removal of amyloid b peptide and 

tau protein can reduce pathological aggre-

gations that are implicated in neurodegen-

eration, Alzheimer’s disease, and dementia. 

Indeed, when the glymphatic system is ar-

tificially perturbed by the deletion of the 

Aqp4 gene in mice, clearance of these fac-

tors is suppressed and pathology worsens 

(3, 4). But what if this clearance pathway 

is overwhelmed? Mestre et al. reveal that, 

in the immediate response to ischemic 

stroke, perivascular spaces are flooded with 

CSF, the physiological ebb and flow of the 

glymphatic system are  perturbed, and fluid 

rushes through AQP4 channels of astrocyte 

endfeet into the astrocytes and the brain to 

cause edema.

The development of cerebral edema is 

typically subdivided into three distinct 

phases. First, in cytotoxic edema, brain cells 

take on fluid and swell as energy-dependent 

ion transport fails. Next, in ionic edema, so-

dium ions from the blood cross an intact 

blood-brain barrier and create a permissive 

osmotic gradient down which fluid flows 

into the brain. Finally, in vasogenic edema, 

the blood-brain barrier begins to break, al-

lowing an influx of larger blood constitu-

ents. Using a well-characterized mouse 

model of unilateral ischemic stroke (affect-

ing part of one brain hemisphere), Mestre 

et al. show that influx waves of water, at 

11 s and at 5.5 min after stroke  (within the 

window of cytotoxic edema), increased 

water content in the stroke-affected cor-

tex, and this water remained for an hour. 

With a fluorescent CSF tracer, the authors 

demonstrate that CSF enters the poststroke 

hemisphere three times more readily than 

the unaffected hemisphere. Tracers in the 

blood or CSF (see the photo) confirmed 

that the CSF is the source of the increased 

water content, which is corroborated by 

edema formation along CSF flow pathways 

in humans.

What drives this influx of CSF into the 

brain? Mestre et al. found that a poststroke 

reduction in blood flow led to a hydrostatic 

pressure gradient to push CSF into the brain 

at 11 s after stroke . The larger influx of CSF 

occurred contemporaneously with cyto-

toxic edema, as seen by a decreased mobil-

ity of water molecules due to cell swelling. 

This decrease in mobility may be driven by 

spreading depolarizations—sudden waves 

of extensive gray matter depolarization re-

sulting from the shutdown of transmem-

brane ion gradients in neurons (5). The au-

thors found that the wave of depolarization 

spreads fast, with the wave of CSF influx 

following ~30 s behind, suggesting that the 

depolarization triggers CSF influx.

NEUROPHYSIOLOGY

Opening the floodgates to the brain
Cerebrospinal fluid influx dictates early edema in response to ischemic large-vessel stroke
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Fluid influx in poststroke edema
In a mouse model of ischemic stroke, a wave of spreading depolarization 

leads to waves of vasoconstriction, perivascular space (PVS) enlargement, 

and an influx of water from cerebrospinal fluid (CSF) into the brain 

through aquaporin-4  expressed on astroctye endfeet, causing early 

poststroke edema. This occurs before contributions from 

the blood, which exacerbate the edema. 
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Once initiated, why does the CSF influx 

wave follow the wave of spreading depo-

larization across the brain? Mestre et al. 

posit that this is due to spreading depolar-

ization causing vasoconstriction of surface 

and penetrating arterioles (spreading isch-

emia) (6, 7). They demonstrate that vaso-

constriction in distal arteries is sufficient 

to increase surface arteriole perivascular 

spaces, which creates a pressure gradient to 

increase CSF flow in the perivascular spaces 

of penetrating arterioles. For this increased 

CSF flow to translate into greater influx into 

the brain, AQP4 channels are key. In mice 

engineered with a deletion of Aqp4, and 

exposed to stroke, CSF in the perivascular 

spaces was decreased, CSF influx into the 

brain was reduced, and no edema occurred 

within 15 min after strok e.

The overall contribution of CSF influx to 

early poststroke edema, and its dependence 

on  the wave of spreading depolarization, 

may be relevant to other conditions display-

ing spreading depolarizations (8). For ex-

ample, traumatic brain injury (TBI) can be 

exacerbated by cerebral edema, and many 

mechanisms for this have been proposed, in-

cluding spreading depolarization (9). AQP4 

expression is increased after TBI , but its po-

larized expression favoring astrocytic end-

feet is lost, so if CSF influx is a factor in TBI 

edema, it may be through a different route 

than after stroke  (10). Waves of spreading 

depolarization also underlie the aura of mi-

graine [which doubles the risk of ischemic 

stroke (11)] and are followed by a brief in-

crease and then prolonged decrease of blood 

flow, but without edema. It is possible that 

these waves are accompanied by more subtle 

CSF influxes into the brain, which are ad-

equately removed by the glymphatic system.

It is important to remember that vaso-

genic edema is a substantial contributor 

to later edema following stroke . In their 

stroke-model mouse, Mestre et al. show 

that the vasogenic component of edema 

becomes more pronounced 24 hours after 

stroke (see the figure). This might be par-

ticularly relevant when considering more 

targeted treatments for human poststroke 

recovery. In spinal cord injury, where there 

is also edema, inhibition of AQP4 expres-

sion reduces cytotoxic edema, but increased 

AQP4 expression is beneficial for water re-

absorption during vasogenic edema (12), 

suggesting that therapeutically targeting 

AQP4 after stroke  for beneficial effect may 

be difficult.

Can CSF-induced edema in stroke be 

therapeutically targeted? Surgical decom-

pression hemicraniectomy to reduce gen-

eral brain edema after stroke saves lives 

(13), and cisternostomy to drain CSF has its 

proponents in TBI (14), but could a less in-

vasive nonsurgical approach be developed? 

Perhaps it may be helpful to therapeuti-

cally target the spreading ischemia and/or 

depolarization using drugs that act on ion 

channels (e.g., Na+, K+, Cl−, and Ca2+ chan-

nels) and neurotransmitter receptors [e.g., 

adrenergic, serotonergic, sigma-1, calcitonin 

gene-related peptide, g-aminobutyric acid 

(GABA), and N-methyl-D-aspartate recep-

tors], as has been suggested for other dis-

eases in which this occurs (15). The caveat 

is that the time window for intervention 

may be short—although perhaps longer in 

humans than in mice. Nevertheless, Mestre 

et al. have begun decoding the mechanism 

by which a CSF source might contribute to 

cytotoxic edema in stroke, and the continu-

ation of this work should improve the op-

portunities to improve long-term prognoses 

for the survivors of stroke by shutting the 

floodgates and protecting the brain. j
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THERMOELECTRICS

Seeking new,  
highly effective 
thermoelectrics
Operating across a 
wide temperature range 
is a priority for 
thermoelectric materials

By Yu Xiao and Li-Dong Zhao

T
hermoelectric technology can directly 

and reversibly convert heat to electri-

cal energy. Although thermoelectric 

energy conversion will never be as ef-

ficient as a steam engine (1), improv-

ing thermoelectric performance can 

potentially make a technology commercially 

competitive. Thermoelectric conversion ef-

ficiency is estimated by the so-called dimen-

sionless figure of merit, ZT = S2
sT/k, where 

S, s, T, and k denote the Seebeck coefficient, 

electrical conductivity, working tempera-

ture, and thermal conductivity, respectfully . 

These parameters are strongly coupled, and 

improving the final ZT is challenging as a 

result. Strategies for boosting thermoelec-

tric performance include nanostructuring, 

band engineering, nanomagnetic compos-

iting, high-throughput screening, and oth-

ers (2). Many of these strategies create a 

high ZT in a narrow range of temperatures, 

limiting the overall energy conversion. 

Finding materials with wider operating 

temperature ranges may require rethinking 

development strategies.

A thermoelectric device is assembled with 

many cascading n-type and p-type couples. 

The device efficiency is closely related to 

the performance of  thermoelectric materi-

als. Thermoelectric materials are categorized 

into three temperature ranges depending on 

their working temperatures. Bismuth tel-

lurides are typical thermoelectric materials 

that operate under 400 K. Lead chalcogen-

ides are typical for the 600 to 900 K range. 

Silicon-germanium and Zintl phases exhibit 

the best performance above 1000 K. The best 

thermoelectric performance at the optimal 

working temperature is restricted by the 

bandgap (Eg) owing to intrinsic excitation. 

School of Materials Science and Engineering, 
Beihang University, Beijing 100191, China.
Email: zhaolidong@buaa.edu.cn

After stroke in live mice, cerebral spinal fluid (yellow) 

enters the brain along the perivascular spaces of 

cerebral blood vessels (red).
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This bandgap  is given by a rule Eg = 2eSmaxT, 

where e is unit charge, Smax is the maximum 

Seebeck coefficient, and T is the temperature 

that corresponds to Smax. The Seebeck coeffi-

cient is also called the thermopower and is a 

measurement of the voltage produced within 

a temperature gradient (S = DV/DT, where V

is voltage). The bandgap rule means that the 

most well-known thermoelectric materials 

are narrow-bandgap semiconductors, such 

as (Bi,Sb)2Te3 (Eg ~ 0.13 eV) (3), PbTe (Eg ~ 

0.28 eV) (4), and GeTe-AgSbTe2 (Eg ~ 0.39 

eV) (5). The maximum ZT (ZTmax) values for 

these thermoelectric materials shift to higher 

temperatures as the bandgap increases (see 

the figure). To fully realize their potential, 

thermoelectric materials must work over 

the entire, several-hundred-kelvin operating 

range. One method for doing this is with a 

segmented leg (see the figure), but interfacial 

resistance and mismatched compatibility fac-

tors deteriorate the long-term performance 

under high temperature (6). 

Wide-bandgap semiconductors could 

solve this temperature range issue but often 

have poor electrical properties, but the wide-

bandgap SnSe (~0.86 eV) has proved to be 

an excellent thermoelectric material. Its ZT

curve for SnSe covers several narrow-band-

gap thermoelectrics (7–9). SnSe possesses 

attractive ZT values at low temperatures, 

which continuously increase without satura-

tion up to 800 K. Several special features of 

SnSe provide some general selection rules for 

new thermoelectric materials that may work 

over a wide temperature range. First,  the 

wide bandgap avoids the intrinsic excitation 

and the ZT values are not saturated at high 

temperatures. Second, layered structures can 

have high in-plane transport properties that 

circumvent the normally low carrier density 

that plagues wide-bandgap semiconductors. 

Wide-bandgap semiconductors were ne-

glected as promising thermoelectrics because 

of their intrinsically low carrier density. This 

deviates from the optimal carrier density (n) 

owing to the ZT parameter interrelations. To 

achieve high electrical transport properties 

in materials with low carrier density, high 

carrier mobility (m) can be found along an 

in-plane direction in layered structures, and 

thus layered materials can reach high electri-

cal conductivity s = nem. Furthermore, the 

low carrier density allows for a high Seebeck 

coefficient, and, consequently, an ultrahigh 

power factor (PF = S2s) (9, 10). Third, a low-

symmetry structure is connected to low lat-

tice thermal conductivity (klat), which is a 

lower electronic themal conductivity (kele) ow-

ing to low carrier density, and contributes to 

the total thermal conductivity (k = klat + kele). 

Asymmetric crystal structures have strong 

anharmonic lattice vibrations useful for low-

ering thermal conductivity, and their more 

complex electronic band structure is also 

attractive for thermoelectric materials. The 

selection rules will not work for all materials 

because of the complex interplay between the 

ZT parameters but should provide at least a 

rough guide for candidate materials. The se-

lection rules for identifying potentially highly 

effective thermoelectrics are appropriate for 

both n-type and p-type materials because of 

their similar transport principles.

Within these selection rules, some prom-

ising thermoelectrics can be identified, such 

as BiCuSeO (11), BiSbSe3 (12), K2Bi8Se13 (13), 

and Sb2Si2Te6 (14). The anisotropic transport 

properties should lead to improved perfor-

mance in crystalline forms of these materials 

where we expect, as  for SnSe and SnS crys-

tals, higher carrier mobility (9, 10). Moreover, 

much more highly effective thermoelectric 

performance from these anisotropic thermo-

electric materials could be expected through 

integrating present selection rules with the 

approach to reveal  the intrinsically low ther-

mal conductivity (15). Finally, it must also  be 

mentioned that not every material with high-

range ZT values, ZTave, is going to immediately 

make for a device-ready material. High ZTave

thermoelectric materials may be challenging 

to ultimately turn into commercial devices, 

especially at higher temperatures. Interfacial 

resistivity and diffusion between the high-

performance thermoelectrics and contact 

electrode that can degrade thermoelectric 

performance over time are exacerbated at 

high temperatures. Some of these issues may 

be solved by device engineering, but the pres-

ent selection rules also provide a rough guide 

for finding different types of thermoelectric 

materials. j
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Thermoelectric devices are 
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materials with narrow 
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Wide-bandgap single legs [tin selenide (SnSe), 
for example] should be crystals that are layered 
and have low symmetry, which are more likely to 
have a  promising thermoelectric performance. 
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eV) has a high ZT across the entire 
temperature range of the 
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narrow-bandgap material 1 to 3 
(0.13, 0.28, and 0.39 eV) works well 
at diferent temperature ranges. 
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Searching for thermoelectrics
Finding thermoelectric materials that are efficient across a wide range of temperatures is a challenge. A high 

figure of merit (ZT) denotes a promising thermoelectric, but maybe only for a small range of temperatures.   
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S
ickle cell anemia is an inherited dis-

order caused by a point mutation 

(affecting a single nucleotide) in the 

gene that encodes the b-globin chain 

of hemoglobin (Hbb). Two b-globin 

chains and two a-globin chains form 

hemoglobin, the multisubunit protein in red 

blood cells that carries oxygen. The muta-

tion results in the replacement of negatively 

charged glutamate by a neutral, hydropho-

bic valine that produces sticky patches on 

the protein surface. Upon delivering oxygen 

to the tissues, the mutant 

hemoglobin (HbS) polym-

erizes into fibers, which 

distort (“sickle”) red blood 

cells and cause blockage of 

the circulation, resulting 

in acute, severe pain called 

a sickle cell crisis. Pauling 

and colleagues reported the 

molecular basis of sickle cell 

anemia in 1949, giving birth 

to the field of molecular 

medicine (1). Research on 

sickle cell anemia has again 

taken center stage because 

of new drug therapies, cures 

through stem cell transplan-

tation, and the promise of 

gene therapy.

Current treatment op-

tions focus largely on best 

supportive care, including 

blood transfusions and pain 

medication. Hydroxyurea 

(2), with its proven efficacy in reducing 

sickle cell crises and improving survival, 

should also be considered standard care, 

but it is grossly underutilized. Hydroxyurea 

is the first of just two U.S. Food and Drug 

Administration (FDA)–approved drugs to 

treat sickle cell disease (SCD) by inhibit-

ing the HbS polymerization that causes 

sickling. The clinical effectiveness of hy-

droxyurea is due to the induction of fetal 

hemoglobin (HbF) production by a still 

unknown mechanism. HbF is composed 

of two a-globin chains and two g-globin 

chains. The amino acid sequence of HbF 

is sufficiently different from HbS that little 

or no HbF takes part in fiber formation, so 

the primary effect is to dilute HbS (3).

Even a small decrease in the intracellular 

HbS concentration is therapeutic because 

of the enormous sensitivity to concentra-

tion during the period before HbS fibers 

appear (delay time), allowing more cells to 

escape the capillaries of peripheral tissues, 

where oxygen is delivered, before sickling 

occurs (3). The rare condition of HbS with 

hereditary persistence of HbF (HbS/HPFH) 

is caused by compound heterozygous muta-

tions in the genes encoding b-globin and g-

globin. HbF is evenly distributed in all red 

blood cells of individuals with HbS/HPFH, 

and there are no complications of SCD. The 

hydroxyurea-induced HbF increase is not 

evenly distributed among red blood cells; 

otherwise, it would be even more effec-

tive. The well-established clinical efficacy 

of hydroxyurea coupled with compelling 

evidence from the naturally occurring HbS/

HPFH-associated mutations demonstrate 

that higher concentrations of HbF can alle-

viate clinical complications of SCD. This has 

motivated both pharmacological and ge-

netic efforts to find approaches that induce 

HbF production in every red blood cell (4).

A second drug that inhibits sickling, 

voxelotor, was approved by the FDA in 

November 2019. Voxelotor preferentially 

binds to the high–oxygen affinity, nonpo-

lymerizing R conformation of HbS, reduc-

ing the concentration of the polymerizing 

T conformation at every oxygen pressure 

(3). However, HbS molecules bound with 

the drug are in a conformation that deliv-

ers very little oxygen to tissues, in a disease 

characterized by decreased oxygen deliv-

ery. So, although patients taking voxelotor 

show modest increases in hemoglobin con-

centrations (5), it is not necessarily an indi-

cation of decreased anemia because the in-

crease in hemoglobin is about the same as 

the concentration of the drug-bound, non–

oxygen-delivering hemoglobin. Moreover, 

there is no current evidence of a decreased 

frequency of sickle cell crises, and the ef-

fects on organ damage and survival are yet 

to be determined. However, the increase in 

hemoglobin is accompanied by decreased 

markers of red blood cell rupture, indicat-

ing reduced sickling (5).

A single metric appears to be a pri-

mary determinant of SCD severity—the 

time taken for red blood cells to transit 

through the capillaries of the tissues rela-

tive to the delay time for HbS polymeriza-

tion (3). Consequently, sickling in narrow 

vessels can be reduced by increasing the 

delay time but can also be reduced by de-

creasing adhesion of red blood cells to the 

vascular endothelium, decreasing transit 

times. One such agent, also approved by 
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Treating sickle cell anemia
New drugs, stem cell transplants, and gene therapy show 
promise in treating sickle cell anemia
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In vivo gene therapy
Direct gene editing in 
patients could 
circumvent the need for 
transplantation of 
modifed patient cells if 
sufcient efciency and 
safety can be achieved. 

Ex vivo gene therapy
The patient’s bone marrow cells are modifed by 
adding a b-globin gene, using a retroviral vector 
or with gene editing, to reactivate fetal hemoglobin 
(HbF) or correct the disease mutation.  

Allogeneic transplant
An established curative 
strategy using bone 
marrow stem cells from 
a donor without SCD

Drug treatment
Aim to allow more 
cells to transit 
the microcirculation 
before sickling 

Patient 
stem cells 

Genetically  
modifed 
stem cells 

Current and future treatments for sickle cell anemia
Numerous advances in the understanding of sickle cell disease (SCD) have allowed the development of curative therapies 

through allogenic stem cell transplanation, with the promise of gene therapy–based treatments in the future.
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the FDA in November 2019, that does re-

duce the frequency of sickle cell crises is 

crizanlizumab, an antibody that blocks the 

adhesion molecule P-selectin, which is ex-

pressed by red blood cells (6).

Correction of SCD at the molecular level 

can be achieved by completely replac-

ing the patient’s bone marrow, where red 

blood cells are produced, with bone mar-

row that contains red blood cell–producing 

stem cells with the correct b-globin (HBB) 

gene from an unaffected, tissue-matched 

sibling donor (see the figure). This alloge-

neic transplantation procedure has proven 

curative in ~95% of recipients, primarily in 

children (7). Using an approach that does 

not completely eradicate the patient’s bone 

marrow in severely affected adults, disease 

reversion with minimal toxicity has also 

been achieved in ~90% of patients with 

as low as 20% replacement of the patient’s 

bone marrow by using a tissue-matched 

sibling donor (7). Although these results 

are encouraging, only ~10% of patients 

with SCD in the United States 

have a tissue-matched sibling 

donor. Recent efforts to extend 

this curative matched-sibling 

transplantation approach to 

individuals with half-matched 

family donors are promising, 

allowing application to nearly 

every patient because the ma-

jority have a half-matched family donor 

available (7).

These allogeneic transplantation results 

have provided proof of concept that genetic 

manipulation of the defective bone marrow 

stem cells might be equally therapeutic. As 

such, genetic approaches to manipulating 

the patient’s own stem cells and then trans-

planting them back into the patient (au-

tologous transplant) have been vigorously 

pursued. Permanent integration of a thera-

peutic HBB gene along with key regulatory 

elements into the DNA of stem cells became 

feasible with the development of a robust 

gene transfer system using a modified 

HIV1 (8). This lentiviral vector system has 

allowed for sustained, endogenously regu-

lated expression of therapeutic b-globin 

that is sufficient to revert SCD in patients 

(8–10). Using the same approach, Zynteglo, 

a gene therapy that consists of autologous 

transplantation of stem cells engineered 

with a lentiviral vector to express an HBB 

gene, has recently gained approval by the 

European Commission for adolescents and 

young adults with the SCD-related disorder, 

transfusion-dependent b-thalassemia.

Progress in genetic approaches aimed at 

HbF production has been accelerated by 

concomitant progress in the understand-

ing of genetic control of the switch from 

HbF to adult hemoglobin that occurs at 

birth (hemoglobin switching). The discov-

ery of BCL11A (B cell lymphoma/leukemia 

11A) as a major repressor (among others) 

of the g-globin genes, HBG1 and HBG2, 

that compose HbF (11), has produced new 

genetic approaches to HbF production. 

Two strategies that target BCL11A regula-

tion in bone marrow stem cells for autolo-

gous transplant are currently in clinical 

trials. One involves lentiviral vector–medi-

ated gene transfer of a short-hairpin RNA 

to reduce BCL11A expression. The other 

involves disruption of discrete regulatory 

elements of the BCL11A gene with CRISPR-

Cas9 gene editing (12). Another genetic 

approach uses gene editing to disrupt the 

DNA binding sites of BCL11A in the pro-

moters of HBG1 and HBG2, mimicking 

HPFH variants, but this has not reached 

clinical testing (13).

Ongoing and planned clinical trials of 

the resulting gene therapies designed to 

increase HbF in SCD have the theoretical 

advantage over current globin gene addi-

tion therapies of preserving the reciprocal 

relationship between fetal and adult glo-

bin chain expression from the endogenous 

locus; the increase in HbF attained with 

these approaches will be accompanied by 

a potentially therapeutic reduction in HbS.

The ultimate challenge to treat SCD is 

to genetically correct the HbS mutation. 

Although correction of the SCD mutation 

through gene editing is feasible in vitro 

(14), genotoxicity concerns, from off-target 

effects, as well as low efficiency dictate 

further studies before clinical application. 

There are safety concerns with all current 

therapies that involve genetic manipula-

tion, which include vector-mediated inser-

tional mutagenesis and off-target gene edit-

ing, as well as concerns about risks inherent 

to the high-dose chemotherapy required for 

autologous bone marrow transplantation. 

Furthermore, these approaches require a 

clinical infrastructure to provide consider-

able supportive care not yet widely avail-

able in areas where this disease is most 

prevalent, including sub-Saharan Africa. 

Although in vivo gene therapy does not yet 

currently exist, the U.S. National Institutes 

of Health and the Bill and Melinda Gates 

Foundation recently announced a collab-

orative effort to support the development of 

a curative in vivo gene therapy approach for 

both HIV and SCD.

The majority of SCD patients live in 

under-resourced countries, so an inexpen-

sive drug that inhibits sickling is urgently 

needed now for these patients. There are 

many potential drugs in the pipeline to 

treat SCD, including sickling inhibitors, 

anti-adhesion agents, and drugs that ame-

liorate other deleterious sequelae of HbS 

polymerization, such as oxidative stress and 

inflammation (15). Therapy will not require 

a drug that completely inhibits sickling but 

one that increases the delay time to HbS po-

lymerization, allowing more cells to escape 

the microcirculation and reducing the fre-

quency of vaso-occlusion and correspond-

ing pain. Thus, there is cause for optimism 

because there are already four different 

strategies that can increase delay times 

other than by increasing HbF synthesis. 

These are (i) increasing cell volume to de-

crease intracellular hemoglobin concentra-

tion, (ii) decreasing the concentration of the 

allosteric inhibitor 2,3-diphospho-

glycerate to decrease fiber stability, 

(iii) shifting the allosteric equilib-

rium toward the nonpolymerizing

R conformation, and (iv) binding

to an intermolecular contact site

in the fiber (3). Fortunately, there

are now large drug libraries avail-

able for screening, such as the

ReFRAME library, which contains almost 

12,000 compounds that, importantly, have 

already been tested in humans. Compounds 

that show therapeutically significant effects 

in a pathophysiologically relevant assay at 

concentrations known to be nontoxic can be 

rapidly approved for clinical testing. j
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“Re search on sickle cell ane mia has again taken 
center stage because of new drug therapies, 

cures through stem cell transplantation, and the 
promise of gene therapy.”
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 A
ccess and benefit sharing (ABS), a 

policy approach that links access 

to genetic resources and traditional 

knowledge to the sharing of mone-

tary and nonmonetary benefits, first 

found expression in the 1992 United 

Nations (UN) Convention on Biological Di-

versity (CBD). Predicated on the sovereign 

rights of countries over their biodiversity 

and associated genetic resources and in-

tended to harness the economic power 

of those resources to create incentives for 

and fund biodiversity conservation, the 

ABS transaction was conceived to foster 

equitable relations between those parties 

providing genetic resources and associated 

traditional knowledge and those wishing to 

make use of them for research and develop-

ment. Yet although challenges faced within 

the CBD suggest that it is time to rethink 

ABS, several other international policy pro-

cesses under the auspices of the UN have 

instead been embracing the ABS approach, 

and are doing so largely outside of main-

stream scientific discourse and attention. 

The resulting policies could have a major 

impact on how genetic resources and as-

sociated information are collected, stored, 

shared, and used, and on how research 

partnerships are configured. We highlight 

implications for science of the recent expan-

sion of ABS in global policy, in particular 

the potential incorporation of genetic se-

quence data.

Moving away from the notion that bio-

diversity was the “common heritage” of 

all countries, the CBD affirmed national 

sovereignty over genetic resources and es-

tablished a framework for benefit sharing 

and equity associated with the collection, 

sharing, and use of genetic resources. The 

Nagoya Protocol (NP) to the CBD, which 

entered into force in 2014, provided more 

detailed mechanisms for implementing 

ABS and more explicitly linked the CBD’s 

three objectives of conservation, sustain-

able use, and fair and equitable benefit 

sharing. Despite acknowledgment of the 

potential for multilateral approaches, both 

agreements embedded a bilateral approach 

to ABS, with the NP emphasizing contracts 

as a preferred benefit-sharing tool.

The goals of ABS have had broad support 

in the international diplomacy space, as has 

the innovative if unproven approach for  cre-

ating incentives through ABS for biodiver-

sity conservation. But the devil has proven 

to be in the details. Early on, it became 

clear that commercial demand for genetic 

resources was insufficient to incentivize 

biodiversity conservation. The transactions 

that did take place under the CBD have yet 

to generate substantial benefits for con-

servation (1–3). Domestic political impera-

tives have often focused benefit sharing on 

limited  economic development rather than 

conservation (4). Advances were made to-

ward more equitable research partnerships, 

and in some cases indirect benefits (such 

as research on threatened biodiversity) re-

sulted, but new bureaucratic hurdles made 

academic and conservation research more 

difficult. Even streamlined approaches for 

noncommercial research required substan-

tial investments of time, money, and capac-

ity to receive permits or sign ABS agree-

ments in countries with unclear legal and 

administrative structures [e.g., (3, 5, 6)].

In recent years, concerns associated with 

ABS policy have expanded and grown more 

urgent as the CBD and other processes 

have begun to explore the incorporation of 

genetic sequence data. Despite its original 

design as a bridge between advanced tech-

nologies and conservation, international 

ABS policy has focused on the collection 

and exchange of physical material, largely 

ignoring developments in biotechnology, 

which relies heavily on the use of genetic 

sequence data and information, in addition 

to physical samples of genetic resources (7, 

8). The CBD did not begin work in earnest 

on “digital sequence information” (DSI) un-

til 2016 (9). As part of implementing the NP, 

the global community is tying itself in knots 

to retrofit an ABS mechanism designed 

for physical samples to DSI, and the term 

DSI itself remains a negotiated placeholder 

term, the meaning and scope of which re-

main in dispute.

Many in the scientific community with 

ABS experience are concerned that DSI 

might be captured by the same complex 

ABS policies that they currently must navi-

gate to access physical samples (3, 5). The 

inclusion of DSI would vastly expand the 

scope and impact of ABS. However, ABS 

is a particularly poor policy fit for regulat-

ing access to DSI. As currently conceived, 

ABS presumes that providers and users 

negotiate agreements and exchange physi-

cal material with clear provenance, owner-

ship, and value, and that this material can 

usually be tracked through the research 

process, culminating in something of value. 

DSI turns most of this on its head (9, 10).

Research practices and concepts of eth-

ics and benefit sharing associated with DSI 

that have evolved in recent decades within 

the scientific community emphasize open-

ness, transparency, networks, and free ex-

change. By contrast, ABS is a transactional 

mechanism that restricts access to genetic 

resources so that their use can be exchanged 

for benefits between identified users and 

providers of these resources. However, to 

not capture DSI would mean leaving a mas-

sive loophole in the ABS endeavor. Users 

might simply sidestep benefit-sharing obli-

gations by digitizing genetic resources and 

synthesizing the required nucleic acid frag-

ments with the use of openly accessible DSI. 

But the question remains as to whether ABS 

is the best and only way to benefit provider 

countries, science, and conservation from 

the use of DSI.

Despite its  central role  in the policy lan-

guage of ABS, conservation has faded from 

the practice of ABS and today is a marginal 

concern at best. The 2019 global assessment 

from the Intergovernmental Science-Policy 

Platform on Biodiversity and Ecosystem 

Services illustrates the extent of biodiver-

sity loss in recent decades (11), even as ABS 

came on line , but the biodiversity crisis has 

not triggered a reconsideration of conserva-
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tion within the ABS policy process. In fact, 

disagreements about ABS could undermine 

ongoing CBD negotiations for a post-2020 

global biodiversity framework. At the na-

tional level, catastrophic biodiversity loss 

has often resulted from policies put in 

place by governments that, despite being 

keen proponents of ABS, also promote the 

clearing of biologically diverse habitats for 

industrial agriculture, mining, logging, and 

other resource-extractive activities.

If biodiversity conservation is removed 

from the ABS formulation as a desirable 

but unrealized objective, we are left with a 

policy framework that primarily navigates 

equity and fairness in science and technol-

ogy through genetic resource exchange. 

For decades, ABS has provided an invalu-

able home for important and otherwise 

orphaned dialogues on ethics and equity 

in research, ownership, and control of ge-

netic resources and traditional 

knowledge, capacity building, 

technology transfer, and other 

issues (12). However, their in-

clusion under the ABS ban-

ner means that issues relating 

to equity in advanced science 

and technology are addressed 

within the UN partly under the 

auspices of an environmental 

treaty, the CBD.

As a result, the Conference of 

Parties to the CBD makes deci-

sions about scientific research 

practices that can have impacts 

far afield from biodiversity 

conservation. These meetings 

are generally attended by dip-

lomats from ministries of the 

environment, often with little 

experience in genomics, bioin-

formatics, biotechnology, and related fields. 

Scientific expertise is available within these 

processes through expert groups, commit-

tees, and other forums, but how expertise 

is translated for decision-makers is a recur-

ring challenge. Additionally, although these 

are constituted as scientific and techni-

cal bodies, they are nominated by govern-

ments and can be highly political and used 

as negotiating spaces. There are few if any 

forums where scientists can engage on a 

neutral platform.

Limited capacity within the policy-

making process to understand the tech-

nical scientific issues and commercial 

practices underlying ABS may be one rea-

son why—after almost 30 years, innumer-

able national ABS measures, and tens of 

millions of dollars spent discussing and 

developing these policies—there is rela-

tively little to show in the way of conser-

vation, technology transfer, capacity-build-

ing, or other monetary or nonmonetary 

benefits. Entrenched positions between 

the global North and South today add to 

these concerns.

ABS EXPANSION WITHIN THE UN

The challenges faced by ABS within the 

CBD and NP process, and the belated and 

still nascent consideration of DSI, might 

suggest that it is time to rethink ABS and 

learn lessons from other areas of policy. 

However, in the past few years, many UN 

forums have sought guidance from the ABS 

policy arena rather than from more estab-

lished ethics platforms. In addition to the 

CBD and its supplementary NP processes, 

ABS has been pursued under the World 

Health Organization (WHO) Pandemic In-

fluenza Preparedness (PIP) Framework for 

the Sharing of Influenza Viruses and Access 

to Vaccines and Other Benefits, the Inter-

national Treaty for Plant Genetic Resources 

for Food and Agriculture (or “Plant Treaty”), 

and deliberations under the Convention on 

the Law of the Sea (UNCLOS).

The WHO is perhaps the most forceful in 

pushing ABS as a solution to its perceived 

ethical and equity shortcomings on the is-

sue of virus sharing. It originally ventured 

into ABS through its PIP Framework but has 

started exploring options for incorporating 

aspects of the NP into the sharing of other 

pathogens. Advocacy for the NP in this fo-

rum, although an admirable effort to create 

synergies across UN bodies and to promote 

the general idea of benefit sharing, ignores 

the very different goals of the CBD and its 

ABS mechanism versus the public health 

mandate of the WHO. Infectious disease 

research and the public health response 

require timely sharing of up-to-date patho-

gen samples and associated DSI, as well as 

global collaboration across diverse parties. 

In contrast, the NP emphasizes bilateral ne-

gotiation of mutually agreed terms between 

provider and user parties, which can take 

years to achieve before samples are actually 

shared. Already, delays in sharing influenza 

virus samples between national centers in 

Southeast Asia and South America, and be-

tween centers in France and Switzerland, 

have reportedly been due to NP compliance 

concerns (13, 14).

Elsewhere in the UN, countries are nego-

tiating a treaty under the UNCLOS to ad-

dress governance gaps in the conservation 

and sustainable use of marine biological di-

versity in areas beyond national jurisdiction 

(ABNJ). Marine genetic resources (MGRs) 

found within national waters are covered by 

the CBD and NP, but countries are explor-

ing how to govern MGRs found in the two-

thirds of oceans outside national jurisdic-

tion, which might have an impact on vast 

ex situ collections of marine 

samples collected since the CBD 

entered into force. Although the 

commercial potential of MGRs 

from ABNJ to fund conserva-

tion and capacity building is 

unclear, the ABS mechanism 

has been introduced into the 

negotiations as a way to redis-

tribute wealth and technology 

to countries that lack the ca-

pacity to exploit and benefit 

from research on the high seas. 

Negotiating states have not yet 

agreed how to operationalize 

the ABS concept in the unique 

geopolitical conditions of ABNJ. 

There are no sovereign rights 

over MGRs in this area and 

therefore no “providers” with 

legal rights to share in the ben-

efits from their use. Multilateral g overnance 

options in the draft text ( November 2019) 

include a complex web of procedures for 

collecting or accessing MGRs, and options 

for benefit sharing draw from the CBD’s 

approach originally designed for physical 

materials moving from providers to users. 

Most concerningly, the lack of agreement 

on MGR provisions is stalling crucial, and 

essentially agreed upon, negotiations on 

mechanisms for area-based management 

tools, environmental impact assessments, 

capacity building, and the transfer of ma-

rine technology.

Unlike the CBD and UNCLOS, the Plant 

Treaty addresses the relatively bounded 

field of food and agriculture, with a more 

clearly identified constituency, relatively 

actively involved in policy-making. The 

Plant Treaty ABS model has its own struc-

ture and logic, which evolved from long-

standing tensions between developing and 
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Cross-border sharing of genetic sequence data may be made more cumbersome 

under certain UN policies being discussed.

Published by AAAS



sciencemag.org  SCIENCE

INSIGHTS   |   POLICY FORUM

developed countries about access to and 

ownership of plant genetic resources in ex 

situ collections, linked to the expansion of 

intellectual property over plant varieties. 

This, combined with concerns about en-

suring uninterrupted germ plasm flows for 

research and innovation, led to the estab-

lishment of a multilateral mechanism for 

pooling benefits and sharing them through 

governments, based in part on a list of 64 

key crops essential for food security.

Like the CBD and NP, however, the Plant 

Treaty is shackled by an overly contractual 

approach, geared toward capturing private 

market values for conservation, without an 

indication of how this can be achieved. It is 

also similarly struggling to address the non-

material aspects of plant genetic resources 

such as genetic sequence data (10, 15). To 

avoid some of the complicated contracting 

arrangements required by the CBD and NP, 

the Plant Treaty has a simpler, standard-

form, “take it or leave it” ABS contract (the 

Standard Material Transfer Agreement or 

SMTA), but monetary and other benefits 

have not met government expectations, and 

attempts to redraft the SMTA remain mired 

in controversy.

Finally, ABS has been engaged by the UN 

Sustainable Development Goals (SDGs), an-

ticipating that ABS will contribute toward 

ending poverty and hunger (Goal 2) and 

protecting life on land (Goal 15). With the 

problems already apparent within the CBD 

and related processes, it appears fanciful to 

imagine ABS, as currently practiced, deliv-

ering on these and other SDGs.

TIME FOR A NEW APPROACH

That multiple UN forums are reaching for 

the ABS mechanism makes clear the urgent 

need for a global institutional and concep-

tual framework for ethical research and 

commercialization, and the environmental 

and social implications of scientific and 

technological advances. But ABS is not that 

framework. We fully support the goals of 

ABS and the efforts of those working within 

the CBD, WHO, Plant Treaty, UNCLOS, and 

elsewhere to make scientific research and 

commercialization more equitable and sus-

tainable. There are clear inequities between 

the global North and South in research 

funding, control over resources and data, 

benefit sharing, and other issues that must 

be addressed. But ABS has calcified over 

the years around a bilateral transaction for 

physical samples that is marginal to con-

temporary research and development, and 

the dissonance between ABS and the scien-

tific endeavor more broadly is only increas-

ing. A new approach for ethically sharing 

the benefits of science and technology is 

sorely needed.

First, as the global community confronts 

massive and catastrophic biodiversity loss, 

the enormous sums of money and time 

spent nursing the hope that indirect eco-

nomic incentives from high-tech sectors 

through ABS will conserve biodiversity 

should be reconsidered. It’s also  quite pos-

sible that the substantial funding allocated 

for ABS implementation has had the unin-

tended consequence in many countries of 

diverting government attention away from 

biodiversity conservation.

Second, more researchers and their or-

ganizations, from a wider range of fields, 

particularly those that may be affected by 

the  inclusion of DSI, should participate 

in policy processes—attend UN meetings, 

write background documents tailored to 

policy-making, and work with national 

delegates and focal points to develop al-

ternative approaches to equitable research 

and commercialization. This will require 

training scientists to engage with complex 

policy processes and to cross disciplin-

ary boundaries. Funders and research in-

stitutions might support the engagement 

of scientists in policy processes as part of 

grant applications and institutional poli-

cies. Correspondingly, these UN forums and 

Parties to Conventions must make a real ef-

fort to ensure that scientific and technical 

bodies comprise experts in relevant fields, 

that they contribute unhindered by nego-

tiating positions, and that decision-makers 

are well versed in the latest scientific and 

technological developments.

Finally, we propose taking a step back 

and focusing on first principles and the 

foundational objectives of each respective 

policy process. Working from these, we can 

best identify how each process can contrib-

ute to biodiversity conservation, social jus-

tice, equitable research and commercializa-

tion, and public health. We can then explore 

legal, ethical, and policy approaches that 

might achieve the objectives.

New and encouraging ideas and ap-

proaches to ABS, and ethical research more 

broadly, have emerged in recent years, in-

cluding more open-access strategies that 

better address science as it is increasingly 

practiced. Proposals include delinking ac-

cess from benefit sharing for DSI, which 

would secure benefits while maintaining 

open science and  generating funds from 

taxes, levies, or tiered approaches that feed 

a multilateral fund (8). Such funds have a 

poor track record to date, and if targeted to 

biodiversity conservation, they should also 

be funded by sectors destructive to biodi-

versity (e.g., oil, mining, logging, and indus-

trial agriculture), not only those researching 

biodiversity. S treamlined multilateral sys-

tems for all genetic resources might avoid 

costly, duplicative, and ineffective tracking 

systems and could be linked to intellectual 

property tools to identify phases of com-

mercial utilization that trigger benefit-shar-

ing obligations. Efforts focused not on the 

monetary considerations, but on promoting 

more inclusive innovation and greater eq-

uity in biodiversity research and commer-

cialization, and broader public and social 

benefits from the outcomes of science, are 

likely to have a greater impact over time.

This is a critical juncture. In the coming 

year, important meetings will be held in 

each of the policy forums discussed above, 

and decisions will be made on DSI and ABS 

that will have impacts for years to come. In 

many cases, the implications of these deci-

sions have not been fully explored. In the 

face of rapid scientific and technological ad-

vances, and equally swift and alarming bio-

diversity loss, it is time to get this right.        j
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Ease conflict in Asia with 
snow leopard peace parks
The Himalayas, the mountains of central 

Asia, and the mountains of southwest 

China—3 of the world’s 34 biodiver-

sity hotspots (1)—have suffered severe 

biodiversity loss as a result of war and 

related military activities (1, 2). The tense 

political status in these areas, which 

share boundaries with multiple countries, 

hampers research into the losses and 

efforts to mitigate them. Establishing 

a peace park in this region to protect a 

proven flagship species for the mountain 

ecosystem in these countries—the snow 

leopard (Panthera uncia) (3)—could be an 

effective solution. 

Peace parks are transboundary areas 

that promote cooperation and protect bio-

logical diversity and natural and cultural 

resources. Designating peace parks in cen-

tral and south Asia would allow tourism, 

environmental restoration, and scientific 

research in the region (4). The demilitar-

ization of the protected areas would serve 

as a geographic buffer zone that reinforces 

the existing cease-fire by physically sepa-

rating the belligerents in the mountainous 

areas of the Himalayas, central Asia, and 

southwest China. (1). Transboundary peace 

parks have been established or proposed to 

conserve biodiversity and aid conflict reso-

lution in several disputed and trans-border 

areas within the snow leopard range, 

including the Karakoram range (India and 

Pakistan), Khangchendzonga Conservation 

Area (India, China, and Nepal), 
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Qomolangma/Sagarmatha Region (China 

and Nepal), Pamir Wakhan (Afghanistan, 

Pakistan, Tajikistan, and Kyrgyzstan), and 

Altai Mountains (Russia, China, Mongolia, 

and Kazakhstan) (4, 5). 

The demilitarized zone (DMZ) between 

North and South Korea, uninhabited for 

decades, has created a de facto 4-km-wide 

nature reserve spanning the Korean pen-

insula and harboring various endangered 

species (6). Khunjerab National Park, on 

Pakistan’s northern border with China, 

serves as a good example of a transbound-

ary protected area that already exists in the 

snow leopard range. The park promotes 

research, ecotourism, and livelihoods for 

local communities (7), and it has allowed 

scientists to document globally threatened 

biodiversity such as mountain ungulates 

and snow leopards in the Karakoram 

mountain range (8, 9).

The snow leopard, which has been identi-

fied and endorsed as a flagship species by 12 

range countries and the International Union 

for Conservation of Nature and World 

Commission on Protected Areas (3), could 

become an important symbol representing 

fragile transboundary mountain ecosystems. 

Transboundary habitats are multidimen-

sional efforts with many stakeholders and 

joint governance. Creating snow leopard 

peace parks in central and south Asia could 

initiate a better dialogue among south 

Asian countries and contribute to the 

resolution of long-standing international 

conflict. Moreover, designating a protected 

area for the snow leopard would preserve 

other species in this unique high-mountain 

ecosystem as well. A landscape conservation 

approach that extends beyond the country-

specific protected area network could be the 

way forward in this politically sensitive and 

ecologically fragile region.
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Mass mortality of 
migratory birds in Iran
Since 22 January 2020, over 20,000 of 

an estimated more than 250,000 aquatic 

migratory birds have been found dead in 

Miankaleh International Wetland (MIW) in 

Iran’s Mazandaran Province, and the num-

ber of mortalities is increasing (1–4). The 

head of the Iran Veterinary Organization 

has announced botulinum toxin (produced 

by the bacterium Clostridium botulinum) 

as the birds’ cause of death (5). However, 

Protecting the snow leopard’s habitat, which crosses the boundaries of multiple countries, could have positive effects on both biodiversity and geopolitics.
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some environmental groups and scien-

tists suspect that deliberate poisoning by 

local hunters may be involved (5, 6); such 

poisonings occurred at MIW in 1994 and 

2003 (5, 7). According to the deputy head of 

the Mazandaran Provincial Office of Iran’s 

Department of Environment, birds were 

found dead along only 10 km of 65 km of 

shoreline, which suggested the cause may 

not be botulinum, and some of these birds 

were illegally brought to Fereydunkenar local 

market for human consumption (8). The 

Iranian government should take immediate 

action to clearly identify the cause (botulism 

or poisoning) of this mass mortality event. 

If poisoning is the cause, we recom-

mend that the government consider 

introducing national legislation to 

enhance protection of these migratory 

birds and increase enforcement presence 

in Mazandaran’s wetlands—designated 

as Wetlands of International Importance 

in the Ramsar Convention on Wetlands 

(9)—to prevent illegal poisoning of birds. 

Irrespective of cause, we encourage the 

government to immediately remove any 

migratory birds from the Fereydunkenar 

local market, which remains open (10) 

and is the main market to sell migratory 

birds in Mazandaran Province. Without 

these actions, such disasters will likely be 

repeated, with the loss of many migratory 

birds and unnecessary potential risks to 

human health.
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NIH progress toward 
inclusive excellence
In his News story “From service to 

science: NIH shifts focus of mentor-

ing network aimed at boosting grantee 

diversity” (3 January, https://scim.ag/

NIHmentoringshift), J. Mervis describes 

the National Research Mentoring Network 

(NRMN), a program designed by the 

National Institutes of Health (NIH) to 

develop mentoring and networking oppor-

tunities for biomedical researchers from 

diverse backgrounds, including underrep-

resented groups (1, 2). He explains that the 

first phase of the program had established 

a successful online portal offering a variety 

of mentoring activities, and that the second 

phase of the initiative will focus on analyz-

ing mentoring best practices, including 

11 studies on mentoring (3). He also links 

to the Building Infrastructure Leading to 

Diversity (BUILD) program, where the 

“bulk of NIH’s initial 5-year, $250 million 

investment…went.” Mervis quotes one of 

the NRMN’s leaders as hoping the NIH 

will not leave researchers feeling “aban-

doned.” We were glad to see the update on 

these important programs, and we want 

to assure readers that we are committed 

to supporting researchers by continuing 

to fund programs that foster inclusion and 

diversity. We would also like to share some 

early data trends that indicate progress 

over the past 5 years. 

After 5 years of the Diversity Program 

Consortium (4), which includes both NRMN 

and BUILD, progress is apparent at all 

career levels (5). NRMN grant writing pro-

grams are particularly promising: Among 

540 highly diverse participants to date, 89 

have been identified as project directors 

or principal investigators (PD/PIs) on NIH 

awards of about $65 million, with more 

than 70% funding PD/PIs from underrepre-

sented groups and women (5). Although the 

racial gap in rates for PD/PIs on R01 awards 

(number of applicant PD/PIs divided by 

number of awards) reported in 2011 (6) has 

not been eliminated, we see good reason for 

optimism based on Black/African-American 

PD/PIs on R01 applications and awards 

increasing by 28.9% (425 to 548) and 117% 

(52 to 113), respectively (5). The racial gap 

in award rates for mentored career-develop-

ment (K) awards is essentially closed with 

the number of Black/African-American PD/

PIs on K-award applications and awards 

increasing by 55.5% (119 to 185) and 142% 

(26 to 63), respectively (5). We see similar 

trends for Hispanic/Latinx scientists with 

increases in applicants, awardees, and 

award rates (5). 

Our biggest challenge is enhancing 

diversity in the pool of PD/PIs on research 

grant applications, but here too we see 

promising trends earlier in the career path. 

In 2017, scientists from underrepresented 

groups comprised 14% of Ph.D. recipients 

in fields relevant to biomedical research 

(7). However, fewer than 5% are hired as 

tenure-track faculty (8). To help address 

the climate for junior faculty, including 

those from underrepresented groups, NIH 

piloted the NIH Distinguished Scholars 

Program in its intramural research pro-

gram, aimed at building a community of 

investigators committed to mentoring, 

diversity, and inclusion (9). Early indica-

tors suggest high impact in achieving 

the program goals while substantially 

enhancing diversity among tenure-track 

investigators (10). NIH recently approved 

support from its Common Fund to expand 

this cohort model to NIH-funded institu-

tions nationwide (11).

In 2020, NIH will bring to bear effec-

tive strategies that create institutional 

cultures where individuals with diverse 

perspectives can thrive and create new 

knowledge to improve human health. 

Data-driven approaches to inclusive excel-

lence will continue to drive NIH initiatives 

for addressing the challenges facing all 

scientists, including those from underrep-

resented groups. 
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By Joana Neves

A
central promise of regenerative medi-

cine is the ability to repair aged or 

diseased organs using stem cells (SCs). 

This approach will likely become an 

effective strategy for organ rejuvena-

tion, holding the potential to increase 

human health by delaying age-related dis-

eases (1). The successful translation of this 

scientific knowledge into clinical practice will 

require a better understanding of the basic 

mechanisms of aging, along with an inte-

grated view of the process of tissue repair (1) .

The advent of SC therapies, now progress-

ing into clinical trials, has made clear the 

many challenges limiting the application of 

SCs to treat disease. Our duty, as scientists, 

is to anticipate such limitations and propose 

solutions to effectively deliver on the promise 

of regenerative medicine.

ROADBLOCKS LIMITING THE PROGRESS 

OF REGENERATIVE THERAPIES

Degenerating tissues have difficulty engaging 

a regulated repair response that can support 

efficient cell engraftment and restoration of 

tissue function (2). This problem, which I 

encountered when trying to apply SC-based 

interventions to treat retinal disease, will 

likely be an important roadblock to the clini-

cal application of regenerative medicine ap-

proaches in elderly patients, those most likely 

to benefit from such interventions. I therefore 

hypothesized that the inflammatory environ-

ment present in aged and diseased tissues 

would be a major roadblock for efficient re-

pair and that finding immune modulators 

with the ability to resolve chronic inflamma-

tion and promote a prorepair  environment 

would be an efficient approach to improve 

the success of SC-based therapies (2, 3).

Immune cells, as sources and targets of 

inflammatory signals, emerged naturally as 

an ideal target for intervention. I chose to 

focus on macrophages, which are immune 

cells of myeloid origin that exist in virtually 

every tissue of the human body and which 

are able to reversibly polarize into specific 

phenotypes, a property that is essential to 

coordinate tissue repair (3, 4).

EVOLUTIONARILY CONSERVED PROCESSES 

DRIVING NEW THERAPEUTIC APPROACHES

If there is an integral immune modulatory 

component to the process of tissue repair 

that has evolved to support the healing of 

damaged tissues, then it should be possible 

to find strategies to harness this endogenous 

mechanism and improve regenerative thera-

pies. Anchored in the idea that tissue damage 

responses are evolutionarily conserved (5), I 

started my research on this topic using the 

fruit fly Drosophila as a discovery system.

The fruit fly is equipped with an innate im-

mune system, which is an important player 

in the process of tissue repair. Using a well-

established model of tissue damage, I sought 

to determine which genes in immune cells 

are responsible for their prorepair activity. 

MANF (mesencephalic astrocyte-derived 

neurotrophic factor), a poorly characterized 

protein initially identified as a neurotrophic 

factor, emerged as a potential candidate (6). 

A series of genetic manipulations involving 

the silencing and overexpression of MANF 

and known interacting partners led me to 

the surprising discovery that, instead of be-

having as a neurotrophic factor, MANF was 

operating as an autocrine immune modula-

tor and that this activity was essential for its 

prorepair effects (2). Using a model of acute 

retinal damage in mice and in vitro models, I 

went on to show that this was an evolution-

arily conserved mechanism and that MANF 

function could be harnessed to limit retinal 

damage elicited by multiple triggers, high-

lighting its potential for clinical application 

in the treatment of retinal disease (2).

Having discovered a new immune modu-

lator that sustained endogenous tissue re-

pair, I set out to test my initial hypothesis 

that this factor might be used to improve 

the success of SC-based therapies applied to 
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a degenerating retina. Indeed, the low inte-

gration efficiency of replacement photore-

ceptors transplanted into congenitally blind 

mice could be fully restored to match the 

efficiency obtained in nondiseased mice by 

supplying MANF as a co-adjuvant with the 

transplants (2). This intervention improved 

restoration of visual function in treated 

mice, supporting the utility of this approach 

in the clinic (7).

USING MANF AS AN IMMUNE MODULATOR

Next, my colleagues and I decided to address 

the question of whether the immune modu-

latory mechanism described above was rele-

vant for aging biology and whether we could 

harness its potential to extend health span. 

We found that MANF levels are systemically 

decreased in aged flies, mice, and humans. 

Genetic manipulation of MANF expression 

in flies and mice revealed that MANF is 

necessary to limit age-related inflammation 

and maintain tissue homeostasis in young 

organisms. Using heterochronic parabio-

sis, an experimental paradigm that involves 

the surgical joining of the circulatory sys-

tems of young and old mice, we established 

that MANF is one of the circulatory factors 

responsible for the rejuvenating effects of 

young blood. Finally, we showed that phar-

macologic interventions involving systemic 

delivery of MANF protein to old mice are ef-

fective therapeutic approaches to reverse sev-

eral hallmarks of tissue aging (8).

REGENERATIVE MEDICINE AS A 

REJUVENATING INTERVENTION

The biological process of aging is multi-

factorial, necessitating combined and 

integrated interventions that can simul-

taneously target several of the underlying 

problems (9). The potential of immune 

modulatory interventions as rejuvenat-

ing strategies is emerging and requires a 

deeper understanding of its underlying 

molecular and cellular mechanisms.

One expected outcome of reestablishing 

a regulated inflammatory response is the 

optimization of tissue repair capacity 

that naturally decreases during aging (3). 

Combining these interventions with SC-

based therapeutics holds potential to de-

liver on the promise of regenerative medi-

cine as a path to rejuvenation (1).        j
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A confocal fluorescence microscope image of a giant macrophage shows MANF (mesencephalic astrocyte-

derived neurotrophic factor) expression in red .
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Stem cells to help the heart
Cardiac tissue derived from stem cells holds promise for 
modeling, screening, and therapy
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S
hinya Yamanaka’s 2006 discovery 

of induced pluripotent stem cells 

(iPSCs) ignited a revolution in the field 

of stem cell biology (1). For the first 

time, nearly all human somatic tissues 

could be produced from iPSCs repro-

grammed from blood or skin cells, in a pro-

cess that took only weeks. This advance was 

particularly crucial for obtaining surrogate 

tissues from cell types that are otherwise dif-

ficult to procure and do not readily expand 

in vitro, such as cardiac or neural cells. Ad-

ditionally, many ethical concerns are avoided, 

because this technology uses a patient’s own 

genetic material to create iPSCs rather than 

relying on embryonic stem cells. In the af-

termath of Yamanaka’s discovery, entire bio-

medical industries have developed around 

the promise of using human iPSCs (hiPSCs) 

and their derivatives for in vitro disease mod-

eling, drug screening, and cell therapy (2).

The hiPSC technology has had a par-

ticularly notable impact in cardiac regen-

erative medicine, a field where scientists 

and clinicians have been working to devise 

new methods to better understand how 

cardiovascular disease manifests and how 

to restore cardiovascular function after 

disease strikes (3). The heart is limited in 

its ability to regenerate lost cardiomyo-

cytes (beating heart muscle cells), follow-

ing an adverse event such as a heart attack 

(4). Cardiomyocytes derived from hiPSCs 

(hiPSC-CMs) may represent a potential re-

placement option for dead cells in such a 

scenario. However, certain issues remain to 

be addressed, such as whether hiPSC-CMs 

can integrate with host myocardial tissue in 

the long term (5).

While using hiPSC-CMs for in vivo cell 

therapy may become practical in the future, 

employing hiPSC-CMs for high-throughput 

drug discovery and screening is becoming 

a reality in the present (6). Cardiovascular 

diseases can be recapitulated “in a dish” 

with patient-specific hiPSC-CMs. For ex-

ample, if a patient exhibits a cardiac ar-

rhythmia caused by a genetic abnormality 

in a sarcomeric protein or ion channel, that 

same rhythm problem can be recapitulated 

in vitro (7). Thanks to advances in hiPSC 

differentiation protocols, hiPSC-CMs can 

now be mass-produced to study cardiovas-

cular disease mechanisms in vitro (8).

My graduate thesis in the laboratories 

of Joseph Wu and Sean Wu at Stanford 

University  focused on in vitro applications 

of hiPSC-CMs for cardiovascular disease 

modeling and for high-throughput screen-

ing of chemotherapeutic compounds to 

predict cardiotoxicity. I initially embarked 

on a project using hiPSC-CMs to model viral 

myocarditis, a viral infection of the heart, 

caused by the B3 strain of coxsackievirus (9). 

I began by demonstrating that hiPSC-CMs 

express the receptors necessary for viral 

internalization and subsequently found 

that hiPSC-CMs were highly susceptible to 

coxsackievirus infection, exhibiting viral 

cytopathic effect within hours of infection. 

I also identified compounds that could al-

leviate coxsackievirus infection on hiPSC-

CMs, a translationally relevant finding, as 

there remains a shortage of treatments for 

viral myocarditis.

Using a genetically modified variant of 

coxsackievirus B3 expressing luciferase, I 

developed a screening platform for assess-

ing the efficacy of antiviral compounds. 

Pretreatment with interferon-b, ribavirin, 

or pyrrolidine dithiocarbamate markedly 

suppressed viral replication on hiPSC-CMs 

by activating intracellular antiviral response 

and viral protein clearance pathways. These 

compounds alleviated viral replication in a 

dose-dependent fashion at low concentra-

tions without causing cellular toxicity.

I next sought to use hiPSC-CMs to screen 

anticancer chemotherapeutic compounds 

for their off-target cardiovascular toxici-

ties (10). Cardiotoxicity represents a major 

cause of drug withdrawal from the phar-

maceutical market, and several chemo-

therapeutic agents can cause unintended 

cardiovascular damage (11). Using cultured 

hiPSC-CMs, I evaluated 21 U.S. Food and 
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Drug Administration–approved tyrosine 

kinase inhibitors (TKIs), commonly pre-

scribed anticancer compounds, for their 

cardiotoxic potential. HiPSC-CMs express 

the major tyrosine kinase receptor proteins 

such as the insulin, insulin-like growth fac-

tor (IGF), vascular endothelial growth fac-

tor (VEGF), and platelet-derived growth 

factor (PDGF) receptors, lending validity to 

this cellular model.

With data from a battery of cellular apo-

ptosis, contractility, electrophysiology, and 

signaling assays, I generated a “cardiac 

safety index” to help align in vitro toxicity 

data to clinical drug safety guidelines (12). 

From the safety index, I determined that a 

subclass of VEGF receptor 2/PDGF recep-

tor–inhibiting tyrosine kinase inhibitors, 

some of which exhibit toxicity clinically, 

also elicited cardiotoxicities in hiPSC-CMs. 

These manifested as substantial alterations 

in cellular electrophysiology, contractility, 

and viability when administered at clini-

cally relevant concentrations. I also dis-

covered that cotreatment with either IGF 

or insulin partially rescued TKI-induced 

toxicity by up-regulating antiapoptotic sig-

naling pathways. This work could prove 

useful for groups aiming to develop effec-

tive screening platforms to assess new che-

motherapeutic compounds for cardiotoxic 

side effects.

I also collaborated with the Center for the 

Advancement of Science in Space (CASIS) 

to send a sample of hiPSC-CMs to the 

International Space Station. As humankind 

ventures beyond our home planet, it is im-

perative that we better understand how the 

heart functions for long 

periods of time in micro-

gravity. Analysis of these 

hiPSC-CMs revealed mi-

crogravity-induced altera-

tions in metabolic gene 

expression and calcium 

handling (13).

In recent years, the 

stem cell field has expe-

rienced an explosion of 

studies using hiPSC-CMs 

as a model cellular sys-

tem to study cardiovas-

cular biology. As im-

provements in hiPSC-CM 

mass production continue, 

we will see a rise in studies 

using these cells for dis-

ease modeling and drug 

screening. Thus, although hiPSC-CM tech-

nology is in its infancy, it holds great po-

tential to improve cardiovascular health. j
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Applications of hiPSC-CM technology
Initially, human induced pluripotent stem cells (hiPSCs)  can be produced by reprogramming 

skin or blood cells by nonviral or viral reprogramming methods. Cardiac differentiation protocols 

allow for the creation of cardiomyocytes derived from hiPSCs (hiPSC-CMs)  for downstream 

applications, including in vitro disease modeling, drug screening, and regenerative cell therapy.
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Hope for hematological diseases
Tweaking growth media helps cultured hematopoietic 
stem cells thrive
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By Adam C.  Wilkinson

T
he development of methodologies 

for growing cells ex vivo has been 

essential for advancing the field of 

regenerative medicine. The in vitro 

stabilization of embryonic (pluripo-

tent) stem cells, for example, has af-

forded unprecedented biological insights, 

breakthrough technologies, and new ther-

apeutic paradigms (1). Determining the 

equivalent culture conditions necessary for 

growing adult tissue stem cells holds a simi-

lar scientific and clinical potential, but this 

goal remains largely unmet.

During my scientific career studying he-

matopoiesis (blood formation), my research 

efforts have often been frustrated by the 

lack of suitable culture conditions for the 

stable growth of hematopoietic stem cells 

(HSCs). Because HSCs are a rare bone mar-

row cell type, this has been a major barrier 

to understanding the mechanism of blood 

formation and to developing new therapies 

for hematological diseases.

A PIONEERING CELL THERAPY

Stable, ex vivo HSC expansion has the po-

tential to revolutionize current clinical 

therapies. With the capacity for both self-

renewal and multipotent differentiation, 

HSCs can reconstitute the entire blood 

system after transplantation and engraft-

ment within a recipient (2). This remark-

able activity provides the scientific basis 

for clinical HSC transplantation (HSCT), 

the pioneering cell therapy that for more 

than half a century has offered a cure to so 

many patients suffering from hematologi-

cal diseases (3).

Although HSCT is potentially curative, it 

remains a risky therapy. Two of the major 

roadblocks to its wider and safer use are 

the availability of immune-compatible al-

logeneic donor HSCs—necessary to avoid 

severe graft-versus-host disease—and the 

need for patients to undergo genotoxic che-

motherapy and/or radiation bone marrow 

pre-conditioning, which can cause substan-

tial morbidity and mortality and limit pa-

tient access.

REIMAGINING THE HSCT 

THERAPEUTIC PARADIGM

The ideal HSCT therapeutic paradigm 

(at least for nonmalignant hematological 

diseases) would be the transplantation of 

healthy autologous patient-derived HSCs 

without preconditioning. CRISPR/Cas9 

genome editing technologies have opened 

the door for efficient autologous HSC gene 

correction for numerous hematological 

diseases (4). Unfortunately, however, the 

clinical success of these new HSCT strat-

egies (as well as existing lentivirus- or 

retrovirus-based HSCT gene therapies) re-

mains challenging because of the limited 

window for ex vivo perturbation (usually 

<72 hours) and the often inadequate num-

bers of HSCs collectable from patients. 

Additionally, genotoxic preconditioning 

is still required to improve the chances 

of engraftment.

Nongenotoxic preconditioning, such as 

metabolic and antibody-based strategies 

(5–7), has been suggested for HSCT, but 

achieving HSC engraftment without any 

preconditioning would be ideal. Such a 

therapeutic strategy would be possible if 

much larger numbers of HSCs were avail-

able for HSCT because HSCs do engraft in 

the nonconditioned setting, but only at low 

efficiencies (8).

The existence of substantial scientific 

and clinical potential of ex vivo HSC expan-

sion has stimulated an extensive search for 

supportive culture conditions (9). However, 

current ex vivo conditions only sustain hu-

man HSCs short term (1 to 2 weeks), dur-

ing which expansion of functional HSCs 

is limited. Rather than displaying potent 

self-renewal ex vivo, HSCs rapidly differen-

tiate and lose their “stemness.” This has led 

to the assumption that we are still missing 

essential self-renewal–promoting factors. 

Alternatively, we proposed that HSC media  

contained additional contaminants that 

skewed HSCs to differentiation (10).
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STEPS TOWARD STABLE EX VIVO 

HSC EXPANSION

To test this hypothesis, I took a reduction-

ist approach to optimize media conditions 

that we had previously shown could main-

tain mouse HSCs for 7 days and supported 

approximately twofold functional expan-

sion (11). The results were dramatic. Using 

our new “cleaned-up” culture condition, we 

were able to grow HSCs for more than 2 

months ex vivo and achieve ~900-fold ex-

pansion of functional HSCs (10).

The biggest factor in establishing optimal 

ex vivo HSC expansion conditions was the 

removal of serum albumin. As a major blood 

component, serum albumin has long been 

considered an essential supplement for he-

matopoietic cell cultures. However, the use 

of serum or serum albumin introduces nu-

merous biologically active impurities (11). 

In our HSC cultures, even recombinant se-

rum albumin contained contaminants that 

HSCs were highly sensitive to and that in-

hibited HSC self-renewal.

I discovered that serum albumin can 

be entirely replaced with the synthetic 

polymer polyvinyl alcohol within our HSC 

media. The use of this biologically inert al-

bumin replacement to remove these HSC 

differentiation-inducing contaminants dra-

matically improved HSC expansion (10).

This substitution—combined with the right 

levels of stem cell factor, thrombopoietin, and 

fibronectin—enabled us to grow bulk popu-

lations of HSCs in long-term cultures and 

to expand single HSCs clonally. Using clone-

splitting assays, we were even able to defini-

tively prove ex vivo HSC self-renewal (10).

This new HSC culture system also pro-

vided an important clinical insight. When 

large numbers of ex vivo–expanded HSCs 

(generated from just 50 freshly isolated 

HSCs) were transplanted into noncondi-

tioned recipient mice, durable engraftment 

was achieved. We are now working to dem-

onstrate the efficacy of this intervention in 

combination with CRISPR/Cas9–based au-

tologous HSC gene correction.

THE NEXT STEPS

Our mouse HSC expansion system offers a 

valuable technology with which to uncover 

new biological mechanisms and to develop 

therapeutic approaches for regenerative med-

icine and cell therapy. Additionally, our recent 

progress in expanding mouse HSCs has also 

provided an important roadmap with which 

to achieve stable ex vivo human HSC expan-

sion, a route that will, I hope, ultimately lead 

to safer clinical HSCT therapies.        j
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CORONAVIRUS

Structure of the nCoV 
trimeric spike
The World Health Organization 

has declared the outbreak of a 

novel coronavirus (2019-nCoV) 

to be a public health emergency 

of international concern. The 

virus binds to host cells through 

its trimeric spike glycoprotein, 

making this protein a key target 

for potential therapies and 

diagnostics. Wrapp et al. deter-

mined a 3.5-angstrom-resolution 

structure of the 2019-nCoV 

trimeric spike protein by cryo–

electron microscopy. Using 

biophysical assays, the authors 

show that this protein binds 

at least 10 times more tightly 

than the corresponding spike 

protein of severe acute respira-

tory syndrome (SARS)–CoV to 

their common host cell receptor. 

They also tested three antibodies 

known to bind to the SARS-CoV 

spike protein but did not detect 

binding to the 2019-nCoV spike 

protein. These studies provide 

valuable information to guide the 

development of medical counter-

measures for 2019-nCoV. —VV

Science, this issue p. 1260

ORGANIC CHEMISTRY

Asymmetry 
on the plus side
Numerous positively charged 

metal catalysts have been paired 

with chiral negative ions to select 

for just one of two mirror-image 

products. Genov et al. now report 

a potentially general strategy 

to invert the charges in this 

paradigm. Because intrinsically 

negative metal catalysts are 

comparatively rare, the authors 

appended a sulfonate group to 

the common bipyridyl ligand. 

Iridium complexes of this ligand 

paired with chiral positive ions 

could borylate just one of two 

aryl rings appended to carbon 

or phosphorus centers with high 

enantioselectivity. —JSY

Science, this issue p. 1246

FUNCTIONAL AMYLOIDS

How amyloid can be a 
substrate of memory
Formation of memories requires 

changes in the molecular 

composition of the synapse. 

How these changes occur and 

what maintains this altered 

synaptic composition so 

RESEARCH
Edited by Michael Funk

I N  SC IENCE  J O U R NA L S

GLACIAL CYCLES 

An underground record of past deglaciations 

U
nderstanding more exactly how the timing of deglaciations 

depends on changes in insolation, or the energy received by Earth 

from the Sun, requires precise and independent records of both 

environmental change and solar energy input. Bajo et al. strength-

ened the weak link of that two-member chain, the environmental 

record, by developing a precise, radiometrically dated chronology of 

the 11 deglaciations of the past million years derived from speleothems. 

This allowed them to show more clearly how the initiation and duration 

of glacial terminations over that period depended on solar obliquity and 

precession. —HJS

Science, this issue p. 1235

Speleothems, or cave formations, in the Corchia cave system in Italy have provided 

precise records of the timing of deglaciations over the past million years. 

The 

trimeric 

spike protein 

of the 

2019 novel 

coronavirus

FRUSTRATED MAGNETISM

Looking for a 
crystalline 2D spin ice
Spin ices—materials in which 

local magnetic spins respect 

“ice rules” similar to those in 

water ice—are typically three-

dimensional. Two-dimensional 

(2D) ice rules can also be for-

mulated and have been found 

to be satisfied in engineered 

nanomagnetic systems, usually 

referred to as artificial spin 

ices. Zhao et al. used neutron 

scattering and thermodynamic 

measurements to study a crys-

talline candidate for a 2D spin 

ice, the intermetallic compound 

HoAgGe. They found that at 

low temperatures, the local 

spins on the distorted kagome 

planes of this quasi-2D material 

respect 2D ice rules. Increasing 

the temperature led to a series 

of transitions consistent with 

theoretical expectations. —JS

Science, this issue p. 1218 
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that memory can persist are 

unknown. Hervas et al. report 

the structure of a synaptic 

translation regulator called 

Orb2 isolated from the brains of 

adult fruit flies that is important 

for the maintenance and recall 

of memory. Orb2 forms an 

amyloid and changes its activity 

from a translation repressor to 

an activator. The amyloid core 

is composed of polar hydro-

philic residues, as opposed to 

the hydrophobic ones found in 

nonfunctional or pathological 

amyloids. The structure pro-

vides insights into how amyloids 

could be a stable yet malleable 

substrate of memory. —SMH

Science, this issue p. 1230

 T CELLS

Revisiting memory
Certain T cell subsets express 

a receptor that makes them 

susceptible to nicotinamide 

adenine dinucleotide (NAD)–

induced cell death (NICD), 

which can occur during isolation 

from tissues. This suscep-

tibility has complicated our 

understanding of what cells are 

present and active both during 

and after the acute response. 

Künzli et al. used an NICD 

blocker to study the persistence 

of T follicular helper (T
FH

) cells 

in mice after infection with 

a virus. They report that T
FH

 

cells persisted for more than 

400 days after infection and 

that long-lived T
FH

 cells are 

glycolytic and marked by high 

expression of folate receptor 4. 

Upon reinfection, these “mem-

ory” T
FH

 cells were capable of 

self-renewal and could also 

give rise to effector and central 

memory cells. —AB

Sci. Immunol. 5, eaay5552 (2020).

TISSUE ENGINEERING

Strategic lumbar support
Diskectomy is a common treat-

ment for herniated or slipped 

intervertebral disks that can 

help to alleviate symptoms but 

does not prevent reherniation 

or progression of disk degen-

eration. Sloan et al. developed 

a two-part, acellular tissue-

engineered therapy to prevent 

degeneration after diskectomy. 

 Injecting hyaluronic acid into 

the inner region of the disk and 

applying a photo–cross-linked 

collagen patch to the outer ring 

of fibrous tissue healed disk 

defects and maintained biome-

chanical support in the lumbar 

spines of sheep for 6 weeks 

after diskectomy. —CC

Sci. Transl. Med. 12, eaay2380 (2020). 

SPECTROSCOPY

Reading a molecule 
without destroying it
Achieving efficient quantum 

control of ultracold molecular 

systems may open opportuni-

ties in molecular precision 

spectroscopy, quantum infor-

mation, and related fields. 

Sinhal et al. report a quantum-

nondemolition protocol for the 

detection of the spin-rovibronic 

state of a single trapped cold 

molecular ion co-trapped 

with an atomic ion. They show 

that monitoring the motion of 

Ca+ after coherent motional 

excitation of the Ca+-N
2

+ string 

makes it possible to detect the 

N
2

+ state without destroying 

either the molecule or the state 

itself. The procedure can be 

repeated multiple times while 

preserving the high readout 

fidelity. —YS

Science, this issue p. 1213

GENETIC DISEASE

Contracting disease-
causing repeat expansions
Ongoing CAG/CTG expansions 

in the gene encoding huntingtin 

in the brains of Huntington’s 

disease (HD) patients result in 

pathological accumulations of 

protein aggregates. It is possible 

that targeting these somatic 

expansions could be therapeu-

tically valuable. Nakamori et 

al. investigated these genetic 

instabilities in a highly specific 

way by using a small molecule 

called naphthyridine-azaquino-

lone (NA). NA binds selectively 

to the unusual structures formed 

by the expanded DNA in the 

gene encoding huntingtin. NA 

injections into the striatum of 

a HD mouse model induced 

contractions of the expanded 

repeat and reduced levels of 

the mutant protein aggregates, 

with no effects genome-wide. 

Thus, targeting the root cause 

of expanded-repeat diseases is 

possible and could be a valuable 

strategy for tackling many simi-

lar diseases. —SMH

Nat. Genet. 52, 146 (2020).

AUTOIMMUNITY

Cells gone rogue
Autoantibodies are proteins 

produced by the immune 

system that attack a person’s 

own tissues and organs, lead-

ing to autoimmune disease. 

Autoantibodies can be present 

in the serum years before the 

clinical onset of autoimmunity, 

but it is not understood how 

they cause disease. Singh et 

al. used multi-omics single-cell 

technology to trace the evolution 

of “rogue” cell clones respon-

sible for producing pathogenic 

autoantibodies in the blood of 

patients with the autoimmune 

disease cryoglobulinemic vascu-

litis. The researchers found that 

a benign antibody can transform 

into one that causes inflamma-

tion of blood vessels in the skin, 

kidney, nerves, and joints. The 

gene mutations that accumulate 

in the rogue cells during the 

early stages of autoimmune dis-

ease have also been identified in 

cancer cells from patients with 

lymphoma. —PNK

Cell 180, 878 (2020).

IN OTHER JOURNALS

Edited by Caroline Ash 

and Jesse Smith

Fluorescence microscopy image of 

mouse spleen stained to reveal the 

identities of immune cell types

Experiments with 

subtropical forest tree 

species in China show 

that tree diversity benefits 

drought-sensitive species.
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POLYMER SCIENCE

Tying together 
common plastics
Two challenges to overcome 

when recycling postconsumer 

waste are the need to sort 

and separate mixed waste 

streams and the presence of 

multilayer packages such as 

food wrappers that cannot 

be separated into individual 

plastic components . Nomura 

et al. synthesized copolymers 

of poly(ethylene terephthalate) 

(PET) and polyethylene (PE), 

dissimilar polymers that do not 

readily mix or have common 

solvents but which represent 

two of the dominant materials 

found in high-volume waste 

streams. They found that these 

PET-PE multiblock chains 

can act as an adhesive to tie 

together the two polymers, 

such that a 0.5% addition to a 

PET:PE (80:20) mixture gener-

ates a blended polymer with 

strain and stress at a break that 

exceeds that of the pure PET. 

—MSL

ACS Appl. Mater. Interfaces 12, 

9726 (2020).

carbon particles in the presence 

of nitrogen dioxide and ammo-

nia. This unexpected finding 

implies that reduction of sulfur 

dioxide alone will not reduce the 

frequency of heavy-haze events in 

these environments. —HJS

Proc. Natl. Acad. Sci. U.S.A. 117, 

3960 (2020).

NANOMATERIALS

An atomic view of 
dealloying
The dealloying of metals to cre-

ate nanoporous materials with 

bicontinuous surfaces is often 

modeled as a surface dissolution 

and diffusion process, but many 

of the details lack experimental 

AIR POLLUTION

Catalyzing heavy haze
Intense regional haze events 

periodically affect many heavily 

polluted urban areas, causing 

adverse effects on human health 

and possibly affecting local 

climate. The reasons that these 

episodes occur are not entirely 

clear. Zhang et al. present a 

combination of field measure-

ments, laboratory experiments, 

and model simulations to show 

that black carbon particles are 

central components of haze 

development. They demonstrate 

that the frequency of heavy haze 

events declines significantly with 

the reduction of sulfur dioxide 

and that sulfur dioxide oxidation 

is efficiently catalyzed on black 

13 MARCH 2020 • VOL 367 ISSUE 6483    1209SCIENCE   sciencemag.org
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FOREST ECOLOGY 

Tree diversity relieves 
drought impacts

T
he relentless progress of current 

climate warming creates concerns 

about the impacts of drought on 

forest ecosystems. Fichtner et 

al. show that drought impacts on 

trees can be reduced when the species 

diversity of trees is higher. In experi-

mental plots in a subtropical forest 

in China, they found that the growth 

of saplings of drought-sensitive tree 

species over a 6-year period resulted in 

more species-diverse neighborhoods. 

This effect might result from more 

effective partitioning of water resources 

where interspecific diversity is higher 

because of a greater variety of rooting 

habits and strategies. If these effects 

apply to forests more generally, then 

productivity and carbon sequestration 

may improve under conditions of higher 

local tree diversity. —AMS

J. Ecol. 10.1111/1365-2745.13353 (2020).

verification. Liu et al. used liquid-

cell high-resolution scanning 

transmission electron microscopy 

to follow the nitric acid–driven 

dissolution of silver from gold-silver 

alloy (Au
0.2

Ag 
0.8

) nanospheres, 

nanocubes, and fivefold twin 

nanorods. Whereas the nanoparti-

cles had more surface defects than 

the nanorods and began to dissolve 

immediately, the nanorods had an 

induction period in which surface 

dealloying created defects that 

then allowed bulk silver to dealloy. 

Dealloying led to large decreases in 

particle volumes that were attrib-

uted to the inward movement of 

exterior atoms, creating a denser, 

less porous outer shell. —PDS

Nano Lett. 10.1021/

acs.nanolett.9b05216 (2020).

PLANT SCIENCE

Self-organizing floral 
pigmentation patterns 
Petals of Mimulus flowers are 

decorated with anthocyanin spots 

in patterns that cue pollinators. 

Ding et al. show how, following 

the rules of a reaction-diffusion 

system, a self-activating transcrip-

tion factor called NECTAR GUIDE 

ANTHOCYANIN (NEGAN) interacts 

with a mobile repressor to organize 

pigment patterns on flower petals. 

Among the genes regulated by 

NEGAN is RED TONGUE (RTO), 

which encodes a transcriptional 

repressor. RTO is transcribed in 

anthocyanin spot cells, but the RTO 

protein moves to adjacent cells, 

where it limits anthocyanin produc-

tion. Model simulations explored 

how NEGAN and RTO together 

construct a variety of pigmentation 

patterns on the flower petals, which 

in turn affect bumble bee visita-

tions. —PJH

Curr. Biol. 10.1016/

j.cub.2019.12.067 (2020).

Visibility at the Forbidden City in Beijing during, from left to right, clean or light-haze, moderate-haze, and heavy-haze periods
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MEDICINE

New therapies for 
sickle cell disease
Sickle cell disease can be treated 

with matched bone marrow 

transplants from family mem-

bers, but this treatment is not 

available to all patients. Sickle cell 

disease results from a hemoglo-

bin subunit gene mutation and 

can be overcome by expression 

of different hemoglobin subunits. 

Recent developments have 

highlighted the possibility of 

gene therapy and engineered cell 

therapy to replace mutated bone 

marrow cells. In a Perspective, 

Tisdale et al. discuss the develop-

ments in anti-sickling drugs and 

gene and cell therapies and what 

is needed to treat patients effec-

tively, including those in low- and 

middle-income countries. —GKA

Science, this issue p. 1198

CELL BIOLOGY

Phase separation 
can be skin deep
The skin’s barrier arises from 

proliferative cells that gener-

ate a perpetual upward flux 

of terminally differentiating 

epidermal cells. Cells nearing 

the body surface suddenly lose 

their organelles, becoming dead 

cellular ghosts called squames. 

Working in mouse tissue, Garcia 

Quiroz et al. found that as 

differentiation-specific proteins 

accumulate in the keratinocytes, 

they undergo a vinegar-in-oil type 

of phase separation that crowds 

the cytoplasm with increas-

ingly viscous protein droplets 

(see the Perspective by Rai and 

Pelkmans). Upon approaching 

the acidic skin surface, the envi-

ronmentally sensitive liquid-like 

droplets respond and dissipate, 

driving squame formation. 

These dynamics come into play 

in human skin barrier diseases, 

where mutations cause mal-

adapted liquid-phase transitions. 

—SMH

Science, this issue p. 1210; 

see also p. 1193

NEUROSCIENCE

Spreading edema 
after stroke
The brain is enveloped in a 

cushion of cerebrospinal fluid 

(CSF), which normally provides 

protection and helps to remove 

metabolic waste. CSF transport 

has also recently been shown 

to play unexpected roles in 

neurodegeneration and sleep. 

Mestre et al. used multimodal 

in vivo imaging in rodents and 

found that, after a stroke, an 

abnormally large volume of CSF 

rushes into the brain, causing 

swelling (see the Perspective by 

Moss and Williams). This influx 

of CSF is caused by constrictions 

of arteries triggered by a well-

known propagating chemical 

reaction-diffusion wave called 

spreading depolarization. CSF 

transport can thus play a role 

in brain swelling after stroke. 

—SMH

Science, this issue p. 1211;

see also p. 1195

COMETARY SCIENCE

Ammonium salts 
on comet 67P
The distribution of carbon and 

nitrogen in the Solar System is 

thought to reflect the stability 

of carbon- and nitrogen-bearing 

molecules when exposed to the 

heat of the forming Sun. Comets 

have a low nitrogen-to-carbon 

ratio, which is contrary to expec-

tations because they originate 

in the outer Solar System where 

nitrogen species should be com-

mon. Poch et al. used laboratory 

experiments to simulate com-

etary surfaces and compared 

the resulting spectra with comet 

67P/Churyumov-Gerasimenko. 

They assigned a previously 

unidentified infrared absorption 

band to nitrogen-containing 

ammonium salts. The salts could 

contain enough nitrogen to bring 

the comet’s nitrogen-to-carbon 

ratio in line with the Sun’s. —KTS

Science, this issue p. 1212

WATER RESOURCES

Evaporating futures
Drought and warming have been 

shrinking Colorado River flow 

for many years. Milly and Dunne 

used a hydrologic model and 

historical observations to show 

that this decrease is due mainly 

to increased evapotranspira-

tion caused by a reduction of 

albedo from snow loss and the 

associated rise in the absorp-

tion of solar radiation (see the 

Perspective by Hobbins and 

Barsugli). This drying will be 

greater than the projected 

precipitation increases expected 

from climate warming, increas-

ing the risk of severe water 

shortages in an already vulner-

able region. —HJS

Science, this issue p. 1252;

see also p. 1192

STRUCTURAL BIOLOGY

Snapshots of a rotary 
pump
Vesicular- or vacuolar-type 

adenosine triphosphatases 

(V-ATPases) are ATP-hydrolysis–

driven proton pumps. In neurons, 

V-ATPase activity generates 

a proton gradient across the 

membrane of synaptic vesicles 

so that neurotransmitters can be 

loaded into the vesicles. Abbas 

et al. developed a method to 

purify V-ATPase from rat brain 

and determined the structure of 

the entire complex by cryo–elec-

tron microscopy. Native mass 

spectrometry showed that the 

preparation was homogeneous 

and complemented structural 

studies by confirming the 

subunit composition. Three 

rotational states were resolved 

at better than 4-angstrom 

resolution, providing insight into 

the conformational changes that 

couple ATP hydrolysis to proton 

pumping. —VV 

Science, this issue p. 1240

CANCER

Cancer drivers converge 
on NOTCH
Cancer genome–sequencing 

projects have emphasized the 

handful of genes mutated at 

high frequency in patients. Less 

attention has been directed to 

the hundreds of genes mutated 

in only a few patients—the 

so-called “long tail” mutations. 

Although rare, these mutations 

may nonetheless inform patient 

care. Loganathan et al. devel-

oped a reverse genetic CRISPR 

screen that allowed them to 

functionally assess in mice 

nearly 500 long tail gene muta-

tions that occur in human head 

and neck squamous cell carci-

noma (HNSCC). They identified 

15 tumor-suppressor genes with 

activities that converged on the 

NOTCH signaling pathway. Given 

that NOTCH itself is mutated at 

high frequency in HNSCC, these 

results suggest that the growth 

of these tumors is largely driven 

by NOTCH inactivation. —PAK

Science, this issue p. 1264

IMMUNOLOGY

Deadenylate or activate?
When cells are quiescent, they 

undergo reversible cell cycle 

arrest and evince low basal 

metabolism. Naïve T cells are 

normally quiescent until they 

recognize cognate antigens 

through T cell receptor–costimu-

latory molecule signaling. T 

cell quiescence appears to 

be an active process, but the 

mechanistic details are poorly 

understood. Hwang et al. report 

that the transcription factors 

BTG1 and BTG2 are selectively 

expressed in quiescent T cells. 

In mice, T cells conditionally 

knocked out for both factors 

showed enhanced prolifera-

tion and a lowered threshold of 

activation both in vitro and in 

response to Listeria monocy-

togenes infection. Deficiency 

of BTG1 and BTG2 resulted in 

increases in global messenger 

RNA half-life, suggesting that 

Edited by Michael Funk
ALSO IN SCIENCE  JOURNALS
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messenger RNA deadenylation 

and degradation are important 

processes for maintaining T cell 

quiescence. —STS

Science, this issue p. 1255

CANCER

Inducing mortality by 
targeting mortalin
Oncogenic mutations in the 

kinase BRAF can enhance cell 

survival, even in cells exposed 

to targeted inhibitors. Wu et al. 

found that a heat shock protein 

family A (HSP70)–related chap-

erone protein called mortalin 

disrupted a protein-protein 

interaction that would ordinar-

ily trigger cell death in BRAF 

mutant cells. Depleting mortalin 

or treating cells with either 

HSP70 derivatives or synthetic 

decoy peptides that mimic 

mortalin target sites increased 

the efficacy of the BRAF inhibi-

tor vemurafenib in cells and in 

tumor-bearing mice. —LKF

Sci. Signal. 13, eaay1478 (2020). 

STRUCTURAL BIOLOGY

Clustering for the kill
Cluster of differentiation 20 

(CD20) is a membrane pro-

tein that defines most B cell 

populations and is the target of 

therapeutic antibodies to treat 

malignancies and autoimmune 

disorders. Rougé et al. present 

the structure of CD20 bound 

to the antibody rituximab that 

activates the complement sys-

tem to kill B cells. CD20 forms a 

dimer and each monomer binds 

one rituximab antigen-binding 

fragment (Fab) to give 2:2 stoi-

chiometry. The compact packing 

between Fab arms and CD20 

gives rise to circular assemblies 

with a diameter similar to that 

of antibody hexamers known to 

recruit the first component of 

the complement cascade. —VV

Science, this issue p. 1224

ECOLOGY

What becomes of 
fragmented forests?
Understanding how tropical 

forests are changing in structure 

and extent over time is essential 

to protecting these habitats. 

Hansen et al. incorporated frag-

mentation metrics with spatially 

explicit forest loss data to paint 

a complete picture for local 

communities to use in forest 

fragmentation monitoring. This 

analysis reveals higher rates of 

loss in highly fragmented forests. 

The authors suggest prioritizing 

conservation efforts on prevent-

ing further fragmentation of 

large forested areas and restor-

ing connectivity in regions with 

highly fragmented forests. —SN

Sci. Adv. 10.1126/sciadv.aax8574 

(2020).
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Liquid-liquid phase separation drives skin
barrier formation
Felipe Garcia Quiroz, Vincent F. Fiore, John Levorse, Lisa Polak, Ellen Wong,
H. Amalia Pasolli, Elaine Fuchs*

INTRODUCTION: Liquid-liquid phase separation
of biopolymers has emerged as a driving force
for assembling membraneless biomolecular
condensates. Despite substantial progress,
studying cellular phase separation remains
challenging. We became intrigued by enig-
matic, membraneless protein granules (kera-
tohyalin granules, KGs) within the terminally
differentiating cell layers of mammalian epi-
dermis. As basal progenitors cease to prolif-
erate and begin their upward journey toward
the skin surface, they produce differentiation-
specific proteins that accumulate within KGs.
Upon approaching the surface layers, all cel-
lular organelles and KGs are inexplicably lost,
resulting in flattened, dead cellular ghosts
(squames) that seal the skin as a tight barrier
to the environment.

RATIONALE: In an unbiased proteome-wide
in silico search for candidate phase-transition
proteins, we previously identified a major KG
constituent, filaggrin (FLG), whose truncating
mutations are intriguingly linked to human
skin barrier disorders. Using advanced tools to

study phase-separation behavior in mamma-
lian skin, we pursued the possibility that liquid-
liquid phase separation might lie at the root
of both epidermal differentiation and human
disease.

RESULTS: We found that KGs are liquid-like
condensates, which assemble as filaggrin pro-
teins undergo liquid-liquid phase separation
in the cytoplasm of epidermal keratinocytes.
Disease-associated FLG mutations specifically
perturbed or abolished the critical concen-
tration for phase separation–driven assembly
of KGs. By developing sensitive, innocuous
phase-separation sensors that enable visualiza-
tion and interrogation of endogenous liquid-
liquid phase-separation processes in mice, we
found that filaggrin’s phase-separation dy-
namics crowd the cytoplasmwith increasingly
viscous KGs that physically affect organelle
integrity. Liquid-like coalescence of KGs was
restricted by surrounding bundles of differ-
entiation-specific keratin filaments. Probing
deeper, we found that as epidermal cells
approached the acidic skin surface, phase-

transition proteins experienced a rapid, nat-
urally occurring pH shift and dynamically
responded, causing the dissipation of their
liquid-like KGs to drive squame formation.

CONCLUSION: Through the biophysical lens of
liquid-liquid phase separation, our findings
shed fresh light on the enigmatic process of
skin barrier formation. Our design and deploy-
ment of phase-separation sensors in skin sug-
gest a general strategy to interrogate endogenous
liquid-liquid phase separation dynamics across
biological systems in a nondisruptive manner.
Through engineering filaggrins, filaggrin

disease–associated variants, and our phase-
separation sensors, we un-
veiled KGs as abundant,
liquid-like membraneless
organelles. During termi-
nal differentiation, filag-
grin family proteins first
fuel phase-separation–

driven KG assembly and subsequently, KG dis-
assembly. Their liquid-like and pH-sensitive
properties ideally equip KGs to sense and
respond to the natural environmental gra-
dients that occur at the skin’s surface and to
drive the adaptive process of barrier formation.
Liquid-phase condensates have typically been

viewed as reaction centers where select compo-
nents (clients) become enriched for processing
or storage within cells. Analogously, KGs may
store clients, possibly proteolytic enzymes and
nucleases, that are temporally released in a pH-
dependent manner to contribute to the self-
destructive phase of terminal differentiation.
Additionally, however, we provide evidence for
biophysical dynamics emerging from conden-
sate assembly, as KGs interspersed by keratin
filament bundles massively crowd the keratin-
ocyte cytoplasmand physically distort adjacent
organelles. This crowding precedes the ensu-
ing environmental stimuli that trigger dis-
assembly of KGs, enucleation, and possibly
other cellular events linked to barrier forma-
tion. Overall, the dynamics of liquid-like KGs,
actionable by the skin’s varied environmental
exposures, expose the epidermis as a tissue
driven by phase separation.
Finally, we discovered that filaggrin-truncating

mutations and loss of KGs are rooted in mal-
adapted phase-separation dynamics, illuminat-
ing why associated skin barrier disorders are
exacerbated by environmental extremes. These
insights open the potential for targeting phase
behavior to therapeutically treat disorders of
the skin’s barrier.▪
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Environmentally regulated liquid-phase dynamics drive skin barrier formation. (A) Using phase-
separation sensors, we show that as basal progenitors flux toward the skin surface, they display phase-
separation–driven assembly of liquid-like droplets. (B) In late-granular cells, these droplets crowd the
cytoplasm and dissolve as cells (1) undergo chromatin compaction. (C) Near the skin surface, a sudden shift
in intracellular pH regulates liquid-phase dynamics to drive squame formation.
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Liquid-liquid phase separation drives skin
barrier formation
Felipe Garcia Quiroz1*, Vincent F. Fiore1, John Levorse1, Lisa Polak1, Ellen Wong1,
H. Amalia Pasolli2, Elaine Fuchs1†

At the body surface, skin’s stratified squamous epithelium is challenged by environmental extremes.
The surface of the skin is composed of enucleated, flattened surface squames. They derive from
underlying, transcriptionally active keratinocytes that display filaggrin-containing keratohyalin granules
(KGs) whose function is unclear. Here, we found that filaggrin assembles KGs through liquid-liquid phase
separation. The dynamics of phase separation governed terminal differentiation and were disrupted
by human skin barrier disease–associated mutations. We used fluorescent sensors to investigate
endogenous phase behavior in mice. Phase transitions during epidermal stratification crowded cellular
spaces with liquid-like KGs whose coalescence was restricted by keratin filament bundles. We imaged
cells as they neared the skin surface and found that environmentally regulated KG phase dynamics drive
squame formation. Thus, epidermal structure and function are driven by phase-separation dynamics.

L
iquid-liquid phase separation of biopoly-
mers has emerged as a major driving
force for assembling membraneless bio-
molecular condensates (1–3). Such con-
densates include nucleoli (4), receptor

signaling complexes (3, 5), germline granules
(1, 6), and stress granules (7). This focus on
phase separation has also revealed unexpected
insights into a range of biological processes,
including genomic organization (8–10), RNA
processing (11, 12), mitosis (13, 14), cell adhe-
sion (15), and carbon dioxide fixation in plants
(16). However, the study of cellular phase sep-
aration remains challenging (17, 18), often
relying upon truncated protein mutants, re-
constituted systems in nonphysiological buf-
fers, and overexpression or knockin of tagged
fusions (17, 19) that can alter a protein’s phase-
separation behavior.
In mammalian epidermis, a self-renewing

inner (basal) layer of progenitors fuels an up-
ward flux of nondividing keratinocytes that
stratify to form the skin’s surface barrier that
excludes pathogens and retains body fluids
(Fig. 1A) (20). In early spinous layers, termi-
nally differentiating cells acquire an abundant
network of K1- and K10-containing keratin
filament bundles. When keratinocytes enter
the granular layers, they acquire membrane-
less protein deposits (“keratohyalin granules,”
KGs) of enigmatic function (21). As these cells

approach the surface layers, global transcrip-
tion suddenly ceases and both KGs and organ-
elles are lost, giving rise to layers of flattened,
dead cellular ghosts (squames) that seal the
skin as a tight barrier to the environment.
Our prior proteome-wide in silico search for

candidate phase-transition proteins identified
a major constituent of KGs, filaggrin (FLG)
(22), whose truncating mutations are intrigu-
ingly linked to human skin barrier disorders
(23) (Fig. 1B and fig. S1). Here, we askedwhether
liquid-liquid phase separation might lie at the
root of both mammalian epidermal differenti-
ation and human disease.

Phase-separation behavior of filaggrin and its
paralogs in normal and disease states

Filaggrin and its less-studied (often less-
abundant) paralogs are intrinsically disordered
repeat proteins with a low-complexity (LC) se-
quence. Though their sequences are poorly
conserved (24) (25, 26), mouse and human
filaggrin and their paralogs share similar re-
peat architecture, LC biases, and localization
in the cell within KG-like structures (Fig. 1, B
and C; figs. S2 to S4; and table S1).
Like many proteins that drive phase sepa-

ration, filaggrin family proteins across species
exhibit a marked bias for arginine (over sim-
ilarly charged lysine) to engage in aromatic-
type interactions (22) (Fig. 1D and fig. S3).
They differ in that their only prominent aro-
matic residue is histidine, rather than tyrosine
or phenylalanine (fig. S2). Our prior work
showed that histidine-rich, intrinsically dis-
ordered proteins (IDPs) must be large to dis-
play phase-separation behaviors (22). Notably,
both human (~435 to 504 kDa) and mouse
filaggrin are among the largest proteins across
these proteomes (Fig. 1E). Humans whose

filaggrin variants have the greatest repeat
numbers exhibit reduced susceptibility to
skin inflammation and allergy (23).
To directly examine filaggrin and its disease-

associated variants for phase-separation be-
havior, we first engineered expression vectors
driving 1 to 16 human filaggrin repeats (hu-
mans have up to 12), each tagged with a fluo-
rescent protein [superfolder green fluorescent
protein (sfGFP) or monomeric red fluorescent
protein (mRFP)] with or without the non–
repeat domains (fig. S5 and table S2). When
transfected into immortalized human keratin-
ocytes (HaCATs) under conditions in which
filaggrin was not expressed, a single FLG re-
peat displayed only diffuse cytoplasmic local-
ization (fig. S6A). By contrast, keratinocytes
transfected with genes encoding variants of
≥4 repeats efficiently formed KG-like struc-
tures. Moreover, proportional to the total re-
peat numbers, a monotonic increase in density
within KG-like granules plateaued beyond the
largest known human filaggrins, suggesting
that nonphenotypic filaggrins (10 to 12 repeats)
optimally define thematerial properties of KGs
(fig. S6B).
Humanswith early truncationmutations fail

to generate KGs. Such mutations account for
>80% of cases among northern Europeans
(27). To quantitatively determine howdisease-
associated mutations alter the critical concen-
tration for phase separation, we incorporated
a self-cleavable (p2a) sequence (28) to express
equimolar amounts ofmRFP-FLG variants and
H2B-GFP (as a proxy for variant concentration)
(fig. S7A and table S2). Live imaging of trans-
fected HaCATs expressing comparable nuclear
GFP revealed a relationship between the num-
ber of filaggrin repeats and phase-separation
propensity (Fig. 2A). Over a wide range of
expression levels, disease-associated mutations
with ≤4 repeats exhibited a large increase
(~130 to >1500 mM) in critical concentration
required for phase separation (Fig. 2B and fig.
S7, B to F). By contrast, wild-type filaggrin (n =
12) phase separated at ~2 mM. These proper-
ties were confirmed by live imaging, exposing
the rapid formation and growth of KG-like
structures as filaggrin reached its critical con-
centration for phase separation (Fig. 2C).
Filaggrin and its paralogs belong to the

S100-fused type protein family that feature
two short “EF hand” calcium-binding motifs
(~2% of the protein), N-terminal to the IDP
domain. The S100 domain is known to di-
merize (29), and when fused to filaggrin var-
iants, it reduced the critical concentration for
phase separation (Fig. 2D). Despite these fa-
vorable interactions, S100 with mut-n2 FLG
mutations still failed to phase separate ap-
preciably even at high concentration (Fig. 2D
and fig. S7, B to F). Overall, when compared
with mRFP fusions, sfGFP lowered the crit-
ical concentrations for phase separation of
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tagged-FLG variants, although the results were
consistent independent of the tag (fig. S7, G
and H).
To further explore whether compromised

phase separation might underlie disease se-

verity, we next performed fluorescence recov-
ery after photobleaching (FRAP). As expected
for a diffusive process, highly truncated, smaller
FLG repeat variants exhibited more rapid re-
covery thanwild-type (WT)–sized proteins (Fig.

3A). However, even the largest FLG variants
(>430 KDa) recovered fully within a few sec-
onds (Fig. 3A). The amino and carboxy domains
flanking the repeats also affected recovery time.
As predicted, the S100 dimerizing domain of
FLG variants increased recovery half-life after
photobleaching even further, while deletion of
the carboxy tail, a small truncation mutation
seen in some patients, accelerated recovery
(Fig. 3B and fig. S7I). Overall, the dynamic
FRAP behavior established filaggrin-containing
KGs as biomolecular condensates and distin-
guished them from mere aggregates in the
cell. Moreover, because the S100 domain is
cleaved during terminal differentiation, its
function is likely to optimize phase separa-
tion at earlier stages when filaggrin amounts
are low and KGs just begin to form.

Liquid-like behavior of filaggrin granules

Live-cell imaging revealed that HaCATs har-
boring our engineered filaggrins underwent
granule rearrangements and fusion events that
are hallmarks of liquid-like droplets (Fig. 3C
and movie S1). Individual fusion events were
complete within seconds (fig. S8 andmovie S2).
To further probe their material properties,

we used atomic-force microscopy (AFM). By
applying pressure with an AFM probe directly
on top of filaggrin granules, they deformed,
creating liquid-like streaming around the cell’s
nucleus (Fig. 3D, fig. S9, and movie S3). Even
unprocessed (more viscous) S100-containing
filaggrin granules underwent fusion when
pushed into close proximity by the AFMprobe
(movie S4).
Our photobleaching data suggested that the

material properties of KGs may change as a
function of filaggrin processing and disease-
associated mutations. To test this hypothesis,
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Fig. 1. Filaggrin family proteins have
phase-separation characteristics, and their
mutations are linked to human skin barrier
disorders. (A) Ultrastructure and schematic of
mouse skin at E17.5. Dotted lines delineate
the basement membrane, where proliferative
epidermal progenitors attach (basal layer).
Periodically, progenitors initiate terminal
differentiation, ceasing to divide, but transcribe
the necessary genes for skin barrier formation
as they flux upward through keratin filament
bundle–rich spinous layers; keratohyalin granule
(KGs, arrows)-rich granular layers; and dead,
enucleated squames, which continually slough
from the skin surface (corneum), replenished by differentiating cells from
beneath. nu, nucleus. (B) Domain architecture of human FLG, the major known
constituent of KGs, and location of nonsense FLG mutations (colored lines)
associated with skin barrier disorders (fig. S1 shows mutants). Many mutations
cluster to generate truncated variants in FLG repeat domains (labeled as mut-n0
to mut-n10). (C) Mouse and human FLG are histidine-rich, low-complexity (LC)
proteins with identical biases in amino acid composition, but not sequence.
Mean amino acid abundance across the human proteome is shown as a gray line

(filled area is the standard deviation). Amino acid abbreviations: A, Ala; R, Arg; D,
Asp; E, Glu; Q, Gln; H, His; S, Ser; G, Gly. (D) FLG and its paralogs (FLG2, RPTN,
HRNR, and TCHH) share a strong preference for arginine over lysine residues
[calculated as R/(R+K)], a major determinant of phase separation in LC proteins
(22). The gray line marks the mean Arg bias across the mouse and human
proteome (filled area is the standard deviation). See fig. S3 for details.
(E) Proteome-wide distribution of protein size (unit length 1000 amino acids),
underscoring the enormous size of FLG (x marks the 99th percentile).

Fig. 2. Filaggrin proteins undergo liquid-liquid phase transitions that are disrupted by disease-associated
filaggrin mutations. (A) Transfection of synthesized FLG genes into HaCATs reveals that the propensity of
FLG repeat proteins to undergo phase separation is governed by the number of FLG repeats. In these
experiments, genes encoding tagged-FLG variants [mRFP-(r8)n, where r8 = repeat #8 and n = 1 to 8 of these
repeats] were fused C-terminal to a H2B-GFP-(p2a) construct. Cotranslationally, the self-cleavable (p2a) sequence
(28) ensures that each construct generates one H2B-GFP molecule for each mRFP-(r8)n molecule. Panels
show cells with the same total concentration of mRFP-(8)n. Quantitatively, phase-separation propensity was
defined as the percentage of total mRFP signal within phase-separated granules. (B) Phase-separation propensity
for FLG variants spanning the repeat distribution of truncated FLG mutants (mut-n0 to mut-n8 in Fig. 1B; WT-size
is n =12) and across a wide range of expression levels for each variant. Dashed lines are logistic fits to data
with signs of a concentration-dependent phase transition. (C) Time-lapse imaging of HaCATs expressing
increasing amounts of mRFP-(r8)8 [related to H2BGFP via (p2a)]. Shown are the initial stages of phase separation
through the formation and growth of granules (marked as g1 to g3). (D) The S100 (dimerization) domain of
human FLG enhances the phase-separation propensity of FLG repeat proteins but fails to rescue phase behavior in
disease-associated variants with ≤2 FLG repeats (mut-n0-n2 in Fig. 1B). Construct design and quantifications are
as in (B). Dashed lines are logistic fits to the data. Images are maximum intensity projections.
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we performed serial force-indentationmeasure-
ments across the granule length in HaCATs
harboring different filaggrin variants (Fig. 3E
and fig. S10). Consistent with a role for the tail
domain in tuning the material properties of
KGs, AFM revealed a stiffening of the cellular
domain spanned by tail-containing granules
as compared to filaggrin counterparts that
mimicked tail-deficient mutants (Fig. 3F). As
suspected from the photobleaching data, un-
processed (S100-containing) filaggrin variants
displayed pronounced stiffening (Fig. 3F and fig.
S10). Thus, filaggrin granules aremechanically
responsive, liquid-like condensates in cells.

Engineering phase separation sensors to
interrogate endogenous KGs

Although our tagged filaggrin variants assem-
bled de novo into KG-like structures, it was

critical to address whether endogenous KGs
in skin assemble through phase separation of
filaggrin and if so, how their putative liquid-
like properties contributed to epidermal differ-
entiation. To do so, we could not use direct
filaggrin tagging to label endogenous KGs,
because it altered its biophysical properties
(fig. S7G). Similarly, often used client proteins
that directly bind to a phase-separating pro-
tein scaffold (2, 30, 31) were not suitable, be-
cause although they can be recruited to existing
liquid-like condensates and be used as carriers
of fluorescence, they report scaffold localiza-
tion irrespective of phase separation. More-
over, with complex differentiation programs
in tissues, where processing of the scaffold
can occur, the caveats of conventional clients
become all the more apparent (fig. S11 and
supplementary text).

Thus, we sought to design different clients
thatwouldpermit probing thephase-separation
behavior of endogenous scaffold proteins as
their concentration and processing change
in living tissues. We aimed for soluble IDP
clients that lack phase-separation behavior
of their own but copartition efficiently and
innocuously into nascent phase-separated
condensates by engaging in ultraweak, phase-
separation–specific (combinations of charge-
charge, cation-pi, pi-pi, hydrogen-bonding, and
hydrophobic) interactions with the scaffold
(Fig. 4A and fig. S12A).
To engineer such “phase-separation sensors”

for endogenous filaggrin, we exploited (i) the
nonpathogenic behavior of human filaggrin
repeat mutants that possess His:Tyr muta-
tions (fig. S12, B and C) and (ii) the inability of
a sole filaggrin repeat to drive phase separation.
After documenting the tuned phase-separation
characteristics of Tyr-high FLG repeat #8 (r8)
variants (r8H1 and r8H2) (22), we then gen-
erated variants with related sequence pat-
terns but low sequence identity (ir8H2 and
pr8H2). We also engineered proteins smaller
than a filaggrin repeat, but with similar com-
positional biases (eFlg1, ieFlg1, and eFlg2).
These proteins displayed a range of phase-
separation propensities (Fig. 4B; fig. S12, D to
F; table S3; and supplementary text).
For live imaging, our sensors needed a fluo-

rescent tag. Because surface charge of fusion
proteins can affect IDP phase-separation be-
havior (32), we screened Tyr-high sensor var-
iants fused to sfGFPs of varying net charges
(33) for those that display high partition co-
efficients into KGs (figs. S12F and S13, A and
B). We selected two +15GFP-based (sfGFP with
net charge +15) sensor designs that shared
little sequence identity among themselves or
the native filaggrin repeat (Fig. 4C). On their
own, these sensors showed no phase separa-
tion (fig. S13C), but when coexpressed with
an mRFP-tagged filaggrin in HaCATs, they
partitioned into the de novo assembled KGs
(Fig. 4D). In particular, the relocalization of
sensor A from the cytoplasm into filaggrin
granules (partition coefficient P = 21) com-
pared well to the behavior of filaggrin itself
(P = 125) and remained stable over a wide
range of sensor A levels (fig. S14A). This en-
abled faithful reporting of steep concentra-
tion gradients across membraneless granule
boundaries. Notably, and in contrast to a con-
ventional client that bound stoichiometrically
to a filaggrin domain (fig. S14, B to D), FRAP
dynamics of mRFP-tagged filaggrin were un-
affected by sensor A (Fig. 4E).
Because of FRAP’s size dependence, our

studies in Fig. 3A were only suggestive that
FLG truncating mutations accelerate liquid-
like dynamics within KGs. With our designed
sensors as internal controls, we could now
accurately determine FRAP half-lives and
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Fig. 3. Filaggrin-processing and disease-associated mutations alter the liquid-like behavior and
material properties of KG-like membraneless compartments. (A) FRAP half-lives of granules formed de
novo in immortalized human keratinocytes after transfection of indicated mRFP1-tagged FLGs with different
FLG repeat truncations. Left: Representative images of a recovery event; middle: representative FRAP
recovery plot (average ± SD from seven granules); right: quantifications. (B) FRAP half-lives after internal
photobleaching of granules formed from a mRFP-FLG [WT(p), mRFP-(r8)8-Tail] in comparison to one
that either lacks the 26–amino acid tail domain (Tail mut) or contains the amino (S100) domain of
FLG [WT(up)]. Each symbol in (A) and (B) represents an individual FRAP half-life measurement of granules
from multiple cells. Data are from ≥2 experiments. (C) Tagged-FLG granules undergo liquid-like fusion
events. Live imaging of a cell transfected with a cytoplasmic marker (mCherry) and a WT(p) FLG [sfGFP-r(8)
12-Tail]. Arrows point to granule fusion events over time (movie S1). (D to F) Atomic force microscopy
(AFM) reveals liquid-like behaviors of granules. (D) Snapshots of granule (arrows) before and with
pressure application reveal liquid-like streaming behavior (movie S3). (E) Representative AFM map
shows that even KGs composed of the FLG tail mutant appear to be stiffer than cytoplasm (see fig. S10
for WT-type KGs data). (F) Average stiffness (Young’s modulus) per granule for KGs assembled from
the FLG variants described in (B). Each dot corresponds to measurements of a different granule (average
of all pixels within the granule domain in the stiffness map) in a different cell. nu, nucleus; asterisks,
statistically significant (p < 0.05).
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evaluate the liquid-like behavior of KGs formed
from different-sized filaggrin mutants. As pre-
dicted, KGs assembled from truncated filaggrins
differed from their full-length counterparts in
displaying sensor recovery dynamics indica-
tive of a decrease in the relative viscosity of
KGs (Fig. 4F). Moreover, KGs assembled from
tail mutants behaved as less viscous liquids
than their tail-containing counterparts. Thus,
our phase-separation sensors can integrate into
and innocuously report the material properties
of liquid-like KGs. Furthermore, our data sug-
gest that patient disease phenotypes are indeed
linked to shifts in the liquid-like behavior of
mutant KGs.

Crowding of liquid-like KGs within skin cells
in tissue

Our ultimate goal was to interrogate the dy-
namics of these liquid-liquid phase transitions
in vivo in the skin epidermis. To this end, we
used a noninvasive in utero lentiviral delivery
system to selectively, efficiently, and stably
transduce the single layer of embryonic day 9.5
(E9.5)mouse skin epitheliumwith doxycycline-
inducible transgenes encoding our sensors (fig.
S15). To induce expression during epidermal
differentiation, we transduced embryos carry-
ing a doxycycline-sensitive reverse tetracycline-
transactivator (rtTA) driven by the human
Involucrin (Ivl) promoter (34).
Once the skin barrier was fully mature (E18.5),

doxycycline-fed embryos were subjected to live
imaging and/or immunofluorescence micros-
copy. Sagittal confocal views revealed that
bright sensor signal was confined to filaggrin-
expressing granular layers, while planar views
showed a robust array of sensor-labeled KGs
in these cells (Fig. 5A).Moreover, and inmarked
contrast to conventional antibodies against
filaggrin (35), the sensors penetrated even the
large granules of the most mature (late) gran-
ular layer (fig. S16).
The marked level of KG crowding seemed

incompatible with liquid-like behavior. To gain
further insights, we performed live imaging
and monitored keratinocyte flux through the
granular layers of skin (36). Early granular
cells displayed only a fewKGs, whose numbers
appeared to increase through de novo granule
formation (Fig. 5B). Over a half day of imaging,
occasional fusions that resolved within min-
utes into a round granule pointed to liquid-like
behavior (fig. S17 and movie S5). Moreover,
for both sensor A or B, signal recovery was
rapid after photobleaching KGs within the
mid-granular layer, further underscoring the
liquid-like behavior of these endogenous KGs
(Fig. 5, C and D).
Despite these liquid-like features, most exist-

ing KGs grew robustly without undergoing
fusion (Fig. 5E and movie S6). Even KGs with-
in the earliest granular layers in skin tissue
exhibited liquid-like properties distinct from

those of KG-like condensates that formed in
HaCATs when transfected to express tagged
filaggrin (Fig. 5F).Moreover, when the sensor’s
nuclear export signal was removed and sensor
FRAP half-life was measured within nucleoli,
only filaggrin-containingKGs in tissue appeared
to be relatively more viscous than the nucleolus
in keratinocytes.
Probing deeper, we noticed that granular cells

exhibited substantial morphological changes
as they transited through the granular layers
and became increasingly crowded with KGs
(Fig. 5G). Correspondingly, photobleaching
these KGs within early, middle, and late gran-
ular cells revealed a gradual reduction in sen-
sor dynamics as cells moved toward the skin
surface. This increase in relative viscosity of

skin KGs was also seen in stratifying cultures
of primary human epidermal keratinocytes,
which, unlike immortalized keratinocytes,
formed endogenous KGs that were of similar
size and displayed liquid-like dynamics sim-
ilar to those of KGs in the early- and mid-
granular layers of mouse epidermis (Fig. 5H).
Thus, despite pronounced species-specific diver-
gence in filaggrin sequence, the preservation
of KG’s finely tuned liquid-like behavior pointed
to an underlying physiological relevance.

Stabilization of liquid-like membraneless
organelles

Although the rarity of fusion events among
densely packed KGs might simply reflect their
apparent viscosity, it was also possible that
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Fig. 4. Phase-separation sensors efficiently enter and detect KGs and accurately report their
liquid-like properties. (A) Concept of a genetically encoded phase-separation sensor. (B) Amino acid composition
of LC Tyr-high variants of a FLG repeat (repeat 8, r8), ordered at right according to phase-separation
propensity. Variants were generated according to nonpathogenic residues frequently altered in FLG repeats
in humans. %I: percent sequence identity to WT FLG repeat. Asterisks denote the two Tyr-high variants
used as phase sensors in this study. Y, Tyr. (C) Domain architecture of the two phase-separation sensors.
%I: percent sequence identity to sensor A. (D) Sensor partitioning into KGs in HaCATs expressing
sensor A and indicated mRFP1-FLG. Partition coefficients (P, ratio of background-corrected signal inside
and outside granules) reveal robust ability of sensor A to recognize FLG in its phase-separated granules
(bottom row is pseudocolored to reveal the range of fluorescent intensity values). nu, nucleus. (E) Presence
of sensor A does not alter FRAP half-life of FLG-assembled KGs in HaCATs. N.S., not statistically significant.
(F) Sensor A recovery half-lives after photobleaching granules composed of the indicated mRFP1-tagged
FLG variants that model patient mutations. Each symbol in (E) and (F) represents an individual FRAP half-life
measurement of granules from multiple cells. Data are from ≥2 experiments. Asterisks, statistically significant
(p < 0.05). See also related figs. S11 to S14.
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additional facets of terminal differentiation
might be contributing to this puzzling behav-
ior. Notably, the granular layer also displays an
abundant network of terminal differentiation–
specific keratins 1 and 10 (K1/K10) filaments.
This prompted us to test whether keratin fil-
aments might impede KGs from fusing and
allow them to crowd the cytoplasm as stable
organelles. When HaCATs were transduced
with doxycycline-inducible human mRFP-K10
(table S4), hK10 incorporated into the endog-
enous network of basal K5/K14 filaments (37).
Upon cotransfection with sfGFP-FLG to drive
KG formation, many of the mRFP-tagged ker-
atin bundles encased KGs (Fig. 6A). Live im-
aging showed that these KGs spent prolonged
periods of seemingly inert activity. However,

in regions where these KGs dislodged from
filaments and became uncaged, KGs were
mobile and frequently fused with other sfGFP-
tagged KGs (Fig. 6B, fig. S18A, and movie S7).
This may explain previous perplexing obser-
vations that unusually large KGs are pro-
duced after genetic ablation ofKrt10 inmouse
skin (38).
Keratins possess a central coiled-coil “rod”

domain that initiates heterodimer formation
and forms the backbone of the 10-nm inter-
mediate filament (39). Whereas K5/K14 keratins
of proliferative progenitors have short amino-
and carboxy-LC domains, the large LC domains
of K1/K10 keratins (40) are thought to protrude
along the outer surface of the filament and
bundle into cable-like filaments.

Intrigued by the packing of K10-containing 
filaments around filaggrin granules, we next 
asked whether their distinctive features might 
facilitate interactions with KGs. Examining 
the behaviors of mCherry fused to one, both, 
or neither of the hK10 LC domains (table S4), 
we found that each was diffuse in the cytoplasm 
of cultured keratinocytes in the absence of 
KGs (Fig. 6C and fig. S18). By contrast, when 
sfGFP-tagged filaggrin and its KGs were pre-
sent, mCherry was excluded from KGs, while 
both mCherry constructs with hK10 LC domains 
partially partitioned into KGs. Moreover, the 
critical concentration for phase separation 
of sfGFP-tagged filaggrin was reduced in the 
presence of the K10 keratin network without 
altering FLG density within KGs (Fig. 6, D 
and E). Thus, weak interactions between KGs 
and the LC domains of terminal differentiation–
associated keratins may promote the caging 
and stabilization of KGs in skin.
To further explore this possibility, we trans-

duced both our phase-separation sensor and 
suprabasal-inducible mRFP-hK10 constructs 
into E9.5 embryos and performed live imaging 
on E18.5 skin explants. Whereas early granular 
cells displayed small, relatively sparse KGs 
surrounded by a well-defined network of K10-
containing filaments, mid-granular cells ex-
hibited a denser keratin network interwoven 
among larger, more abundant KGs that re-
mained caged and hence unable to fuse (Fig. 
6, F and G). Our findings suggest a model 
whereby reciprocal density-dependent inter-
actions between LC domains of terminal 
differentiation–specific keratins and KGs struc-
ture the cytoplasm to form an elaborate, inter-
woven network of stabilized liquid-like KGs 
and keratin filament bundles.

Liquid phase KG dynamics, enucleation, and 
environmental sensitivity

We posited that progressive crowding by keratin-
stabilized KGs might distort the nucleus and 
other organelles in a fashion that could  contrib-
ute to their destruction at the critical granular–
to–stratum corneum transition. If so, this could 
explain why nuclei are often aberrantly re-
tained in the outer skin layers of patients who 
also lack KGs (41).
Consistent with this notion, KGs assembled 

de novo in HaCATs from WT repeat filaggrins 
prominently deformed nuclei, whereas KGs as-
sembled from disease-associated FLG mutants 
instead wetted the nuclear surface without de-
formation (Fig. 7A and fig. S19, A and B). En-
dogenous KGs in primary human keratinocytes 
also induced prominent nuclear deformation 
(fig. S19C). Similarly, when we transduced em-
bryos with H2B-RFP and our sensors and mon-
itored the maturation of granular cells by live 
imaging, we found that mature granular cell 
nuclei were markedly deformed as KG density 
increased  in skin (Fig.  7B  and fig.  S19D).
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Fig. 5. Skin exhibits pronounced phase separation dynamics during barrier formation. (A) (Left)
Schematics of sagittal and planar views. (Right) Corresponding views of fluorescent sensor A in mouse skin.
Planar skin views are through early, middle, and late granular layers. nu, nucleus. Dotted lines denote cell
boundaries. (B) Live imaging of an early granular cell over 800 min. (C) Example of photobleaching the
sensor A signal within a KG of a granular cell in mouse skin. (D) Sensor recovery half-lives after
photobleaching KGs across cells within mid-granular layer of transduced mouse skin (each point is
from a different cell; two animals analyzed per sensor). (E) Quantification of changes in KG volume over time
in cells as they reach the upper granular layer (related to movie S6). (F) Sensor A reveals distinct liquid
phase properties within different biomolecular condensates and contexts [in vivo KGs versus granules
generated de novo from S100-mRFP-(r8)8-Tail, expressed in cultured keratinocytes]. For nucleolar
measurements, a sensor A variant lacking a nuclear export signal was used. In vivo and in vitro data from
≥2 experiments. (G) Sensor A detects an increase in relative KG viscosity that occurs during granular
layer maturation. Shown are FRAP half-lives in KGs within different granular layers (morphological differences
at left; data from three animals). (H) Sensor A reveals conserved liquid-like KG properties despite
divergence in amino acid sequence of granule-forming proteins. Mouse KG data in (H) are same as in (G).
Human KG data are from three skin equivalents and two sources of primary human keratinocytes. Asterisks,
statistically significant (p < 0.05). N.S., not significant.
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As granular cells move upward to complete
their final stageof differentiation, they enucleate
and lose their KGs to form flattened squames
(Fig. 1A). These events were difficult to capture
by live imaging, because the process was very
rapid, occurring over 2 hours (fig. S20). How-
ever, whenwe captured enucleation events, they
were always precededby chromatin compaction
and then chromatin loss and nuclear destruc-
tion (Fig. 7C and movie S8). Moreover, just as
chromatin began to show signs of compac-
tion, KGs began to dissolve, as revealed by a
progressive shift in the phase sensor’s local-
ization from a granular-like state to being dif-
fuse in the cytoplasm (Fig. 7C and fig. S21).
This rapid shift indicated a marked change in
the liquid-like properties of KGs and suggested

that these terminal events may also be rooted
in liquid-phase dynamics.
Probing further, we found that Flg knock-

down in skin not only depleted KGs but also
delayed the nuclear degradation process (Fig.
7D). This was accompanied by increased trans-
epidermal water loss (TEWL) through the skin
barrier. Thus, KGs accelerate loss of membrane-
bound organelles, an essential feature of skin
barrier formation.
Given the inherent environmental respon-

siveness of intrinsically disordered proteins
(42, 43), we wondered whether the marked
shift in KG dynamics late in terminal differ-
entiation might be fueled by the environmental
changes that naturally occur near or at the
skin surface. In particular, whereas prolifer-

ative basal progenitors experience physiological
pH (7.4), the skin surface is acidic (pH ~5.5)
(44). Because filaggrin is rich in histidine,
whose physiological acid dissociation constant
(pKa) is ~6.1 (45), we posited that this natural
difference in extracellular pH may also reflect
intracellularly and in part be triggering the KG
changes that we had detected at the granular–
to–stratum corneum transition.
To detect intracellular pH shifts, we first

transduced HaCATs with either mNectarine
or SEpHlourin reporters, which rapidly lose
fluorescence upon shifting from pH 7.4 to
pH 6.3 (fig. S22). When the extracellular pH
was decreased to elicit an intracellular pH shift
from 7.4 to ~6.2 to 6.5, de novo–assembled
KGs in HaCATs changed profoundly. In live
imaging, both filaggrin and the sensor (which
by design, is also rich in histidine) displayed
increased cytoplasmic and diminished KG-
like localization concomitant with this intra-
cellular pH shift (Fig. 7E and fig. S23). Similar
changes were seen in endogenous KGs of dif-
ferentiated primary human epidermal keratin-
ocytes when they experienced this pH shift
(fig. S24A).
Given the pH sensitivity of KGs, we then

turned to investigating this process in vivo.
We introduced our pH reporters into mice
along with either our phase-separation sensor
or H2BRFP and through live imaging, mon-
itored the natural intracellular pH shifts that
we surmised would occur as granular cells
approached the acidic skin surface. Over time,
as each granular cell progressed to the critical
granular-to-corneum transition, it experienced
a sudden shift in pH, as detected by our in-
tracellular reporters (Fig. 7F). This rapid en-
dogenous pH shift invariably coincided with
the initiation of KG dissolution (top panels)
and coincided with or immediately preceded
an increase in chromatin compaction (bottom
panels). Moreover, within 2 hours of KG dis-
solution and nuclear compaction, imaged
granular cells within the epidermis had under-
gone morphological changes characteristic of
enucleation and squame formation (fig. S24B
and movie S6).
Finally, we took skin explants from embryos

transduced with phase sensor, H2BRFP, and
either scrambled or filaggrin short hairpin
RNAs (shRNAs) and performed live imaging
immediately after shifting the extracellular pH
in themedium.When the natural intracellular
pH transition was accelerated, granular cell
KGs showed signs of disassembly, and chro-
matin compaction became pronounced (Fig.
7G, top panels). This pH shift did not trigger
chromatin compaction in skin devoid of KGs
(bottom panels). Thus, the pH shift appears to
function specifically in altering the material
properties of histidine-rich KGs, which in turn
promote chromatin compaction, enucleation,
and skin barrier establishment. Furthermore,
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Fig. 6. Keratin-FLG interactions stabilize KGs and structure the cytoplasm in skin. (A) HaCATs were
induced to express mRFP1-K10, which integrates into the endogenous K5/K14 filaments. Cells were then
transfected with sfGFP-FLG*, which formed liquid-like KGs (arrows) interspersed within the keratin network.
Top: 3D projections of GFP/RFP; bottom: surface rendering of mRFP-K10. (B) Live imaging of cell in (A), showing
surface rendering of three different types of keratin-KG interactions (see fig. S18A for maximum intensity
projections). Uncaged KGs fuse rapidly; caged KGs fuse rarely or slowly; fenced KGs are impeded from fusing.
Double arrows depict temporal fusion events; single arrow denotes keratin cable preventing fusion. (C) When
mCherry harbors hK10 LC domains, it partially partitions into KGs (P = 1.6). (D) Phase separation of sfGFP-(r8)4
FLG is promoted in HaCATs displaying mRFP1-K10 fibers. Critical concentrations for phase separation were
estimated as in fig. S7C (data from three experiments). (E) FLG density within KGs assembled in (D) is similar ± an
hK10 network. (F) Planar 3D view of E18.5 granular layer from skin of an embryo transduced in utero with a
suprabasal-specific driver of mRFP1-K10 and sensor A. Accompanying cartoon depicts protein localization
patterns seen in early and mature (late) granular cells. (G) Optical sections through mature granular cells
show prominent granules encased by thick keratin bundles. Single magenta channel reveals voids where KGs
reside, indicative of caged KGs. Asterisks, statistically significant (p < 0.05). N.S., not significant.
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enucleation events in skin are likely driven
by a combination of nuclear deformation and
pH-driven release of as yet undetermined KG
components.

Discussion

Our design and deployment of a class of in-
nocuous client protein provides a general
strategy to analyze endogenous liquid-liquid
phase separation dynamics across biological
systems in anondisruptivemanner.Weenvision
that these in vivo phase-separation sensors
may be further functionalized to incorporate
enzymes evolved for proximity proteomics
(46, 47), potentially enabling—without perturb-
ing endogenous scaffold proteins—the molecu-
lar and biophysical interrogation of endogenous
liquid-liquid phase separation in organoids, tis-
sues, and living organisms.
We used this strategy to illuminate, through

the lens of phase separation, the process of
skin barrier formation, which entails the ap-
pearance of hitherto enigmatic KGs in the
granular layer and then their sudden disap-

pearance as epidermal cells undergo a poorly
understood transition to the stratum corneum.
These granules, long puzzling to skin biologists
(48), had been viewed as inert, cytoplasmic ag-
gregates of filaggrin, which eventually became
cleaved into smaller fragments and amino
acid derivatives to promote keratin filament
bundling (21) and stratum corneum hydra-
tion (24). Despite decades of research and
mutations linked to atopic dermatitis (23), no
clear function had been established for KGs,
filaggrin, or filaggrin paralogs that also ac-
cumulate as granular deposits in epithelial
tissues (49, 50).
Through the engineering of filaggrins and

filaggrin disease-associated variants and also
phase-separation sensors, we have now shown
that KGs are abundant, liquid-like mem-
braneless organelles, which, through their
phase-separation–driven assembly and then
disassembly, function to structure the cytoplasm
anddrive an environmentally sensitive program
of terminal differentiation in the epidermis.
By virtue of their mechanical and pH-sensitive

properties, KGs are ideally equipped to confer
environmental responsiveness to the rapid and
adaptive process of skin barrier formation. The
discovery that filaggrin-truncating mutations
and loss of KGs are rooted in altered phase-
separation dynamics begins to shed light on
why associated skin barrier disorders are ex-
acerbated by environmental extremes. These
insights open the potential for targeting phase
behavior to therapeutically treat disorders of
the skin’s barrier.
Liquid-phase condensates have typically

been viewed as reaction centers where select
components (clients) become enriched for
processing or storage within cells (2). Anal-
ogously, KGs may store clients, possibly pro-
teolytic enzymes and nucleases, that are timely
(in a pH-dependent fashion) and rapidly re-
leased to promote the self-destructive phase of
forming the skin barrier. Additionally, squame
formation likely exploits general biophysical
consequences of KG assembly, because KGs
interspersed by keratin filament bundles mas-
sively crowd the keratinocyte cytoplasm and
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Fig. 7. Environmentally regulated KG dynamics
drive skin barrier formation. (A) Nucleus-KG
interactions in HaCATs transfected with FLG
variants. (B) Nucleus-KG interactions in a granular
cell from live imaging of E18.5 mouse skin with
resolution of nuclei (H2B-RFP) and KGs (sensor A).
Arrows point to KG-associated nuclear deforma-
tions. (C) Granular cell–to–squame transition, as
depicted by live imaging (3D view) of E18.5 mouse
skin (movie S8). Early signs include chromatin
compaction (arrows) and diminished partitioning of
sensor within KGs. Late signs include KG dis-
assembly and enucleation. (D) In utero Flg
knockdown depletes KGs, causes a delay in
enucleation, and partially compromises the skin
barrier. Enucleation speeds were determined by live
imaging of chromatin degradation. Barrier quality
was measured as transepidermal water loss
(TEWL). Asterisks, statistically significant
(p < 0.05). (E) Effects of shifting the intracellular
pH on KG dynamics of mRFP1-tagged FLG* and
sensor A, as monitored by live imaging of
HaCATs (maximum intensity projections). Note the
rapid (t = 5 min) pH-triggered dissolution of KG
components. g1 and g2 show individual granules.
Sensor A mirrored the pH-triggered drop in the
phase-separation capacity of FLG, which became
increasingly cytoplasmic, reflected by a decrease
in its partition coefficient (P = 26 at pH 7.4 to
P = 3.6 at pH 6.2). nu, nucleus. (F) Live imaging
(3D view) of enucleation and cornification in skin of
embryos transduced to express an organelle
marker (top: sensorA/KGs; bottom: H2BRFP/
nuclei) and a pH reporter whose fluorescence is lost
below pH 6.5. mNectarine (top) shows that when
the intracellular pH of granular cells drops below
pH 6.5, KGs begin to disassemble. SEpHLuorin
reports a similar pH drop and shows that it precedes chromatin compaction. (G) Effects of pH-induced KG dynamics in sensor A+ skin explants transduced with H2B-RFP
and either Scr-shRNA (top) or Flg-shRNA (bottom). Note that chromatin compaction is not pH-triggered if KGs are missing altogether. See also figs. S19 to S24.
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physically distort adjacent organelles prior to
the ensuing environmental stimuli that trigger
KG disassembly. Overall, the environmentally
sensitive dynamics of liquid-like KGs, action-
able by the skin’s varied environmental expo-
sures, expose the epidermis as a tissue driven
by phase separation.

Materials and methods
Sequence analysis of filaggrin and its paralogs

Proteomes were downloaded as FASTA files
from UniProt (https://www.uniprot.org/). For
the analysis of protein domains known to drive
liquid-liquid phase separation (fig. S3), we
downloaded the complete set (>100) of pro-
teins from the PhaSEPro database (51). We
implemented a script (available upon request)
in MATLAB R2016a to extract protein size,
amino acid abundance, and Arg-bias of all
annotated proteins. Arg-bias was calculated as
the total number of arginine residues relative
to the total number of positively charged res-
idues (R+K). To calculate relevant sequence
parameters (length, amino acid composition,
hydropathy, Arg-bias) in FLG and its paralogs
across species, we implemented a script (avail-
able upon request) inMATLABR2016a. Hydrop-
athy was calculated as the average level across all
residues in a protein, using Kyte-Doolittle’s scale
(52). Except for human Flg (and its paralogs),
most mammalian Flg and Flg paralogs in
mammals remain poorly annotated or poorly
sequenced in publically available genome and
protein databases. Table S1 shows the sequences
that we used as input material and details of
their manual curation. To characterize non-
synonymous mutations in human filaggrin, we
downloaded known single-nucleotide polymor-
phism (SNPs) in the human Flg gene (not
annotated in ClinVar) from NIH’s dbSNP
database (https://www.ncbi.nlm.nih.gov/snp/)
and from the GnomAD browser (https://gnomad.
broadinstitute.org/gene/ENSG00000143631).
We used custom-made MATLAB scripts (in-
cluded in the supplementary text) to filter for
unique SNPs corresponding to nonsynonymous
mutations. This script also calculated the overall
percentage of mutations assigned to each of
the 20 naturally occurring amino acid residues.
By generating 1000 unique Flg mutant genes
through random single-nucleotide mutations
in Flg cDNA (script available upon request),
we also estimated the expected randommuta-
tional burdenper residue. From the total SNPs,
we identified 405 SNPs involving mutations of
His codons. The script then identified the mu-
tational landscape involving these SNPs and
their corresponding nonsynonymous codons
(encodingAsp, Leu, Asn, Pro, Gln, Arg, andTyr).

Synthesis of repetitive DNAs encoding filaggrin
and filaggrin variants

To assemble repetitiveDNAs,we used recursive
directional ligation by plasmid-reconstruction

(PRe-RDL) (53), withminormodifications. Spe-
cifically, we used a modified pET-24a(+) vector
as published (53), but eliminated the terminal
Tyr-stop-stop sequence to avoid altering the
hydropathy of FLG sequences. Instead, the
modified vector uses a terminal Gly-stop-stop-
stop sequence. Synthetic gblocks were from
IDT (Integrated DNA Technologies) and en-
coded the eight repeat in human FLG (repeat
#8, here referred as r8), sfGFP, mRFP1, and
the S100 domain of human FLG. We chose r8
as this repeat is often duplicated in humans,
yielding FLG variants with 11 (this is the most
common of all human FLG variants) or 12 re-
peats. The specific choice of a repeat (among
human FLG repeats 1 to 10), however, is other-
wise trivial, as individual FLG repeats are
nearly identical in sequence (with >90% se-
quence identity in humans and typically >99%
in mice). We performed iterative rounds of
PRe-RDL with the r8 gblock to build genes
with up to 16 concatemers of r8. These genes
were then modified to generate variants with
the C-terminal tail domain of human FLG
(table S2). DNA sequences were verified by
Sanger sequencing (Genewiz, NJ) whenever
possible. For long repetitive DNAs beyond the
reach of Sanger sequencing, to confirm proper
concatamerization of sequence-verified domains,
we relied on gene size (judged by conventional
DNA gel electrophoresis) and subsequent vali-
dation of expected protein properties (size
and diffusion properties) upon expression
in Escherichia coli or mammalian cells. For
mammalian expression, we subcloned fully-
assembled repeat genes into amodified pMAX
vector (Amaxa). See table S2 for protein se-
quences for all constructs. To build genes with
nuclear reporters of FLG concentration in the
cell,we furthermodified our pMAX-basedgenes
encoding FLG repeats to replace the N-terminal
fluorescent protein with genes fragments en-
coding H2BGFP-(p2a)-mRFP, H2BRFP-(p2a)-
sfGFPorH2BGFP-(p2a)-S100-mRFP (see table S2
for sequence details). (p2a) is a codon-optimized
DNA sequence that self-cleaves during trans-
lation and so enables the synthesis of two
proteins from a single transcript (28). We also
built pMAX vectors encoding H2BRFP-(p2a)-
H2BGFP and H2BGFP-(p2a)-H2BRFP to val-
idate the equimolar synthesis of individual
(p2a)-linked proteins.

Synthesis of phase-separation sensors

Table S3 includes the sequence information
for all sensor domains reported in Fig. 4B. The
rationale for the generation of these proteins
is explained in detail in the supplementary
text. Corresponding genes were synthesized
by IDT as gblocks and cloned into modified
pMAX vectors as described above for genes
encoding FLG variants. We purchased addi-
tional gblocks encoding previously published
supercharged variants of sfGFP: +15GFP and

−20GFP. All constructs, unless indicated, in-
clude an optimized short nuclear export sig-
nal (54) (LELLEDLTL) as linker between the
N-terminal fluorescent proteins and the sen-
sor domain. To test the intrinsic phase sepa-
ration propensity of individual sensor domains,
we artificially enhanced their phase-separation
capacity by synthesizing variants with a
C-terminal trimerization domain.We generated
constructs with one of two trimerization do-
mains: NC1 domain from human COL18A1
(P39060, Isoform 1, residues1442-1496) (55)
or a fibritin fragment from bacteriophage T4
(so-called foldon domain) (56).

Synthesis of genes encoding human K10 and its
low-complexity domains

We used polymerase chain reaction (PCR) to
amplify a fragment of the Krt10 gene spanning
the N-terminal LC domain and the complete
central coiled-coil rod domain (forward pri-
mer: TAATCATCGATCGGATGGCTCTGTTC-
GATACAGCTCAAGCAAGCACTACTCTT; reverse
primer:TAAGCAGGGGATCCCTCTCCTTCTAG-
CAGGCTGCGGTAGGTTTG) using KRT10
cDNA (NM_000421.2; from Origene). These
primers added restriction sites for Pvu I and
BamHI at the N and C terminus, respectively,
for seamless restriction into a pMAX vector
harboring anN-terminalmRFP sequence and
the C-terminal LC domain. The C-terminal LC
domain was synthesized by IDT as a gblock.
Similarly, we also obtained a gblock encoding
the N-terminal LC domain flanked by Nhe I
and Xma I sites, which we inserted into our
modified pMAX vector for building a gene en-
coding a fusion to mCherry. This vector was
further modified between Bam HI and Eco RI
sites to introduce the C-terminal LC domain
and generate mCherry fusions harboring both
K10 LC domains. These constructs are listed in
table S4. Because of Origene’s third-party re-
strictions, we regret that we are unable to dis-
tribute our full-length mRFP-K10 construct,
which contain material from Origene SC122561.
However, mRFP-K10 may be reconstructed
by following the protocol above and obtain-
ing one of our LC constructs as well as Origene
SC122561.

Characterization of filaggrin-like proteins and
phase-separation sensors

To drive efficient expression of the relevant re-
petitive proteins, we transfected the corre-
sponding pMAX plasmids into HaCATs (57).
We routinely expandedHaCATs in low-calcium
(50 mM) epidermal cell culture media (58) and
then transfected them in glass-bottom 24-well
plates containing CnT-PR media (CELLnTEC,
Switzerland). Following the instructions of the
manufacturer, we typically used lipofectamine
3000 (Invitrogen) to transfect cells with 0.5 to
3.5 mg of each plasmid. One day after transfec-
tion, we changed media to a prodifferentiation
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media, CnT-PR-D (CELLnTEC, Switzerland)
supplementedwith 1.5mMCaCl2 andproceeded
to use a spinning-disk confocal microscope
to image cells 6 to 9 hours later. Live imaging
was conducted with cells at 37°C and under
a controlled CO2 environment. To calculate
the phase-separation propensity of FLG re-
peat proteins, we operationally defined it as the
percentage of total (background-corrected)
fluorescent signal residing within phase-
separated granules and based on maximum
intensity projections of live imaging data
using ImageJ. Concentration values for FLG
variants were determined from the nuclear
H2B reporter signal (adjusted by total cell area)
in each cell to sensitively measure protein con-
centration even at low expression levels when
FLG proteins are diffuse. Whenever we ob-
served a concentration-dependent increase
in phase separation propensity, we applied
a logistic fit [y = (−100/(1 + (x/x0)^P)) + 100,
as expected for a phase transition] using
OriginPro software (OriginLab). Using these
fits, we approximated the critical concentra-
tion for phase separation as the half-maximal
effective concentration (EC50) of the logistic
fit. The EC50 represents the concentration at
which most cells reach a phase-separation
propensity of 50% —wherein the total num-
ber of molecules in the dilute phase equals the
number ofmolecules in the high-concentration
density phase. Although phase separation hap-
pens with a given (low) probability below the
EC50, the concentration fluctuations that po-
tently drive phase separation near the true
critical concentration of the system become
dominant near the EC50, which justifies its
definition as an experimental approximation
to the critical value. To study protein dynamics
within granules, we photobleached circular
regions (0.54 mm in diameter) of interest at
the center of granules and imaged the process
of recovery at 200-ms intervals. For data
analysis, we normalized the background-
corrected fluorescence within the region of
interest to the background-corrected average
granule fluorescence prior to photobleaching
and then corrected for loss of fluorescence in
the granule area outside of the region of in-
terest throughout the imaging process. To
calculate recovery half-lives, we fitted the post-
bleaching normalized data using OriginPro
and a standard exponential growth curve: f =
A(1 − e^(−xt)). Half-lives (time when f = 0.5)
were estimated as Ln(0.5)/(−t). The approach
to studying the behavior of phase-separation
sensors is similar to the approach described
for FLG variants. In addition to vectors har-
boring tagged-FLG proteins, the transfection
mixture included a second pMAX vector en-
coding sensor variants (table S3). For photo-
bleaching measurements, we first obtained
photobleaching data for the mRFP1-tagged
FLG protein, followed by photobleaching data

for (+15GFP-tagged) sensor A in the same gran-
ule. Sensor data were processed and analyzed
as for tagged-FLG proteins.

Atomic force microscopy (AFM) measurements

To enable access of the AFM probe to filaggrin
granules within cells, we transfected HaCATs
in 50-mm glass-bottom dishes (Fluorodish,
FD5040, World Provision Instruments). The
transfection mixture consisted of two pMAX
vectors: one vector harbored a H2B-RFP gene
and was common to all transfection reactions,
whereas the second vector encoded one of the
indicated FLG variants [sfGFP-(r8)8, sfGFP-
(r8)8-Tail or S100-sfGFP-(r8)8-Tail; see table
S2]. One day after transfection, we added pro-
differentiationmedia (CnT-PR-D) supplemented
to 1.5mMCaCl2. Cellswere transported (at 37°C)
soon after or up to 24 hours later to the Mo-
lecular Cytology core facility of Memorial Sloan
Kettering Cancer Center (MSKCC) for AFM
measurements using a microscope stage at
37°C. AFM force measurements and manual
deformations of sfGFP-tagged FLG granules
were performed using an MFP-3D AFM (Asy-
lum Research) combined with an Axio Scope
inverted optical microscope (Zeiss). We used
silicon nitride probes with a 5-mm-diameter
spherical tip (Novascan). Cantilever spring con-
stants were measured before sample analysis
using the thermal fluctuation method, with
nominal values of ~100 pN/nm. 5 mmby 5 mm
force maps were acquired with 10 force points
per axial dimension (0.5 mm spacing) atop
sfGFP-tagged FLG granules identified using
the bright-field and GFP optical images. Mea-
surements were made using a cantilever de-
flection set point of 10 nN and scan rate of
1 Hz. Bright-field (AFM probe), GFP (FLG
variant), and H2B-RFP (nuclei) images were
acquired for each cell and granule measured
to enable force map and optical image co-
registration. Live-video bright-field images
were also taken during force map acquisition
to observe granule and cellular deformations.
Force-indentation curves were analyzed using
a modified Hertz model for the contact me-
chanics of spherical elastic bodies. The sample
Poisson’s ratio was 0.33, and a power law of 1.5
was used to model tip geometry. To observe
granule displacement and flow following force
application, the AFM tip was manually placed
adjacent to sfGFP-tagged FLG granules using a
micrometer. During live video-rate (14 frames/s)
image acquisition (bright-field and GFP), force
was manually applied with the AFM probe
in the absence of force set point feedback via
micrometer manipulation.

Mice and lentiviral transduction

Mice were housed and cared for in an AAALAC-
accredited facility, and all animal experiments
were conducted in accordance with IACUC-
approved protocols. We obtained hIVL-rtTA

FVB mouse embryos from J. Segre at the Na-
tional Institutes of Health (NIH). For rapid
generation of mice with genetically modified
skin, we used noninvasive, ultrasound-guided
in utero lentiviral-mediated delivery of pLKO.1-
based expression constructs and shRNAs (Sigma-
Aldrich), which as previously published (59),
results in selective transduction of single-layered
surface ectoderm of living E9.5 mouse embryos.
Lentiviral vectors with Scramble (not targeting)
shRNAs and constitutive expression [phospho-
glycerate kinase (PGK) promoter-driven] of
H2B-RFP were previously reported (59). We
modified these pLKO.1-based vectors to replace
the PGKpromoterwith anewly assembled tetra-
cycline regulatory enhancer (TRE) promoter
sequence (based onTRE3G fromClontech).We
cloned sensor andmRFP-K10 genes frompMAX
vectors into pLKO.1-based vectors, downstream
of the TRE. Using these pLKO.1 vectors, we
generated high-titer viruses in 293FT cells as
previously described (59). To induce expression
of TRE-controlled genes in vivo, we fed females
fostering lentivirally transduced embryos with
doxycycline. For knockdown of mouse filag-
grin, we identified hairpins with high intrinsic
scores and no predicted off-targets using the
GPPWebPortal (https://portals.broadinstitute.
org/gpp/public/). We modified our lentiviral
vectors harboring H2B-RFP to substitute their
Scramble shRNA with hairpins against (mouse)
Flg (#01: with target sequence ATCAATCTCA-
CAGCTATTATT localized to the C-terminal
domain, and #02: with target sequence CT-
CCGGATTCTACCCAGTATA within the filaggrin
repeats). We tested both hairpins in mouse
skin and they efficiently depleted mFLG and
its KGs (Fig. 7 shows data for hairpin #02). To
transduce human primary keratinocytes with
lentiviral vectors harboring H2B-RFP and phase-
separation sensors, we used neonatal and
adult human primary keratinocytes that we
purchased from Life Technologies. We trans-
duced them by exposing them briefly to the
corresponding high titer lentiviruses diluted
in supplemented Epilife media (Thermo Fisher
Scientific). A similar lentiviral transduction ap-
proach was used to generate HaCATs with
doxycycline-inducible expression ofmRFP-K10.
See supplementary materials and methods for
detailed protocols.

Live imaging

For live imaging of mouse skin, we harvested
head skin from E18.5 mouse embryos that
were in utero transduced as explained above.
After removing the skin from the embryos, we
gently scraped off the fat leaving the dermis
intact, cut out 1-cm2 pieces and placed them
with the stratum corneum facing down on a
glass-bottom 35-mm dish (MatTek) and on
top of Phenol-red free growth-factor reduced
matrigel (Corning). We pressed the tissue flat
against the glass surface using a transparent
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porousmembrane (WhatmanNuclepore Track-
Etched Membranes, 13-mm diameter, 5-mm
pores) and a 12-mm cover glass (Fisherbrand).
Once the tissue was flat, we removed the cover
glass and allowed the matrigel to solidify at
37°C for 15 min. We then added CnT-Prime
Airlift, Full Thickness Skin Airlift Medium
(from CELLnTEC), typically supplemented
with 2 mg/ml doxycycline. We imaged these
samples using a spinning-disk microscope
equipped with a 40× oil objective and a live
imaging chamber with a constant supply of
CO2 andmaintained at 37°C.We imagedwith
up to two lasers (488 and 561 nm, at 5.2 mW)
and with exposure times of 200 ms per laser.
We obtained full z stacks of the suprabasal
epidermis every 20 min (to limit phototox-
icity) for 16 to 20 hours. For photobleaching
experiments of sensor-labeled KGs in mouse
skin, we followed the procedure previously
described for the analysis of sensor recovery
half-lives in culture. For pH-shift experiments,
we first isolated the epidermal skin layer by
dispase treatment of E18.5 whole skin. The
tissue was mounted with the stratum corneum
facing upward in an otherwise identical man-
ner to the approach described for imaging of
whole skin. The tissue was initially imaged
using CnT-Airliftmedia (pH 7.4) before adding
an equal volume of acidic CnT-Airlift media
(regular media but supplemented for buffer-
ing of intracellular pH by adding 280mMKCl,
20 mMnigericin andHCl to reach a pHof ~3.3)
to set the final media pH to ~6.2 to 6.4. Upon
the pH shift, the tissue was imaged every 5min
for 50min under usual live imaging conditions.
For pH-shift experiments with primary human
keratinocytes, we used the same approach as
described for mouse epidermis. For HaCATs
with engineered KGs, we performed the pH-
shift experiments as before, but with acidic
CnT-PR-D supplemented with 1.5 mM CaCl2.
Live imaging data of the thick epidermis were
typically presented and analyzed from 3D
projections of the raw (without rendering)
fluorescent data. These 3D views and addi-
tional surface renderings were built using
Imaris software (version 8.3.1). For live imag-
ing of cells in culture, we typically presented
(and indicated so in the legends) maximum
intensity projections prepared with ImageJ.

Selection and synthesis of pH reporters

For the synthesis of genetically encoded pH
reporters that sensitively respond with a pKa

near 6.5, we chose two previously published and
well-characterized pH reporters: SEpHLuorin
(60) and mNectarine (61). We PCR-amplified
genes encoding these proteins from Addgene
plasmids (#58500 and #80151, respectively)
and cloned them into pMAX vectors down-
streamof a cytomegalovirus (CMV) promoter.
For expression of pH reporters in mouse skin
throughout epidermal differentiation, we sub-

cloned genes encoding pH reporters into our
TRE3G-driven pLKO.1-based vectors and len-
tivirally transduced embryonic mouse skin
as in our previous experiments. We note that
these pH reporters are not ratiometric and
do not report absolute pH but rather relative
changes in pH. However, because we use them
for live imaging, we can confidently identify
relative changes in intracellular pH by compar-
ing changes in reporter fluorescence within
individual cells over time. This approach ac-
counts for the intrinsic limitation of non-
ratiometric pH reporters—namely, that the
total fluorescent signal varies based on ex-
pression levels at the single-cell level. In our
approach, rapid changes in fluorescent signal
are interpreted as relative changes in pH by
correcting for the intensity of the reporter
within each cell in time points immediately
before the event. Addgene plasmid # 58500was
a gift from A. Cohen. Addgene plasmid # 80151
was a gift from S. Di Pietro.

Design and synthesis of conventional client
proteins for KGs

FLG variants that are uniquely bound (with
low affinity) by conventional clients were
synthesized as part of pMAX vectors and as
previously described for other FLG repeat
proteins ―see their full sequences in table
S5. Briefly, these filaggrin scaffold proteins
carry short unique domains recognized by
the client (either the cleavage sequence for
TEV protease or the murine S100 domain).
Genes encoding clients were synthesized as
IDT gblocks and cloned into pMAX vectors
using the same cloning approach as previously
described for phase separation sensors. The
sequence details of each client, either a dead-
variant of Tobacco Etch Virus Protease (dTEVP)
or amS100 domain, are also included in table
S5. Although the dTEVP client was exclusively
studied in immortalized human keratinocytes
(using transfection of corresponding pMAX
vectors), for themS100-based client, which has
affinity for endogenous mouse filaggrin, we
also subcloned genes encoding this client into
our TRE3G-driven pLKO.1-based vectors for
lentiviral transduction of the embryonic mu-
rine epidermis.

Immunofluorescence of fixed cells and tissues

To prepare HaCATs for immunostaining, we
fixed cultures at 37°C for 10 min using 4%
paraformaldehyde in Dulbecco’s phosphate-
buffered saline (DPBS). Cultures were washed
with DPBS and stored at 4°C before immuno-
staining. To prepare murine skin for whole-
mount immunostaining, we treated whole
skin with dispase for 30min at 37°C to isolate
the epidermis. We fixed the epidermis at 37°C
for 30 min in 4% paraformaldehyde. After
subsequent washes in DPBS, we stored the
tissue at 4°C in DPBS before immunostain-

ing. In all cases, we permeabilized the tissue
with an antibody blocking buffer for 3 to 4 hours
before overnight incubation with primary anti-
bodies. The following primary antibodies were
used: chicken anti-GFP (1:2000, Abcam), rabbit
anti-RPTN (1:200, Sigma HPA030483), rabbit
anti-mFLG (1:1000, Fuchs Lab), rabbit anti-
mFLG (1:1000, Abcam ab24584), and goat
anti-hFLG (1:200, Santa Cruz, sc-25897). After
washing with DPBS, we added species-specific
secondary antibodies conjugated to RRX or
AF647 and incubated the cultures and tissues
for 4 hours at room temperature. After wash-
ingwithDAPI, the samplesweremountedwith
ProLong Gold Antifade Mountant (Invitrogen)
andcuredovernight before imaging. For filaggrin
immunostaining without secondary antibodies
(i.e., direct detection) in mouse skin, we first
conjugated anti-mFLG (abcam) to AF647 using
an Alexa Fluor 647 Antibody Labeling Kit
(ThermoFisher) and following the instructions
of themanufacturer. Cultured cells andwhole-
mounted fixed tissues were imaged using a
spinning-disk microscope equipped with a 40×
oil objective. Imageswere analyzed using ImageJ
and Imaris 8.3.1.

Skin barrier assay

Tomeasure barrier quality, we obtained trans-
epidermal water loss measurements (TEWL)
using a Tewameter TM300 (Courage +Khazaka
electronic GmbH) on explanted neonatal back
skin. Briefly, neonates were humanely sacrificed
and their back skin was harvested and immedi-
ately spread over a clean surface. We collected
four TEWL measurements per sample on fully
acclimatized skin. The values reported by the
instrument were not further processed and cor-
responded to grams of lost water per hour per
m2 of skin. We measured two or three animals
in three independent experiments.

Statistical analyses

Whenever we indicate statistical significance,
these are cases where we reject, with a confi-
dence greater than 0.05 (i.e., p < 0.05) the null
hypothesis that the difference in the mean
values between twodatasets is equal to zero. To
perform this hypothesis testing, we ran two-
sample t tests using OriginPro. In all cases, we
verified that the statistical differences did not
depend on the assumption of equal variance
(Welch-correction) between samples.
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Cerebrospinal fluid influx drives acute ischemic
tissue swelling
Humberto Mestre*, Ting Du*, Amanda M. Sweeney, Guojun Liu, Andrew J. Samson, Weiguo Peng,
Kristian Nygaard Mortensen, Frederik Filip Stæger, Peter A. R. Bork, Logan Bashford, Edna R. Toro,
Jeffrey Tithof, Douglas H. Kelley, John H. Thomas, Poul G. Hjorth, Erik A. Martens, Rupal I. Mehta,
Orestes Solis, Pablo Blinder, David Kleinfeld, Hajime Hirase, Yuki Mori†, Maiken Nedergaard†

INTRODUCTION: Cerebrospinal fluid (CSF) cov-
ers and protects the brain from mechanical
injury. CSF also flows along an interconnected
network of perivascular spaces surrounding
blood vessels and communicates with inter-
stitial fluid permeating brain tissue, aiding
in the removal of metabolic waste produced
by cells. This glial cell–mediated lymphatic
(glymphatic) function of CSF represents a
continuous source of fluid and ions for the
brain. When a cerebral artery is occluded,
nearby brain tissue is abruptly deprived of
blood flow, oxygen, and glucose. This process,
known as acute ischemic stroke, is a leading
cause of morbidity and mortality worldwide.
After stroke, fluid accumulates in ischemic
tissue, and the brain becomes edematous
and begins to swell, a dangerous complica-
tion of the disease. In the first hours after
occlusion, the degree of swelling correlates
with the net gain of cations, primarily sodium,

and this gain draws in fluid from surround-
ing sources.

RATIONALE: Because the brain is already en-
cased by CSF, we asked if glymphatic flow
could play a role in early edema formation. To
test this, we evaluated CSF dynamics using
in vivo magnetic resonance (MR) and mul-
timodal optical imaging after occluding the
middle cerebral artery in mice. Edema was
assessed using diffusion-weighted MR, and
edema fluid sources were labeled using radio-
nuclides. Changes in the flow of CSF in peri-
vascular spaceswere explored using a network
model of the mouse middle cerebral artery.
Histology was used to evaluate edema forma-
tion in regions adjacent to CSF inflow routes
in mouse and human autopsy tissue.

RESULTS: We found that within minutes of is-
chemic stroke, CSF flowed rapidly into brain

tissue along perivascular spaces. Its entry
coincided with the onset of swelling and
increased brain water content. Radionuclides
and multimodal imaging confirmed that CSF
was the earliest contributor of both fluid and
ions. Calcium imaging in transgenic mice ex-
pressing GCaMP7 in cortical neurons and as-
trocytes revealed that this process was initiated

by spreading depolariza-
tions that were triggered
when tissuewas deprived
of blood flow. Diffusion-
weighted MR imaging
showed that this was the
earliest phase of edema

formation. This aberrant CSF inflow was
found to be caused by spreading ischemia, the
pathological constriction of cerebral blood
vessels that follows spreading depolarizations.
We present a networkmodel that predicts that
the space left unoccupied after vessels con-
strict would be filled by an inrush of CSF that
nearly doubles flow speed. That prediction
was confirmed experimentally using particle
tracking velocimetry of CSF flow in live mice.
Inflow depended on the aquaporin-4 water
channel that is highly expressed by glial cells
(astrocytes), which is a key contributor to
glymphatic function. Postmortem examina-
tion of rodent and human brains showed
increased fluid accumulation in tissue sur-
rounding perivascular spaces and the cere-
bral ventricles compared with regions deep
in the brain that were far from large CSF
reservoirs.

CONCLUSION:Here, we demonstrate that CSF
can provide a source of ischemic edema.
Glymphatic inflow of CSF appears to be the
primary initial event driving tissue swell-
ing. This finding challenges our current un-
derstanding of edema formation after stroke
and may provide a basis for treatment of
acute ischemic stroke. Spreading depolariza-
tions continue several days after stroke and
are also present in many other neurological
conditions, ranging from traumatic brain in-
jury to migraine; therefore, it will be impor-
tant to determine if spreading edema is also
a feature of these diseases and whether CSF
influx contributes to worsening at more de-
layed time points. It is also intriguing to spec-
ulate that abnormal CSF inflow could be a
source of edema fluid in other types of chronic
cerebrovascular disease, such as small-vessel
disease characterized by enlarged perivas-
cular spaces and transient accumulations of
fluid in periventricular white matter.▪
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Cerebrospinal fluid influx drives acute ischemic
tissue swelling
Humberto Mestre1,2*, Ting Du1,3*, Amanda M. Sweeney1, Guojun Liu1,4, Andrew J. Samson5,
Weiguo Peng5, Kristian Nygaard Mortensen5, Frederik Filip Stæger5, Peter A. R. Bork5,6,
Logan Bashford7, Edna R. Toro7, Jeffrey Tithof7, Douglas H. Kelley7, John H. Thomas7, Poul G. Hjorth6,
Erik A. Martens6, Rupal I. Mehta1,2,8,9, Orestes Solis2, Pablo Blinder10,11, David Kleinfeld12,13,
Hajime Hirase5,14, Yuki Mori5†, Maiken Nedergaard1,5†

Stroke affects millions each year. Poststroke brain edema predicts the severity of eventual stroke
damage, yet our concept of how edema develops is incomplete and treatment options remain limited.
In early stages, fluid accumulation occurs owing to a net gain of ions, widely thought to enter from
the vascular compartment. Here, we used magnetic resonance imaging, radiolabeled tracers, and
multiphoton imaging in rodents to show instead that cerebrospinal fluid surrounding the brain enters
the tissue within minutes of an ischemic insult along perivascular flow channels. This process was
initiated by ischemic spreading depolarizations along with subsequent vasoconstriction, which in turn
enlarged the perivascular spaces and doubled glymphatic inflow speeds. Thus, our understanding of
poststroke edema needs to be revised, and these findings could provide a conceptual basis for
development of alternative treatment strategies.

S
troke is among the leading causes of
death worldwide, affecting 10 million
patients annually (1, 2). Recent strides
in treatment have improved these statis-
tics, but stroke remains a principal cause

of long-term disability (1, 3). A detrimental com-
plication is cerebral edema, the abnormal ac-
cumulation of fluid that leads to secondary
ischemia, additional tissue loss, and potential
death (4, 5). Targeting edema represents a prom-
ising therapeutic strategy, because the sever-
ity of swelling predicts long-term functional
outcomes (6–8). Although edema also develops

in a range of other central nervous system dis-
eases (e.g., trauma, tumors, and infections),
treatment options remain limited, and those
available are suboptimal. Traditionally, cerebral
edema is divided into two distinct phases: an
early cytotoxic phase and a later vasogenic phase
(9). Cytotoxic edema occurs within minutes of
an ischemic insult and is triggered by spread-
ing depolarizations (SDs) that result from dys-
regulated ion homeostasis causing cell swelling
(6, 7, 10–14). During the subsequent phase,
vasogenic edema, fluid from the blood enters
the brain as a result of blood-brain barrier (BBB)
breakdown (15). Ions and fluid can cross the
BBB via transcellular and paracellular routes
(12): The transcellular pathway allows for the
early entry of plasmaproteins and other osmot-
ically active solutes facilitating fluid entry,
whereas the paracellular pathway takes 2 days
to become active (16, 17). However, edema ac-
tually develops several hours before significant
BBBdysfunction (18). This terminology used for
staging edema was defined in the 1960s, and
the conceptual framework for understanding
and treating edema is still based on these early
observations (8, 9, 19). The term ionic edemawas
introduced to explain this intermediary phase,
duringwhich tissueNa+ content increases (5, 18).
This generates an osmotic gradient with plasma,
allowing water to move into the brain across
an intact BBB (20, 21). However, the source of
the excess Na+ has been attributed exclusively
to influx from the intravascular compartment
(5). Yet, the brain is bathed in cerebrospinal
fluid (CSF),whichhas a highNa+ concentration
and accounts for almost 10% of intracranial
fluid (22). CSF has not been recognized as a

source of edema fluid (8), but the notion that
perivascular spaces (PVSs) provide a conduit
for CSF influx prompted us to reassess this idea.
Glymphatic exchange of CSF with the intersti-
tial fluid (ISF) provides a means by which CSF
in large quantities may rapidly enter the brain
and drive tissue swelling (23, 24). Here, we
found that CSF can indeed provide a key source
for the initial rise in brain water content in the
ischemic brain.

CSF flows into the brain after stroke,
driving acute tissue swelling

Todeterminewhether CSF contributes to edema
in the early phases of acute ischemic stroke, the
middle cerebral artery (MCA) was occluded by
injectingmacrospheres into the right common
carotid artery inwild-typemice (Fig. 1, A andB)
(25). Embolic MCA occlusion (MCAO) resulted
in an immediate, steep reduction in relative
cerebral blood flow (rCBF: 92.5 ± 1.2%; Fig. 1C).
Mice exhibited severe neurological deficits the
following day, and the infarct occupied most
of the vascular territory of theMCA (fig. S1).We
used this model to map influx of CSF tagged
with a fluorescent tracer immediately after
MCAO. The CSF tracer was injected 15 min
before occlusion to ensure that it haddistributed
along the circle of Willis but not yet transported
up along theMCA (Fig. 1D). Imaging revealed
no difference in CSF tracer entry between ipsi-
lateral and contralateral hemispheres before
stroke, butMCAO resulted in a sharp threefold
increase in ipsilateral CSF tracer influx com-
paredwith the contralateral hemisphere (Fig. 1,
E and F). The temporal derivative of the fluo-
rescence curves identified that CSF influx oc-
curred at two separate time points: an early
peak (11.4 ± 1.8 s) and a second peak (5.24 ±
0.48min) afterMCAO (Fig. 1, F andG).Wenext
asked whether this CSF influx contributed to
edema. The tissuewater content of the ischemic
cortex increased rapidly 15 min after occlusion,
whereas the water content in the nonischemic
hemisphere remained constant (Fig. 1H). To
assess the contribution of blood versus CSF to
the rapid increase in water content, the two
fluid compartments were tagged by either in-
travenous or intracisternal injection of 22Na
and 3H-mannitol. Early ischemic Na+ accumu-
lation is an indirectmeasure of edema (5, 18,26);
mannitol, on the other hand, is a small BBB-
impermeable tracer whose accumulation re-
flects opening of the barrier (Fig. 1I) (27). 22Na
and 3H-mannitol accumulation in the ische-
mic and nonischemic hemispheres was di-
rectly comparable after intravenous injection,
suggesting that the vascular compartment
was not the source of edema fluid in early
times (Fig. 1, J and K). By contrast, both 22Na
and 3H-mannitol accumulated to a greater
degree in the ischemic hemisphere when the
tracers were delivered to the CSF (Fig. 1, L
and M). To determine which pool of CSF
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was the primary source of edema fluid, we
performed CSF cisternography using three-
dimensional (3D) fast imaging employing
steady-state acquisition (3D-FIESTA) mag-
netic resonance imaging (MRI). The CSF
compartment—including the lateral, third, and
fourth ventricles and the cisterna magna—
accounted for a total of 13 ± 1 mm3 (Fig. 2A).
Smaller collections of fluid (7.6 ± 1.3 mm3)

were observed along the PVS of the large
arteries of the circle of Willis, and the rest of
the intracranial volume was occupied by the
brain tissue, including the intravascular com-
partment (509 ± 11 mm3). After MCAO, CSF
in the lateral ventricle (Fig. 2B and Movie 1)
of the ischemic hemisphere and in the cis-
terna magna (Fig. 2C) slowly disappeared.
Total CSF volume in the ventricular system

and cisterna decreased by 9.0 ± 2.5% at 15 min
and 17 ± 3% at 29 min poststroke (Fig. 2, D
and E). PVS fluid volume began decreasing
at around 15 min (Fig. 2F), several minutes
after the CSF compartment started shrink-
ing (~5 min). Combined, these results add
additional support to the notion that CSF is
the primary source of early edema fluid after
ischemic stroke.
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Fig. 1. CSF rapidly enters the brain after stroke, resulting in edema.
(A) Macrospheres (arrow) were infused into the common carotid artery (CCA),
occluding the MCA. (B) Triphenyltetrazolium chloride staining after MCAO.
Contra, contralateral; Ipsi, ipsilateral. (C) Ipsilateral rCBF after MCAO.
(D) Intracisternal Alexa Fluor647–conjugated bovine serum albumin (BSA-647)
was infused 15 min before MCAO. (E) Ipsilateral and contralateral tracer
influx was imaged while measuring rCBF. (The white line indicates the sagittal
suture and fiber optic probe.) AU, arbitrary units. (F) Time series of rCBF
and fluorescence intensity (DF/F0) in each hemisphere. Gray peaks are the
temporal derivative of fluorescence intensity. Repeated measures two-way analysis
of variance (ANOVA) was performed; interaction P value < 0.0001; n = 5 mice.
(G) Timing of the first and second peaks. (H) Water content of the cortex.

Mixed-effects repeated measures two-way ANOVA with Sidak’s multiple
comparisons test was performed; n = 4 to 7 mice per time point. The
shaded regions above and below the plot lines indicate SEM. (I) The source
of the edema fluid was identified by labeling either the blood or CSF
compartment. (J) 22Na+ and 3H-mannitol were delivered intravenously
(i.v.). (K) Percentage of the total injected radiation found in each hemisphere
after intravenous delivery. Student’s t tests with Holm-Sidak correction were
performed; n = 7 mice. ns, not significant. (L) Isotopes were delivered into
CSF. (M) Percentage of the total injected radiation in each hemisphere after
intracisternal delivery. Student’s t tests with Holm-Sidak correction were
performed; n = 6 mice. In (B) and (E), scale bars are 2 mm. In (C), (G), (K),
and (M), error bars represent SEM.
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SDs trigger CSF flow into the ischemic brain
MRI suggested that the volume of CSF rapid-
ly declined upon artery occlusion, so we next
used dynamic contrast-enhanced MRI to de-
termine themost likely location of CSF brain
entry (Movie 2 and fig. S2A). MRI analysis
confirmed an abrupt increase in ipsilateral
perivascular influx of a CSF-delivered contrast
agent (gadobutrol) within the first 5min after
occlusion (fig. S2B). Significant contrast en-
hancement was found at all measured sites
along the perivascular trajectory of the ipsi-
lateral MCA: ventral segment of the MCA [re-
gion of interest 1 (ROI1): 2.9-fold compared
with the contralateral hemisphere], convexity

MCA (ROI2: 4.3-fold), and far from the main
MCA trunk in the parenchyma (ROI3: 5.5-fold;
fig. S2C). Tracer signal was seen deep below the
cortical surface of the ipsilateral hemisphere,
reaching 450±43mmat 14minand580±58mm
at 28 min after MCAO, indicating that CSF
enters the brain tissue (fig. S3, A to E). The
entry route was along the glymphatic pathway,
with tracer influx occurring primarily along
penetrating arterioles (97.7%, versus 2.3% along
venules; P< 0.0001; fig. S4, A toD) (28). Tracers
moved along PVSs of the branching vascular
network, including capillaries, andwere found
deep within parenchyma 30 min after MCAO
(fig. S4B). Thus, several independent sets of

analyses point to acceleration of glymphatic
influx into the ipsilateral brain in the setting
of focal ischemia (6, 8). To identify the driver of
CSF influx, we speculated that a loss in blood
flow after stroke could cause a hydrostatic pres-
sure gradient that would facilitate CSF flow
into the brain. To test this, wemeasured intra-
cranial pressure (ICP) changes during MCAO
(fig. S5A). ICP dropped from 5.49 ± 0.85 to
4.63 ± 0.88 mmHg after MCAO (fig. S5, A and
B), but this response was variable between mice
and, in some cases, returned to baseline within
a few minutes. Thus, the ICP decrease coin-
cided with the first influx peak but could not
explain the second, larger peak in CSF influx
(Fig. 1F and fig. S5C). We next asked whether
this large influx of CSF contributed to the cyto-
toxic phase of edema. To address this question,
cytotoxic edema was detected as a decrease
in the apparent diffusion coefficient (ADC)
using diffusion-weightedMRI (12). A large ADC
lesion first appeared in the primary somato-
sensory cortex after MCAO and then slowly
expanded in the form of a spreading wave
across the ipsilateral hemisphere (Movie 3 and
fig. S2, D and E). ADC dropped by 17.5 ± 1.3%
within the lesion and spread over 22 ± 2% of
the brain volume within the first 4.8 ± 0.9 min
after stroke (fig. S2, F and G). We generated a
registered average of the contrast-enhanced
and ADC datasets to compare the evolution of
cytotoxic edema with CSF influx (Movie 4).
The aligned contrast-enhanced and ADC data
and the onset times of both indicated that the
ADC changes happened simultaneously with
the second peak of CSF entry (P= 0.70; Fig. 1, F
and G). Does the ADC drop trigger the large
CSF influx? The wave-like kinetics of the ADC
decrease is caused by a SD (29). Ischemic SD
consists of waves of sustained, mass depolari-
zations of cells in the graymatter of the central
nervous system that result from the near-
complete loss of cellular transmembrane ion
gradients (29). Ischemic SD begins in the bar-
rel cortex of the primary somatosensory cor-
tex in rodents (Movie 3) (30) and is thought to
trigger cytotoxic edema after ischemia (12).
Genetically encoded calcium indicators can
be used to visualize the mass depolarization
caused by the SDwave (31). To directly test the
hypothesis that SD drives glymphatic influx af-
ter stroke, we used mice that express GCaMP7
under theGlt1 promoter (GCaMP) (32). GCaMP
mice received an intracisternal tracer injection
15 min before MCAO and were imaged using
dual-channelmacroscopic imaging (Fig. 3A and
Movie 5). Severalminutes afterMCAO, a spread-
ing wave of GCaMP fluorescence was seen,
starting at the primary sensory cortex and
traveling slowly over the cortical surface, with
CSF tracer following closely behind. The area
covered by the SD and the expansion kinetics
were consistent between mice, but the onset
time varied (Fig. 3B). Aligning the data to the
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Fig. 2. After MCAO, CSF shifts into other intracranial compartments. (A to C) 3D-FIESTA shows
three main compartments: (i) intraventricular CSF in the lateral, third (3V), and fourth (4V) ventricles
and cisternal CSF in the cisterna magna (blue); (ii) free fluid in the PVSs (red) of the circle of Willis
along the anterior, middle, posterior cerebral, and basilar arteries; and (iii) intracranial content primarily
composed of brain tissue and cerebral blood volume (green). 3D-FIESTA at baseline before MCAO and 15
and 29 min later is shown. Scale bar, 2 mm. Insets in (A) of the ventral anterior horn of the ipsilateral
lateral ventricle (B) and the cisterna magna (C) demonstrate the loss of free water at 15 and 29 min after
MCAO, most notably in the lateral ventricles and the cisternal magna (yellow arrows). (D) Percent change
of intracranial volume after MCAO and in sham animals. Repeated measures two-way ANOVA was performed;
interaction P value not significant (ns). (E) Percent change of CSF volume after MCAO. Repeated measures
two-way ANOVA was performed; interaction P value < 0.0001. (F) Percent change of PVS volume after MCAO.
Repeated measures two-way ANOVA was performed; interaction P value < 0.0001. Time-lapse measurements
from n = 7 mice in the sham group and 8 mice in the MCAO group were collected. The shaded regions
above and below the plot lines indicate SEM.
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peak of GCaMP coverage revealed that the SD
preceded a 5.6-fold increase in the area covered
by CSF tracer (Fig. 3C). The SD peak coincided
with maximal CSF influx, and SD onset time
was a near-perfect predictor of the time of CSF
influx [coefficient of determination (R2) = 0.94;
Fig. 3, D and E]. To gain insight into the spa-
tiotemporal dynamics of the SDwave and CSF
influx, we used a front-tracking algorithm (33).
The SD wave propagated at a maximum speed
of 36 ± 5 mm/s, consistent with an isotropic
reaction-diffusion mechanism (Fig. 3, F to I)
(12). The CSF tracer front sped up after the
onset of the SDwave but reached amuch slower
maximum speed of 16 ± 1 mm/s, indicating
that the SD might not directly drive the CSF
front. To quantify this delay, we computed the
time it took CSF tracer to reach each given pixel
after the SD wave had passed and found that
30 ± 6 s separated the SD and the tracer fronts
(Fig. 3, J and K). Thus, the ischemic SD triggers
the onset of glymphatic influx after stroke.

Spreading ischemia drives a rapid increase
in perivascular CSF flow

Aphenomenon termed spreading ischemia (SI)
has been shown to take place 10 to 30 s after
SD,whichwould temporally coincidewith glym-
phatic influx (34–36). Pronounced constriction
of parenchymal and pial arterioles occurs after
SD, owing to release of K+ and other vasoactive
substances and the depletion of nitric oxide in
the endothelium (35, 37). CSF flow within
PVSs is highly dependent on arterial diameter
changes (38, 39). Could vasoconstriction drive
the increase in CSF entry? To address the role
of SI in CSF flow, we used two-photon (2P)
microscopy (Fig. 4A andMovie 6) (23, 24). Im-
mediately after occlusion, there was a transient
loss of intravascular flow as rCBF dropped (Fig.
4, B and C). Despite intravascular dye returning
a few seconds later owing to collateral flow,
the hemisphere remained severely hypoper-
fused (Fig. 1F). Several minutes after MCAO, a
SD wave propagated across the imaging field,
followed by a potent vasoconstriction of the
pial and penetrating arterioles, culminating in
an intense increase in CSF tracer signal (Fig. 4,
D to F, andMovie 7). The propagation speed of
the SD wave was comparable to that seen in
macroscopic experiments (42 ± 2 mm/s), and
the delay between SD and the maximal vaso-
constriction (30 ± 2 s) was temporally con-
sistent with the delay between the SD wave
and the CSF tracer front from the previous
analysis (P = 0.395; Fig. 4, G to I). The vaso-
constrictive response was variable between
mice and arteriolar location, with penetrating
arterioles constricting more (79 ± 10%) and
earlier than pial arterioles (45 ± 10%; fig. S6,
A to D). The variability of this vasomotor re-
sponse has been attributed to differences in
the intravascular perfusion pressure and the
location of vessels relative to the infarct core
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Movie 1. CSF cisternography during MCAO. Mice that received a right MCAO (left) or sham controls (right)
were imaged using 3D-FIESTA MRI. Cisternography revealed that ventricular and subarachnoid CSF (blue) in
the ventricles and cisterna magna (yellow arrows) disappeared after stroke, primarily in the ipsilateral
hemisphere. Perivascular CSF (red) volume decreased at later time points. The brain tissue and blood
compartment (green) increased in volume at the expense of CSF volume decreasing, suggesting that CSF
shifts into this compartment. There were no time-dependent changes in the sham mice. Scale bar, 2 mm.

Movie 2. Dynamic contrast-enhanced MRI of intracisternal contrast after stroke. A gadolinium-based
tracer (gadobutrol) was injected into the cisterna magna (CM inj) of wild-type mice 15 min before MCAO
(labeled MCA-o). Whole-volume sagittal (top left), coronal (bottom left), and dorsoventral (right) projections
are shown. Within the first 5 min after MCAO, the tracer is rapidly transported along the perivascular network
of the MCA on the ipsilateral hemisphere. Contrast enhancement can be seen over most of the cortical
surface and then is seen being distributed in the brain tissue. At later time points, contrast is found outlining
the ventricular system, suggesting that labeled cisternal CSF enters the ventricles. R, ipsilateral hemisphere;
L, contralateral hemisphere. Scale bar, 2 mm
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(35, 37). Constriction of both the penetrating
and pial arterioles was followed by a parallel
increase in the space occupied by the PVS tracer
(Fig. 4F and fig. S6, B, E, and F) (39). PVSs are
believed to form an interconnected hydraulic
network, where flow is transported by means
of perivascular pumping generated by the car-
diac cycle (38). However, we hypothesized that
an increase in the size of the distal PVSs owing
to vasoconstriction would create a pressure
gradient that could effectively speed up peri-
vascular flow. To test the hypothesis that di-
ameter changes in the perivascular network
could drive flow, we simulated the event using
a topological network from mice pial MCAs
(Fig. 5, A and B, andMovie 8) (40). The simula-
tion showed that as a result of the SD, the con-
stricting arteries increased the PVS size, drawing
fluid into the tissue owing to reduced pressure
in the expanding PVS. This inrush of fluid re-
sulted in a 2.2-fold increase in baseline flow
speed at the MCA, which eventually decreased
(Fig. 5C). To determine whether we could detect
a similar increase in CSF flow speed at the inlet
of the network, we performed particle tracking
velocimetry (38). CSF flow speed was analyzed
for changes in pulsatile velocity (vpulsatile) or net
flow velocity (vdownstream) to determine if flow
speed variations were caused by changes in
pulsatility or by an overall pressure gradient
(Movie 9 and fig. S7, A and B). After MCAO,
there was a large, instantaneous increase in
vdownstream that quickly returned to baseline.
But vpulsatile never recovered to baseline owing
to the occlusion. This first component was con-
sistent with the first peak of CSF influx. At the
onset of SD (3.79 ± 0.44 min after MCAO), the
large pial MCA also constricted, albeit to a

lesser degree (27 ± 6%), and was accompanied
by a ~2.5-fold increase in vdownstream, whereas
vpulsatile remained below baseline (fig. S7, C and
D). The degree of vasoconstriction was a sig-
nificant predictor of vdownstream, with every
10% decrease in diameter causing a twofold
increase in flow, but no such correlation was
seen with vpulsatile (fig. S7E). Thus, postischemic
CSF influx is not driven by changes in pulsa-
tility but insteadby anoverall pressure gradient
caused by vasoconstriction. The simulation also
supported the notion that vasoconstriction is a
sufficient mechanism to explain water accu-
mulation in the tissue. However, this does not
exclude the possibility that ionic or osmotic
gradients secondary to the SD might also play
a role in driving flow. In conclusion, both simu-
lations and experimental evidence indicate that
SI after SD abruptly accelerates perivascular
CSF influx into the brain after stroke.

Spreading edema depends on
aquaporin-4 expression

We next asked whether blocking the SD using
a glutamate N-methyl-D-aspartate receptor
antagonist (MK-801) or inhibiting SI using a
cocktail of vasodilators (nimodipine, papaverine,
and S-nitroso-N-acetylpenicillamine) would
prevent the rapid entry of CSF (fig. S8). Both
approaches have been shown to modulate ei-
ther the spatiotemporal dynamics of SD or the
severity of SI, but neither has been shown to
inhibit completely the effects of the first depola-

rization after an ischemic insult (35, 36, 41–44).
In our model, pretreatment with MK-801 or
infusion of a vasodilator cocktail was ineffec-
tive in blocking the SD or SI (fig. S8, A to J). As
before, MCAO was followed by a three- to four-
fold increase in CSF influx in all groups (fig. S8,
K to N; P = 0.39). However, residual CBF after
SI was a significant predictor of the degree of
CSF influx, suggesting that targeting reperfu-
sion and SI might be amore feasible approach
than trying to block the SD (fig. S8O). Alter-
natively, CSF transport into the brain has been
shown to be facilitated by aquaporin-4 (AQP4)
water channels expressed on the endfeet of as-
trocytes that form the outer wall of the pene-
trating PVS (23, 45). Because AQP4 facilitates
the transport of CSF out of the PVS, we hy-
pothesized thatAQP4-nullmice (Aqp4−/−)might
have reduced CSF influx after MCAO (Fig. 6).
This is in line with evidence demonstrating
that knockout animals and wild types treated
with AQP4 inhibitors are protected from edema
after stroke (46–49). Hence, we tested the effect
of AQP4 knockout on CSF tracer entry after
MCAOusing transcranialmacroscopic imaging
(Fig. 6, A and B). As with wild types (Aqp4+/+),
Aqp4−/− mice had a SD followed by SI after
occlusion (Fig. 6C). Likewise, CSF tracer also
distributed in the ipsilateral cortex but to a re-
duced degree in Aqp4−/− mice compared with
wild type (P = 0.018; Fig. 6D). Could the ab-
sence of AQP4 at the perivascular endfoot re-
duce the entry of CSF to the tissue? To test this,
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Movie 4. Co-registered contrast-enhanced and ADC maps from group data. Owing to limitations
in temporal resolution, both sequences cannot be collected simultaneously after MCAO. An average
was generated from enhancement ratios (ERs) of dynamic contrast-enhanced MRI from four animals
(green) and the DADC from six animals (red) and overlaid on a population-based average of the
dynamic contrast enhancement baseline. After the spreading of cytotoxic edema, the tracer is rapidly
distributed throughout the ipsilateral hemisphere. This suggests that CSF influx occurs after the
onset of cytotoxic edema. Color-coded frames denote the anatomical position of the slice (top right).
The 30-s gap corresponds to the angiography performed immediately after MCAO to confirm
successful occlusion. High DADC signal change in the ventricles is due to the ventricular space shrinking
and being replaced by swollen tissue in the later time points.

Movie 3. ADC maps after focal ischemia. Delta
ADC (DADC) maps were generated from diffusion-
weighted MRI. Coronal (top), dorsal (bottom left),
and sagittal projections of the right ipsilateral
cortical surface (lower right) are shown. A large
decrease in ADC can first be seen in the primary
sensory cortex at 1:50 min after MCAO (labeled
MCAo) and slowly spreads over the entire ipsilateral
hemisphere by 4:00 min. The decrease in ADC
marks the onset of cytotoxic edema. R, ipsilateral;
L, contralateral; Ro, rostral; C, caudal.
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we acquired 2P imaging after intracisternal in-
fusion of a small CSF tracer (3-kDa dextran; Fig.
6E). During SI, tracer entered the penetrating
PVS in large quantities, reaching depths of
up to 200 mm below the cortical surface and
distributing into the ISF in wild type (Fig. 6F).
Aqp4−/−mice have been shown to have abnor-
mal SD kinetics, so we first determined whether
differences in the vasodynamics of penetrating
arterioles during SI could be responsible for
thedifferential response inCSF influx. Knockout

animals exhibited slower arteriolar constrictions
but to a similar degree as Aqp4+/+ animals,
which would not explain the observed results
(Fig. 6, G to J). We then looked to see how
much traced CSF actually reached the pene-
trating PVS and how much of it exchanged
with the ISF. Less tracer entered the pene-
trating PVSs of Aqp4−/− mice compared with
their wild-type counterparts (P < 0.0001; Fig.
6K). At the same time, less of the CSF tracer
could be found in the neighboring ISF of the

penetrating PVS in the knockouts, as in previous
reports (Fig. 6L) (23). Global tracer quantifica-
tion in ex vivo brain sections confirmed a sig-
nificant reduction in fluorescence intensity in
the ipsilateral and contralateral hemisphere
of Aqp4−/− mice (P = 0.005 and 0.001, respec-
tively; Fig. 6, M to O). In line with these results,
AQP4knockout animals didnot develop edema
within the first 15 min after MCAO, as opposed
to Aqp4+/+ mice (Figs. 6P and 1H). Thus, dele-
tion of AQP4 significantly suppresses ischemia-
induced CSF tracer influx.

Discussion

Historically, brain swelling has been assumed
to develop entirely through the accumulation
of fluid from the intravascular compartment
(15). The present study demonstrates that
CSF influx, initiated by ischemic SD, plays an
important role in driving acute tissue swell-
ing (Movie 10) (16, 50–52). This new finding
is further supported by a detailed examination
of edema formation at CSF-ISF exchange zones,
which we observed in cortex adjacent to lepto-
meningeal vessels as well as in periventricular
zones 30 min after MCAO in mice and during
the acute phase of human cerebral ischemic
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Fig. 3. CSF influx is triggered by SDs after focal ischemia. (A) A fluorescent CSF tracer (BSA-594)
was delivered into the cisterna magna of Glt1-GCaMP7 mice 15 min before MCAO and imaged using
a dual-channel macroscope for 15 min, as was done in Fig. 1D. Scale bar, 2 mm. (B) Area covered by GCaMP
and CSF tracer fluorescence. Repeated measures two-way ANOVA with Sidak’s multiple comparisons test
was performed; interaction P value < 0.0001; n = 6 mice. (C) CSF tracer surface area aligned to the SD
(GCaMP) peak. (D) Time to peak influx rate for the SD (GCaMP) and the CSF tracer. Paired Student’s t test
was performed. (E) Linear regression of CSF peak influx and SD onset time with 95% confidence intervals.
(F) The fronts of the ipsilateral SD wave and the CSF tracer were tracked. (G) Area covered by the SD
(left) and the CSF tracer (right) over time. (H) Front speed of the SD wave and the CSF front. Repeated
measures two-way ANOVA with Sidak’s multiple comparisons test was performed; interaction P value < 0.0001.
(I) Maximum speed of the SD and CSF front. Paired Student’s t test was performed. (J) Delay time
between the SD wave and the CSF tracer front. (K) Mean delay between the SD and CSF front. In (B),
(C), and (H), the shaded regions above and below the plot lines indicate SEM. In (D), (I), and (K),
error bars represent SEM.

Movie 5. Transcranial macroscopic imaging of
CSF tracer in GCaMP mice after MCAO. Dual-
channel transcranial macroscopic imaging in a
mouse that expresses GCaMP7 under the Glt1
promoter (top left) after intracisternal injection of a
fluorescent CSF tracer 15 min before MCAO (BSA-
594; bottom left). After MCAO (dashed line), there is
a rapid drop in rCBF. The surface area covered by
the fluorescent front was quantified in the ipsilateral
and contralateral hemispheres. Several minutes
after occlusion, there is a SD in the ipsilateral hemi-
sphere, triggering CSF influx. Scale bar, 2 mm.
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infarction (fig. S9 and table S1). Edema was
primarily seen in brain regions that are known
flowpathways for CSF-ISF rather than in deeper
structures such as striatum that are farther away.
Is glymphatic edema a previously unrecognized
contributor to secondary ischemic injury? The
entry of CSF through PVSs is likely to facilitate
swelling of astrocytic endfeet and, together with
pericyte constriction,would further reduce blood
flow and cause infarct expansion (53, 54). How-
ever, this study does not exclude the possibility
that vascular fluid is a substantial source of
swelling in later stages after stroke, because
transvascular ion and fluid influx are increas-
ingly important at 24 hours after MCAOwhen
the BBB is already open (fig. S10, A toD). Several
hours after CSF influx, de novo expression of
the nonselective monovalent cation channel
SUR1-TRPM4 in brain endothelial cells con-
tributes to additional Na+ influx, and block-
ade of these transporters with glibenclamide
reduces edema (5, 55). Nonetheless, CSF pro-
duction continues to be a significant source
of Na+ and water after stroke (fig. S10, E to H).
Our results posit that CSF is the earliest source
of Na+ and fluid, driving tissue swelling. This
early phase is likely to play an additive role to

the later stages of edema formation. Perhaps
even more important is the fact that SDs con-
tinue for several days after stroke and are also
observed in other acute conditions, including
subarachnoid hemorrhage, intracerebral hem-
orrhage, and traumatic brain injury (29). Our
study predicts that SDs will worsen edema and
possibly explains why the frequency of depola-
rizations correlates with secondary injury and
poor outcome (29, 39, 56–58). Thus, targeting
glymphatic edema may offer a therapeutic
strategy for treatment of a broad range of acute
brain pathologies.

Materials and Methods
Animals

All experiments were approved by the Univer-
sity Committee on Animal Resources of the
University of Rochester and the Danish Animal
Experiments Inspectorate. Efforts were taken
tominimize the number of animals used.Male
C57BL/6 mice (Charles River) or Glt1-GCaMP7
mice (RIKEN BioResource Research Center,
Japan) on a C57BL/6 background 8 weeks of
age were used for all the experiments. Glt1-
GCaMP7 mice express GCaMP7 in 95.2% of
cortical astrocytes with minimal expression

in other glial cell types and about 50% of cor-
tical neurons in L4 and L6 (32). Male 8-week-
old NG2-dsRed (Jackson Laboratory, stock no.
008241) mice were used to identify perivas-
cular inflow routes. AQP4-knockout (Aqp4−/−)
mice on a C57BL/6 background between 8 and
16 weeks old were used (45).Aqp4−/−mice have
been shown to have slower SD, delayed [K]e
increase and uptake kinetics (59). The knock-
outs also exhibit shorter extracellular gluta-
mate increases compared with wild type (60).
Some of these studies have attributed this
difference to the larger extracellular space vol-
ume observed in these mice, causing a slower
increase in [K]e during depolarization (59).
Other studies have instead credited it to AQP4-
dependent changes in volume-regulated an-
ion channels (60). Aqp4−/− mice also show
significant differences in O2 diffusion, espe-
cially to remote areas away frommicrovessels
(61). All experiments performed in this study
were done on mice anesthetized with keta-
mine and xylazine (100 and 10 mg/kg, intra-
peritoneally). The vasomotor response to SDs
in naïve cortex is different in mice compared
with other species (29). However, in ischemic
cortex, as seen in our model of MCAO, SI is
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Fig. 4. SI after SD drives perivascular CSF influx. (A) Pial (black arrows)
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are branches of the ipsilateral MCA, were imaged using 2P microscopy.
(B) Pial and penetrating arteriole (i.v. dextran) in a Glt1-GCaMP7 mouse after
receiving an intracisternal tracer injection (BSA-647) during MCAO. (C) rCBF
measurements. The ticks align with images in (B). (D) SD after MCAO.
Normalized GCaMP fluorescence (DF − Faverage) is color coded for pixel
intensity and displayed in arbitrary units. (E) Constriction of penetrating
arteries after SD causes tracer influx into the brain (white arrow). (F) Line

scan over the penetrating arteriole in (E) depicting the appearance of
the SD, the subsequent vasoconstriction, and the CSF tracer influx filling
the PVS left by the constricted arteriole. (G) Quantification of GCaMP and
CSF tracer fluorescence (DF/F0) and arteriole diameter (Dd/d0) aligned
to the onset of the SD; n = 4 mice. The shaded regions above and below
the plot lines indicate SEM. (H) SD wave speed. (I) Delay time between SD
onset and minimum arteriolar diameter. The double-headed arrow is a visual
representation of the delay shown in the second plot in (G). In (H) and (I),
error bars represent SEM. Scale bars in (B) to (E), 50 mm.
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the predominant vasomotor response after
SD across a variety of diseases and animal
models [i.e., mice (35), rats (62), cats (34),
swine (63), and humans (64–67)].

Intracisternal injections

Animals were fixed in a stereotaxic frame. A
30-gauge needle was connected to PE-10 tubing
filled with artificial CSF (aCSF) into the cisterna
magna as described here (68). For intracisternal

injections, 10 ml of CSF tracer was injected at a
rate of 2 ml/min over 5minwith a syringe pump
(Harvard Apparatus).

CSF tracers

Alexa Fluor647– or Alexa Fluor594–conjugated
bovine serum albumin (BSA-647 or BSA-594,
66 kDa, Invitrogen) andCascadeBlue-conjugated
3-kDa dextran (Invitrogen) were diluted in
aCSF (0.5 or 1% m/v) and used as a fluores-
cent CSF tracer. Radio-labeled 22Na (0.5 mCi,
Perkin Elmer) and 3H-mannitol (1 mCi, Amer-
ican Radiolabeled Chemicals) were dissolved in
aCSF. For particle tracking velocimetry experi-
ments, red fluorescent polystyrenemicrospheres
(FluoSpheres 1.0 mm, excitation 580 nm, emis-
sion 605 nm, 0.25% solids in aCSF, Invitrogen)
were briefly sonicated and infused as before (38).

Drugs

MK-801 (5 mg/kg in 0.9% NaCl; Tocris) was
administered by intraperitoneal injection 15min
beforeMCAO. The vasodilator cocktail contained
nimodipine (2 mg/kg/min; Tocris), papaverine
(3 mg/kg/min; Sigma Aldrich) and S-nitroso-
N-acetylpenicillamine (3 mmol/kg/min in 0.9%
NaCl; Sigma-Aldrich) and was delivered intra-
venously through a PE-10 tubing catheter in the
femoral vein using an infusion pump (Harvard
Apparatus).

Physiological recordings

Heart rate and respiratory rate were acquired
using an animal physiological monitoring de-
vice (Harvard Apparatus). ICP was measured

through a 30-gauge needle connected to a
PE-10 catheter filled with aCSF into the cisterna
magna. The line was connected to a pressure
transducer and monitor (World Precision In-
struments). rCBF was measured using laser
Doppler flowmetry (PF5010 Laser Doppler Per-
fusion Module, PR 418-1, Perimed). The fiber
optic probe (MT500-0, Perimed) was fixed onto
the skull above the MCA vascular territory
(5 mm lateral and 1 mm posterior to bregma)
on the right hemisphere with cyanoacrylate
glue. For 2P experiments, rCBF was measured
at the lateral aspect of the skull over the right
temporal bone in order to place the fiber
optic probe below the headplate and shield it
from laser irradiation. All the signals were col-
lected using a 1440A digitizer and AxoScope
software (Axon Instruments) and analyzed
using Matlab.

MCAO

The anesthetized animal was laid on its back
on a heating pad. A surgical midline incision
was made from the clavicle to the chin to ex-
pose the right common carotid artery (CCA),
internal carotid artery (ICA), and external ca-
rotid artery (ECA). Then the distal side of ECA
andproximal side of CCAwere ligated by 7-0 silk
suture. The distal side of the ICA was clamped
using a micro clamp (B-1, Fine Science Tools).
A small incision was subsequentlymade in the
proximal portion of the CCA. A PE-10 poly-
ethylene tube (PE-10, Beckton-Dickinson) filled
with heparinized saline and six macrospheres,
200 mm in diameter, was inserted into the CCA
and the clampwas subsequently removed. The
tubingwas secured in position by 7-0 silk suture.
Themacrosphereswere advanced into the ICA
via an injection of 0.02 ml heparinized saline.
Ischemia was confirmed by laser Doppler flow-
metry. The incisionwas closedwith a 5-0 suture.
All mice were monitored using laser Doppler
flowmetry during the macrosphere infusion.
If rCBF did not decrease >70% of baseline or
if rCBF returned to baseline, the animal was
excluded.

Behavior testing

Twenty-four hours afterMCAOor sham,mice
were placed in a 45-cm–by–61-cm open-field
apparatus.Movement of themicewas recorded
for 30 min and then analyzed on ANY-maze
video tracking software. MCAO and shammice
were placed on an accelerating rota-rod (Ugo
Basile) that accelerated from 5 to 40 rpm. The
mice were allowed to remain on the rota-rod
until they could no longer continue, and a final
timewas recorded once they fell off the rotating
cylinder. MCAO and sham mice were allowed
to grasp a wire bar suspended 43 cm above the
surface with only their forepaws before being
released. Eachmouse was tested for three 20-s
trials and given a score from 0 to 3 depending
on how well it was able to stay on the string.
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Movie 6. 2P imaging of a SD at a pial and
penetrating arteriole after stroke. An anesthe-
tized Glt1-GCaMP7 (purple) mouse received intra-
venous tetramethylrhodamine isothiocyanate
(TRITC)–dextran injection (i.v. dextran, 2000 kDa,
red) and intracisternal BSA-647 tracer (CSF, green).
At early time points, CSF tracer can first be seen
around the pial arterioles. At ~6.2 min after MCAO, a
SD can be seen crossing over the imaging field
(GCaMP fluorescence, DF/F0). Then at ~6.5 min,
there is a pronounced vasoconstriction of the
penetrating arteriole, Dd/d0, and a parallel increase
in the amount of tracer in the penetrating PVS. At
~6.8 min, there is a smaller constriction of the pial
arteriole. Both vasomotor events cause the CSF
tracer fluorescence to intensify several minutes
after MCAO (CSF tracer fluorescence, DF/F0). Scale
bar, 50 mm.

Movie 7. 2P imaging of SI at a penetrating arte-
riole after stroke. An anesthetized Glt1-GCaMP7
(purple) mouse received intravenous TRITC-dextran
injection (i.v. dextran, 2000 kDa, red) and intra-
cisternal BSA-647 tracer (CSF, green). At ~3.9 min
after MCAO, a SD covers the field of view (GCaMP
fluorescence, DF/F0). Several seconds later, the
penetrating arteriole constricts to ~80% of its pre-
MCAO diameter, Dd/d0). In response to this, CSF
tracer fills the penetrating PVS (CSF tracer fluores-
cence, DF/F0). Scale bar, 50 mm.
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A score of 3 was given to mice who would
immediately fall from the stringwhen released,
a 2 if the mouse was able to hang on the string
and attempted to climb, and a 1 was given to
mice that were able to put both forepaws and
one or both hind paws onto the string; if the
mouse placed all four paws and the tail onto
the string andmade lateral movement, a score
of 0 was given (69).

Transcranial optical imaging

Mice were fixed to either a MAG-1 or MAG-2
stereotaxic holding device (Narishige) and in-
jection, via a cisterna magna cannula, of 10 ml
of BSA-conjugated Alexa Fluor-594 or -647
(Invitrogen) in aCSF, occurred over a period of
5 min using a syringe pump (Harvard Appa-
ratus). Whole-cortical macroscopic imaging
was performed using either anOlympusMVX10
with a PRIOR Lumen LED and Hamamatsu
ORCA-Flash4.0 V2 Digital CMOS camera using
Metamorph software or a Leica M205 FA flu-
orescence stereomicroscope equipped with an
Xcite 200DC light source andA12801-01W-View
GEMINI (Hamamatsu) for simultaneous GFP
(excitation 480 nm, emission 510 nm, Leica)
and Cy3 (excitation 560 nm, emission 630 nm,
Leica) acquisition. Images were acquiredwith
aHamamatsuORCA-Flash4.0V2Digital CMOS

camera using LASX Leica software, with a 512-
pixel–by–512-pixel, 16-bit resolution, at 20 Hz.

MRI scans

MRI was performed using a 9.4-tesla animal
scanner (BioSpec 94/30 USR, Bruker BioSpin,
Ettlingen, Germany) equipped with a cryogen-
ically cooled quadrature-resonator (CryoProbe,
Bruker BioSpin, Ettlingen, Germany). Mice
were placed on a magnetic resonance (MR)–
compatible stereotactic holder with ear bars to
minimize head movement during scanning.
Body temperature was maintained at 37°C
andmonitored along with the breathing rate
by a remote monitoring system (SA Instru-
ments, NY, USA). All required adjustments and
T2-weighted scans [2D TurboRARE: TR/TE:
8000/36 ms, Matrix 384 by 256, field of view
(FOV) 19.2 mm by 12.8 mm, NEX 1, 48 hori-
zontal slices, slice thickness = 0.2 mm] were
performed within 15 min after CCA catheter
placement for visualization of the geometry
before the baseline dynamic contrast enhance-
ment (DCE), diffusion-weighted imaging (DWI),
or cisternography scans. Ischemia was con-
firmed by flow-compensated 2D time-of-flight
MR angiography scans (2D-GEFC: TR/TE 10/
2.4ms,Matrix 192 by 128, FA 80, FOV 19.2mm
by 12.8 mm, NEX 1, 10 horizontal slices, slice
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Fig. 5. Topological glymphatic network model of PVSs around the mouse MCA. (A) Network model
representing a system of interconnected PVSs surrounding the mouse pial MCA at different time points (t)
during an ischemic SD (green). Pial PVSs are depicted as blue lines that get wider during SI. Penetrating
arteries are depicted as red circles, and the size of the surrounding blue circle is proportional to the flow
rate into the penetrating PVS as the arteriole constricts after SD. The simulation evaluated the relative
increase in baseline flow at the inlet of the MCA (MCA inflow; black arrow). (B and C) Pial and penetrating
PVS area increases as the arteries constrict owing to the passage of a SD, thus increasing the fluid
volume in the network (B). Conservation of mass controls the resulting MCA inflow (C), resulting in a net
increase in fluid volume in the network. The dashed line represents the tissue border of the cortical surface.
The SD travels over the entire cortex, spanning an area larger than that covered by the MCA network.
rel. incr., relative increase.

Movie 8. Topological glymphatic network
simulation of perivascular CSF influx. A network
was generated from a mouse pial MCA. Nodes were
located at bifurcations (black squares) and
penetrating arteries (red squares). Edges represent
the perivascular flow pathways following the trajec-
tory of the MCA (blue). The SD (green) starts at
the proximal MCA (blue circle) and spreads outward
toward the cortical tissue border (dashed line). As
the SD propagates isotropically, there is a delayed
vasoconstrictive response of the pial and
penetrating arterioles, causing the area of the PVSs
to increase and fluid volume within the network to
follow. This spreading vasoconstriction causes flow
speed at the MCA inlet to increase.

Movie 9. Particle tracking velocimetry in the
PVS of the MCA. Fluorescent 1-mm microspheres
were injected into the cisterna magna of an
anesthetized wild-type mouse after labeling the
vasculature with a fluorescent dextran [fluorescein
isothiocyanate (FITC)–dextran, 2000 kDa, i.v.].
2P imaging of the particles in the PVS of the MCA
(left) is shown. Particle tracks are color coded to
the average particle speed (mm/s). The average
speed of all the particles (vmean) is plotted
simultaneous to quantification of vdownstream and
vpulsatile, rCBF (in percent pressure units, p.U.), and
artery diameter (mm). Around 300 s after MCAO,
there is marked vasoconstriction and CSF flow
speed increases. Time denotes minutes after MCAO.
Scale bar, 40 mm.
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Fig. 6. CSF-mediated edema after MCAO is dependent on AQP4 expression.
(A) Transcranial imaging after intracisternal tracer injection (BSA-647) in Aqp4+/+

and Aqp4−/− mice. (B) Quantification of ipsilateral CSF tracer influx (DF/F0).
Two-way repeated measures ANOVA was performed; P value from interaction term
< 0.0001; n = 4 or 5 mice per genotype. (C) Time of CSF influx peak. Unpaired
Student’s t test was performed. (D) Change in maximum DF/F0 (Fmax) to 15 min
after MCAO (F15 min). Paired Student’s t test was performed. (E and F) Volumetric
2P imaging shows CSF tracer (3-kDa dextran) entering the brain via the surface
and penetrating PVSs in Aqp4+/+ and Aqp4−/− mice. After SI, the tracers were
also found surrounding capillaries only in Aqp4+/+. (G) Time-lapse 2P imaging of a
penetrating arteriole 100 mm below the cortical surface. (H) The tracer enters
the ISF after SI. (I) CSF tracer entered the penetrating PVS of both Aqp4+/+ and

Aqp4−/− mice. The dashed circles indicate the regions of interest used for the
quantifications in (K) and (L). (J to L) Penetrating arteriolar (art.) diameter changes
after MCAO (J). Tracer influx was quantified in the penetrating PVS (K) and
the ISF neighboring the same PVS (L). One PVS per mouse was analyzed; n = 4 or
5 mice per genotype. (M and N) Immunohistochemical labeling for AQP4 from
ipsilateral dorsal cortex of Aqp4+/+ (M) and Aqp4−/− (N) after CSF tracer
injection. (O) Mean pixel intensity from six coronal sections from 4 or 5 mice per
genotype. (P) Cortical water content 15 min after MCAO or bilateral cortices
from sham-treated Aqp4−/− mice. Paired Student’s t test was performed; n = 5
or 6 mice per group. Scale bars, 2 mm (A), 50 mm (F) to (I), and 500 mm
(M) and (N). In (B), (J), (K), and (L), the shaded regions above and below the
plot lines indicate SEM. In (C), (O), and (P), error bars represent SEM.
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thickness = 0.3 mm) 30 s immediately after
macrosphere infusion: If angiography did not
showocclusionofMCA, the animalwas excluded.

DCE MRI

Pre- andpostcontrast T1-weighted (T1W) images
were collected with 3D-FLASH sequence (TR/
TE 17.7/3.1ms, FA= 15°,Matrix 192 by 128 by 96,
FOV 19.2 mm by 12.8 mm by 9.6 mm, NEX 1).
T1W imaging of the entire mouse brain was
performed in 2 min at an isotropic spatial re-
solution of 100 mmas a T1-enhancing contrast
agent, gadobutrol (Gadovist, Bayer Pharma AG,
Leverkusen, Germany), was injected into cister-
na magna. The time series T1W scanning pro-
tocol was composed of three baseline scans
(6 min) followed by intracisternal infusion of
12.5 mM gadobutrol at a constant rate of
1.0 ml/min for 10 min. Considering the dead
space within the catheter, the actual infused
volumeof the contrastwas 9 ml. Scans continued
over 50measurements, andMCAO started at
24 min after the first T1W scan.

DWI

DWIwas performed with 2D single-shot echo-
planar DWI sequence with parameters set
as follows: TR/TE 2500/20 ms, NEX 1, FOV
18 mm by 15 mm, Matrix 108 by 96, eight axial
slices, slice thickness 0.8mm. Z-directionmotion
probing gradient was acquired withmultiple
b values (0, 100, 400, and 1000 s/mm2). For the
DWI study, 30 baseline images before MCAO
were acquired, followed by a series of images
acquired over time afterMCAO. Scans continued
over 360 measurements, with each measure-
ment lasting 10 s. Maps of themean diffusivity
(ADC map) were derived using the standard
algorithm of Paravision 6.0.1 software (Bruker).

MR CSF cisternography

CSF cisternography was performed with 3D-
FIESTA sequence (TR/TE 17.7/3.1 ms, FA = 15°,

Matrix 192 by 128 by 96, FOV 19.2 mm by
12.8 mm by 9.6 mm, NEX 1). For CSF volu-
metric measurements, 10 baseline images were
acquired before MCAO, followed by a series
of images acquired over time after MCAO.
Scans continued over 60 measurements, with
each measurement lasting 30 s. Ventricular
compartments were segmented, and tempo-
ral volume change was measured by IMARIS
(v. 9.2.1, Bitplane, Concord, MA, USA).

In vivo 2P laser scanning microscopy

A cranial window was prepared over the right
anterolateral parietal bone above the MCA
vascular territory. The dura mater was left in-
tact and, to prevent intracranial depressur-
ization, the window was sealed with agarose
(1.1% at 37°C) and a glass coverslip (8 mm
diameter). Unsealed craniotomies have been
shown to affect glymphatic function (45). 2P
imaging was performed using a resonant scan-
ner Bergamo scope (Thorlabs) and a Chameleon
Ultra II laser (Coherent) with a water-immersion
20× objective (1.0 NA, Olympus). Intravascular
FITC-dextran (2000 kDa, 2.5%, Sigma-Aldrich)
and either red microspheres or BSA-647 were
excited at an 820-nm wavelength. In GCaMP
mice, vessels were labeled with TRITC-dextran
(2000 kDa) and CSF with BSA-647 and excited
at 860 nm. Emission was filtered at 525, 607, and
647 nm. Images were acquired using ThorImage
software and synchronized with physiological
recordings (3 kHz, ThorSync software).

Quantification of CSF production rate

CSF production rate was quantified as previ-
ously described in rats (70, 71). Anesthetized
mice were fixed on a stereotactic apparatus,
and a 0.5mmburr hole wasmade over the left
lateral ventricle (anterior-posterior =−0.1 mm,
medial-lateral = −0.85 mm]. A 30-gauge needle
connected to PE-10 tubingwas lowered through
the burr hole to −2.00 mm dorsal-ventral. The
mouse then received a MCAO as before. The
rCBF drop was confirmed with laser Doppler
flowmetry for 5 mins, and then themouse was
placed back in a stereotactic head frame and
the cisterna magna was surgically exposed
with the mouse’s neck flexed at 90°. A 30-gauge
needle connected to PE10 tubing filled with
mineral oil (Sigma Aldrich, M5904) was in-
serted into the cisterna magna and advanced
gently 2mm through the foramen ofMagendie
into the fourth ventricle. One microliter of
mineral oil was infused at a rate of 1 ml/min for
1 minwith a syringe pump (HarvardApparatus)
to block outflow from the ventricular system.
The location of CSF within the intraventricular
PE-10 tubing was marked at 10-min inter-
vals. The volume of CSF was calculated as:
CSF volume = p × (internal radius: 0.14 mm)2 ×
length. The rate of CSF production (ml/min) was
calculated as the slope of the linear regression
from each mouse.

Brain water content measurements
Anesthetized animals were decapitated im-
mediately, and the cortex was dissected and
weighed (Wwet; g). The tissue was dried at 65°C
until it reached a constant weight (~48 hours)
and brains were reweighed (Wdry). For cal-
culations of the tissue water content (ml/g
dry weight), the following formula was used:
(Wwet − Wdry)/Wdry.

Radioisotope influx

To evaluate CSF influx into the brain, radio-
labeled tracers 22Na (0.5 mCi, Perkin Elmer)
and 3H-mannitol (1 mCi, Perkin Elmer) were
injected into the cisterna magna at 2 ml/min
for 5 min in aCSF and allowed to circulate for
15 min before MCAO. After 15 min, the animals
were rapidly decapitated, the skull and dura
were removed, and the brain was harvested.
Brains were cut into six sections for processing.
In a separate set of experiments, the radio-
labeled tracers were injected intravenously
first as a 2 ml bolus and then a 2 ml/min infu-
sion for 5 min. Immediately after the end of
the infusion, MCAO was induced, and 15 min
later, animals were rapidly decapitated, the
skull and dura were removed, and the brain
was harvested. All brain tissue was weighed
and solubilized in 0.5 ml of tissue solubilizer
(Solvable, PerkinElmer) overnight. Upon solu-
bilization, 5 ml of scintillation cocktail was
added (Ultima Gold, PerkinElmer). The injec-
tate controls were treated in the same way as
the tissue samples. All samples were analyzed
by liquid scintillation spectrometry using a
scintillation counter (LS 6500 Multipurpose
Scintillation Counter, Beckman Coulter). The
radioactivity (counts per minute) remaining
in the brain after injection (percentage of in-
jected dose) was determined as Rb/Ri × 100,
where Rb is the radioactivity remaining in the
brain at the end of the experiment and Ri is
the radioactivity in the injectate controls for
each experiment. Only cerebrum was con-
sidered, and cerebellum was excluded from
analysis because ischemia does not reach this
region. All samples were background sub-
tracted to blank samples with 0.5 ml of tissue
solubilizer and 5 ml of scintillation cocktail.

Triphenyltetrazolium chloride staining

Triphenyltetrazolium chloride (TTC) was pre-
pared at 2% in phosphate-buffered saline (PBS)
and kept in a 37°Cwater bath.MCAO and sham
mice were anesthetized and perfused with 5
to 10 ml of ice-cold PBS. Mice were immedi-
ately decapitated, and the brains were ex-
tracted and put into TTC. Brains remained in
the TTC solution for 15 min and then imaged
under an Olympus SZX12 bright-field micro-
scope. In a separate experiment, the brains
were sectioned into slices 1 mm thick on a
vibratome (Leica VT1200S) in ice-cold PBS.
The coronal slices were placed into TTC for
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Movie 10. Spreading glymphatic edema anima-
tion. SDs propagate over the cortex, followed by SI.
As the penetrating and pial arterioles constrict, the
volume of the perivascular network increases, driving
flow into the parenchyma. Cytotoxic edema and
CSF influx cause cells to swell and the extracellular
space to shrink, seen as a decrease in the ADC.
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15 min and then 4% paraformaldehyde (PFA)
for an additional 30 min. The coronal sections
were then imaged under the microscope for
infarct volume quantification. The area of the
infarct volume was calculated in each slice by
tracing the infarct core using the polygon
selection tool in Fiji. Area (mm2) of the infarct
was then converted to volume (mm3) account-
ing for the 1 mm slice thickness. The sum of all
the coronal infarct volumes was calculated to
give whole brain infarct volume. The edema-
corrected infarct volume was calculated as
previously described (72) and expressed as a
percentage of the contralateral hemisphere.

Arteriole and venule labeling experiments

NG2-dsRed mice were anesthetized and re-
ceived an intravenous injection of 0.2 ml of
1mg/mlwheat-germagglutinin lectin (Invitrogen
Alexa Fluor 647 conjugated) into the saphe-
nous vein. Next, a fluorescent CSF tracer (0.5%
3-kDa dextran Cascade Blue; Invitrogen) was
infused into the cisterna magna and allowed
to circulate for 15 min before MCAO. Thirty
min later, the mouse was perfusion-fixed
with PBS (100 mg lectin) followed by 4% PFA,
and then the brains were harvested. The fol-
lowing day, the brains were sectioned into
100-mmslices using a vibratome (Leica VT1200S)
and mounted onto slides with ProLong Gold
antifade mounting medium (Invitrogen). Im-
ages were acquired using a Leica TCS SP8
confocal system. A total of 8 to 10 Z-stacks at
20× magnification from cortex were taken
from four to six coronal sections from each
mouse. The percentage of tracer-positive arte-
rioles and venules was calculated from the
total number of blood vessels with CSF tracer
labeling (42 to 49 vessels per mouse).

Tissue histology

Mouse brains were obtained after sacrifice,
after sham or MCAO, and fixed in 4% PFA.
Patients who died with acute cerebral is-
chemia documented between January 2018
and December 2018 and who underwent au-
topsy were identified retrospectively by re-
viewing the autopsy records of the Department
of Pathology at the University of Rochester
Medical Center. With these constraints, five
focal cerebral infarct specimens from patients
were identified. As controls, brain samples
were also evaluated from adult patients with
documented absence of an ischemic brain
lesion who died from acute cardiorespiratory
collapse. In all cases, the presence or absence
of an ischemic brain lesion was confirmed by
a neuropathologist. Standard tissue fixation
protocols (7 to 10 days in formalin) were ap-
plied. Paraffin-embedded tissue blocks from
frontal cortex, basal ganglia, and periventric-
ular regions were obtained in each case by an
expert neuropathologist (RIM). Blocks were
sectioned at 6 mm thickness, stained with

hematoxylin and eosin (HE), and imaged at
1000× (oil immersion) using a Nikon NiU
Microscope and Nikon Microscope Solutions
Imaging Software (NIS-Elements AR Ver-
sion 4.30.01). Edema area was quantified by a
blinded rater using Fiji. HE images were au-
tomatically thresholded to include the highest-
intensity pixels (Otsu’s method), which consisted
of the white pixels of the fluid accumulation.
The edema area was measured as a percentage
of the total tissue area from a representative
image from each animal or subject. In the case
of mouse cortex (fig. S9B), each biological rep-
licate was an average from four separate images
from the same mouse. For coronal sections in
Fig. 6, M to O, brains were sliced into 100-mm
sections using a vibratome (Leica VT1200S)
and mounted onto slides with ProLong Gold
antifade mounting medium (Invitrogen). Im-
ages were acquired with an Olympus MVX10
stereomacroscope and a PRIOR Lumen LED
and Hamamatsu ORCA-Flash4.0 V2 Digital
CMOS camera using Metamorph software.
Images were analyzed as previously described
(33). Mean pixel intensity for six sections start-
ing at the anterior aspect of the corpus cal-
losum and skipping 400-mm intervals moving
posteriorly was quantified using ROIs for the
ipsilateral and contralateral hemispheres in
Fiji. An average of the six coronal sections was
computed for each mouse.

Transcranial optical imaging analysis

AnROIwasmanually drawn around the skull,
and fluorescence intensity of CSF tracer influx
was quantified using Fiji software (33). Mean
fluorescence intensity was normalized to the
time of MCAO (F0), and the derivative of the
curve was computed to calculate the mean
rate of change in fluorescence intensity over
time. The time at which a peak in the rate of
change occurred was determined to calculate
time to peak influx. To extractmore quantita-
tive information, we tracked fronts using an
automated Matlab algorithm previously de-
veloped at the University of Rochester (33, 73).
Fronts are curves that separate bright regions
from dark regions in videos of murine brains.
Local front speeds quantify the local speeds
of CSF influx and SD. We tracked fronts only
within the brain hemispheres, sometimes treat-
ing the ipsilateral and contralateral hemispheres
separately. We located those hemispheres by
calculating the time-averaged GCaMP bright-
ness of each video, then finding the two largest
bright regions. Front tracking requires choos-
ing a brightness threshold: Each front sep-
arates a region brighter than the threshold
from a region dimmer than the threshold. To
calculate thresholds, we calculated the mean
brightness of each channel in each hemisphere,
varying over time. We chose the thresholds
as the brightness values halfway between the
initial, dim values and the final, saturated val-

ues. From the thresholded dataset, we calcu-
lated the surface area in mm2 over time in an
ipsilateral and contralateral hemisphere ROI.
The surface area data for the CSF tracer and the
GCaMP channelswere aligned in time using the
maximumarea of theGCaMP channel.Wenext
calculated the mean rate of change in the sur-
face area covered by CSF tracer over time. The
maximal rate of change was used to compute
the time to CSF influx peak and was compared
with the time at which maximal GCaMP sur-
face area occurred. SDonset timewasmeasured
as the first nonzero value of the thresholded
GCaMP channel after MCAO. We next mea-
sured front speeds in a smaller ROI over the
MCA territory. The average front speed for all
pixels was plotted over time. To reduce noise
caused by outlier pixels, we smoothed front
speeds with a sliding line fit and a 20-s smooth-
ing window. The maximum value of front
speeds after the onset of the SD was consid-
ered the max speed. To determine the delay
time between the SD and the arrival of CSF
tracer, we evaluated the time elapsed between a
pixel havingGCaMP fluorescence andCSF tracer
fluorescence; an average of all the pixels in the
ROI was calculated to obtainmean delay time.

MRI postprocessing and analysis

Both DCE and ADC-map time series data were
motion corrected using Advanced Normaliza-
tion Tools normalization software (74, 75). DCE-
MRI time series were motion corrected and
converted into percent change from baseline-
time series, calculated as the percent signal
change from the averaged signal of baseline
images. To avoid biases in tracer calculations
from availability of tracer to the glymphatic
system, we then normalized percent change
maps to the peak average. A population-based
average of the baseline scans was created by
an iterative registration process with two rigid,
two affine, and five nonlinear registration-and-
averaging steps. To allow unbiased ipsilateral-
contralateral comparisons, original and left-right–
flipped images were both used in the template
creation. Registration was carried out using
Advanced Normalization Tools v. 2.1.0. The
average template was skull-stripped manually
using ITK-SNAP and was then segmented into
brain structures by registering the Waxholm
Space Atlas of the C57BL/6J Mouse Brain (76)
to the template. Normalized percent-change
maps were finally transformed to the average
space for analysis. We the drew lines extend-
ing from the MCA at the level of the temporal
ridge and 1 mm orthogonal to the brain sur-
face in the coronal slice. Tracer penetration
depth was defined as the distance from the
MCA to the deepest voxel with normalized
tracer signal >1. For DWI analysis, edema was
defined as the ADC value in a pixel dropping
three standard deviations below baseline. Anal-
ysis of images was performed in ITK-SNAP
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(version3.6.0,www.itksnap.org), ImageJ (version
2.00, NIH, Bethesda, MD, USA), and Matlab
(version 9.3.0, MathWorks, Natick, MA, USA).
Circular ROIs were drawn in the images both
for the DCE enhancement ratio calculations
and ADC calculations. 3D maximum inten-
sity projection andmultiplanar reformation for
DCE data visualization was generated using
IMARIS (v. 9.2.1, Bitplane, Concord,MA,USA).
To create the registered average of the DCE
and ADC time series, the time series were reg-
istered to the average template described above,
and from those, different slices of the volumes
were processed into videos using Python 3.6.

2P imaging analysis

Images obtained were 16 bit, with either two or
three channels depending on the experiment,
each with spatial dimensions of 512 by 512 and
an average frame rate of 15 Hz. The 525-nm
channel captured the vascular FITC-dextran or
GCaMP7 fluorescence and the 607-nm chan-
nel the vascular Texas Red–dextran or the
red microspheres in CSF for particle tracking,
whereas the 647-nm channel captured the flu-
orescent BSA CSF tracer. Images were analyzed
using Fiji andMatlab. The GCaMP channel was
processed by converting it to 8 bit and gen-
erating a Z-projected average intensity of the
entire imaging session and subtracting the
average image from each frame (DF − Faverage).
A Gaussian blur filter with a sigma of 1 was
applied to the resulting stack and was sub-
sequently color coded using the lookup table
mpl-inferno. A mask of the CSF tracer and vas-
cular channel was applied, and then all chan-
nels were merged. Line scans of the XYT data
were generated using Fiji. For quantification
purposes, GCaMP and CSF tracer fluorescence
were quantified as DF/F0, where F0 is the first
frame of the experiment before MCAO. Wave
speed was calculated by drawing two ROIs
100 mmapart, along the direction of wave prop-
agation. The time between the GCaMP fluores-
cence appearing in the first and second ROIs
was considered the speed of propagation. PVSs
were defined as any fluid compartment fol-
lowing a blood vessel. Pial PVS followed lepto-
meningeal vessels at the brain surface, and
penetrating PVS dove into cortical paren-
chyma with penetrating arterioles. PVS area
was compared with arteriolar area for both
pial and penetrating PVS. Images for both the
CSF and intravenous dextran channel were
thresholded using an automatedmethod (Otsu),
and the diameter of the vessel was measured.
In early time points after intracisternal infu-
sion, tracers had not reached the penetrating
arteriole PVS, so CSF tracer areawas normalized
to the penetrating arteriolar area (DA/Aart).
Tracer was found in the pial PVS starting at
15 min after infusion and was therefore nor-
malized to the area covered by tracer before
MCAO before normalizing to the pial arteriolar

area (DAnorm/Aart). For experiments in Fig. 6,
E to G, time-lapse Z-stacks were acquired and
processed using IMARIS (v. 9.2.1, Bitplane,
Concord, MA, USA). To quantify the arteriolar
diameter changes in Aqp4−/− and Aqp4+/+ mice,
the diameter was normalized to the beginning
of the SI-induced constriction (Dd/dSI). An ROI
was placed over the penetrating arteriole and
the surrounding PVS, and fluorescence inten-
sity was normalized to the background in-
tensity before MCAO (DF/F0). For ISF tracer
quantification, an ROI was placed next to the
PVS, making sure to avoid any surrounding
capillaries or the overlying pial arteriole. The
same size ROI was used for all animals. To de-
termine the amount of PVS tracer that entered
the ISF, fluorescence intensity was normalized
to the time of onset of the SI (DF/FSI).

Particle tracking velocimetry

To directly measure the speed of CSF flowing
through PVSs, we performed particle tracking
velocimetry using time series of images ob-
tained from in vivo 2P laser scanning micros-
copy. Our procedure is similar to one described
previously (38). The particle tracking velocim-
etry analysis is performed using automated
Matlab software (77, 78), in which tens of thou-
sands of microspheres are tracked with sub-
pixel accuracy through the time series of images
to obtain spatially and temporally resolved
velocities. We use an improved algorithm in
which dynamic masking is performed to re-
move stagnant particles from the measure-
ments. Specifically, before identifying and
tracking particles, we first subtract a unique
background image from each frame that is
obtained by averaging the nearest 300 frames
(150 before and after). To calculate heatmaps
of average flow speed (fig. S7A), the spatial
domain was divided into 5-pixel–by–5-pixel
bins, the velocities were time-averaged in each
bin using measurements from 1 min or less
(centered on the indicated time), and the speed
was computed from the average velocity. To
calculate the time series of vdownstream, first
the downstream velocity component of each
particle in each frame is computed asu � ûavg,
where u is the instantaneous particle velocity
and ûavg is a field of unit vectors computed
from time-averaging the velocity field over the
entire time series. We then obtain vdownstream
by calculating the spatial average of all the
downstream velocity components in 1-s bins
and normalizing the time series by the base-
line value. The baseline value is the average
value of vdownstream over the initial 2 min of
the experiment before the MCAO occurs. To
calculate vpulsatile, we first obtained the time
series of vmean by computing the spatially av-
eraged speed for each frame. We then defined
the time series of vpulsatile as max (vmean) −
min (vmean) over each cardiac cycle, divided
by the baseline value of this quantity. The car-

diac cycle is defined using sequential peaks of
the R wave in synchronized electrocardiogram
measurements. The normalized artery diame-
ter time series was measured using custom
software developed in Matlab. The measure-
ments were performed by subsampling the
time series of images obtained from in vivo
2P laser scanning microscopy by a factor of
10 and analyzing a user-defined ROI centered
on a straight segment of the artery in each
frame using an automated algorithm. The
algorithm first separates the artery segment
from the background by binarizing the ROI
based on a user-defined threshold. The major
and minor axes of the artery segment are then
measured using the built-in Matlab function
“regionprops.” By ensuring that the segment
length is longer than the artery diameter, the
major and minor axes then correspond to the
segment length and artery diameter, respec-
tively. The normalized artery diameter time
series then corresponds to the length of the
minor axis in each frame, divided by the base-
line value. The baseline value is the average
artery diameter over the initial 2 min of the
experiment before the MCAO occurs.

Glymphatic network model

Transport of water follows a network com-
posed of PVSs, bifurcations, and terminal nodes
(penetrating PVS). In mathematical language,
we call the pial PVS the “edges” along the net-
work, collected in the set E, and the terminals
and bifurcations are collected in the set of
“nodes,” N. Thus, the network is given by
nodes i ∈ N and edges (i, j) ∈ E. The edges of
the network have the property of an inverse
resistance, or conductance Cij. To simplify the
model, we assume that each PVS is a straight
pipe segment of length Lij with cross-sectional
area Aij. The conductance is then

Cij ¼
kA2

ij

Lij
ð1Þ

where k = p/(8m) and m is the dynamic viscos-
ity, in agreement with Hagen-Poiseuille flow.
We assume that the SD wave propagates

from (x0, y0) across a two-dimensional domain
on the cortical surface with radius R(t) grow-
ing at a constant speed c, so that R(t) = ct.
The presence of the wave at node i with co-
ordinates (xi, yi) is then defined asw(d) = 1 for
d ≤ 1 or w(d) = 0 otherwise, where the relative
distance from node to the wave’s origin is
di :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � x0Þ2 þ ðyi � y0Þ2

p
=RðtÞ, or from

the farthest end of an edge to the wave’s
origin, di, j = max(di, dj).
The arrival of the SD wave at a penetrating

arteriole located at site i ∈ N triggers a dila-
tion process

d

dt
Vi ¼ kV � wðdiÞ � Vi � 1� Vi

Við1Þ
� �

ð2Þ
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where Vi(1) are the final PVS volumes. The
wave covering pial surface vessels (i, j) ∈ E
triggers an analogous dilation response

d

dt
Cij ¼ kC � wðdijÞ � Cij � 1� Cij

Cijð1Þ
� �

ð3Þ

leading to an increase of the PVS’s conductance
Cij, and Cij(1) are the final cross-sectional PVS
conductances. Mass balance demands

r
d

dt
Si þ

X
j
QijðtÞ ¼ qiðtÞ ð4Þ

where r is the mass density, qi is the flow rate
in or out of a terminal node,Qij is the flow rate
along an edge (i, j), andSi ¼ 1=2

X
jAijLij is the

volume of the PVS connected to the bifurcat-
ing node i. Summation of eq. 4 over all nodes
i yields the following relation: r d

dt

X
iSiðtÞ þX

i;jQijðtÞ ¼
X

iqiðtÞ ¼
X

i∈PqiðtÞ þ QMCA, in
which the sum over the edge flows cancels
(i.e., over forward and backward directions).
Furthermore, the pial surface volume is de-
fined asSpial ¼

X
jSj andP ⊆N is defined as the

subset of nodes corresponding to penetrat-
ing arterioles which we use to split up the
sum over terminal nodes into inflows (QMCA)
and outflows. Thus, we can compute the in-
flow at the MCA

QMCA ¼ �
X

i
qiðtÞ þ r

d

dt
Spial ð5Þ

To determine this flow rate, we first need to
compute d

dt Spial . To obtain an expression for
the rate of change of the cross-sectional area
Ai j, we simply differentiate eq. 1, resulting
in d

dt Aij ¼ 1
2k

�1· Lij

Aij
· d
dt Cij ¼ 1

2 k
�1=2·L1=2

ij · C�1=2
ij ·

d
dt Cij, where we in the last step again use eq. 1
or Aij ¼ k�1=2·L1=2

ij ·C�1=2
ij . Second, we need to

express the terminal flow rates qi(t). The fol-
lowing relation holds:qi þ r d

dt Si ¼ 0. Hence,
we can fully determine the value of eq. 5
through computation of eqs. 3 and 2. We set
the initial values Vi(t = 0) = V0 > 0, Si (t = 0) =
S0 > 0 and Cij (t = 0) = C0 > 0, consistent with a
constant downstream flow (inflow-outflow of
the network) that terminates at the time of
occlusion. For the network graph,weused data
from (40) and data to reflect realistic vessel
diameters, adapted algorithmically to optimize
power dissipation losses inside the network
(79). The algorithmwas implemented inMatlab
using a simple Euler forward method.

Estimated diffusion calculations

The diffusion of tracer presented in fig. S3E
was estimated as previously described (80, 81).
To our knowledge, the diffusion coefficient of
gadobutrol in live rodent brain has not been
reported in the literature, so we estimated the
degree of penetration of a similar sized tracer
(3-kDa dextran). Calculations were done using
the error function solution for plane diffusion

into a half-space: C = C0erfc [x/2sqrt (D*t)]
and an effective diffusivity D*= 5.36 × 10−7

cm2/s (82). Because the D* value was cal-
culated for the cortex of live normoxic rats,
we also used a value D*= 0.284 × 10−7 cm2/s
after 1 min of terminal ischemia induced by
intracardiac 1M KCl to better reflect the re-
duced extracellular space after the SD, as seen
in fig. S2, D to F.

Statistical analysis

All statistical analyses were done in GraphPad
Prism8.Data in all graphs are plotted asmean±
standard error of the mean (SEM) over the
individual data points and lines from each
mouse. Parametric and nonparametric tests
were selected based on normality testing and
are reported in the figure legends. Normality
tests were chosen depending on the sample
size (D’Agostino Pearson omnibus test where
possible and Shapiro-Wilk if the n was too
small). Sphericity was not assumed; in all re-
peated measures, two-way ANOVAs and a
Geisser-Greenhouse correction were performed.
All hypothesis testing was two-tailed, and sig-
nificance was determined at a = 0.05.
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Ammonium salts are a reservoir of nitrogen on a
cometary nucleus and possibly on some asteroids
Olivier Poch*, Istiqomah Istiqomah, Eric Quirico, Pierre Beck, Bernard Schmitt, Patrice Theulé,
Alexandre Faure, Pierre Hily-Blant, Lydie Bonal, Andrea Raponi, Mauro Ciarniello, Batiste Rousseau,
Sandra Potin, Olivier Brissaud, Laurène Flandinet, Gianrico Filacchione, Antoine Pommerol,
Nicolas Thomas, David Kappel, Vito Mennella, Lyuba Moroz, Vassilissa Vinogradoff,
Gabriele Arnold, Stéphane Erard, Dominique Bockelée-Morvan, Cédric Leyrat, Fabrizio Capaccioni,
Maria Cristina De Sanctis, Andrea Longobardo, Francesca Mancarella, Ernesto Palomba, Federico Tosi

INTRODUCTION: Comets and asteroids preserve
information on the earliest stages of Solar Sys-
tem formation and on the composition of its
building blocks. The nature of their solid ma-
terial can be investigated by analyzing the sun-
light scattered by their surfaces. The nucleus of
comet 67P/Churyumov-Gerasimenko (hereafter
67P) was mapped by the Visible and InfraRed
Thermal Imaging Spectrometer,MappingChan-
nel (VIRTIS-M) on the Rosetta spacecraft from
2014 to 2015. The nucleus appeared almost
spectrally uniform from 0.4 to 4 mm, charac-
terized by a low reflectance of few percent, a
reddish color, and an unidentified broad ab-

sorption feature around 3.2 mm, which was
ubiquitous throughout the surface. The dark-
ness and the color of comet 67P could be due
to a mixture of refractory organic molecules
and opaque minerals. Although water ice may
contribute to the 3.2-mm absorption, it cannot
explain the entire feature.

RATIONALE: Semivolatile compounds of lowmo-
lecular weight, such as carboxylic (−COOH)–
bearing molecules or ammonium (NH4

+) ions,
have been proposed as potential carriers of
the 3.2-mm absorption feature. To test these
hypotheses, we performed laboratory exper-

iments to measure the reflectance spectra of
these compoundsmixed in a porousmatrix of
submicrometric opaque mineral grains, under
simulated comet-like conditions (170 to 200 K,
<10−5 mbar).

RESULTS: The 3.2-mm absorption feature is con-
sistent with ammonium salts mixed with the
dark cometary surface material. We attribute
additional absorption features to carbonaceous

compounds and traces of
water ice. Several ammo-
nium salts can match the
absorption feature equally
well: ammonium formate,
ammonium sulfate, or
ammonium citrate. Amix-

ture of different ammonium salts could be
present.
Ammonium salts at the surface of comet

67P could have been synthesized through acid-
base reactions of ammonia (NH3) with the cor-
responding acid molecules in solid ices. That
reactionmay have occurred in the interstellarme-
dium, in the protoplanetary disk, or during the
sublimation of the ices in the cometary nucleus.
The depth of the band suggests that the

cometary surface contains an upper limit of
~40 weight % (wt %) of ammonium salts, but
the exact concentration remains unknown. If
the amount of ammonium salts is higher than
~5wt%, they constitute the dominant reservoir
of nitrogen in the comet, containing more ni-
trogen than the refractory organic matter and
the volatile species, such as NH3 and N2. Con-
sequently, theabundanceofnitrogen in this comet
is closer to thatof theSun thanpreviously thought.

CONCLUSION: Ammonium salts may dominate
the reservoir of nitrogen in comets. Their pres-
ence in cometary dust may explain increases
of gas-phase NH3 and HCN observed in some
comets when close to the Sun, which could be
caused by the thermal dissociation of ammo-
nium salts. Several asteroids in the Main Belt,
Jupiter’s Trojan asteroids, and its small moon
Himalia have similar spectra to that of comet
67P, with a broad spectral absorption feature
at 3.1 to 3.2 mm, which we suggest could also
be due to ammonium salts. The dwarf planet
Ceres has ammoniated phyllosilicates on its
surface, which may have formed from ammo-
nium ions inherited from outer Solar System
objects with compositions similar to that of
comet 67P. The presence of these salts on
comet 67P, and possibly on other primitive
Solar System bodies, suggests a compositional
link between asteroids, comets, and the proto-
solar nebula.▪
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Comparison of ammonium formate spectrum with the average spectrum of comet 67P. The average
reflectance spectrum of comet 67P (black line) and the spectrum of a mixture of ammonium formate
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+ HCOO–) with opaque grains measured in the laboratory under comet-like conditions (blue line). Also
shown are views of the 4-km-diameter comet nucleus (Credit: ESA/Rosetta/NAVCAM–CC BY-SA IGO 3.0;
http://creativecommons.org/licenses/by-sa/3.0/igo) and the 48-mm-diameter laboratory sample.
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Ammonium salts are a reservoir of nitrogen on a
cometary nucleus and possibly on some asteroids
Olivier Poch1*, Istiqomah Istiqomah1, Eric Quirico1, Pierre Beck1,2, Bernard Schmitt1, Patrice Theulé3,
Alexandre Faure1, Pierre Hily-Blant1, Lydie Bonal1, Andrea Raponi4, Mauro Ciarniello4,
Batiste Rousseau1†, Sandra Potin1, Olivier Brissaud1, Laurène Flandinet1, Gianrico Filacchione4,
Antoine Pommerol5, Nicolas Thomas5, David Kappel6,7, Vito Mennella8, Lyuba Moroz7,
Vassilissa Vinogradoff9, Gabriele Arnold7, Stéphane Erard10, Dominique Bockelée-Morvan10,
Cédric Leyrat10, Fabrizio Capaccioni4, Maria Cristina De Sanctis4, Andrea Longobardo4,11,
Francesca Mancarella12, Ernesto Palomba4, Federico Tosi4

The measured nitrogen-to-carbon ratio in comets is lower than for the Sun, a discrepancy which
could be alleviated if there is an unknown reservoir of nitrogen in comets. The nucleus of comet
67P/Churyumov-Gerasimenko exhibits an unidentified broad spectral reflectance feature around
3.2 micrometers, which is ubiquitous across its surface. On the basis of laboratory experiments, we
attribute this absorption band to ammonium salts mixed with dust on the surface. The depth of the band
indicates that semivolatile ammonium salts are a substantial reservoir of nitrogen in the comet,
potentially dominating over refractory organic matter and more volatile species. Similar absorption
features appear in the spectra of some asteroids, implying a compositional link between asteroids,
comets, and the parent interstellar cloud.

T
he composition of comets and asteroids
can be investigated from the light scat-
tered by their surfaces. For objects of
which the visible to near-infrared wave-
length range shows no, or only weak,

spectral features, analysis of the 3-mm region
(between roughly 2.4 and 3.6 mm) can be used
to investigate volatile and organic compounds
present on their surfaces (1). The Visible
and InfraRed Thermal Imaging Spectrometer,
Mapping Channel (VIRTIS-M) instrument (2)
on the Rosetta spacecraft observed the nucleus
of comet 67P/Churyumov-Gerasimenko (here-

after 67P) in the spectral range of 0.2 to 5.1 mm
(3). The surface imaged by VIRTIS-M appears
almost spectrally uniform (4), characterized
by a very low reflectance [geometric albedo of
6% at 0.55 mm (5)], positive (red) visible and
infrared spectral slopes, and a broad absorp-
tion feature from 2.8 to 3.6 mm, centered at
3.2 mm (3, 4).
This absorption band, which has not been

detected on other comets, is observed on all
types of surface terrains and was persistently
observed from August 2014 when comet 67P
was 3.6 astronomical units (au) from the Sun
and cometary activity was weak until just be-
fore the comet reached its closest point to the
Sun and experiencedmaximumactivity inMay
2015 at 1.7 au, for as long as the VIRTIS-M
infrared channel could record measurements
(6). Analyses of the VIRTIS-M reflectance spec-
tra ascribed the darkness and slope to a refrac-
tory polyaromatic carbonaceous component
mixed with opaque minerals (anhydrous Fe-
sulfides and Fe–Ni alloys), but the carrier of
the 3.2-mm feature remained unknown (3).
Water ice contributes to this absorption on
some parts of the surface (6–9), causing a
broadening and deepening of the absorption
feature from 2.7 to 3.1 mm, but cannot explain
the entire feature (3, 10). Except in specific ice-
rich areas, the surface of the comet nucleus is
uniform in composition, with a predominance
of non-icematerials (9). Semivolatilematerials
of low molecular weight have been proposed
as carriers of the 3.2-mm feature, with carboxy-
lic (–COOH)–bearing molecules or NH4

+ ions
being themost plausible candidates (11). How-

ever, a lack of reference spectral data for these
compounds has prevented a firm attribution
of the feature.

Spectral identification of ammonium salts

We conducted laboratory experiments to pro-
duce analogs of cometary surface material and
measured their reflectance spectra under
comet-like conditions (low temperature and
high vacuum) (12). Cometary dust is known
to consist of aggregated submicrometer-sized
grains (13), and opaque iron sulfides are probable
contributors to the low albedo of comet nu-
clei (11, 14). We therefore used submicrometer-
sized grains of pyrrhotite (Fe1-xS, with 0 <
x < 0.2) mixed with different candidate com-
pounds (carboxylic acid, ammonium salts)
to test for the 3.2-mm feature. The pyrrhotite
grains and candidate compounds were mixed
in liquid water then frozen to obtain ice-dust
particles (12). By sublimating these particles
in a thermal vacuum chamber, we formed very
porous mixtures made of submicrometer-
sized grains (hereafter “sublimate residues”)
(figs. S1 and S2). This is representative of the
process we expect at the surface of a comet
nucleus, and the resulting textures strongly
influenced the band depths of the reflectance
spectra (15), which we attempted to reproduce
to allow quantification of the components of
the cometary surface (12).
Shown in Fig. 1A is the reflectance spectrum

of the sublimate residue made of pyrrhotite
grains mixed with ≲17 weight % (wt %) [≲43
volume % (vol %)] ammonium formate (NH4

+

HCOO–). Also shown is an average spectrumof
67P from a combination of VIRTIS-M obser-
vations taken between August to September
2014, when Rosetta was 50 to 350 km from the
nucleus and 67P was 3.6 to 3.3 AU from the
Sun (12). The position of the cometary absorp-
tion band, its asymmetric shape, and themini-
ma at 3.1 and 3.3 mm all match the absorption
bands owing to the N−H vibration modes
of NH4

+ in ammonium formate (Fig. 1A and
fig. S5). The spectral resolving power RP ≡
l/Dlresolution (where l is the wavelength and
Dlresolution is the spectral resolution) at 3.5 mm
is RP = 90 for the laboratory spectrum and
233 for the VIRTIS spectrum. The residual
cometary spectrum, obtained by dividing the
comet spectrum by the ammonium salt spec-
trum, is flat from 3.05 to 3.35 mm (Fig. 1A), but
features in the range of 3.35 to 3.60 mm indi-
cate the additional presence of C−H stretch-
ing modes in carbonaceous compounds (10).
The proximity of these C−H modes, the lim-
ited spectral resolution, and the limited spec-
tral sampling impede a search for a weaker
N−H mode of ammonium salts centered
around 3.50 mm (fig. S5 and table S2). Other
differences between these spectra are due
to the contribution of additional compounds
(possibly traces of water ice around 3.0 mm)
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and/or differing properties of the salts present
on the cometary surface (such as concentra-
tion, mixing, and counter-ions). We investi-
gated other candidate compounds—fine water
ice grains, carboxylic acid, orhydratedminerals—
but these do not match the 3.2-mm feature

(Fig. 1B). The laboratory spectra of five am-
monium salts we investigated are shown in
Fig. 2. Ammonium formate, ammonium sul-
fate, or ammonium citrate all reproduce the
3.1- and 3.3-mm absorption bands observed on
the comet. For ammonium carbamate and am-

monium chloride, the corresponding bands are
shifted to longer wavelengths or have different
spectral shapes (Fig. 2).
The similarity of band shapes and positions

leads us to conclude that NH4
+ in ammonium

salts is the main species responsible for the
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Fig. 1. Comparison of NH4
+ HCOO– spectrum with

the average spectrum of comet 67P. (A) The
average reflectance spectrum of comet 67P in the
3.0-mm region [(a), black line; the vertical scale is
given in radiance factor I/F] and the spectrum
of a sublimate residue containing ≲17 wt %
ammonium formate mixed with ≳83 wt %
pyrrhotite grains at 170 to 200 K [(b), red line;
the vertical scale is given in reflectance factor
REFF]. The same spectra overlain on each other is
shown in fig. S5. Gaps in the comet 67P spectrum are
due to the instrument’s diffraction order sorting
filters. Both spectra have the same shape and
minima at 3.1 and 3.3 mm (dashed gray vertical
lines). (B) Reflectance spectra (normalized at
2.5 mm) of other compounds that do not
match the comet 67P spectrum: (c) a model
spectrum of 1-mm-diameter pure water ice grains
(solid line) [Hapke model (60), using optical
constants at 145 K (61), spectrum normalized,
scaled by a factor of 0.14, and offset by –0.08];
(d) a measured spectrum of a sublimate residue
containing ≲17 wt % lactic acid mixed with pyrrhotite
grains at 170 to 200 K (dashed line, offset by –0.35) (12); and (e) spectrum of the primitive carbonaceous chondrite meteorite QUE 97990, which is rich in
hydrous silicates, measured under 400 to 475 K and high vacuum (dotted line, offset by –0.55) (62). Between 2.5 and 2.8 mm, the spectra of sublimate residues
are affected by measurement artifacts because of the presence of water vapor in the optical path. Residual spectra, calculated by dividing the comet 67P spectrum
(a) by the experimental spectrum (b) or (d), are shown at the bottom of (A) and (B). Error bars indicate the ±1s uncertainties.
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Fig. 2. Reflectance spectra of several ammonium salts.
Continuum-removed reflectance spectra of sublimate
residues made of ammonium salts (colored lines)
mixed with pyrrhotite grains (gray line) measured
in high vacuum at 170 to 200 K, compared with the
observed average spectrum of comet 67P (black line).
Ammonium formate, citrate, and sulfate are the closest
matches to the absorption features in comet 67P. We
attribute the other absorption features in the comet
spectrum at 3.35 to 3.6 mm to C−H stretching modes of
organic compounds (10). Between 2.6 and 2.8 mm,
the laboratory spectra are affected by measurement
artifacts because of the presence of water vapor in the
optical path. The mass fractions of the salts mixed
with pyrrhotite are ≲9 wt % for ammonium sulfate and
chloride, ≲17 wt % for ammonium formate and
carbamate, and ≲23 wt % for ammonium citrate
(the latter has been scaled by a factor of 0.6 for
display). These spectra are shown in fig. S6 with
uncertainties and before continuum removal.
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3.2-mm feature. The counter-ion (in this case,
the anion) is not fully constrained. The iden-
tification of HCOOH by the Rosetta Orbiter
Spectrometer for Ion and Neutral Analysis
(ROSINA) mass spectrometer (16) and the
spectrum of ammonium formate (NH4

+

HCOO–) in Fig. 2 make it our favored candidate.

Origins of ammonium salts

There are several potential pathways for the
synthesis of ammonium salts present at the
surface of comet 67P. Ammonia (NH3) has a
high proton affinity, allowing it to transform
easily into ammonium (NH4

+), either in the
gas (17) or in the solid phase. Ammonium and
potential counter-ions (such as HCOO–, CN–,
and OCN–) may be produced by acid-base re-
actions of ammonia (NH3) with the correspond-
ing acids (such as HCOOH, HCN, and HNCO)
or by nucleophilic addition of NH3 with CO2

or H2CO, even at cryogenic temperatures in
the solid phase (18, 19). These reactions have
low activation energies and do not require an
external source of photons, electrons, or cosmic
rays (18). Some ions (such asOCN– andHCOO–)
can be produced at 10 to 14 K, but most of the
ions we considered (such as NH2COO

– and
CN–) are produced at higher temperatures
(19–21). Astronomical observations of inter-
stellar ices have likely identified OCN– (22–25)
and possibly detected NH4

+ (25–28). Ammo-
nium salts can be formed upon sublimation of
water ice containing NH4

+ and counter ions
(19, 29). It is possible that the NH4

+ detected
on comet 67P could be inherited from inter-
stellar ices. In that case, the ammonium salts
would be produced during further thermal
processing of the ices, either in the protoplan-
etary disk (25) or during the sublimation of
the ices in the cometary nucleus, through a
process similar to the one simulated in our
laboratory experiments. The production of am-
monium salts bymeans of a gas phase reaction
under astrophysical conditions has not been re-
ported in the literature. Solid-state reactions ap-
pear more likely because proton transfer or
nucleophilic addition are highly facilitated by a
dust surface and a solvent such as ice (30, 31).

Comparison with other small bodies

The 3.2-mm absorption feature of comet 67P
shares similarities with the 3-mm features
observed on several asteroids, including the
position and width of the band from 2.9 to
3.6 mm and the reflectance minimum at 3.1 to
3.2 mm (Fig. 3). However, the bands observed
on most of these asteroids are distinct from
the one of comet 67P, having a different shape
and no secondaryminimum at 3.3 mm (Fig. 3).
Nevertheless, these spectra are compatiblewith
the presence of ammonium salts, if the spectral
differences are due to the environmental con-
ditions at the surface of these small bodies (fig.
S7). The spectra of asteroids 24 Themis and 52

Europa are representative of objects found
in the asteroid Main Belt (1, 32) and in orbit
around Jupiter, such as the irregular moon
Himalia (33). The dwarf planet 1 Ceres has
ammonium-bearing minerals on its surface,
with absorption features at 2.72 and 3.06 mm
(Fig. 3), mostly in the form of phyllosilicates
but with smaller amounts of salts (34). Our
identification of ammoniated salts on a comet
supports the hypothesis thatmaterials onCeres
may have originated from the outer Solar
System (34).

Volatility of ammonium salts

There is weak evidence for ammonium salts in
meteorites, micrometeorites, and interplan-
etary dust particles (IDPs) (35, 36). Because
these salts are more volatile than most re-

fractory material, they might not be preserved
during atmospheric entry of small particles
and/or during long periods of time under
terrestrial environmental conditions (35). Am-
monium salts contained in grains ejected from
cometary nuclei may react and/or sublimate
when heated by the Sun and act as distributed
sources of gases in comae, the envelopes of gas
and dust around cometary nuclei (37). This
could explain observed increases of NH3 and
HCN when some comets reach short helio-
centric distances (<1 au from the Sun), such
as comet C/2012 S1 (ISON), which experienced
multiple outbursts as it disrupted inside ~0.8 au
(38, 39). On comet 67P, the decomposition of
ammonium formate (NH4

+ HCOO–) could
produce formamide (NH2CHO), which has
been detected by the ROSINA instrument
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Fig. 3. The spectrum of comet 67P compared with other Solar System bodies. Reflectance spectra
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(63), 65 Cybele (offset by +0.19) (64), 52 Europa (32), and 361 Bononia (offset by +0.07) (32); the average
spectrum of six Jupiter Trojan asteroids [(65), their “less red” group] (divided by 3 and offset by +0.49); and
the average spectrum of 1 Ceres (scaled by a factor of 0.5, and offset by +0.19) (34). The spectrum of
Jupiter’s irregular moon Himalia is almost indistinguishable from 52 Europa (33). For each spectrum, the dots
are the observational data (plotted directly for Europa and Bononia, digitized from the literature for the other
objects), and the solid lines are running average spectra. The blue dashed line shows the averaged
extrapolation of the six Jupiter Trojan’s K-band spectra (66). The gray dashed line shows the position of the
band at 3.11 mm on comet 67P spectrum. The red and green vertical marks indicate the positions of the
maxima of absorption of ammonium formate and ammonium chloride respectively, shown in Fig. 2.
Absorption features around 3.1 to 3.2 mm on some of these bodies are similar to the ammonium salt features
on comet 67P. Ceres exhibits different features, which are due to ammoniated phyllosilicates (34).
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and is compatible with the mass spectrum
measured by the Cometary Sampling and
Composition (COSAC) experiment on Rosetta’s
Philae lander (40–42). The volatility of an am-
monium salt strongly depends on the anion;
for example, at a pressure of 1 atm, ammonium
formate decays at 389 K, ammonium sulfate at
553 K, and ammonium chloride at 611 K (43).
Under simulated astrophysical conditions (10−8

mbar), the sublimation temperatures of ammo-
nium salts are 160 to 180 K for ammonium
cyanide (NH4

+ CN–) (44), 200 to 230 K for am-
monium formate (NH4

+ HCOO–) (30, 45), and
230 to 260 K for ammonium carbamate (NH4

+

NH2COO
–) (46). Because of these differences

of volatility, the composition of ammonium
salts observed on comet or asteroid surfaces,
and the gases produced by their decomposition,
may change with the heliocentric distance.

Nitrogen budget of comet 67P

Rosetta’s Cometary Secondary Ion Mass Ana-
lyzer (COSIMA) collected coma dust grains
10 to 30 km from comet 67P’s nucleus and
measured their composition (47). Ammoni-
ated salts were not detected, possibly because
any semivolatile compounds present in the
dust grains would have sublimated during
the multiple-day-long pre-analysis storage
of the particles at 283 K (47). If ammonium
salts had been lost from the dust grains an-
alyzed by COSIMA, their measured nitrogen-
to-carbon ratio (N/C) would be a lower limit,
missing the contribution of the semivolatile
nitrogen-bearing salts. COSIMAmeasured an
average N/C of 0.035 ± 0.011, which is similar
to the ratio found in the insoluble organic mat-
ter extracted from carbonaceous chondrite me-
teorites and in most micrometeorites and
interplanetary dust particles (47) but lower
than the solar N/C value of 0.29 ± 0.12 (48).
Similar depletions in nitrogen compared with
the Sun have been found in the refractory dust
and gas phases of other comets (49–51).
We propose that ammonium saltsmay con-

stitute a substantial nitrogen reservoir in
comet 67P and possibly other comets and
small bodies. The 3.2-mm band observed in
the spectrum of comet 67P is 5 to 20% less
deep than the band of ammonium formate
in our sublimate residues (fig. S6) (12). Assum-
ing that the physical parameters that control
the light scattering (such as mixing modes
and grain sizes) of the sublimate residues
are similar to that of the cometary surface, we
derived an upper limit of the volumetric abun-
dance of salts in the dark surface material of
the comet of ~40 vol %. The dark surface ma-
terial is amixture of ~45wt% organic (~1 g/cm3)
and~55wt%mineral (~3.4 g/cm3) components,
estimated from COSIMA measurements (52).
Taking into account this composition, we de-
rived an upper limit of the mass fraction of
ammonium salts mixed with the dust of

~40 wt %, but we cannot determine the sur-
face abundance of ammonium salts on the
comet exactly (12). If the mass fraction of am-
monium formate (NH4

+ HCOO–) is 5 wt % in
the cometary dust, the total atomic nitrogen

in the comet is distributed as ~47% N in am-
monium salts, ~52% N in refractory organic
matter, and ~1% N in volatiles (Fig. 4); the
whole comet would then have a N/C ratio of
about 0.06 (Fig. 5). If there is a mixture of
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several ammonium salts, then NH4
+ would

have a range of counter-ions, some of them
N-bearing, which would raise the N/C ratio.
Shown in Fig. 5 is how the inferred N/C ratio
of the comet increases with the assumed con-
centration of ammonium salts in the dust and
depends on the nature of the counter-ions
of NH4

+.

Implications

The identification of ammonium salts on com-
et 67P shows that this comet, and possibly
others, could have a N/C ratio higher than
previously thought. If ammonium salts are a
substantial repository of nitrogen, assessment
of their 14N/15N isotopic ratio and comparing it
with the proto-solar ratio could inform models
of the incorporation and evolution of nitrogen
in the early Solar System (53). If ammonium
salts were also present in sufficient abundance
in planetesimals during the early Solar System,
they would have provided a solid form of ni-
trogen closer to the Sun than N2 and NH3

ices and therefore available for planetary ac-
cretion (54). Abundant ammonium salts would
have lowered the melting point of water ice in
the subsurface of icy bodies (55). When mixed
in liquid water, ammonium salts are known to
participate in potentially prebiotic reactions,
such as the formation of pyrimidine and purine
nucleobases (56), the production of amino
acids (57), the phosphorylation of nucleosides
(58), or the formation of sugarmolecules (59).
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Quantum-nondemolition state detection and
spectroscopy of single trapped molecules
Mudit Sinhal*, Ziv Meir*, Kaveh Najafian, Gregor Hegi†, Stefan Willitsch‡

Trapped atoms and ions, which are among the best-controlled quantum systems, find widespread
applications in quantum science. For molecules, a similar degree of control is currently lacking owing to
their complex energy-level structure. Quantum-logic protocols in which atomic ions serve as probes
for molecular ions are a promising route for achieving this level of control, especially for homonuclear
species that decouple from blackbody radiation. Here, a quantum-nondemolition protocol on single
trapped N2

+ molecules is demonstrated. The spin-rovibronic state of the molecule is detected with
>99% fidelity, and a spectroscopic transition is measured without destroying the quantum state. This
method lays the foundations for new approaches to molecular spectroscopy, state-to-state chemistry,
and the implementation of molecular qubits.

T
he impressive advances achieved in the
control of ultracold trapped atoms and
ions on the quantum level are now in-
creasingly being transferred tomolecular
systems. Cold, trapped molecules have

been created by, for example, binding ultra-
cold atoms via Feshbach resonances (1) and
photoassociation (2, 3),molecular-beam slowing
(4), direct laser cooling (5, 6), and sympathetic
cooling (7, 8). The trapping of cold molecules
enables experimentswith long interaction times
and thus paves the way for new applications,
such as studies of ultracold chemistry (9) and
precision spectroscopicmeasurements, which
aim at a precise determination of fundamen-
tal physical constants (10) and their possible
time variation (11, 12), as well as tests of fun-
damental theories that reach beyond the stan-
dard model (13, 14).
The complex energy-level structure and the

absence of optical cycling transitions in most
molecular systems constitute amajor challenge
for their state preparation, laser cooling, state
detection, and coherent manipulation. Molec-
ular ionswhich are confined in radiofrequency
traps and sympathetically cooled by simulta-
neously trapped atomic ions (7, 8) have proven
a promising route for overcoming these ob-
stacles. Recently, their rotational cooling and
state preparation have been achieved (15–18),
precision measurements of quantum electro-
dynamics and fundamental constants have
been performed (10, 19), the first studies of
dipole-forbidden spectroscopic transitions in
themid-infrared (mid-IR) spectral domainhave

been reported (20), and state- and energy-
controlled collisions with cold atoms have
been realized (21, 22). However, to reach, for
a single molecule, the same exquisite level
of control on the quantum level that can be
achieved with trapped atoms (23), newmeth-
odological developments are required. The
most promising route for achieving ultimate
quantum control of molecular ions in trap ex-
periments is offered by quantum-logic protocols
(24), in which a co-trapped atomic ion acts as a
probe for the quantum state of a single mo-
lecular ion (25–27).
Here, a quantum-logic–based quantum-

nondemolition (QND) (28–30) detection of
the spin-rotational-vibrational state of a sin-
gle molecular nitrogen ion co-trapped with a
single atomic calcium ion is demonstrated.
Nþ

2 is a homonuclear diatomic molecule with
no permanent dipole moment, rendering all
rotational-vibrational (rovibrational) transi-
tions dipole-forbidden in its electronic ground
state (20). Therefore,Nþ

2 is an ideal test bed for
precision spectroscopic studies (31), for tests
of fundamental physics (32), for the realization
ofmid-IR frequency standards and clocks (33),
and for implementation of molecular qubits
for quantum information and computation
applications (34, 35).
The state-detection protocol implemented in

this study relies on coherent motional excita-
tion of the Caþ-Nþ

2 two-ion string (36–38)
using an optical dipole force (ODF), which
depends on the molecular state and arises
from off-resonant dispersive molecule–light
interactions. The excitedmotionwas read out
on the Ca+ ion, thus preserving the state of
theNþ

2 ion. State-detection fidelities >99% for
the ground rovibrational state of Nþ

2 were
demonstrated, limited only by the chosen
bandwidth of the detection cycle. Because the
lifetime of the rovibrational levels in Nþ

2 is

estimated to be on the order of half a year
(20), the prospects for reaching, and poten-
tially exceeding, the high readout fidelities
that are currently achieved with atomic ions
(23, 39) are excellent.
The present scheme has immediate applica-

tions for marked improvements of the sensi-
tivity and, therefore, precision of spectroscopic
measurements on molecular ions. This was
demonstrated here by introducing a type of
force spectroscopy (40) used to study a rovibronic
component of the electronic spectrum of a sin-
gle Nþ

2 molecule with a signal-to-noise ratio
greatly exceeding that of previous destructive
detection schemes for trapped particles. Tran-
sition properties such as the line center and the
Einstein A coefficient were determined and
validated against the results of previous studies,
which used conventional spectroscopicmeth-
ods (41–46).

Quantum-nondemolition state detection

Our scheme is illustrated in Fig. 1. A detailed
description of our experimental apparatus
can be found in (36). Our setup consists of a
molecular-beam machine coupled to a radio-
frequency ion trap (Fig. 1A). The experiment
started with loading of a small Coulomb crys-
tal of roughly 10 40Ca+ ions into the trap. The
atomic ionswereDoppler cooled tomillikelvin
temperatures by scattering photons on the
ð4sÞ2S1=2↔ð4pÞ2P1=2↔ð3dÞ2D3=2 closed opti-
cal cycling transitions (Fig. 1C). A single 14N2

+

molecular ion was then loaded into the trap
using state-selective resonance-enhancedmulti-
photon ionization (REMPI) from a pulsed mo-
lecular beam of neutral 14N2 molecules (17, 47).
This ionization scheme preferentially created
Nþ

2 ions in the ground electronic, vibrational
and spin-rotational state, jX 2Sþ

g ; v¼ 0;N ¼ 0;
J ¼ 1=2i, henceforth referred to as j↓iN2

(Fig.
1D). Here, v denotes the vibrational, N the
rotational, and J the total-angular-momentum
quantum numbers of the molecule, excluding
nuclear spin. The ionized molecule was sym-
pathetically cooled by the Coulomb crystal of
atomic ions (8) within a few seconds. Then, by
lowering the trap depth, Ca+ ions were succes-
sively ejected from the trapwhile themolecular
ion was retained in the trap, until a Caþ-Nþ

2
two-ion crystalwas obtained (Fig. 1A, inset) (36).
The experimental sequence to detect the

spin-rovibrational state of the Nþ
2 ion is il-

lustrated in Fig. 1E. First, the in-phase (48)
motional mode of the Caþ-Nþ

2 crystal (which
corresponds to the center-of-mass mode for
two ions of the same mass) was cooled to the
ground state of the trap, j0i, by resolved-
sideband cooling (“GSC” in Fig. 1E) on the
atomic ion (36). The out-of-phase and the
radial motional modes were maintained at
Doppler-cooling temperature. At the end of the
cooling cycle, the Caþ ionwas optically pumped
into its jS1=2;m ¼ �1=2i state, henceforth
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referred to as j↓iCa , where m denotes the
magnetic quantum number. The Ca+ ion
was then shelved in the metastable jD5=2;
m ¼ �5=2i state, henceforth referred to as
j↑iCa, using a p-pulse on thenarrowj↑iCa←j↓iCa
electric-quadruple transition followed by a
D-state purification pulse (26) (“D Prep” in
Fig. 1E). This pulse allowed us to exclude ex-

periments in which the ion was not success-
fully shelved to the j↑iCa state (49). Preparing
the Ca+ ion in the j↑iCa state suppressed the
background signal during the state detection
and thus enabled an efficient determination of
the state of Nþ

2 (36, 49) (Fig. 2). For an ideal
state preparation, the complete state of the
two ions in the trap was given by j↓iN2

j↑iCaj0i.

The detection sequence was continued by
applying a state-dependent ODF to excite co-
herent motion (36, 50), the amplitude of which
depends on the rovibrational state of the mo-
lecular ion (“ODF” in Fig. 1E). If the molecular
ion was in the j↓iN2

state, a coherent motion of
amplitude jai would be excited such that the
probability to populate a motional Fock state,
jni, is givenbyPðnjaÞ ¼ jhnjaij2 ¼ e�jaj2 jaj2nn!
(51). If the molecular ion was in any other ro-
tational or vibrational state, henceforth re-
ferred to as fj↑iN2

g, a motional state fjbig
would be excited, where fjbjg≪jaj. Here, the
curly brackets are a reminder thatfj↑iN2

grefers
tomany states, all ofwhich result in vanishingly
small amplitudes of themotion,fjbjg≪1. Owing
to possible experimental imperfections and
decoherence—e.g., from coupling of the in-
phase mode to the out-of-phase and radial
modes, breakdown of the Lamb-Dicke regime
because of the finite size of the lattice mod-
ulation with respect to the extent of the ion
wavefunction at large excitation, imperfect
ground-state cooling of the in-phase mode, or
possible imperfections in the relative phase
stability of the lattice beams—the underlying
motional Fock-state distribution, in reality,
deviated from the distribution of a perfect co-
herent state (49). However, the knowledge of
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Fig. 1. Experimental scheme. (A) Schematic representation of the experimental
setup depicting the ion trap and the molecular-beam source. The fluorescence
of the atomic ion (inset) was collected by a charge-coupled device (CCD)

camera. The red circle marks the position of the nonfluorescing Nþ
2 molecular

ion in the two-ion crystal. PMT, photomultiplier tube. (B) Illustration of a
Caþ-Nþ

2 two-ion crystal with its in-phase external motion cooled to the ground
state of the ion trap (n = 0), which was overlapped with two counter-
propagating laser beams forming a running one-dimensional optical lattice.
(C) Reduced energy-level diagram of 40Ca+. The ð4sÞ2S1=2 ↔ð4pÞ2P1=2 ↔ð3dÞ2D3=2

closed-cycling transitions (blue arrows) were used for Doppler laser cooling and
for detection of the states j↓iCa and j↑iCa. These states were coherently coupled
by a narrow-linewidth laser beam (red arrow). (D) Reduced energy-level diagram
of 14N2

þ. The lattice laser frequency, flattice (red arrow), was detuned by D from the
R11(1/2) transition (blue arrow). The state j↓iN2

was strongly coupled to the

lattice, while all other states fj↑iN2
g were far detuned and hence did not

couple. (E) Experimental sequence of a single quantum-nondemolition mea-
surement to be repeated multiple (N) times to increase the fidelity of the
determination of the molecular state. See text for details.

Fig. 2. Ac-Stark shift
generated on N2

+ by the
one-dimensional optical
lattice. Calculated magnitude
of the ac-Stark shift, jDEj,
experienced by Nþ

2 , as a
function of the laser-frequency
detuning, D, from the

A2Puðv′ ¼ 2Þ←X2Sþ
g ðv″ ¼ 0Þ,

R11(1/2), spin-rovibronic transition
(52) at ~787.47 nm (41) for
a single lattice beam
of intensity 2 × 106 W/m2.
The ac-Stark shift experienced

by Nþ
2 when in the j↓iN2

ðnot in the j↓iN2
Þ state is given

by the blue (red) trace. Ca+ in the j↑iCaðj↓iCaÞ state experienced an ac-Stark shift of 40 Hz (910 Hz) indicated by
the dashed green (purple) line. The black dotted line indicates the frequency detuning, D/2p ≈ −17 GHz, of the
optical lattice used to generate the optical dipole force, which was used for collecting the data shown in Fig. 3.
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the exactmotional statewas not critical for the
present molecular-state-detection protocol, as
shown below.
The ODF was implemented via a state-

dependent ac-Stark shift generated by two
counter-propagating laser beams with fre-
quencies flattice, aligned with the crystal axis,
which formed a one-dimensional optical lat-
tice (Fig. 1B). By further detuning one of the
beamsby the frequencyof the in-phasemotional
mode of the two-ion crystal, fIP ≈ 620 kHz, a
running optical lattice was generated, causing
a modulation of the amplitude of the ac-Stark
shift, which resonantly excited motion of the
ion crystal depending on the rotational and
vibrational state of the Nþ

2 ion.
Figure 2 shows the calculated ac-Stark shift

of a single lattice beam as a function of its
frequency for Nþ

2 in the j↓iN2
state (blue) and

the maximum ac-Stark shift experienced by
the Nþ

2 ion when not in the j↓iN2
state (red)

(49). The strength of the ac-Stark shift was
dependent on the detuning of the lattice laser
beam from spectroscopic transitions in the
molecule. The peak in the ac-Stark shift of the
blue trace corresponds to an on-resonance con-
dition of the A2Puðv′ ¼ 2Þ←X 2Sþ

g ðv″ ¼ 0Þ,
R11(1/2), spin-rovibronic transition (52) origi-
nating from the j↓iN2

state (Fig. 1D), where ′′ (′)
denotes the lower (upper) level of the tran-
sition. By setting the lattice-laser detuning
close to this resonance, theNþ

2 ion experienced

a much stronger ac-Stark shift leading to a
largemotional excitation jaiwhen in the j↓iN2

state, as opposed to the situation where the
Nþ

2 ion was not in the j↓iN2
state, leading to a

much weaker excitation fjbig. This setup en-
sured the state selectivity of the present scheme
with respect to j↓iN2

.
The state-dependent motional excitation

(36, 37) mapped the problem of distinguish-
ing between the different internal states j↓iN2

and fj↑iN2
g of the molecule to distinguishing

between different excited motional states jai
and fjbig of the two-ion crystal. The latter
was achieved by Rabi sideband thermometry
(50) on the Ca+ ion, which shared themotional
state with the Nþ

2 ion. A blue-sideband (BSB)
pulse using a narrow-linewidth laser at 729 nm
was used to drive population between j↑iCa
jni→j↓iCajn� 1i states. It was followed by
state-selective fluorescence on Ca+, which
projected the ion either to the j↑iCa “dark” or
the j↓iCa “bright” state, therebymeasuring the
success of the BSB pulse (“BSB” in Fig. 1E). The
probability of projecting to the “bright” state
after the BSB pulse was approximately given
by Pðj↓iCaÞ ¼

X
n
PðnÞsin2ðWnt729=2Þ(51) [a

more exact form is given in the supplementary
materials (49)]. Here, t729 is the BSB pulse time
and Wn ≈ h

ffiffiffi
n

p
W0 is the BSB Rabi frequency,

where h ≈ 0.1 is the Lamb-Dicke parameter
and W0 ≈ ð2pÞ90kHz is the bare Rabi fre-
quency. The motional Fock-state population

distributionswere given byPðnjaÞorPðnjfbgÞ,
depending on the state of Nþ

2 . Because 0 <
Pðj↓iCajfbgÞ< Pðj↓iCajaÞ< 1, the outcome of
a single BSBpulsewas insufficient to determine
themotional state and hence theNþ

2 internal
state with high fidelity in a single shot. How-
ever, because the internal state of Nþ

2 was
usually not changed during themeasurement,
the detection sequence—i.e., cooling of the two-
ion string to themotional ground state, prepar-
ing Ca+ in the j↑iCa state, excitingmotion by the
ODF, andmeasuring the result by a BSB pulse—
could be repeated until sufficient statistics
were obtained to distinguish between differ-
entmolecular states. The experiment therefore
represented a QND measurement (28–30).
Distinguishing between the molecular states
j↓iN2

and j↑iN2
is equivalent to distinguishing

between two coins, a and b, with biased prob-
abilities to get heads, h, in a coin toss given by
0< pðhjbÞ< pðhjaÞ< 1 , by repetitively flip-
ping one of the coins N times. For pðhjaÞ ¼
0:52 andpðhjbÞ ¼ 0:06, a fidelity of 99.5% can
be achieved in the coin (state) determination
after N = 22 repetitive coin tosses (QNDmea-
surements) (49).
An experimental demonstration of the pres-

ented QND scheme for molecular-state detec-
tion is shown in Fig. 3. Here, the ODF beams
were turned on for 500 ms with a single lattice-
beam intensity of ~2 × 106 W/m2. The lattice
lasers were detuned by D/2p ≈ −17 GHz from
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Fig. 3. Quantum-nondemolition state detection of N2
+. (A) Blue-sideband

(BSB) Rabi oscillation signal for Nþ
2 in the j↓iN2

state (blue) and in one

of the fj↑iN2
g states (red) as a function of the BSB pulse length t729. Error bars

correspond to 1s binomial errors. The green trace represents a background
measurement of the Rabi oscillation signal without ODF beams. The light-blue
shaded area indicates the region of BSB pulse lengths for which maximum
state-detection contrast was achieved. (B) Time trace of state-detection
attempts. A single state-detection data point is composed of an average of

22 consecutive BSB-measurement results for pulse lengths indicated by
the light-blue shaded area in (A). A threshold of Pðj↓iCaÞ ¼ 0:25 was used to

distinguish between Nþ
2 in the j↓iN2

or fj↑iN2
g states (gray shaded area).

The blue (red) dots indicate assignment of j↓iN2
ðfj↑iN2

gÞ states by the

detection scheme. The dotted black line shows the onset of a quantum jump
out of the j↓iN2

state to one of the fj↑iN2
g states. (C) Histogram of state-

detection attempts. The gray shaded area indicates separation between j↓iN2

(blue) and fj↑iN2
g (red) state-detection assignments.
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theR11(1/2) transition (Figs. 1D and 2). The BSB
pulse time, t729, was scanned in order to ob-
serveRabi oscillations, shown in Fig. 3A.When
theNþ

2 ion was in the j↓iN2
state, a strong Rabi

oscillation was observed (blue), in contrast to
when the Nþ

2 ion was in one of the fj↑iN2
g

states, where almost no oscillation was ob-
served (red). The residual signal of the fj↑iN2

g
states is attributed to imperfect ground-state
cooling of the two-ion crystal rather than mo-
tional excitation by the lattice beams, as can be
seen from a comparison to the background
signal (green) obtained when the ODF beams
were completely turned off.
For the parameters used in the experiment

shown in Fig. 3A, the maximum contrast be-
tween the j↓iN2

and the fj↑iN2
g signals was

reached at t729 ≈ 20 ms. For this BSB pulse time,
Pðj↓iCajaÞ ¼ 0:52 and (Pðj↓iCajfbgÞ ¼ 0:06,
such that 22 QND measurements were suf-
ficient to distinguish between the states at a
confidence level of 99.5% (49). A lower num-
ber of QND measurements would result in a
reduced level of confidence for the state de-
termination. Although a higher number of
QND measurements would increase the de-
tection fidelity, it would reduce the duty cycle
of state determinations. This would imply a
smaller number of state-determination at-
tempts before a state-changing event, such
as off-resonant photon scattering or inelastic
collision with background gas molecules, oc-
curs. Therefore, 22 was chosen as the number
of QND measurements per state-detection at-
tempt to optimize the overall fidelity. Such a

QND determination of the Nþ
2 state is shown

in Fig. 3B. The BSB success probability, Pðj↓iCaÞ,
was determined from the average of the re-
sults of 22 BSB pulses with pulse times in the
range of 16.7 to 26.7 ms (light-blue shaded area
in Fig. 3A). A threshold of Pðj↓iCaÞ ¼ 0:25 was
set to determine whether the molecule was in
the j↓iN2

(“bright”molecule) orfj↑iN2
g (“dark”

molecule) state (blue or red dots in Fig. 3B,
respectively). The molecular state was re-
peatably determined to be “bright” 105 times
with zero false detections. Afterward, the mo-
lecular state was repeatedly determined to
be “dark” 163 times with zero false detections.
Using Bayesian inference, the experimentally
inferred fidelity was 99.1(9)% and 99.4(6)%
for the “bright” and “dark” states, respectively.
The sudden change in the state of the mole-
cule from “bright” to “dark” during the exper-
iment was due to a quantum jump that was
most likely caused by a state-changing colli-
sion with a background gas molecule in our
vacuum system at a pressure of 1 × 10−10 mbar.
The rate of these state-changing events, to-
gether with other types of inelastic processes,
such as chemical reactions, is proportional to the
partial pressure of background gas molecules in
our vacuum system (N2, H2O, H2, and others).

Force spectroscopy

Because the state-detection signal is propor-
tional to the ac-Stark shift experienced by the
molecule, it was used to performmeasurements
of spectroscopic transitions in the molecule.
Such a spectroscopic experiment is demon-

strated on the R11(1/2) spin-rotational com-
ponent of the A2Puðv′ ¼ 2Þ←X 2Sþ

g ðv″ ¼ 0Þ
electronic-vibrational transition in Nþ

2 (Fig.
4). Rabi oscillations on the BSB transition inCa+

resulting from the ODF acting on a molecule in
the j↓iN2

state were measured for different
detunings of the lattice-laser beams from this
resonance. As the resonance was approached,
the ac-Stark shift increased as ~1/D, leading to
a larger excitation, jai, of the ion crystal. The
magnitude of the ac-Stark shift was extracted
from a fit to the Rabi-oscillation signal (Fig. 4,
C and D). The fitting function was experimen-
tally determined by applying a well-defined
force on the Ca+ ion when the Nþ

2 ion was in
one of the fj↑iN2

g states and experienced no
force (49). The use of an experimentally deter-
mined fitting function circumvented the need
for characterizing the exact motional state,
whichmay deviate from ideal coherentmotion
(49). For the chosenODFpulse length of 500 ms,
the Rabi signal was sensitive to ac-Stark shifts
in the interval from2.5 to 13 kHz. To extend the
dynamic range of ourmeasurement, the lattice-
beam powers were scaled to keep the Rabi sig-
nal within the experimental sensitivity range.
Figure 4A depicts such a force spectrum of

this transition. The experimentally measured
ac-Stark shifts were fitted with an e1=j f � f0j
ac-Stark–shift profile to determine the line
center, f0 = 380.7011(2) THz, which agrees
well with previous measurements (41–43)
using ensembles of molecules that yielded re-
sults in the range f0 = 380.7007(3) THz (dashed
green lines in Fig. 4A). The precision of our
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Fig. 4. Nondestructive force
spectroscopy on a single N2

+

molecule. Spectroscopic mea-

surement of the A2Puðv′ ¼ 2Þ←
X2Sþ

g ðv″ ¼ 0Þ, R11(1/2), transition
in Nþ

2 . (A) The blue data points
represent the amplitude of
the ac-Stark shift, DE, normalized by
the lattice-laser intensity, I, and

experienced by the Nþ
2 ion as a

function of the detuning from
resonance, extracted from fits to
BSB Rabi oscillation signals
[(C) and (D)]. Error bars (1s)
correspond to the uncertainty in
the beam intensity and in the
extraction of the ODF strength
from the BSB signals. The red line
is a fit to the experimental data
used to determine the line center.
The green dashed lines indicate
values of the line center reported in the literature (41–43). (B) The blue
data points represent values for Einstein A coefficients of the

A2Puðv′ ¼ 2Þ→X2Sþ
g ðv″ ¼ 0Þ vibronic transition in Nþ

2 extracted from the

measurements in (A). Error bars (1s) are dominated by the measurement error of the
ac-Stark shift in (A). The red line is the mean of all measurements. Different literature

values (44–46) are given by the dashed green lines. (C and D) Two examples of
observed BSB Rabi oscillation signals (blue) for theNþ

2 ion in the j↓iN2
state for lattice-

laser detunings, D/2p, of about −25 GHz and +25 GHz, respectively. Error bars (1s)

correspond to statistical binomial errors. The red line is a fit to determine the ac-Stark
shift experienced by the molecule at the respective lattice-laser detunings (49).
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measurement could be enhanced by using
smaller detunings, but only at the expense of
an increased probability of scattering a pho-
ton at the molecule by the lattice beams and
thus losing the molecular state. As an exam-
ple, for the current experimental parameters
of ~10 GHz detuning and ~10 kHz ac-Stark
shift, an average of 1000 high-fidelity QND
state determination cycles (20,000 BSB pulses)
can be expected before the molecular state
is lost owing to off-resonant scattering (49).
Decreasing the detuning to 100 MHz would
reduce the number of expected QND state de-
terminations to 10 (200 BSB pulses) owing to
the 1/D2 scaling of the scattering rate (com-
pared with the ac-Stark shift scaling of 1/D).
Nevertheless, these measurements should be
possible with efficient and reliable replenish-
ment of molecular ions in the trap. For such
close detunings, our method is expected to
be sensitive to the hyperfine structure of the
transition (53), which was not resolved here
and has, to our knowledge, not yet been ex-
perimentally studied. In this experiment, the
absolute accuracy of the wavemeter used to
evaluate the lattice-laser frequency was esti-
mated to be better than 50 MHz by repetitive
measurements of the P3=2←D5=2 spectroscopic
transition in Ca+ during the experiment.
The electronic-vibrational (vibronic) part

of the Einstein A coefficient, Avibronic, of the
A2Puðv′ ¼ 2Þ→X2Sþ

g ðv″ ¼ 0Þ transition was
extracted fromthe ac-Stark–shiftmeasurements
as shown in Fig. 4B. For each ac-Stark–shift
determination, DE(D) (Fig. 4A), a correspond-
ing valueAvibronic(D) was calculated. Themean
value of Avibronic = 3.98(11) × 104 s−1 is in good
agreement with previous results in the range
Avibronic = 3.87(14) × 104 s−1 (44–46) (Fig. 4B,
dashed green lines). The two data points with
the smallest detuning in Fig. 4B seem to slightly
deviate from the other points. This effectmight
be due to the unresolved hyperfine structure of
the transition, which becomes nonnegligible at
close detunings. Nevertheless, all points were
included in the determination of Avibronic.

Outlook

AQNDdetection of the internal quantum state
of a single molecule with >99% fidelity has
been demonstrated. The fidelity of the state
detection was not limited by the state lifetime
and off-resonant scattering, as is the case in
atomic ions (23, 39), and hence it can be in-
creased even further, at the expense of a slower
data acquisition rate. On the basis of this
detection scheme, an approach formeasuring
spectroscopic line positions and transition
strengths in molecules using force spectros-
copy has been realized.
Theapproachpresentedhere canbe compared

to the pioneering experiment of Wolf et al.
(25), inwhich amotional qubitwas implemented
to detect the internal states of polar MgH+

molecules. Our scheme allows a simpler ap-
proach for state detection by coherently ex-
citing motion, which also readily enables the
extraction of accurate values for spectroscopic
quantities such as transition strengths. Here, a
set of tools was developed for the state prep-
aration and quantum manipulation of apolar
Nþ

2 molecules, which do not couple to the
blackbody radiation field. Although immunity
to blackbody radiation imposes additional tech-
nical challenges, it makes apolar species such
asNþ

2 attractive systems, as demonstrated here
by the excellent state-detection fidelity.
The present QND scheme should be univer-

sally applicable to both polar and apolar mo-
lecular ions. It represents a highly sensitive
method to repeatedly and nondestructively
read out the quantum state of a molecule and
thus introduces a molecular counterpart to
the state-dependent fluorescence on closed-
cycling transitions, which forms the basis of
sensitive readout schemes in atomic systems
(23, 39). It enables state-selected and coherent
experiments with single trapped molecules
with duty cycles several orders of magnitude
higher than previous destructive state-detection
schemes (15, 20). It thus lays the foundations
for vast improvements in the sensitivity and,
therefore, precision of spectroscopic experi-
ments onmolecular ions, as discussed in (36).
The possibility for efficient, nondestructive
state readout also lays the foundation for the
application of molecular ions in quantum-
information and coherent-control experiments,
as are currently being performed with great
success using atomic ions (23). In this context,
the potentially long lifetimes and coherence
times ofmolecular statesmay offer previously
unexplored possibilities for, for example, real-
izing quantum memories. Additionally, the
present scheme also enables studies of cold
collisions and chemical reactions between ions
and neutrals with state control on the single-
molecule level, offering prospects for the ex-
ploration of molecular collisions and chemical
reactionmechanisms in unprecedented detail.
Finally, our approach could be used not only to
detect the quantum state of a single molecule
but also to prepare a quantum state through a
projective measurement down to the Zeeman
level (36), unlike previous schemes (15, 17),
which could prepare only the rovibronic level
of themolecule. The present scheme thus also
potentially represents a key element in the
methodological toolbox of the burgeoning
field of molecular quantum technologies and
the realization of molecular qubits encoded
in the rovibrational spectrum.
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FRUSTRATED MAGNETISM

Realization of the kagome spin ice state in a
frustrated intermetallic compound
Kan Zhao1*†, Hao Deng2*, Hua Chen3*, Kate A. Ross3, Vaclav Petříček4, Gerrit Günther5,
Margarita Russina5, Vladimir Hutanu2, Philipp Gegenwart1†

Spin ices are exotic phases of matter characterized by frustrated spins obeying local “ice rules,” in
analogy with the electric dipoles in water ice. In two dimensions, one can similarly define ice rules
for in-plane Ising-like spins arranged on a kagome lattice. These ice rules require each triangle plaquette
to have a single monopole and can lead to different types of orders and excitations. Using experimental
and theoretical approaches including magnetometry, thermodynamic measurements, neutron
scattering, and Monte Carlo simulations, we establish HoAgGe as a crystalline (i.e., nonartificial) system
that realizes the kagome spin ice state. The system features a variety of partially and fully ordered states
and a sequence of field-induced phases at low temperatures, all consistent with the kagome ice rule.

F
rustration in spin systems can result in
the formation of exotic phases of matter
(1). One example is the pyrochlore spin
ice, inwhich four nearest-neighbor Ising-
like spins sitting at the vertices of a

tetrahedron are forced by the exchange and
dipolar interactions to obey the “ice rule”: two
spins pointing into and the other two pointing
out of the tetrahedron. Such a local constraint
can lead to a macroscopic number of degen-
erate ground states or an extensive ground
state entropy (2–8).
In two dimensions (2D), ice rules can be

similarly defined for in-plane Ising-like classi-
cal spins residing on the kagome lattice (9–11),
which require two-in-one-out or one-in-two-
out local arrangements of the spins on its
triangles. By viewing each spin effectively as a
magnetic dipole formed by two opposite mag-
netic charges or monopoles, the ice rule leaves
either a positive or a negativemonopole (Qm =
±1) at each triangle and gives a ground state
entropy of ~0.501kB per spin, where kB is the
Boltzmannconstant.However, a√3×√3ground
state can be selected by further-neighbor ex-
change couplings or the long-range dipolar in-
teraction (9–11). Consequently, kagome spin
ices show a characteristic multistage ordering
behavior under changing temperature.
Experimentally, kagome spin ices have only

been realized in artificial spin ice systems formed
by nanorods of ferromagnets organized into
honeycomb networks (12–18). However, the
large magnetic energy scales and system sizes
make it challenging to explore the rich phase

diagram of spin ices in the thermodynamic
limit (17, 18). Alternatively, kagome ice behav-
ior has been reported in pyrochlore spin ices
such as Dy2Ti2O7 and Ho2Ti2O7 under mag-
netic field along the [111] direction (19–21). At
the right strength, such a magnetic field can
align the Ising spins on the triangular layers
of the pyrochlore structure; because the field
does not break the kagome ice rule, the in-plane
components of the spins on the kagome layers
can satisfy the rule. However, this is true only
in a narrow range of field strength (<1 T) be-
cause of the weak exchange or dipolar inter-
actions in such systems. Most recently, a
magnetic charge order has been suggested in
the tripod kagome compound Dy3Mg2Sb3O14

(22, 23), and a dynamic kagome ice has been
observed in Nd2Zr2O7 under field along the
[111] direction (24, 25); however, a long-range
spin order does not appear in either case even
at the lowest temperature.
Here, we used multiple experimental and

theoretical approaches to show that the inter-
metallic compound HoAgGe is a naturally exist-
ing kagome spin ice that exhibits a fully ordered
ground state.

Structure and magnetometry measurements
HoAgGe is one of the ZrNiAl-type intermetal-
lics with space group P-62m, which is non-
centrosymmetric. In particular, Zr sites in the
ab plane form a distorted kagome lattice (26, 27)
(Fig. 1A). The distortion is characterized by
opposite rotations of the two types of triangles
in the kagome lattice by the same angle (~15.58°
in HoAgGe) around the c axis. The rotation
breaks the spatial inversion symmetry of a single
kagome layer, although it does not change the
space group of the 3D crystal (28). Previous
neutron diffraction measurements suggested
the presence of noncollinear magnetic struc-
tures of HoAgGe (29), but the powder samples
used in that work yielded limited magnetic
peaks that were insufficient to fully determine
themagnetic structure, especially in thepresence
of frustration. Below, we combine neutron dif-
fraction with thermodynamic measurements
in single-crystalline HoAgGe to reveal its exotic
temperature- and magnetic field–dependent
magnetic structures, which we show to be con-
sistent with the kagome ice rule.
Each Ho3+ atom in HoAgGe has 10 4f elec-

trons. According to Hund’s rules, they should
have the ground state of 5I8 with an effective
magnetic moment meff = 10.6mB, as confirmed
by our Curie–Weiss fitting to the anisotropic
inverse susceptibilities c−1(T) above 100 K (fig.
S2A). At lower temperatures, c(T) for H//b
under 500 Oe exhibits a relatively sharp peak
at 11.6 K (denoted as T2) and another broad
inflection at ~7 K (denoted as T1), which are
more clearly seen in the plot of the temperature
derivative of c(T) (Fig. 1B). Similar behaviors are
also observed for H//a, whereas for H//c, c(T)
monotonically increases with decreasing tem-
perature (27).
Plots of magnetization versus H//b show a

series of plateaus at low temperatures (Fig. 1C).
At T = 5 K, one can clearly identify three meta-
magnetic transitions at H ≈ 1, 2, and 3.5 T. At
each transition, the magnetization changes by
~1/3 of the saturated value (Ms) at H > 4 T. At

RESEARCH

Zhao et al., Science 367, 1218–1223 (2020) 13 March 2020 1 of 6

1Experimentalphysik VI, Center for Electronic Correlations and
Magnetism, University of Augsburg, 86159 Augsburg, Germany.
2Institute of Crystallography, RWTH Aachen University and Jülich
Centre for Neutron Science (JCNS) at Heinz Maier-Leibnitz
Zentrum (MLZ), D-85747 Garching, Germany. 3Department of
Physics, Colorado State University, Fort Collins, CO 80523, USA.
4Institute of Physics, Academy of Sciences of the Czech
Republic, 18221 Prague, Czech Republic. 5Helmholtz-Zentrum
Berlin für Materialien und Energie, D-14109 Berlin, Germany.
*These authors contributed equally to this work.
†Corresponding author. Email: kan.zhao@physik.uni-augsburg.de
(K.Z.); philipp.gegenwart@physik.uni-augsburg.de (P.G.)

Table 1. Summary of HoAgGe single-crystal neutron data refinement results. Because of the
limited number of magnetic and nuclear peaks and the uncertainty in aligning the field exactly with
the b axis, the final refinement factors under field are usually larger than in the zero-field case yet are
still within a reasonable range (mostly smaller than 10%).

Temperature (field) 15 K 10 K 4 K 4 K (1.5 T) 1.8 K (2.5 T) 1.8 K (4 T)

Magnetic space group P-62m P-6′m2′ P-6′m2′ Am′m2′ Am′m2′ Am′m2′
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Magnetic vector (k, k, 0) k = 1/3 k = 1/3 k = 1/3 k = 1/3 k = 0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ho label Ho1 Ho1– Ho3 Ho1– Ho3 Ho1– Ho6 Ho1–Ho6 Ho1, Ho2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ordered moment (mB) 5.2 (1) 7.5 (1) 7.6 (1) 7.6 (2) 7.4 (3)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Neutron peaks,
independent peaks

535,
106

330,
99

971, 217 234, 164 254, 157 220, 137
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Magnetic refinement
factor (R, wR) (%)

2.95,
3.89

5.20,
6.27

3.38,
3.98

8.61,
10.85

5.90,
7.19

6.52,
8.18

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .



lower temperatures (1.8 K in Fig. 1C), two ad-
ditional small plateaus with a jump of ~1/6Ms

appear at 0.9 and 3.2 T, respectively, accom-
panied by a small hysteresis. TheM(H) curve
for H//a also shows well-defined plateaus,
albeit at different ranges of field (fig. S2B),
whereas no plateaus are observed forH//c (fig.
S2E). AnH–T phase diagrambased on temper-
ature dependence of the peaks in field derivative
ofM(H) curves (fig. S2, C andD) is constructed
in Fig. 1D. Together with the c(T) data above,
the lack of any clear magnetic transitions for
H//c confirms that the Ho spins in HoAgGe
are constrained in the ab plane and have ad-
ditional in-plane anisotropies, similar to those
in the isostructural compounds TmAgGe and
TbPtIn (30).

Magnetic structures determined from
neutron diffraction

To fully determine the nontrivial spin struc-
tures of HoAgGe, we performed single-crystal
neutron diffraction experiments down to 1.8 K
and underH//b up to 4 T (31). Below the high-
temperature transition T2 = 11.6 K, a magnetic
peak appears at (1/3, 1/3, 0) (Fig. 2A and fig.
S4A), indicating a √3 × √3 magnetic unit cell
(the green rhombus in Fig. 2B). Below 10 K,
most nuclear sites exhibit almost constant in-
tensity but the broad transition at T1 induces
additional magnetic contribution at certain
structural diffraction sites, such as (1, 0, 0)
(Fig. 2A, inset).
According to neutron data at 10 K (fig. S5A),

the magnetic structure belongs to the mag-
netic space group P-6′m2′ (Table 1), which has
three nonequivalent Ho sites labeled by Ho1,
Ho2, andHo3 in Fig. 2B. Six otherHopositions
in the magnetic unit cell are obtained from
above three Ho sites by threefold rotations
around the c axis. Because there are no mag-
netic contributions at nuclear sites at 10 K, the
simplest possibility for (MHo1,MHo2,MHo3) is
(M, –M, 0), withM determined to be 5.2(1)mB
(Table 1 and fig. S10B). This corresponds to
Ho1 andHo2 exhibiting orderedmoments of
the same size but opposite directions and
Ho3’s moment fluctuating without order-
ing. Such a partially ordered magnetic struc-
ture is shown in Fig. 2C, with the ordered
moments forming clockwise or counterclock-
wise hexagons separated by the unordered
moments. The structure thus has a nonzero
magnetic toroidal moment defined by t ¼
1
V ∫d3rr�M (32). Similar partially ordered
structures have also been observed in the
isostructural Kondo lattice CePdAl below
2.7 K with easy c-axis anisotropy (33) and in
hexagonal UNi4B below 20 K, with 2/3 of
U moments forming in-plane clockwise hex-
agons (34).
Below T1 ~7 K, Ho3 moments also enter the

long-range order, as indicated in the inset of
Fig. 2A. Refinement of neutron data at 4K (figs.

S5B and S10C) leads to the magnetic structure
shown in Fig. 2E, which also has the P-6′m2′
symmetry, with (MHo1,MHo2,MHo3) = (M, –M,
–M) andM = 7.5(1)mB. As illustrated in Fig. 2F,
this fully ordered ground state includes alter-
nating clockwise and counterclockwise hexa-
gons of spins, and another 1/3 of hexagons
consisting of three pairs of parallel spins.
This is exactly the √3 × √3 ground state of the
classical kagome spin ice predicted theoret-
ically before (35–37).

To confirm that HoAgGe is indeed a kagome
spin ice, however, it is necessary to show that
the ice rule is established even outside the
fully ordered ground state (9–11). The kagome
ice rule requires dominating nearest-neighbor
ferromagnetic coupling between coplanar spins
with site-dependent Ising-likeuniaxial anisotropy
(9–11). Using neutron diffraction under mag-
netic fields, we show that these requisites are
indeed satisfied in HoAgGe. Figure 2D displays
the neutron-scattering integrated intensities of
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Table 2. The four low-energy (<1 meV) CEF modes of Ho3+ in HoAgGe.

Irreducible representation Wave functions

G2 − 0.6186(|7> +|−7>) − 0.1871(|5> +|−5>) − 0.2591(|3> +|−3>)
+ 0.1234(|1> +|−1>)

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

G4 − 0.6209(|7> −|−7>) − 0.1961(|5> −|−5>) − 0.2636(|3> −|−3>)
− 0.0814(|1> −|−1>)

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

G3 − 0.0780(|8> −|−8>) − 0.6256(|6> −|−6>) − 0.1512(|4> −|−4>)
− 0.2822(|2> −|−2>)

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

G1 0.0938(|8> +|−8>) + 0.6472(|6> +|−6>) + 0.1865(|4> +|−4>)
+ 0.1257(|2> +|−2>) − 0.2083|0>

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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the magnetic peaks at (–1/3, 2/3, 1) (fig. S4B)
and (1/3, 4/3, 1) versus the strength of the mag-
netic field along the b axis at 4 K. Overall, the
intensity decreases with increasing field and
disappears atH> 3.2 T, with sudden changes at
themetamagnetic transitions depicted in Fig. 1,
C and D, suggesting the shrinking of the mag-
netic unit cell in field. To obtain further infor-
mation, we refined the magnetic structures at
the three majorM(H) plateaus from the neu-
tron scattering. The magnetic field breaks the
threefold rotational symmetry and turns the
ground state magnetic space group P-6′m2′
into Am′m2′, with the nine Ho moments in

the √3 × √3 unit cell forming six nonequivalent
groups (Fig. 2G).
Figure 2, G to I, shows the magnetic struc-

tures at the threemajor plateaus obtained from
the neutron data taken at 1.8 K and H = 1.5,
2.5, and 4 T along the b axis (also see Table 1
for the refinement factors). One first notices
that all of themcanbeobtained from the ground
state by reversing certain Ho spins, with negli-
gible rotation from their local Ising axis (31).
This is strong evidence for the Ising-like ani-
sotropy of theHomoments, with the local easy
axes defined by a perpendicular mirror plane
through each atom. The Ising-like anisotropy

is further confirmed by our crystalline electric
field (CEF) calculations below.Moreover, in all
three structures, the spins are always reversed
in such away that the one-in-two-out or two-in-
one-out ice rule is satisfied but the total mag-
neticmoment along b increaseswith increasing
field. AtH=4T, themagnetic unit cell becomes
identical to the structural unit cell (14, 15, 18)
and has the largest possible net moment allowed
by the ice rule. This is further corroborated by
the identical magnetization jump of 1.7mB/Ho
at the three metamagnetic transitions at 1.8 K
(fig. S2B). Assuming the magnetic structures
in Fig. 2, G to I, this jump can be translated to
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an ordered moment size ofM = (9/2) × 1.7mB =
7.65mB, roughly consistent with that determined
fromneutron data at zero field [7.5(1)mB at 4 K
and 5.2(1)mB at 10 K]. These results indicate
that the Ho moments at low temperatures are
constrained by the kagome ice rule. The meta-
magnetic transitions result from the competi-
tion between the external magnetic field and
theweaker, further than nearest-neighbor coupl-
ings that do not affect the ice rule. For a de-
tailed analysis of the three magnetic structures,
see (31).

Specific heat and magnetic entropy

Having established the existence of the kagome
ice rule in HoAgGe at low temperatures, we
thenproceeded to examine the thermodynamic
behaviors of kagome spin ice. To this end, we
isolated the magnetic contribution to the spe-
cific heat Cmag by subtracting the contributions
from nuclei, lattice vibrations, and itinerant
electrons (31). Figure 3A shows the Cmag thus
obtained from 136Kdown to 0.48K. In addition
to the twopeaks atT1 andT2, another broadpeak
appears at 26 K (discussed further below).
Figure 3B shows themagnetic entropy Sm(T)

obtained by integrating Cmag(T)/T from (nom-

inally) T = 0 K. At high temperatures (>100 K),
Sm approaches Rln17, consistent with the 5I8
state of an isolatedHo3+ and close to that of the
structurally similar intermetallic compounds
HoNiGe3 (38) and Ho3Ru4Al12 (39). For the
ideal kagome spin ice, however, Sm should ap-
proach Rln2 at high temperatures because of
the Ising anisotropy. The temperature depen-
dence of the magnetic entropy of HoAgGe thus
must be analyzed together with the CEF split-
ting of the Ho3+ J = 8 multiplet (see below).
Short-range spin ice correlations stemming

from the kagome ice rule can lead to a broad
peak in specific heatCmag(T) at the temperature
scale corresponding to the nearest-neighbor
exchange coupling (10, 11). To investigate the
origin of the broad peak at 26 K in Fig. 3A, we
also investigated Lu1-xHoxAgGe (x = 0.52 and
0.73). Because Lu3+ is not magnetic, the ex-
change interaction between Ho moments is
suppressed as x decreases, whereas the CEF
splitting that can lead to the Schottky anomaly
should not change much. As shown in fig. S11,
the T1 and T2 for themagnetic transitions shift
down to 8 and 4 K for Lu0.27Ho0.73AgGe, and
for Lu0.48Ho0.52AgGe, T2 shifts to 5 K with T1 <
1.8K.However, in both cases, the broad anomaly

in the Cmag curves still appears at ~26 K. We
therefore conclude that the broad peak is a
Schottky anomaly caused by the CEF splitting
of the Ho3+ multiplet.
To clearly see the effects of short-range cor-

relations caused by the exchange interaction
between Ho moments, we subtracted the nor-
malized Lu1-xHoxAgGemagnetic specific heat
from that of pure HoAgGe (Fig. 3C). The re-
sulting DCmag is almost constant (within the
error bar) above 20 K, but increases as T
goes below 20 K until reaching a maximum
at the transition to the partially ordered state;
therefore, short-range spin ice correlations still
exist below 20 K. However, the broad peak
characteristic of an ideal kagome ice model
(10, 11) is absent, which will be discussed fur-
ther below.

Inelastic neutron scattering and CEF analysis

To determine to what extent the Ho spins can
be approximately viewed as Ising, we next dis-
cuss the CEF effects. According to the local
orthorhombic symmetry (point group C2v) of
Ho sites in HoAgGe, CEF splits the 17-fold mul-
tiplet of a non-KramersHo3+ ion into 17 singlets.
To directly probe theCEF splitting,we conducted
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inelastic neutron scattering (INS) experiments
of HoAgGe crystals using the time-of-flight
spectrometer NEAT at Helmholtz Zentrum
Berlin (31, 40). To minimize the influence of
internal fields caused by magnetic exchange
interactions in the presence of long-range
order (41), we chose to conduct the measure-
ments at 10 K, very close to T2, with incident
neutron wavelengths of 2.4 and 3 Å. Clear CEF
modes, which are independent of momentum
transferQ, appear between 4 and 6 meV (Fig.
3D). The same modes are also observed in
the INS spectra at 50 K in fig. S14B, indicating
that the internal field is already very weak at
10 K. Additional CEF modes with broad fea-
tures appear between8 and 11meV in fig. S14A.
With an incident neutron wavelength of 5 Å
(3.27 meV) at 15 K, a continuum feature ap-
pears in the quasi-elastic scattering plane
(DE < 0.2 meV) in fig. S14C, indicating diffuse
scattering, which is consistent with the ob-
servation of short-range spin correlations below
20 K in Fig. 3C.
Using the INS data at 10 K and themagnetic

specific heat result >20 K in Fig. 3A, we did a
combined fitting (Fig. 3E) to obtain the CEF
Hamiltonian. The nine CEF parameters from
the fitting are listed in table S3. As shown in
Table 2, among the 17 CEF levels, the lowest
four with energies <1meV should be themajor
ones contributing to the kagome ice behavior
at low temperatures. The other 13 CEF modes
are listed in table S4. The four low-energy CEF
modes indeed have Ising-type anisotropy, as
shown in Fig. 3F. Under amagnetic field along
the local Ising axis, the Ho moment steeply
increases to 7.7mB at 1 T (8.1mB at 6 T), which
is much larger than 6.5mB and 4.0mB for fields
along the two perpendicular directions at 6 T.
Because the CEFHamiltonian does not include
the effect of exchange coupling between Ho
moments, which is of similar size to the sepa-
ration between the lower CEF levels, it may
not fully account for the anisotropy of the
moments, especially at low temperatures.

Classical Monte Carlo simulations
Based on the experimental evidence presented
above, we propose a classical spin model con-
sisting of Ising-like in-plane spins on the 2D
distorted kagome lattice of the [0001] plane of
HoAgGe. The spins are coupled to one another
through exchange couplings and long-range di-
polar interactions and to external magnetic fields
through Zeeman coupling. The comprehensive
M(H) data and magnetic structures from neu-
tron scattering allow us to extract the exchange
couplings up to the fourth nearest neighbor,
with implicit summation over periodic images
along the c axis (31). The exchange couplings
are found to be dominant over the dipolar in-
teraction, quite different from the pyrochlore
spin ices Dy2Ti2O7 and Ho2Ti2O7, as well as
Dy3Mg2Sb3O14 (22, 23), where they are com-
parable. This is likely a result of the relatively
strong RKKY-type interaction between Homo-
ments (27). As a check, we calculated theM(H)
curves for H along the b and a axes at T = 1 K
through Monte Carlo simulations (Fig. 4A),
which were consistent with the experimental
results in Fig. 1C and fig. S2B. We did not con-
sider the effects of the Dzyaloshinskii–Moriya
interaction (31).
Monte Carlo simulations of the classical

spin model on an 18 × 18 lattice with periodic
boundary conditions give three peaks in the
specific heat versus temperature plot, as in
the experiment (Fig. 4B). The positions of the
two peaks of C(T) at lower temperatures agree
well with the experimental data in Fig. 3B. The
broad peak at the highest temperature (de-
noted as T3) is due to the gradual development
of ice rule correlations for Ising spins. T3 is
mainly determined by the nearest-neighbor
exchange coupling, which, however, is not fixed
by the experimental data. Because Ho3+ in the
realmaterial is not Ising like at T > 20K owing
to a strong population of higher CEF levels,
such a peak does not have to be present in the
experiment (31). The ground state and the par-
tially ordered state can both be reproduced by

theMonte Carlo simulations (fig. S16). We thus
believe that the classical spinmodel captures
the main characteristics of the magnetism of
HoAgGe at low temperatures.
The temperature dependence of the magne-

tic entropy in Fig. 4C confirms that the peaks
of C(T) at T3 and T1 in Fig. 4B correspond to
the formation of spin ice correlations and the
fully ordered ground state, respectively, similar
to what was predicted for dipolar kagome ice
(10, 11). However, the peak at T2 in Fig. 4B does
not correspond to the transition into the “mag-
netic charge order” in dipolar kagome ice, which
has an entropy of 0.108kB per spin (10, 11). In
fact, the magnetic charge order is destabilized
by the further-neighbor exchange couplings
in our model. By contrast, the Monte Carlo
simulations of the short-range kagome ice, with
ferromagnetic nearest-neighbor coupling and
antiferromagnetic second–nearest-neighbor cou-
pling (9) indeed give an intermediate state
similar to that in Fig. 2C through first-order
transitions. Simple counting gives an entropy
of kB

3 ln2≈0:231 kB per spin for the partially
ordered state shown in Fig. 2B. However, it
has been shown more recently that the state
shown in Fig. 2C (and the ground state aswell)
has a Z6-order parameter, similar to a six-state
clock model, and the transition into it should
be of the Kosterlitz–Thouless (KT) type (37).
Our model (as well as the physical system)

is different from both dipolar and short-range
kagome ice cases because of the coexistence
of the further-neighbor exchange couplings
and the long-range dipolar interaction. The pre-
cise nature of the two low-temperature tran-
sitions in our 2Dmodelmay only be elucidated
through comprehensive finite-size scaling anal-
ysis, which deserves a separate study. It also
remains an open question how the transitions
are influenced by the long-range tail of the
RKKY interaction. In reality, however, the KT
transition may not be very likely in the 3D
HoAgGe, especially considering the strong ex-
change coupling between neighboring kagome
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Fig. 4. Monte Carlo simulations of the 2D classical spin model for HoAgGe. (A) M(H) curves at 1 K for H along the a and b axes. (B) Temperature dependence of
the specific heat per spin. (C) Magnetic entropy per spin calculated from the specific heat. The three horizontal dashed lines correspond to ln2 ≈ 0.693 (paramagnetic

Ising), 0.501 (short-range ice order), and 1
3 ln2≈0:231 (toroidal order), respectively. An 18 × 18 cell was used for the calculation.

RESEARCH | RESEARCH ARTICLE



planes (31). Another piece of experimental evi-
dence is the critical exponent b = 0.321(3) of
the (1/3, 1/3, 0) peak intensity nearT2 (fig. S4A),
which indicates the 3D Ising nature of the
magnetic order (42).

Discussion

Although the Monte Carlo simulations of the
classical spin model described above are in
partial agreement with our experiments, they
do not explain the experimental value of the
magnetic entropy Sm = 10.38 J·mol−1K−1 ≈
1.248R at T2, which is very different from the
0.231R given by the model. Qualitatively, the
discrepancy should be a result of the thermal
population of multiple low-lying CEF levels
of Ho3+; however, this leads to the question of
why the classical Ising Hamiltonian is appli-
cable. In pyrochlore systems such as Dy2Ti2O7,
the classical Ising behavior is a consequence of
the dominance of CEF splitting over exchange
and dipolar interactions. This leads to an ef-
fective pseudospin-1/2 Hamiltonian with only
the pseudospin components along the local easy
axes present (43). These pseudospin components
are thus good quantum numbers, justifying the
use of the classical Ising Hamiltonian.
In HoAgGe, metallicity simultaneously sup-

presses the CEF splitting of Ho3+ ions and en-
hances the exchange coupling between them,
making the two energy scales comparable at
least for the low-lying CEF levels. Thus, the
large (J = 8) Ho3+ moments in HoAgGe at
moderately low temperatures, when multiple
CEF levels are occupied, are closer to semi-
classical spins with strong single-ion anisotropy.
Such a semiclassical model can still be mapped
to an Isingmodel at the expense of introducing
further-neighbor exchange interactions (44),
which serves as an explanation for the apparent
validity of the classical Ising Hamiltonian for
HoAgGe. A complete understanding of the
entropy data awaits a full quantummechanical
description of the system. It is worth noting
that the deviation froman ideal spin-1/2 system
canalso lead to strongerquantumfluctuations, as
in the cases of Tb2Ti2O7 (45) and Tb2Sn2O7 (46).
The metallic nature of HoAgGe not only

makes it a high-temperature (compared with
pyrochlore spin ices) kagome ice, but may also
lead to exotic phenomena such as the interac-
tion between electric currents and the magnetic
monopoles or the toroidal moments, the rela-
tionship between the noncollinear ordering
and the anomalous Hall effect (47–50), and

metallic magnetoelectric effects caused by
broken inversion symmetry (51). Our results
suggest that ZrNiAl-type intermetallic com-
pounds are a prototypical family of kagome
spin systems thatmay host other exotic phases
beyond the classical spin liquid (52, 53) and
deserve further investigation.
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STRUCTURAL BIOLOGY

Structure of CD20 in complex with the therapeutic
monoclonal antibody rituximab
Lionel Rougé1, Nancy Chiang2, Micah Steffek3, Christine Kugel4, Tristan I. Croll5, Christine Tam4,
Alberto Estevez1, Christopher P. Arthur1, Christopher M. Koth1, Claudio Ciferri1, Edward Kraft4,
Jian Payandeh1,2*, Gerald Nakamura2*, James T. Koerber2*, Alexis Rohou1*

Cluster of differentiation 20 (CD20) is a B cell membrane protein that is targeted by monoclonal
antibodies for the treatment of malignancies and autoimmune disorders but whose structure and
function are unknown. Rituximab (RTX) has been in clinical use for two decades, but how it activates
complement to kill B cells remains poorly understood. We obtained a structure of CD20 in complex with
RTX, revealing CD20 as a compact double-barrel dimer bound by two RTX antigen-binding fragments
(Fabs), each of which engages a composite epitope and an extensive homotypic Fab:Fab interface. Our
data suggest that RTX cross-links CD20 into circular assemblies and lead to a structural model for
complement recruitment. Our results further highlight the potential relevance of homotypic Fab:Fab
interactions in targeting oligomeric cell-surface markers.

T
he integral membrane protein cluster of
differentiation 20 (CD20) is a B cell–
specific marker and a clinically validated
therapeutic target for B cell malignan-
cies and autoimmune conditions (1). It is

ubiquitously expressed on circulating B cells
(2) and is predicted tohave four transmembrane
helices (TMs) with two extracellular loops, ECL1
and ECL2, the second of which is much longer
and contains a disulfide bond (fig. S1A). These
topological features are conserved among a
group of membrane proteins called MS4A
(membrane-spanning 4-domain family, sub-
family A), which includes 18 proteins identi-
fied through similarities between their amino
acid sequences but whose biological functions
aremostly unknown (3). Aside from structures
of short ECL2 peptide segments from CD20
(4–6), there exists no high-resolution struc-
tural data on anyMS4A familymember beyond
predictions of secondary structure and mem-
brane topology. Although CD20 is the best-
studiedmember of the family, even its oligomeric
state is poorly understood: Available evidence
suggests that it associates into homo-oligomers
and complexes with other proteins (7–9). In
addition, the function of CD20 remains an
area of active debate. Early work suggested
that CD20 functions as an ion channel because
overexpression and knockout of CD20 can in-
crease or decrease Ca2+ conductance in B cells,
respectively (7, 10). However, more recent work

showed that CD20+ B cells lacking the B cell
receptor are unable to initiate calcium signal-
ing, suggesting that CD20 indirectly regulates
calcium release downstream from the B cell
receptor (11).
CD20-targeted therapies revolutionized the

treatment of B cell malignancies and auto-
immune disorders, starting with the monoclo-
nal antibody (mAb) rituximab (RTX; Rituxan),
which was the first approved therapeutic mAb
for cancer and continues to be the benchmark
for second- and third-generation mAbs (1, 12).
Another anti-CD20 mAb, ocrelizumab (OCR;
Ocrevus), is now used in the treatment of mul-
tiple sclerosis (13). Although all anti-CD20mAbs
act by depleting B cells, they use at least four
distinct mechanisms (14): direct cell death, Fc
receptor effector functions through antibody-
dependent cellular cytotoxicity and phagocy-
tosis, and complement-dependent cytotoxicity
(CDC). Each therapeutic antibody varies in its
ability to trigger each pathway and there is no
molecular-level understanding of why this is
the case, but these distinct functional effects
have been useful in categorizing anti-CD20
mAbs into either type I or type II (1, 14). Ritu-
ximab is the prototypical type I mAb, charac-
terized by high CDC activity and the ability to
cluster CD20 into lipid rafts (12, 15). Other type
I mAbs include OCR and ofatumumab [OFA;
(16)]. Type IImAbs such as obinutuzumab (OBZ;
Gazyva) and tositumomab (Bexxar) exhibit low
CDC activity and lack the ability to localize
CD20 into lipid rafts but induce higher levels
of direct cell death (17).
These broad categorizations do not explain

howCD20:mAbbinding andmAb features lead
to different modes of action. One hint at a
possible molecular underpinning for these
differences is that twice as many type I mAbs
bind the surfaces of CD20+ cells as type IImAbs
(18), suggesting that CD20:mAb binding stoi-
chiometry plays a role, though it is not clear

how such strict stoichiometry might arise.
Adding to thismystery, some type II and type I
mAbs (e.g., OBZ and RTX) have overlapping
epitopes centered around the 170Ala-Asn-Pro-
Ser-Glu174 (170ANPSE174) motif of ECL2, whereas
at least one type ImAb (OFA) has a completely
separate, nonoverlapping epitope involving
ECL1 and another part of ECL2 (14, 19). Thus,
the location of the epitope on CD20 cannot be
the sole determinant of mAb stoichiometry or
of therapeuticmodeof action.Howdoantibodies
with virtually identical epitope sequences
centered on 170ANPSE174 bind with different
stoichiometries and trigger notably different
responses? One hint comes from epitope fine-
mapping studies showing that residue Asn176

of ECL2 is involved in OBZ binding, but not
RTX binding, and that OBZ binds to ECL2
peptides (but not CD20+ cells) with higher af-
finity than RTX (5); another hint comes from
x-ray crystallographic structures of peptide-
bound antigen-binding fragments (Fabs) of
RTX, OCR, and OBZ, in which RTX and OCR
approach the ECL2 epitope at a similar angle,
tilted approximately 70° away from the angle
at which OBZ approaches the same peptide
(4–6). However, in the absence of a structure
of full-length CD20 or of a MS4A homolog, it
is difficult to speculate how such differences
in binding geometrymight affect overall bind-
ing stoichiometry anddictate therapeuticmode
of action.

Results
CD20 forms dimers bound by two RTX Fabs

To facilitate biophysical and structural analy-
ses, we produced human CD20 recombinantly
in insect cells and optimized the construct for
increased expression (fig. S1A). After solubili-
zation and purification in the mild detergent
glyco-diosgenin (GDN), CD20 was found to be
further stabilized by cholesterol hemisuccinate
(CHS; fig. S2). Analyzed in GDN-CHS buffer,
size exclusion chromatography with multi-
angle light scattering (SEC-MALS) indicated
that purified CD20 forms stable complexes
in 2:2 stoichiometry with RTX Fabs and 2:1
stoichiometry with OBZ Fabs (fig. S1, C to E,
and table S1). Fab binding to purified CD20was
subsequently evaluated using biolayer inter-
ferometry (BLI; Fig. 1A) and surface plasmon
resonance (SPR; table S2), revealing sensor-
grams consistent with a two-state 2:2 binding
of RTX [dissociation constant (KD) = 21.4 nM,
SPR], and with 2:1 binding of OBZ Fab (KD =
58.8 nM, SPR). Imaging the resulting CD20:
Fab complexes by negative-stain electron mi-
croscopy (nsEM) showed that eachCD20particle
is bound by either two RTX Fabs or a single
OBZ Fab (Fig. 1B). Cryogenic electronmicros-
copy (cryo-EM) imaging of theRTX:CD20 com-
plex allowed us to determine its structure to a
resolution of 3.3 Å (fig. S3), resulting in a near-
complete atomic model of the complex (Fig. 1C).
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The CD20 fold
The RTX:CD20 complex is Y shaped, with the
two RTX Fabs poised on the extracellular face
of CD20. CD20 conforms to the predicted four-
TM arrangement, with its four TMs arranged
antiparallel and clockwise when viewed from
the extracellular side (Fig. 2, top view). The core
of each CD20 monomer presents a compacted
rectangular fold measuring ∼25 Å by ∼20 Å by
∼50 Å (Fig. 2). Despite low overall sequence
identity across the MS4A family (∼30%), the
structure of CD20 reveals that key structural
elements are likely shared by all members (fig.
S4A). Most notable is a constellation of highly
conserved, small residues that allow for the
close interhelical packing observed inCD20 and
are found along TM1 (Gly53, Gly60, Gly67), TM2
(Gly90, Ser97, Gly98), andTM3 (Ser123, Gly130) (fig.
S4A). A set of larger residues contributed by
TM2 (Tyr86, Tyr94) and TM4 (Leu194, Met197,
Ala201, Gln204) form the bulk of the tightly
packed TM-helical core (Fig. 2B) and are con-
served as similarly bulky residues in theMS4A
family (fig. S4A). Notwithstanding some con-
formational heterogeneity observed at the intra-
cellular end of TM1, the close interdigitation of
highly conserved residues over ∼30 Å creates a

tightly sealed four-TM bundle within the CD20
monomer that is inconsistent with the forma-
tion of a transmembrane permeation pathway.
In contrast to the conserved transmembrane

core, the extracellular loops of theMS4A family
are extremely diverse in sequence (fig. S4A). In
CD20, the first extracellular loop (ECL1) is short
and largely shielded by ECL2, leaving only Ile76

and Tyr77 exposed (Fig. 2A). The first half of
the approximately 35-residue-long ECL2 is
an amphipathic sequence that may partially
partition into the membrane region and sur-
rounds the perimeter of the four-helix bundle
until it kinks into a single-turn a helix (Asn153

to Arg156), which marks the start of ECL2’s
extracellular segment (Fig. 2A). Following
the a helix, residues His158 to Ile164 form a
circumflex-shaped cap above ECL1, and Ile164

and Tyr165 appear to plug a cavity at the center
of the square CD20 fold. The remaining part of
ECL2 is stapled by the landmark disulfide bond
between Cys167 and Cys183, which is located on
an N-terminal extension of TM4 (Fig. 2, side
view). This region of ECL2, akin to a turret, is
by far the most solvent-accessible region of
CD20 and contains the known peptide epitope
(170ANPSE174) formost anti-CD20antibodies (14).

A search of the Protein Data Bank for
structures similar to CD20 identified claudin-3
and CD81 as the nearest matches (20, 21). Al-
though both present similar topologies, struc-
tural superposition with CD20 demonstrates
poor overall correspondence (fig. S4B). For
example, the transmembrane cavity and
cholesterol-coordinating acidic residue present
in CD81 (20) are absent in CD20, and although
claudins appear to share a similar core four-TM
packing with CD20, they display a different
topology and distinct oligomeric assembly in-
terfaces.We conclude that the three-dimensional
structure of CD20 represents a distinct mem-
brane protein fold.

CD20 is a dimer

Previous studies have suggested that CD20
exists as a dimer or a tetramer (7–9). Viewed
from the extracellular side, CD20 forms a
dimeric double-barrel assembly of approximate
dimensions 20 Å by 50 Å (Fig. 2, top view). Two
square CD20 subunits abut each other to form
a four-helix antiparallel transmembrane coiled
coil involving the upper halves of TM1 (Leu61,
Phe62, Ala65, Leu69) and TM4 (Leu189, Ile193,
Val196, Phe200) from each protomer (Fig. 2D).
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Fig. 1. Characterization of CD20:Fab complexes and cryo-EM structure of
CD20:RTX Fab. (A) BLI traces. A serial dilution of RTX (left) or OBZ (right)
Fabs was flowed in for the first 1500 s of the experiments, followed by a
dissociation step. (B) nsEM of expressed, solubilized, and purified CD20 in
complex with RTX (left) or OBZ (right) Fab. Scale bars, 50 Å. (C) Cryo-EM

reconstruction of the CD20:RTX Fab complex at a resolution of 3.3 Å. An
isosurface rendering, with the GDN micelle rendered in transparent gray,
the RTX Fab heavy chain in purple, and the light chain in pink is shown on
the left. Two orthogonal side views (along the plane of the membrane) of a
ribbon rendering of the structure are shown on the right.
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The residues at this intersubunit interface are
involved in hydrophobic and van der Waals in-
teractions. In the intracellular half of the trans-
membrane domain, dimerization is mediated
by homotypic contacts between symmetry-
related TM1 residues (Thr51, Ala54, Val55,Met58).
The close, complementary packing and exten-
sive hydrophobic surface contact at the CD20
dimer interface does not support the existence
of an interprotomer transmembrane conduc-
tion pathway. Additionally, structure-based se-
quence alignment suggests that a CD20-like
dimer interfacemay be shared across theMS4A
family (fig. S4A).
The dimeric assembly of CD20 is reinforced

by extensive contacts between the extracellular
⍺-helical extension of TM4 and the solvent-
exposed region of ECL2. Here, numerous hy-
drophobic interactions and some polar contacts
(Ser179 to Ser179′; Gln181 to the backbone amide
of Tyr161′) contribute to the interface (Fig. 2C).
In total, the CD20 dimer buries 1656 Å2 of
surface area and has a shape complementarity
score of 0.53, comparable to many established
dimeric integral membrane proteins [e.g.,
(22, 23)]. We further examined Tyr182, located
near the symmetry axis in CD20, and found
that mutation to cysteine (Tyr182Cys) resulted

in purification of a covalent dimeric species in
the absence of RTX (fig. S1F), consistent with
the dimeric assembly observed in our struc-
ture. Overall, we conclude that CD20 forms a
tight dimeric assembly that places ECL2 loops
in close proximity to each other and presents
its main epitope (170ANPSE174) in closely as-
sociated pairs, less than 20 Å apart.

ECL2 of CD20 is simultaneously recognized by
two RTX Fabs

Previous studies have established that the prin-
cipal epitope of RTX is centered on the ECL2
sequence 170ANPSE174 (14). In our structure,
this core epitope is simultaneously bound by
two Fabs, whichwe denote RTX andRTX′ (Fig.
3). The RTX Fab sits atop the CD20 proto-
mer, engaging ECL2 at a shallow angle (∼22°)
relative to the membrane plane (Fig. 3, side
view), likely precluding engagement of CD20
by a single immunoglobulin G (IgG). RTX en-
gulfs the core epitope through numerous
van der Waals packing contacts as well as
multiple polar interactions, including the
hydrogen-bond pairs HC.Ser58–Pro169 (back-
bone), HC.His35–Asn171, and HC.Asn33–Ser173

(backbone and side chain), where HC indicates
heavy chain. The second (RTX′) Fab extends its

heavy-chain variable loop 3 (H3) across the
dimer interface to present HC.Tyr97′, which in-
teracts withGlu174 of CD20 (Fig. 3A). At the apex
of ECL2, Ser173 organizes an extended network
of hydrogen bonds spanning from HC.Asn33,
through Glu174, to HC.Tyr97′ (Fig. 3B). This
key interaction network is clamped by both
Fabs: Ser173 is stabilized byHC.Tyr52, Glu174 is
sandwiched byHC.Trp100b andHC.Gly100′, and
HC.Tyr97 is stabilized by HC.Trp100b.

The CD20:RTX complex reveals a distinct
secondary epitope

Our structure reveals a second CD20 epitope
formed by ECL1 and ECL2 and contacted by
complementarity-determining region (CDR)
loop L1 of RTX (Fig. 3D). Completely distinct
fromthe classic ECL2 turret epitope 170ANPSE174,
this secondary epitope is recognized primarily
by light-chain (LC) residues LC.Ser28, LC.Ser29,
and LC.Ser31. Residues LC.Ser28 and LC.Ser29

are positioned tomake van derWaals contacts
with Ile76 of ECL1 and Pro160 of ECL2, respec-
tively. The side chain of LC.Ser31 is situated atop
ECL2’s circumflex cap and interfaces with
both CD20 protomers: It stabilizes Tyr161 in a
CH2-arene-CH2 sandwich also involving Pro160

while its hydroxyl moiety makes van der Waals
contacts with Pro178′, which caps the TM4
a-helical extension of the CD20′ protomer.
Earlier crystallographic studies of the primary
ECL2 turret epitope in complex with RTX had
measured a buried surface area of only 440 Å2

(4), but these L1-ECL1/2 interactions increase
the contact surface area by almost 50%, to
~640Å2 (Fig. 4B), suggesting that this secondary
epitope likely contributes substantially toRTX’s
affinity for CD20.

RTX Fabs are engaged in homotypic contacts

The close proximity (∼20Å) of the two primary
epitopes displayed by the CD20 dimer results
in the RTX Fabs accommodating each other
along a homotypic interface between their
heavy chains (Fig. 3). CDR loop 3 (H3) domi-
nates the Fab:Fab interface, engaging with its
symmetrymate (H3′) andwith theH1′ andH2′
loops. Residue HC.Tyr97, which is germline-
encoded by means of the D gene segment (fig.
S6A), seems essential to the Fab-Fab interac-
tion: Its Cb and Cg atoms make close van der
Waals contacts with their symmetry mates
across the dimer axis while its aromatic ring
stabilizes the backbone of the H3 loop and its
hydroxyl hydrogen-bonds with Glu174′ of the
contralateral CD20′ protomer (Fig. 3, A and B).
Two key additional Fab:Fab interactions are
mediated by HC.Ser31′, whose backbone and
side chain directly engageHC.Gly99while its side
chain contacts LC.Tyr49 andHC.Tyr98 (Fig. 3C).
Overall, this Fab:Fab homotypic interface buries
375 Å2 of solvent-exposed area (Fig. 4B).
Our structure has thus unveiled a composite

CD20-Fab′ epitope with three components:

Rougé et al., Science 367, 1224–1230 (2020) 13 March 2020 3 of 7

TM2TM2
TM4TM4

TM1TM1

TM4TM4 TM4’TM4’

TM1’TM1’

ECL2ECL2

ECL1ECL1

TM2TM2

TM4TM4

TM3TM3

ECL1ECL1

ECL2ECL2

ECL2ECL2

TM3TM3

TM2TM2

TM1TM1

TM1TM1

C

B

A

D

TM4TM4

CD20CD20 CD20’CD20’

Fig. 2. The CD20 dimer is a compact double–square-barrel structure. Ribbon diagrams of the CD20 structure,
with RTX omitted and one of the CD20 protomers transparent for clarity. (A) The short loop ECL1 (red), between
TM1 and TM2, is almost entirely surrounded by the first half of ECL2 (green). (B) The core of each protomer is
marked by a number of highly conserved, small (mostly glycine) residues (not shown) and a complementary set of
bulkier residues shown here in space-filling representation. (C and D) The extensive dimeric interface of CD20
involves the extracellular domain (C) as well as TM1 and TM4 (D). In (A), (B), and the center diagram, the gray bars
indicate the boundaries of the membrane region. Single-letter abbreviations for amino acid residues are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M,Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser;T, Thr;
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the primary epitope on ECL2 (170ANPSE174),
a secondary ECL1-ECL2 epitope, and a direct
homotypic Fab:Fab interface. The total com-
posite buried surface area of ~1000 Å2 is com-
parable to traditional Fab:protein complexes
(24), and our observations rationalize howRTX
achieves nanomolar affinity for full-length
CD20 (table S2) andCD20+ cells (5) despite low
affinity to the ECL2 epitope peptide (table S3).

RTX’s target recognition and CDC activity
require the full composite epitope

To ascertain the functional relevance of pre-
viously unobserved structural features of the
complete CD20 epitope,we introduced targeted
mutations into RTX (Fig. 4C).We used charge
reversals and bulky side chains expected to
disrupt these molecular interfaces and mea-
sured their effects on CDC (Fig. 4E) and on
IgG binding to purified CD20 (SPR; table S2),
ECL2 epitope peptide (SPR; table S3), and
CD20+ cells (flow cytometry; Fig. 4D). For com-
parison, we included OBZ, which is known to
bind cells at levels ~50% lower than RTX and
whose Fab can only bind purified CD20 with
1:2 stoichiometry (Fig. 1).
RTX variants LC.Ser28Asp and LC.Ser31Asp

were generated to probe the importance of
the secondary epitope. Mutation LC.Ser28Asp
resulted in reduced CD20 affinity (~20 fold),
cellular binding (~25%), and CDC activity [me-
dian inhibitory concentration (IC50) > 10 times
higher] relative to wild-type RTX. LC.Ser31Asp
hadanotably strongerphenotype,which resulted
in a ~100-fold reduction in Fab:CD20 binding
and ~50% reduction in IgG:cell binding and

nearly completely abolished CDC activity. These
data substantiate the relevance of this secondary
epitope in RTX function.
We next evaluated the role of the germline-

encodedHC.Tyr97, because it appears central
to complex formation (see above; Fig. 3, A and
B). The HC.Tyr97Ser mutation, which we predict
may destabilize H3, effectively abolishes target
engagement and CDC activity, whereas muta-
tion HC.Tyr97Phe, which removes only the ter-
minal hydroxyl but maintains the aromaticity
of the side chain, reduced affinity to CD20 (~15
fold) as well as cellular binding (~25%) and CDC
activity (IC50 > 10 times higher), suggesting that
RTX function is enhanced by the polar inter-
action between HC.Tyr97 and Glu174′.
To assess the importance of the homotypic

Fab:Fab interface, we introducedmutations at
HC.Ser31 and HC.Gly99, two positions that are
reciprocally involved in interactions at the pe-
riphery of the complex. TheHC.Ser31Glumutant
had reduced Fab:CD20 affinity (~100 fold), re-
duced IgG:cell binding, and reduced CDC acti-
vity (>100 fold). The effect of HC.Gly99Lys
was even more marked, with CDC completely
abolished. Because these residues are not in-
volved in any interactions with CD20, we con-
clude that homotypic Fab:Fab interactions po-
tentiate target engagement, cell binding, and
CDC activity of RTX.
In summary, we have discovered several

RTX mutants that, despite maintaining cell-
binding activity comparable to that of OBZ
and largely unaffected binding to the primary
ECL2 epitope, are incapable of eliciting CDC.
This confirms that the secondary ECL1/2 epi-

tope and Fab:Fab interface contribute to the
distinctive binding properties and high CDC
activity of RTX.

Full-length RTX cross-links CD20 dimers into
higher-order assemblies

In the RTX Fab:CD20 complex, the distance
between the C termini of the Fab heavy chains
(HC.Pro213) is greater than 120 Å, inconsistent
with binding of both Fabs from a single IgG to
a CD20 dimer (Fig. 1C). This suggests that two
RTX antibodies engage the dimer, each con-
tributing one of its Fab domains. To test this,
we formed complexes in vitro between full-
length IgG and CD20 and examined their
structural arrangement. We found that these
complexes are stable (table S2), and nsEM
showed that most CD20 particles were bound
by twowell-resolved Fabs in a similar geometry
to that seen in the CD20:RTX Fab structure
(fig. S7G). This establishes that 2:2 complex
formation is not exclusive to Fab fragments
and occurs readily in the context of full-
length RTX.
Unlike OBZ or the RTX Fab, RTX IgG cross-

links CD20 into cyclical superstructures of 2-to-
2 or 3-to-3 IgGs and CD20s, with approximate
diameters of 250 and 300 Å, respectively (Fig.
5A). These closed-ring assemblies feature CD20
dimers and Fc domains splayed outward, linked
by pairs of Fab arms that position the Fab-Fc
hinges of RTX on a circle of approximate di-
ameter 150 Å (Fig. 5, A and B). Because of the
marked similarity with our three-dimensional
structure of the CD20:RTX Fab complex, we
were able to generate a model of these rings
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Fig. 3. Key molecular interac-
tions between CD20 and RTX.
Ribbon diagrams of the CD20:RTX
Fab structure, with key amino acid
side chains involved in CD20:RTX
or RTX:RTX shown in stick repre-
sentation. In the center diagram,
the gray bars indicate the
boundaries of the membrane
region. (A) Top view of the center
of the complex, where HC.Tyr97

mediates Fab:Fab and Fab:CD20′
contacts. (B) The canonical RTX
epitope 170ANPSE174, in addition
to being recognized by RTX’s
heavy chain (left, purple), is also
involved in a hydrogen-bond
network with Tyr97′ from the distal
RTX Fab (right, gray). (C) Addi-
tional Fab:Fab contacts between
heavy-chain loops H3 and H1 and
light-chain loop L2. (D) A
secondary epitope consisting of
ECL1 and ECL2 is contacted by
RTX’s LC loop 1.
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as present on the nsEM grids (Fig. 5, B and C).
To understand how these assemblies might re-
late to RTX function, we endeavored to build
a model of a CD20:RTX IgG assembly as it
might occur on a cell. This was achieved by
rotating each CD20:Fab complex 90° while
keeping the ends of the Fab domains in close
proximity to each other (Fig. 5D, left). This
modeled assembly exhibits precisely the di-
mensions that would be required for the three
Fc domains to “fold in” (Fig. 5D, middle) and
potentially nucleate assembly of a six-membered
Fc platform such as those observed in struc-
tures of the complement component C1 in
complex with Fc (25). The resulting model of a
CD20:RTX:C1 complex (Fig. 5D, right) provides
a structural hypothesis for how Fab:Fab and
Fab:CD20 interactions may lay the molecular
foundations that promote tight CD20 cluster-
ing and complement recruitment, the hallmarks
of RTX.

Discussion

CD20 is a clinically validated target for the
treatment of lymphomas and autoimmune dis-

eases, but its structure and function have re-
mained unknown. In contrast to the prevailing
view that CD20 is a tetramer (14), our structural
studies establish CD20 as a compact dimeric
double-barrel assembly, with a protein fold
that is distinct from any previously determined
structure. Electrostatic surface calculations con-
firm that the transmembrane helices of CD20
are packed predominantly through hydropho-
bic and van der Waals complementary inter-
actions. Previous reports have suggested the
possibility that CD20may form a plasmamem-
brane ion channel, but our analyses reveal no
plausible ion permeation pathway through
the monomeric CD20 protomer or along the
dimeric packing interface. We conclude that
CD20 and other MS4A family members are
unlikely to directly function as ion channels.
The dimeric organization of CD20 finally

provides a molecular-level explanation for the
perplexing observation that twice as many type
I as type II mAbs bind CD20+ cells (18). Our
EM and biophysical studies using purified
components establish that each CD20 dimer is
bound by two type I RTX Fabs but only one

type IIOBZFab. The twoRTXFabs are brought
in close proximity owing to CD20’s compact
symmetrical dimeric arrangement, resulting
in an extensive homotypic Fab:Fab interface,
which necessitates a shallow angle of approach
of the Fabs. This orientation avoids steric
clashes between the two RTX Fabs, whereas
OBZ’s steeper angle of approach (5) would be
expected to sterically preclude another Fab
from binding.
Though it has long been known that RTX

promotes CD20 clustering on the cell surface,
our observation of circular RTX:CD20 assem-
blies with a diameter similar to that required
for Fc hexamer formation (Fig. 5, A andB) raises
the possibility that RTX-induced cell-surface
CD20 clusters may in fact be well-ordered as-
semblies specifically predisposed to recruit
complement (as opposed to loose groupings
on the cell surface). Assemblies of this kind
could be particularly efficient at complement
recruitment by virtue of their biasing of Fc
domain positions and orientations toward the
formation of the hexameric Fc platforms nec-
essary for complement recruitment (25). In

Rougé et al., Science 367, 1224–1230 (2020) 13 March 2020 5 of 7

0 50 100
0

10000

20000

30000

[Antibody] nM

C
el

l b
in

d
in

g
 (M

F
I) 

(A
U

)

RTX

HC.Y97S

OBZ

HC.G99K
LC.S31D

HC.S31E
HC.Y97F
LC.S28D

RTX

HC.Y97S

OBZ

HC.G99K

LC.S31D

HC.S31E

HC.Y97F
LC.S28D

CD20

RTX HC
RTX LC

S31

Y97

S28

S31G99

[Antibody] nM

%
 C

yt
o

to
xi

ci
ty

0.1 1 10 100
0

20

40

60

80

100C ED

375 Å2

640 Å
2

64
0 

Å
2

Primary
epitope

Primary
paratope

440 Å
2

S31

S28

S31

Y97
G99

A B

Fig. 4. Multiple CD20:RTX and RTX:RTX interactions enable cell binding
and CDC. (A) Surface representation of the CD20:RTX Fab complex. The
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of the total Fab binding area. (C) Surface representation of the CDR face
of RTX Fab, with the ECL2 turret epitope shown (green), as well as the
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a simplistic model, we speculate that dimeric
RTX:CD20 building blocks (Fig. 1C) can assem-
ble into a 3-to-3 closed-ring configuration that
acts as a nucleating scaffold for IgG hexamer
formation to ultimately recruit C1q (Fig. 5D).
One unknown or caveat in this model is that it
requires the recruitment of three additional
RTX IgGmolecules that are not involved in the
initial 3-to-3 ring but are needed to achieve Fc
hexamerization. Once formed, it seems plau-
sible that 3-to-3 ring assemblies could serve to
potentiate Fc-Fc interactions by intermingling
with various other RTX:CD20 superstructures
(Fig. 5A) or assembly intermediates that are
likely found and enriched along the cell sur-
face, ultimately leading to efficient Fc-hexamer
formation and C1q engagement. Although fur-
ther experiments are needed to ascertain the
precise dynamics andgeometrical arrangements
of RTX:CD20 complexes on the cell membrane
when IgG hexamers are formed, our proposed
model for C1q recruitment by RTX (Fig. 5D)
provides an initial molecular-level hypothesis
for why type I mAbs elicit potent CDC. This
speculative structure-based model also sug-
gests that CDC functionality may be shared
more generally by antibodies that bind oligo-
meric cell-surface targets and leave at least
one epitope unencumbered and available for
further mAb binding.
In the case of RTX, the simultaneous binding

of both CD20 subunits is made possible by an

intricate geometrical arrangement involving
Fab:CD20 contacts at a secondary epitope and
a large Fab:Fab interaction surface. We note
that all of the RTX residues involved in this
homotypic interaction are germline encoded
in mice (fig. S6A). This observation suggests
that the homotypic Fab:Fab interaction was
inherent to the progenitor RTX B cell before
somatic hypermutation. These residues are
also highly conserved among the RTX-like
type I mAbs (fig. S6B), most of which are also
mouse-derived. Similar Fab:Fab contacts medi-
ate crystal packing of the isolated RTX Fab-
ECL2 peptide complex (4) (fig. S5), which, taken
together with our findings, indicates that Fab-
Fab homotypic interactions are energetically
favorable and an essential feature of the RTX-
like type I mAbs. This raises the question of
whether RTX Fabs may exist as preformed
dimers before CD20 binding. We evaluated
this possibility but found only weak Fab:Fab
interactions at extremely high concentrations
(>100 mM; data not shown), suggesting that the
homotypic Fab:Fab interactions are nucleated
by CD20 binding. We are aware of two other
examples of Fab:Fab homotypic interaction,
and in each case, these interfaces are central to
antibody function: neutralization of a malaria
parasite (26, 27) and cross-linking–independent
activation of TRAIL-R2 (28). Given the func-
tional relevance of homotypic Fab:Fab interfaces
in these three exemplar cases, we propose that

these observations can be exploited in the dis-
covery and optimization of next-generation ther-
apeutic antibodies.
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Fig. 5. RTX cross-links CD20 into circular superassemblies. (A) Average
nsEM images of CD20 incubated with full-length RTX show cyclical higher-order
structures of involving 2-to-2 (top row; diameter of 250 Å) or 3-to-3 (bottom row;
diameter of 300 Å) CD20-to-RTX complexes. The RTX Fc domains appear
disordered, presumably because of IgG hinge flexibility. Scale bar, 50 Å. (B and
C) Interpretation of an nsEM class average of a 3-to-3 assembly. Scale bar in (B),
50 Å. (D) Proposed model for CD20:RTX supercomplex formation and
complement recruitment. During nsEM experiments, the IgGs and solubilized
CD20s are coplanar (C). Modeling these higher-order assemblies as they might

occur at the surface of CD20+ cells requires rotating the CD20:Fab complexes
90° [(D), left]. Given the flexibility provided by the IgG hinges, it is then possible
to position Fc domains (pink) in a common plane [(D), middle]. The addition
of three further Fc domains possibly contributed by neighboring CD20:IgG
assemblies (gray) would complete the Fc hexamer formation and enable
recruitment of C1q [(D), right]. Dashed lines outline IgG molecules. The following
models were used: structure from present work (RTX Fab:CD20 complex),
EMDB-4232 (EM map of C1:Fc complex), and Protein Data Bank (PDB) 6FCZ
(Fc domains and C1q head domains) (25).
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FUNCTIONAL AMYLOIDS

Cryo-EM structure of a neuronal functional amyloid
implicated in memory persistence in Drosophila
Ruben Hervas1, Michael J. Rau2, Younshim Park1,3, Wenjuan Zhang4, Alexey G. Murzin4,
James A. J. Fitzpatrick2,5,6, Sjors H. W. Scheres4, Kausik Si1,3*

How long-lived memories withstand molecular turnover is a fundamental question. Aggregates of a prion-like
RNA-binding protein, cytoplasmic polyadenylation element–binding (CPEB) protein, is a putative substrate
of long-lasting memories. We isolated aggregated Drosophila CPEB, Orb2, from adult heads and determined
its activity and atomic structure, at 2.6-angstrom resolution, using cryo–electron microscopy. Orb2 formed
~75-nanometer-long threefold-symmetric amyloid filaments. Filament formation transformed Orb2 from a
translation repressor to an activator and “seed” for further translationally active aggregation. The 31–amino
acid protofilament core adopted a cross-b unit with a single hydrophilic hairpin stabilized through
interdigitated glutamine packing. Unlike the hydrophobic core of pathogenic amyloids, the hydrophilic core of
Orb2 filaments suggests how some neuronal amyloids could be a stable yet regulatable substrate of memory.

A
memory, once formed, is maintained in
a physical state that does not require
continuous presence of the original ex-
perience. The substrate of memory has
been extensively studied at the neuronal

network level (1). However, how the under-
lying biochemical changes, induced by initial
experience, withstand degradation to main-
tain altered network properties—and hence,
memory—remains unclear (2). One proposed
solution is a self-renewing protein system that
can recruit and modify newly made constitu-
ents as older ones are degraded (3). A prion-
like assembly has the ability to promote the
conformational conversion of other existing
or newly formed monomers, creating a self-
sustaining protein “conformational memory”
that outlives its individual constituents (4).
A prion-like protein with a defined role in
memory in different species is the mRNA-
binding cytoplasmic polyadenylation element–
binding (CPEB) family of proteins (5–14). In
Drosophila melanogaster, inhibition of Orb2
aggregation interferes with memory consol-
idation (6, 7, 10, 15), facilitation of Orb2 ag-
gregation lowers the threshold for long-term
memory formation (9), and inactivation of
Orb2 after memory formation interferes with
memory recall (9). These observations sug-

gest that the aggregated state of Orb2 creates
a protein conformational memory.
Many prion-like proteins, prevalent among

RNA-binding protein (16), form amyloids,
which are filamentous protein aggregates
composed of cross-b cores (17, 18). However,
in the nervous system, amyloids are com-
monly associated with disease (19). Recently,
new classes of protein assemblies formed by
prion-like proteins have been reported, such
as the nonamyloid filaments or the gel-like
state (20, 21), physical states that are believed
to be more amenable to regulation. These ob-
servations raise a fundamental question: What
is the physical nature of the Orb2 aggregate
in the brain that acts as a biochemical sub-
strate of memory?
To characterize the function and structure of

endogenous Orb2 aggregates, we purified Orb2
protein from ~3 million 3- to 7-day-old adult
D. melanogaster heads (Fig. 1A and fig. S1A).
There was no qualitative difference between
Orb2 purified from synaptosomes or total head
extracts, and we used whole-head Orb2 in sub-
sequent experiments. Purified Orb2 contained
monomers as well as heat- and SDS-resistant
aggregates (Fig. 1B and fig. S1B). Quantitative
mass spectrometry [liquid chromatography–
tandem mass spectrometry (LC-MS)/MS] re-
vealed that 97.5%of the purified protein isOrb2
(fig. S1C). Unlike in the adult nervous system,
Orb2 protein ismonomeric in the early embryo
(22). Orb2 purified from 0- to 2-hour-old em-
bryos (fig. S1C) remainedmonomeric, suggest-
ing that the purification does not induce Orb2
aggregation (Fig. 1, D and E). Size-exclusion
chromatography revealed monomeric (75 to
160 kDa), oligomeric (160 to 670 kDa), and
aggregated (>1 MDa) Orb2 in the adult head
(Fig. 1C). Monomers were not visible, and
oligomers appeared as heterogeneous globules

(Fig. 1F and figs. S1D and S2A), which is rem-
iniscent of oligomers of other amyloid-forming
proteins (23). The aggregates appeared as un-
branched helical filaments with an average
length of ~750 Å, width of ~100 Å, and helical
crossover distance of ~550 Å (Fig. 1F and figs.
S1D and S2B). JJJ2, a yeast DnaJ-domain pro-
tein, enhances Orb2 aggregation and facilitates
long-termmemory formation inDrosophila (9).
JJJ2, but not its close relative JJJ3, converted
Orb2 oligomers into filaments, suggesting that
oligomers are on-pathway precursors for fila-
ments (fig. S3).
Incubation of Orb2 monomers with traces

of Orb2 filaments induced monomer aggre-
gation in a time-dependent manner (Fig. 2,
A and B), and seeded-aggregates themselves
acted as a seed (Fig. 2C). Orb2monomer alone
did not aggregate in the same time period (fig.
S4A), and Orb2 filaments did not cause aggre-
gation of monomeric heterologous prion-like
RNA-binding protein RBM3 (fig. S4B) (24).
Both endogenous and seeded Orb2 filaments
bound Thioflavin T, were recognized by the
amyloid-specific antibody OC, and were resist-
ant to protease treatment (fig. S4, C to E).
Orb2 binds to the 3′ untranslated regions

(UTRs) of mRNAs (25, 26); monomeric Orb2,
which interacts with CG13928, decreases trans-
lation, whereas aggregated Orb2, which inter-
actswith CG4612, enhances translation (Fig. 3A)
(22). Tequila, a protease, is one of the mRNA
targets of Orb2 and required for long-term
memory (26, 27). All purified Orb2 species
bound to the 3′UTR of Tequila mRNA, and
mutations in the Orb2-binding site UUUUGU
to GCUUGU reduced binding of all species
(fig. S5A). Gold-labeled wild type, but not
mutant (M2P) mRNA, colocalized with the
oligomers and filaments (Fig. 3B and fig. S5, B
to D). In addition to mRNA, when incubated
with recombinant binding partners (fig.
S6A), Orb2 filaments bound only to GC4612.
N-terminal–deleted CG4612, CG4612D, and
monomerbinding-partnerCG13928didnotbind
to Orb2 filaments (Fig. 3C and fig. S6, B to D).
When incubated with wild-type Tequila 3′UTR
mRNAandCG4612 protein, theOrb2 filaments
were decorated with both mRNA and CG4612
protein (Fig. 3D and fig. S6E). In an Orb2-
dependent translation assay, the addition of
theOrb2monomers reduced translation,where-
as oligomers and filaments, both endogenous
and seeded, enhanced translation (Fig. 3E and
fig. S6F). Thus, Orb2 filament purified from fly
retains aspects of its physical and functional
properties.
We used cryo–electron microscopy (cryo-

EM) to determine the atomic structure of
Orb2 filaments, which were manually picked
and used for helical reconstruction in RELION
(28) (Fig. 4A, fig. S7, and table S1). The final
reconstruction, at an overall resolution of
2.6 Å (figs. S8 and S9), showed that the Orb2
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filament is composed of three identical proto-
filaments related by C3 symmetry with sep-
arated b-strands along the helical axis (Fig. 4,
B and C). The filament core has a triangular

cross section, with a side of ~80 Å and a 15-Å
diameter channel along the helical axis (Fig.
4D). Successive rungs of three hairpin-shaped
protofilaments form extended b-sheets along

the helical axis, which is typical of the cross-b
amyloid structure (17), with a twist of –1.55° and
a rise of 4.75 Å. Surrounding the stable fibril
core, lower-resolution densities are visible that
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Fig. 1. Purification of
different Orb2 spe-
cies from adult fly
head. (A) Schematic
representation of
Orb2 purification
method from fly head
and embryo. (B) Silver
stain analysis after
each purification step
(left) and Western
blotting after the final
purification step (right)
by means of SDS–
polyacrylamide gel
electrophoresis
(SDS-PAGE) and
semidenaturing
detergent–agarose
gel electrophoresis
(SDD-AGE). The per-
cent indicates relative
Orb2 purity determined
by mass spectrometry.
The positions of
monomer, oligomer,
and filaments are indi-
cated schematically.
(C) Western blotting
of purified head Orb2
after size-exclusion
chromatography. The
colored asterisk
fractions were visual-
ized under negative-
stain EM in (F).
(D) Silver staining and
Western blotting of Orb2 protein purified from 0- to 2-hour-old embryos. (E) Western blotting of purified embryonic Orb2 after size-exclusion chromatography.
The colored asterisk fraction was visualized under negative-stain EM in (F). (F) Negative-stain electron micrographs of purified Orb2 embryonic monomer (green box),
head monomer (red box), head oligomer (magenta box), and head filament (blue box).
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likely correspond to the RNA-recognitionmotif
and protein interaction domain of Orb2 (Fig.
4C, gray density). We could identify densities
that correspond to peptide-group oxygen atoms,
ordered solventmolecules in each interface, and
alternative conformations of histidine side
chains (fig. S10, A to C). Consequently, we
could build and stereochemically refine an
atomicmodel de novo. The resultingmodel of
the amyloid core comprised 31 amino acid
residues from the glutamine-rich prion-like
domain of Orb2 (Fig. 4, D and E). Orb2 pro-
tein has two isoforms in the fly brain (10) that

share the prion-like domain but differ in their
N-terminal extension (Fig. 4F). The low-
abundant Orb2A seeds aggregation of preva-
lent Orb2B, which can subsequently seedOrb2B
protein (10). Of the protein in our sample, 97.5%
is Orb2B (fig. S1C), and the protofilament core
structure extends from residues 176 to 206 of
Orb2B (Fig. 4, D and E).
The protofilament core adopts a simple

hairpin-like fold, composed of two b-strands,
b1 (residues 176 to 186) and b2 (residues 197 to
206), with a wide turn (residues 187 to 196) in
between (Fig. 4G). Perpendicular to the helical

axis, a difference in height of 6 Å between the
highest point in the turn and the lowest point
in the tip of the b2 allows an ordered hydrogen-
bonding network of the b-stranded regions
(Fig. 4H). The cross-b packing of the two
b-strands is made of a tight interdigitation
of glutamine residues, Q179, Q181, Q183, and
Q185 from b1 and Q200, Q202, and Q204
from b2 (Fig. 4I). A single leucine, L198, sep-
arates this block of seven glutamines from a
cluster of four more interior glutamine resi-
dues in the hairpin turn: Q187, Q190, Q193,
and Q196 (Fig. 4E). Next to H189, there is an
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Fig. 3. Biochemical activity of
Orb2 monomer, oligomer, and
filament isolated from adult head.
(A) Schematic representation of
the biochemical activity of Orb2.
CG13928 binds to Orb2 monomer
and recruit translation repression
complex (indicated in yellow).
CG4612 binds to aggregated Orb2
and recruit translation promoting
complex (indicated in green).
(B) Negative-stain EM of nanogold-
labeled 3′UTR of Tequila mRNA
bound to Orb2 filaments. Black
dots indicated with white arrows
are nanogold particle (~2 nm) attached
to target mRNA. (C) Immuno-EM
of CG4612 bound to Orb2 filaments.
Black dots indicated with black
arrows are gold particles (~6 nm)
attached to CG4612 protein. (D) EM
of Orb2 filaments bound to nanogold-
labeled 3′UTR of Tequila mRNA
and CG4612 protein. The larger
gold particle (~6 nm, black arrows)
represents CG4612 protein, and
the smaller gold particle (~2 nm,
white arrows) represents the mRNA.
(E) Translation of Orb2-target
mRNA in presence of different Orb2
species, obtained from embryo,
adult fly head, or seeding reaction.
Purified Orb2 monomer represses
translation, while Orb2 oligomer
and filament enhance translation. Bovine
serum albumin (BSA) was used as
a control. ***P = 0.0003, ****P <
0.0001; Student’s t test; two tailed.
Data are expressed as mean ± SEM.
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additional nonproteinaceous density that runs
contiguously across the rungs (Fig. 4D, red
arrows, and fig. S10D). This density is com-
patible with linear chains of aliphatic hydro-
carbons and polyamines, which may have

copurified with Orb2. The three equivalent
protofilament packing interfaces are made
of eight polar residues: five glutamines and
three histidines. These polar residues form an
extensive network of hydrogen bonds on each

side and across the interface (fig. S11). Orb2
mutations, known to disrupt Orb2 aggrega-
tion (10), were mapped on the polar interface
between protofilaments and the cross-b pack-
ing that stabilizes the protofilament (fig. S12A).
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Fig. 4. Atomic structure of
Orb2 filaments isolated from
head. (A) Cryo–electron micro-
graph obtained at a defocus
of –1.8 mm showing individual
Orb2 filaments. (Inset)
Representative reference-free
two-dimensional class average
showing an entire helical
crossover. (B) Side view of the
three-dimensional cryo-EM recon-
struction illustrating the clear
separation of the b-strands.
(C) Cryo-EM reconstruction of
neuronal Orb2 filament at 2.6 Å.
(D) Sharpened, high-resolution
cryo-EM maps with the
corresponding atomic model
overlaid. Unsharpened, 5-Å low-
pass–filtered maps are shown as
gray outlines. The weaker den-
sities that border side chains of
H182, H186, and H189 correspond
to the alternative conformation
that those residues adopt. The
nonproteinaceous density that
runs contiguously across the
rungs is highlighted with red
arrows. Density maps are shown
at a contour level of 2.2s (blue)
and 1.4s (gray). (E) Schematic
view of the filament core showing
the complementary glutamine
packing within the protofilament
and the hydrophilic interfaces
between protofilaments.
(F) Primary structure of Orb2A
and Orb2B isoforms in fly brain.
The prion-like domains are
labeled PLD (residues 162 to
315 for Orb2B and residues 9 to
162 for Orb2A). The RNA-
recognition motifs are labeled
RRM, and the zinc-finger
motifs are labeled ZnF. The
N-terminal amino acids preceding
the prion-like domain of Orb2A
(nine residues) and Orb2B
(162 residues) are represented in
light red and blue, respectively.
(Bottom) Schematic depicting the
sequence of the Orb2 filament
core, with the observed two b-strands colored in green and yellow as well as the connecting turn in orange. (G) Rendered view of the secondary structure elements in
the Orb2 fold, depicted as three successive rungs. (H) Same representation as in (G), but in a view perpendicular to the helical axis, revealing the changes in
height within a single molecule. (I) Close-up view of the interdigitated glutamine residues. The hydrogen bonds between main chains are shown in blue. The hydrogen
bonds involving side chains are shown in red. [Single-letter abbreviations for the amino acid residues are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly;
H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.]
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Moreover, removal of 54 amino acids from the
glutamine-rich region specifically interfered
with long-term, but not short-term, memory
(fig. S12B) (6).
Several structures of functional amyloids,

produced in vitro from truncated protein, have
been solved (29, 30). By contrast, Orb2 filament
represents a biochemically active full-length
functional amyloid extracted from the endog-
enous source (fig. S13). The threefold symmetry
of the ordered core of Orb2 resembles that
of b-amyloid1-40 filaments seeded from Alz-
heimer’s disease brain tissue (31) or assembled
in vitro (32). However, unlike the hydrophobic
b-amyloid1-40 core, Orb2 forms a hydrophilic
core stabilized by interdigitated glutamines.
When Orb2 filaments were assembled from
recombinant protein, filaments were longer,
morphologically distinct, and less biochemically
active and hadnegligible seeding capacity com-
pared with endogenous ones under our exper-
imental conditions (fig. S14), suggesting that
the same prion-like protein can adopt distinct
structures in vitro and in vivo. Other proteins
with glutamine-rich sequences are known
to produce amyloids (33). The interdigitated
cross-b structure observed in Orb2 filaments
could be extended on both sides of a parallel
b-sheetmade of only glutamine residues, which
would allow for the formation of stable, mul-
tilayered cross-b structures from long poly-
glutamine sequences, such as in pathological
glutamine expansions.
There are a number of ways that “molecu-

lar memories” can be created: increase in the
amount of a protein, where the kinetics of
decay to the basal state would be the duration
of memory; a stable protein or protein state,
the half-life of which would inform the dura-
tion of memory (34, 35); or a feed-forward
molecular circuit, whose activity could be
reciprocally perpetuated across time. A self-
sustaining amyloid formed by a single poly-
peptide uses all threemechanisms. The amyloid
fold itself is not “memory,” but the amyloid fold
reorganizes the rest of theOrb2protein to create
a persistent alteration in the synthesis of specific
synaptic proteins. Memory is the altered syn-

aptic state that results from the change in
functional state of the Orb2 (fig. S13). How-
ever, amyloid formation is generally assumed
to be irreversible in physiological conditions;
then, how can memory be dynamic? Or is it
possible that some memories are irreversible
and appear lostmerely because of an inability
to retrieve them? First, amyloids are not nec-
essarily irreversible and could exist in a dy-
namic equilibriumwith the availablemonomer
(36). Second, the Orb2 amyloid core is based
on a hydrophilic, glutamine- and histidine-rich
fold, and the protonation state of histidine
residues could influence Orb2 amyloid stabil-
ity. Lowering pH destabilized Orb2 filaments
(fig. S15), suggesting that functional amyloid
could be amenable to modification or even
dissolution. Our findings question the as-
sumption that amyloid formation in the brain
is always an unintended consequence that
leads to dysfunction. We postulate that the
brain fosters a cellular environment that is
permissive to the formation of an amyloid-
like state of certain proteins in order to meet
the diversity of functional requirements im-
posed on it.
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GLACIAL CYCLES

Persistent influence of obliquity on ice age
terminations since the Middle Pleistocene transition
Petra Bajo1,2,3, Russell N. Drysdale1,4*, Jon D. Woodhead5, John C. Hellstrom5, David Hodell6,
Patrizia Ferretti7,8, Antje H. L. Voelker9,10, Giovanni Zanchetta11, Teresa Rodrigues9,10, Eric Wolff6,
Jonathan Tyler12, Silvia Frisia13, Christoph Spötl14, Anthony E. Fallick15

Radiometric dating of glacial terminations over the past 640,000 years suggests pacing by Earth’s
climatic precession, with each glacial-interglacial period spanning four or five cycles of ~20,000 years.
However, the lack of firm age estimates for older Pleistocene terminations confounds attempts to
test the persistence of precession forcing. We combine an Italian speleothem record anchored by a
uranium-lead chronology with North Atlantic ocean data to show that the first two deglaciations of
the so-called 100,000-year world are separated by two obliquity cycles, with each termination starting at
the same high phase of obliquity, but at opposing phases of precession. An assessment of 11
radiometrically dated terminations spanning the past million years suggests that obliquity exerted a
persistent influence on not only their initiation but also their duration.

A
major challenge of testing the orbital
(Milankovitch) theory of the ice ages
is the uncertainty associated with the
chronology of marine records. Orbital
solutions are very accurate over the Pleis-

tocene (1), but the age profile of deep-ocean
sediments, where much of the evidence for
global ice volume changes is preserved, often
has large errors. Astronomical tuning of ocean
records renders any test of the Milankovitch
hypothesis invalid because of circular logic.
Testing theories of orbital forcing ultimately
requires ocean sediment records firmly an-
chored in absolute time.
A poorly understood feature of Pleistocene

glacial-interglacial (G-IG) cycles is the change
in the period of terminations—the relatively
rapid switches from glacial to interglacial
climate—during the Middle Pleistocene tran-
sition (MPT) 1.25 to 0.7 million years ago
(Ma) (2–7). Evidence from ocean sediments
shows that most terminations occurred every
~40,000 years (40 kyr) prior to the MPT but
averaged ~100 kyr in the post-MPT interval
(5). Although the precise mechanisms for this
switch remain unclear (4–6), recent studies
highlight the critical interval of marine iso-
tope stages (MIS) 24–22, when major changes
in ocean circulation and ice sheet dynamics
occurred (7, 8). This interval includes a “failed
termination” at the MIS 24–23 transition, the
residual ice from which probably contributed
to the steplike increase in global ice volume
observed over the subsequent MIS 22 glacial
(the “900-ka event”) (5, 9). Accordingly, the

interval bounded by the MIS 26–25 and 22–21
transitions—terminations XII and X (TXII and
TX), respectively—is often erroneously consid-
ered to be the first “100-kyr cycle” (7).
The transition to the “100-kyr world” oc-

curred without considerable shifts in astro-
nomical parameters (4, 7, 8), implying that
internal forcing changed the way the Earth
system responded to orbital variations. The
~40-kyr period for pre-MPT G-IG cycles (5, 10)
suggests pacing by changes in Earth’s axial
tilt, or obliquity (1), which affects the degree of
seasonality in a given year. At high obliquity,
the polar latitudes in both hemispheres re-
ceive more summer insolation, potentially in-
ducing substantial ice sheet ablation (11). The
dominance of a ~100-kyr periodicity for post-
MPT terminations has been linked to forcing
by changes in Earth’s eccentricity (1, 12), but
each ~100-kyr interval is more likely a cluster
of climatic precession (herein, precession)
and/or obliquity (8, 13, 14) cycles whose sum
averages to ~100 kyr when viewed over the
long term. This is supported by an Asian
monsoon speleothem record spanning all
terminations over the past 640 kyr (15), which
shows a spacing of four or five precession
cycles. Precisely what happened, in terms of
forcing, between the MPT and TVII [~635
thousand years ago (ka)] remains unclear, yet
the answer may assist in our understanding
of the MPT itself.
Studies focusing onG-IG cycles that traverse

theMPT (7, 8, 13) have relied on stacked records
of deep-ocean benthic oxygen isotope (d18O)

changes (5, 13), which are driven primarily
by variations in global ice volume (10) but
which also record a prominent deep-ocean
temperature component (7). Given the inability
to directly date marine sediments beyond the
limits of radiocarbon dating, and given the
phase uncertainties between the benthic ice
volume–proxy record and astronomical (or
other) tuning targets, precisely datable archives
are required. We independently determined
the age of terminations across the MPT by
tying the radiometric chronology from a
speleothem d18O time series to North Atlantic
ocean sediment records. We then compared
our results with astronomical and insolation
parameters (1, 9, 13, 16) for terminations since
640 ka (15, 17).
Our speleothem record comes from Corchia

Cave (Alpi Apuane, Italy) (18–20) and spans
the interval ~970 to ~810 ka, encompassing
two complete terminations (TXII and TX) and
one uncompleted termination (7, 8). A com-
posite d18O time series derived from four
stalagmites (CC8, CC30, CC119, and CC122)
and a subaqueous speleothem (CD3) (Fig. 1)
was anchored in absolute time using the U-Pb
method (18, 20–22) (figs. S1 and S2 and table
S1). Almost the entire record is replicated, and
concordance between both the individual
stalagmite age models (fig. S3A) and the over-
lapping stable-isotope profiles (fig. S4A) allows
all U-Pb ages to be placed onto a common
depth scale to produce a composite age-depth
model (18, 20) (fig. S3B). After accounting for
all sources of random and correlated uncer-
tainties (20), the average model-age precision
over the whole record is <7 kyr (95% con-
fidence interval) (fig. S3C).
The climate at Corchia Cave has strong tele-

connections with circulation changes in the
North Atlantic (19, 23), from where well-
resolvedmarine records of glacial terminations
have emerged (24, 25). Previous studies have
shown that Corchia speleothem d18O tracks
changes in sea surface temperature (SST) re-
corded off the Iberian margin (19, 26) through
the effect of SST on moisture advection to, and
ultimately rainfall amount above, the cave site.
However, during terminations, the link be-
tween regional SST and speleothem d18O is
overridden by large decreases in the d18O of
surface oceanwater (d18Osw) caused by collapse
of continental ice sheets (18). This flux of low
d18Osw values introduces a “source effect” that
is captured in rainfall d18O at the cave, then
recorded in its speleothems (27). Similar to
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speleothems, the d18O of planktic foraminif-
era from the Iberian margin and the western
Mediterranean Sea is also sensitive to changes
in both SST and d18Osw. SST dominates the sig-
nal, except during times of large meltwater in-
cursions, such as terminations (23, 24, 27–29),
making the planktic d18O a robust tuning target
for synchronizing the cave and ocean records
(18). Accordingly, we tied our speleothem chro-
nology to a newly produced, high-resolution
ocean sediment record from North Atlantic
Integrated Ocean Drilling Program (IODP) site
U1385 (30) by synchronizing the planktic d18O
to the Corchia d18O time series (Fig. 1, figs. S4B
to S6, and table S2) (18). Previous cores from
this drilling site (23, 24) register the commence-
ment of terminations as large decreases in
benthic d18O. The consistency of this pattern
can be evaluated by comparing the phasing
of these decreases with changes in planktic
d18O and the tetraunsaturated alkenone (C37:4)

meltwater proxy from the same core (31), to-
gether with changes in SST at IODP site U1387,
nearby in the Gulf of Cádiz (fig. S5).
The multiproxy ocean data show that the

commencement of large, near-monotonic ben-
thic d18O decreases for both terminations is
approximately synchronouswith rapid SSTcool-
ing and increased percent concentration of C37:4
(Fig. 2) caused by meltwater from ice sheet col-
lapse reaching the Iberianmargin. These termi-
nal stadial events provide unequivocal evidence
for the onset of the two terminations, as is the
case with younger terminations recorded at
the Iberian margin (23, 29). The larger percent
C37:4 value witnessed during TX relative to TXII
is consistent with the concurrent planktic d18O
decrease and SST cooling at the beginning of
the termination, suggesting release of a larger
meltwater volume (Fig. 2). This caused a promi-
nent decoupling betweenSST andplanktic d18O,
similar to that observed during TII (23, 27, 29).

Applying the Corchia chronology to both
ocean records allows the onset of TXII and
TX to be dated with a precision of ~0.5%,
with TXII starting at 960.1 ± 4.7 ka, and TX
at 875.4 ± 4.7 ka (Fig. 2). The corresponding
LR04 benthic stack (5) onset ages for TXII and
TX suggest an intervening interval of 92 kyr
(Fig. 1D). Our newly generated chronology
yields a somewhat shorter interval of ~85 ±
7 kyr (Fig. 2), constituting the first radiometric
evidence that the period between TXII and TX
represents a single G-IG spanning about two
obliquity and four precession cycles. The chro-
nology also reveals that both terminations
started at similar phases of high obliquity,
whereas the corresponding precession phases
were almost diametrically opposed (Fig. 2).
Furthermore, the two terminations were com-
pleted at different rates (Fig. 1C). At TXII, ice
sheet collapse was initiated when obliquity
and precession approached maximum values
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Fig. 1. North Atlantic ocean core records
from IODP sites U1385 and U1387 for
the period 970 to 810 ka, tuned to the
Corchia Cave speleothem d18O stack.
(A) Corchia Cave speleothem d18O stack
with U-Pb ages shown (diamonds).
VPDB, Vienna Pee Dee belemnite.
(B and C) Planktic (blue, Globigerina bulloides)
and benthic d18O (black, Cibicidoides
wuellerstorfi) from site U1385. (D) The
LR04 benthic d18O stack (gray) of global
ice volume and deep-water temperature
changes (5). (E) Alkenone Uk′

37 sea-surface
temperatures from site U1387. (F) Percent
concentration of the C37:4 alkenone
from site U1385 (31). The time series
from sites U1385 and U1387 are plotted
on the Corchia Cave speleothem U-Pb
chronology (table S1 and figs. S1 to S4)
using the tuning procedure outlined in the
methods (18) and graphically presented in
figs. S4B and S5. The LR04 stack is plotted
on its original published age model (5). The
two vertical gray bars highlight the position of
terminations X (TX) and XII (TXII).
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(18), resulting in strong Northern Hemisphere
(NH) summer insolation and a very rapid ter-
mination, whereas the more prolonged TX
started at near-minimum precession but was
completed at near-maximum obliquity and
precession (Fig. 2). These observations suggest
that insolation changesmore closely associated
with obliquity than with precession initiated
the two terminations, while summer insola-
tion status at initiation controlled termina-
tion duration.
Next, we explore whether these relationships

hold for TVII to TI, for which previous assess-
ments favor precession over obliquity (15, 17).
Estimates for their timing can be determined
using a principle similar to our approach for
TXII and TX. The precisely dated Chinese
speleothems, to which the younger termina-
tions are anchored, register perturbations to

the Asian monsoon at the onset of a terminal
stadial event (15, 17), enabling the start of each
termination to be tied to a radiometric chro-
nology (table S3 and fig. S7) (18). Our analysis
of all 11 radiometrically constrained termina-
tions shows that the phasing of precession and
obliquity at the start of TXII and TX falls with-
in the range of values for post-MPT termina-
tions (Fig. 3A, right panel). However, there is a
clear obliquity phase lead of at least ~30° (table
S4) (18) for 8 of the 11 terminations (Fig. 3, B
and C). Seven terminations began when inte-
grated summer energy >275 W/m2 at 65°N
(predominantly obliquity-driven) (16) was
above average (Fig. 3D), whereas NH summer
insolation intensity at 65°N (predominantly
precession-driven) was below average in eight
cases (Fig. 3E). A similar finding emerges for
the termination midpoints, the classical metric

for quantifying termination pacing (5): These
midpoints are, overall, positioned at closer
proximity to maximum integrated summer
energy values (Fig. 3D) than tomaximumNH
summer insolation intensity values (Fig. 3E).
We also find that the interval between each
termination midpoint is a multiple of both
precession (23 ± 2 kyr) and obliquity (~41 ±
7 kyr) periods (table S4) (18). Finally, termi-
nations never commence in a precession cycle
that does not align with the rising limb or
peak of an obliquity cycle (Fig. 3, B and C). In
light of this evidence, a predominance of pre-
cession over obliquity seems unlikely in the
pacing of post-MPT terminations (15, 17).
Obliquity has clearly played an equal, if not
greater, role in their timing.
We also determined the age at the end of

each termination to calculate the time it took
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Fig. 2. Detail of ocean changes through terminations X (left) and
XII (right). (A) Time series of variations in age uncertainty for the Corchia
Cave U-Pb chronology underpinning the ocean records from IODP sites
U1385 and U1387. (B and C) Benthic (C. wuellerstorfi) and planktic
d18O (G. bulloides) representing deep-ocean and surface-ocean temperature
and sea water d18O changes at IODP site U1385. Normalized obliquity
(blue dashed curve) and climatic precession (brown dotted curve) are
also shown (1). The precession index of (1) is multiplied by −1 so that
peak scores—referred to here as “maximum precession”—represent points

when perihelion aligns with the Northern Hemisphere summer solstice.
(D) Alkenone Uk′

37 sea-surface temperatures (SST) from IODP site U1387 and
percent concentration of the C37:4 alkenone from site U1385 (31), a proxy for
freshwater incursions at the coring site. The black vertical dashed line and
gray vertical bands mark the position of the commencement of each
termination (age and 95% uncertainty envelope, respectively). Termination
ages are shown; the ± values incorporate uncertainties from both the age
modeling and a conservative estimate of the component attributable to
the synchronization procedure (18).
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for each one to run to completion (18). We find
that duration is significantly correlated with
caloric summer half-year energy (approximately
equal contributions from obliquity and preces-
sion), integrated summer energy, and NH sum-
mer insolation intensity (all at 65°N) (Fig. 3F)
at the commencement of a termination; the
correlation with the precession index ismuch
weaker but remains significant for tilt. This
reinforces the strong role of obliquity in post-
MPT terminations.

The radiometrically constrained ensemble
of 11 terminations allows us to evaluate the
findings of a recent study implicating a combi-
nation of obliquity and precession in control-
ling termination timing over the past 1 million
years (13). In this study, an approximate age
of each termination midpoint was estimated
using the rate of change in benthic d18O on
the basis of a stack of benthic d18O records
tied to a depth-derived (rather than orbitally
tuned) agemodel (13, 14). This study suggested

that the ~100-kyr G-IG spacing consists of
clusters of two (80-kyr) or three (~120-kyr)
tilt cycles (13, 14), with the interval between
each termination controlled by obliquity, but
the exact timing within a given cycle occur-
ring when Earth is at perihelion during the
NH summer solstice (i.e., maximum preces-
sion) (13). Our results show that the spacing
of termination midpoints is consistent with
obliquity forcing (Figs. 3B and 4A), and that
the midpoints are most consistently aligned
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Fig. 3. Radiometric-based timing and
duration of 11 terminations (TI to TVII, TX,
and TXII) compared with astronomical
and insolation parameters. (A) Polar plots
showing phasing in degrees for both obliquity
(solid circles) and precession (open circles)
at the start (green), midpoint (orange), and
end (red) of each termination. The black
dots in each series highlight the phasings
for TX and TXII. (B to E) Phasing between
the timing of the start (green), midpoint
(orange), and end (red) of each termination
and (B) obliquity (1), (C) climatic precession
(1), (D) integrated summer energy (>275 W/m2)
at 65°N (16), and (E) insolation intensity for
July at 65°N (1). (F) Scatterplots and Pearson
r correlation coefficients for the duration of
11 terminations (18) (tables S3 and S4) versus
orbital and insolation metrics at the start
of each termination [left to right: obliquity (1),
climatic precession (1), integrated summer
energy (>275 W/m2) at 65°N (16),
July insolation intensity at 65°N (1), and
caloric summer half-year energy at 65°N (9)].
The blue squares highlight the data for
TX and TXII. Underlined r values are
statistically significant (P < 0.05; degrees
of freedom = 9).
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with peaks in an insolation forcing metric
(almost identical to caloric summer half-year
insolation at 65°N), which integrates approxi-
mately equal amounts of obliquity and preces-
sion (Fig. 4, A to C) (13, 18).
Newly determined radiometric ages for TXII

and TX coupled with a reassessment of well-
dated younger terminations (TVII to TI) suggest
that obliquity pacing of G-IG cycles continued
beyond the 40-kyr world. A termination onset
was more likely to occur at a higher phase of
obliquity than precession. Once ice sheet col-
lapse was initiated, insolation changes driven
by both precession and obliquity propelled the
climate toward full interglacial conditions, but
at a rate dependent upon the prevailing levels
of predominantly obliquity-controlled summer
energy. The results presented here suggest that
the term “100-kyr world” is both inaccurate
andmisleading, and that its usage should prob-
ably be discontinued.
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Fig. 4. Comparison of the timing of 11 termination midpoints and
normalized orbital and insolation metrics. (A) Termination timing (red
vertical dashed lines) versus obliquity (light and dark blue shading) and climatic
precession (dark gray curve) (1). Precession is multiplied by −1, as in Fig. 2.
Gray vertical bands are the 95% uncertainties of the midpoint-age estimates,
which for the younger terminations (18) are small compared with the line
thickness. (B) Termination timing, as in (A), versus an insolation forcing metric
that combines both obliquity and climatic precession variability (13, 18).

(C) Phase probability distributions for climatic precession, obliquity, and the
combined precession-obliquity insolation forcing metric of (13) [see also (18)].
Each distribution is an error-weighted phase mean and uncertainty based on the
phase and uncertainty of 11 individual terminations at their midpoint age (fig. S8,
A, C, and E). Individual phase uncertainties were derived using the 95%
uncertainties of the midpoint ages (18). The vertical zero line represents the
phase maximum for each parameter. A negative phase represents termination
ages that precede the maximum phase of the orbital parameter.
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STRUCTURAL BIOLOGY

Structure of V-ATPase from the mammalian brain
Yazan M. Abbas1, Di Wu2, Stephanie A. Bueler1, Carol V. Robinson2, John L. Rubinstein1,3,4*

In neurons, the loading of neurotransmitters into synaptic vesicles uses energy from proton-pumping
vesicular- or vacuolar-type adenosine triphosphatases (V-ATPases). These membrane protein complexes
possess numerous subunit isoforms, which complicates their analysis. We isolated homogeneous rat
brain V-ATPase through its interaction with SidK, a Legionella pneumophila effector protein. Cryo–
electron microscopy allowed the construction of an atomic model, defining the enzyme’s ATP:proton
ratio as 3:10 and revealing a homolog of yeast subunit f in the membrane region, which we tentatively
identify as RNAseK. The c ring encloses the transmembrane anchors for cleaved ATP6AP1/Ac45 and
ATP6AP2/PRR, the latter of which is the (pro)renin receptor that, in other contexts, is involved in both
Wnt signaling and the renin-angiotensin system that regulates blood pressure. This structure shows how
ATP6AP1/Ac45 and ATP6AP2/PRR enable assembly of the enzyme’s catalytic and membrane regions.

V
esicular- or vacuolar-type adenosine
triphosphatases (V-ATPases) are ATP-
hydrolysis–driven proton pumps that are
essential for acidification of endosomes,
lysosomes, and the trans Golgi network,

as well as for acid secretion by osteoclasts, kid-
ney intercalated cells, and some tumor cells
(1, 2). ATP hydrolysis in the V-ATPase catalytic
V1 region drives rotation of a central rotor
subcomplex and leads to proton translocation
through the membrane-embedded VO region.
V-ATPase activity is regulated by reversible
separation of the V1 and VO regions, which
inhibits ATP hydrolysis in the isolated V1 com-
plex and makes the VO complex impermeable
to protons (3, 4). In neurons, V-ATPase activity
energizes synaptic vesicle membranes, allow-
ing transporters to load the vesicles with
neurotransmitters (Fig. 1A) (1, 2). Fusion of
synaptic vesicles with the presynaptic mem-
brane requires separation of the V1 and VO

regions, but it is not known how these events
are coordinated (5). The regulated release of
neurotransmitters from synaptic vesicles into
the synaptic cleft allows signal propagation
from the axon terminal of a presynaptic neuron
to the dendrite of a postsynaptic neuron. After
the release of neurotransmitters, subsequent en-
docytosis and regeneration of synaptic vesicles
occurs via clathrin-independent and clathrin-
mediated routes (6), with the formation of
clathrin-coated vesicles temporarily blocking
V-ATPase activity (7). In the Saccharomyces
cerevisiae enzyme,which is themost thoroughly
characterized enzyme to date, the V1 region
contains subunits A3, B3, C, D, E3, F, G3, and
H, and the VO region contains subunits a, c8,
c′, c″, d, e, f, and Voa1p (8, 9). The V1 regions

of mammalian V-ATPases contain the same
subunits as the yeast enzyme,whereasmamma-
lian VO regions are thought to be composed of
subunits a, cx, c″, d, and e as well as ATP6AP1,
also known as Ac45, and ATP6AP2, also known
as the (pro)renin receptor (10, 11). ATP6AP2/
PRR is involved in several signaling pathways
(12), including the renin-angiotensin system for
regulating blood pressure and electrolyte ba-
lance (10, 11, 13) andWnt signaling in stem cells
and embryo development (14). The precise ar-
rangement of subunits in the mammalian VO

region remainsunclear. Further,mammals have
multiple isoforms of some subunits in both V1

and VO that are expressed in a tissue-dependent
and cellular-compartment–dependentway. These
include two isoforms of subunit B, two of C, two
of E, three of G, four of a, two of d, and two of e
(15, 16). Mass spectrometry of purified rat-brain
synaptic vesicles detected V-ATPase subunits
A, B1, B2, C1, D, E1, F, G1, G2, a1, a4, c, d1,
ATP6AP1/Ac45, and ATP6AP2/PRR (17).
To isolate V-ATPase for structural analysis,

we developed a purification strategy based on
the high-affinity interaction of the enzymewith
the Legionella pneumophila effector protein
SidK (18, 19). Although procedures capable of
obtaining highly purified synaptic vesicles have
been described previously (17, 20), these proce-
dures enhance purity at the cost of yield, which
complicates or precludes structure determina-
tion. Instead, we used a two-step differential
centrifugation procedure to collect rat synaptic
vesicles and clathrin-coated vesicles along with
other cell membranes. Membranes were solu-
bilized with detergent and SidK (residues 1 to
278) fused to a C-terminal 3×FLAG tag was
usedwithM2-agarose to purify V-ATPase.With
this approach, a single ~2-g rat brain provided
~200 mg of highly purified V-ATPase (Fig. 1B).
Mass spectrometry of tryptic fragments (fig.
S1A and tables S1 and S2) identified the bands
on the SDS–polyacrylamide gel electrophore-
sis (SDS-PAGE) gel as V-ATPase subunits A,
B2, C1, D, E1, F, G2, a1, c, and d1. A low-
intensity band on the gel corresponding to

subunit G1 was also detected, which, from gel
densitometry, appears to constitute 17 ± 3%
of subunit G in the preparation (±SD, three
independent purifications). Subunit G1 may
be a component of some V-ATPase complexes
in synaptic vesicles (17). Alternatively, subunit
G1maybe fromcopurifying lysosomalV-ATPase
(21). The glycoprotein ATP6AP1/Ac45 and the
small and hydrophobic proteins ATP6AP2/
PRR and subunit e2, which do not stain clearly
with Coomassie, were detected after cleavage
with trypsin or chymotrypsin (Fig. 1B, fig. S1A,
and table S3). The subunit isoforms identified
are all consistent with the V-ATPase from syn-
aptic vesicles (17). This homogeneity could be
because of the synaptic vesicle V-ATPase being
the predominant form of the enzyme in the
brain or because of V-ATPases from other cel-
lular compartments in the brain having the
same isoform composition as the synaptic ve-
sicle enzyme. RNAseK, a hydrophobic protein
recently found to associate with mammalian
V-ATPase (22), was also detected after cleav-
age with trypsin or chymotrypsin (Fig. 1B, fig.
S1A, and table S3). SubunitH,which dissociates
from bovine brain V-ATPase when treated with
oxidizing agents (23), was not detected bymass
spectrometry, despite the absence of these re-
agents from the preparation. SubunitH is part of
the mammalian V-ATPase (7, 17) and is needed
for full enzyme activity (24). Loss of subunit H
during purification of mammalian V-ATPase is
markedly different from the subunit’s behavior
in S. cerevisiae (25). This difference is note-
worthy because the protein’s physiological
role ofmechanically blocking ATP hydrolysis in
the isolated V1 region likely requires a strong
attachment to the enzyme (26, 27). Although
tryptic peptides from subunits B1, C2, a2, a3,
and a4were also detected (table S4), integrated
peak intensities for these peptides in extracted
ion chromatogramswere two to three orders of
magnitude lower than for peptides from sub-
units B2, C1, and a1, which indicates that their
abundance is negligible for structural studies.
Native mass spectrometry further demon-

strated the homogeneity of the enzyme prepa-
ration (Fig. 1C, red, and fig. S1, B andC). Spectra
show the V1 region, presumably because of dis-
sociation of the complex during analysis. The
V1 region has a nativemass of 683369 ± 144Da,
consistent with a subunit composition of A3,
B23, C1, D, E13, F, G23, and SidK3 (Fig. 1C, fig.
S1B, and table S5). Fragmentation of the V1

region using a higher-energy collisional dis-
sociation (HCD) voltage of 50 to 250 V con-
firmed the isoform composition of the V1 region
as B2, C1, and E1 (fig. S1B). Specifically, spectra
for subunit G showed a native mass of 13578 ±
1 Da (Fig. 1C, right), consistent with subunit G2
(13578 Da) but not G1 (13621 Da), both of which
are N-terminally acetylated (fig. S1C). Lower
abundance peaks were also seen for the V1

regionmissing subunit C1 (Fig. 1C, green) and
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even with two copies of C1 (Fig. 1C, blue), the
latter possibly attributable to the loss of sub-
unit H. The enzyme preparation had an ATP
hydrolysis rate that decreased during hydro-
lysis, consistent with the complex lacking sub-
unit H (24, 26) (fig. S2). Further, the preparation
did not demonstrate full coupling of ATPase
activity in the V1 region to proton transport
through the VO region: Bafilomycin, which
blocks the VO region, only partially inhibited
ATPase activity. This lack of coupling could
be due to free V1 complexes that remain ac-
tive because subunit H is not present or to the
detergent-solubilized V-ATPase disassembling
during ATP hydrolysis, as seenwith theManduca
sexta enzyme (28). The extent of SidK inhibi-
tion of ATP hydrolysis activity could not be
quantified because only the SidK-bound form
of the enzyme was available, although previous
work has shown that SidK inhibits S. cerevisiae
V-ATPase by ~40% (19).
Cryo–electron microscopy (cryo-EM) of the

preparation yielded three three-dimensional

(3D) maps, corresponding to ~120°-rotations
of the rotor subcomplex between states (25).
These rotational states of the enzyme had
overall resolutions of 3.9, 4.0, and 3.9 Å (figs.
S3 and S4). Focused refinement of rotational
state 1 was able to improve the resolution to
3.8 Å for the membrane region and 3.6 Å for
the catalytic region of the complex. Together,
these maps allowed the construction of an
atomic model for most of the complex, with a
few components—including parts of subunits
E1 and G2, the soluble N-terminal domain of
subunit a1, subunit C1, and several luminal
loops in the membrane region—modeled as
backbone with truncated side chains (Fig. 1D,
table S6, and fig. S5). Similar to the yeast VO

structure (8, 29), no density was apparent for
the loop between residues 667 and 712 in sub-
unit a1. Owing to the averaging that occurs
during cryo-EM image analysis, the minor
population of complexes in the preparation
possessing subunit G1 rather than G2 could
produce a map that shows a weighted aver-

age of both isoforms. Alternatively, images of
complexes containing subunit G1 may be ex-
cluded during 2D- and 3D-image classification
if they do not average coherently with the
major population of complexes to produce high-
resolution map features. Where the map shows
high-resolution features for subunit G, it accom-
modates subunit G2 better than G1 (fig. S6),
which is consistent with most of the V-ATPase
complexes containing subunit G2. Interpolating
between the three rotational states produced a
movie (movie S1) that shows the conforma-
tional changes in the enzyme that couple ATP
hydrolysis in the V1 region to proton pump-
ing through the VO region. These changes
illustrate the flexibility of the enzyme, partic-
ularly in the peripheral stalks, subunit C1,
and N-terminal domain of subunit a1.
Previous high-resolution insight into the

structure of the eukaryotic V1 region has been
limited to cryo-EMof the intact yeast V-ATPase
at ~7-Å resolution (19, 25, 29) and a 6.2- to 6.7-Å
resolution crystal structure of the autoinhibited
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Fig. 1. Overall structure of brain V-ATPase. (A) Cycle of synaptic vesicle loading,
docking and priming, fusion, and recycling. (B) SDS-PAGE of rat brain V-ATPase
isolated with 3×FLAG SidK1-278 and gel filtration chromatography. (C) Native mass
spectrometry (MS) of V1 region (left) and native mass spectrometry of dissociated
subunit G (right) at a higher-energy collisional dissociation (HCD) voltage of 250 V.

The charge state for one peak per subunit is indicated. The table shows the
measured mass for each peak (± SD of fit) and the calculated mass depending on
subunit composition (table S5). The difference between calculated and measured
masses is indicated. m/z, mass/charge ratio. (D) Composite cryo-EM map (left) and
atomic model (right) of brain V-ATPase in rotational state 1. Scale bar, 25 Å.
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yeast V1(-C) complex (27). These maps only al-
lowed visualization of a helices in the structure.
The current structure of the V1 region (Fig. 2A)
enables comparisonwith atomicmodels of pro-
karyotic V/A-ATPase catalytic regions (30–32)
as well as numerous atomic models of ATP
synthase F1 regions (33). ATP synthases possess
three catalytic and three noncatalytic nucleo-
tide binding sites, found at the interfaces be-
tween subunits a (corresponding to V-ATPase
subunit B) and b (corresponding to subunit A)
(33). In contrast, and consistentwith structures
of the bacterial V/A-ATPase (31, 34), the mam-
malian V1 region lacks noncatalytic nucleotide
binding sites and shows only a single-bound
nucleotide in one of the catalytic sites (Fig. 2, B
and Ci). This nucleotide could be modeled in
the density map as adenosine 5′-diphosphate
(ADP), consistent with biochemical analysis of
the M. sexta V-ATPase (28). The three pairs of
catalytic subunits in F- and V-type ATPases
interchange between three different confor-
mations, originally described for the F1-ATPase
as ATP-bound, ADP-bound, and empty (33). In
the present structure, each catalytic AB pair
similarly adopts one of three conformations
(Fig. 2, B and C). Comparison of the conforma-
tion of catalytic AB pairswith crystal structures
of a prokaryotic V1/A1 region suggests that the
ADP-bound site is in a posthydrolysis state
(Fig. 2, B and Ci) (34) and that the site in an

open conformation (clockwise from the ADP-
bound site when viewed from V1 toward VO)
is in a state with high affinity for ATP (31)
(Fig. 2, B and Cii). The conformation of the
third pair of AB subunits does not appear to
correspond to previous structures, but its
nucleotide-binding pocket is occluded (Fig. 2,
B andCiii), suggesting a low affinity for nucleo-
tide (31). Therefore, the enzyme imaged here
appears to be poised to bind ATP. Three copies
of SidK1-278 are bound to the three A sub-
units (fig. S7). The structural consequences
of SidK binding to the mammalian V1 re-
gion are not known, but SidK perturbs the
conformation of the yeast V1 region only subtly
(19). Although lower-resolution structures
of the yeast enzyme have suggested that sub-
unit G does not contact the rest of the V1 re-
gion (25, 27), the present structure shows that
it does participate in linking the EG hetero-
dimers of the peripheral stalks to the cat-
alytic A3B3 subcomplex in the mammalian
enzyme (Fig. 2D). This connection relies on
residues from the N terminus of subunit B2
and C-terminal residues of subunits E1 and G2
(Fig. 2D, asterisks) and includes a structure
where b strands from both subunit B2 and
E1 form a single b sheet (Fig. 2E, purple arrow-
head), also seen in a recent cryo-EMmap of a
prokaryotic V/A-ATPase (32). Numerousmuta-
tions in subunits A, B1, B2, and E1 are linked

to disease and can be mapped onto the struc-
ture (fig. S8).
The VO region contains subunits a1, d1, e2, f,

ATP6AP1/Ac45, ATP6AP2/PRR, and the c ring
(Fig. 3A). Previous high-resolution structures
of S. cerevisiae VO regions were determined
from auto-inhibited complexes separated from
their V1 regions (8, 9, 29), whereas the struc-
ture presented here is within the context of an
assembled V-ATPase. Consequently, the sol-
uble N-terminal domain of subunit a1 is found
in its non-inhibitory conformation and does
not make contact with subunit d1 (Fig. 3B,
green). The membrane-embedded C-terminal
domain of subunit a1 includes eight trans-
membrane a helices (Fig. 3C) and creates the
two offset half-channels that allow proton trans-
location (8). The subunit starts with a v-shaped
insertion into the lipid bilayer formed by two
short a helices that do not entirely cross the
membrane (a1 and a2), followed by four trans-
membrane a helices (a3 to a6) and two highly
tilted transmembrane a helices (a7 and a8) that
create the surface that contacts the c ring. This
fold closely follows yeastVph1pandStv1p (8,29),
with root mean square deviations between Ca
atoms of 1 and 0.8 Å, respectively (fig. S9A).
Themajor difference between these structures
is the insertion of a structured linker with a
helices connecting transmembrane a3 and a4
in subunit a1 (Fig. 3C and fig. S9B). The c ring
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Fig. 2. Structure of the V1 region. (A) Surface representation. Scale bar, 25 Å.
(B) Cross-section through the V1 region, viewed from V1 toward VO. ADP is
shown in green. occl, occluded. (C) Superposition of the catalytic AB pairs (left)
and close-ups of the conformations of the nucleotide binding sites (right).
Scale bars, 5 Å. (D) Close-up of the interaction of subunits B2, E1, and G2 from

(A). N and C termini of models are indicated by asterisks. (E) Close-up of
the continuous b sheet formed by E1 and B2 from (A) (purple arrowhead).
Single-letter abbreviations for the amino acid residues are as follows: A, Ala;
C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn;
P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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contains nine copies of subunit c and one of
subunit c″ (Fig. 3B, pink and purple). As ex-
pected from the lack of a homologous gene in
mammals, the ring does not contain the sub-
unit c′ that is found in yeast. Conserved Glu
residues from protomers of the c ring are each
capable of carrying a single proton during pro-
ton translocation (Fig. 3B, red spheres). Aswith
the yeast VO region, subunit c″ breaks the pat-
tern of conserved proton-carrying Glu resi-
dues on alternating outer a helices of the c
ring (Fig. 3B, red arrow) (8). The presence of
ten protomers in the c ring sets the ATP:
proton ratio at three ATP molecules hydro-
lyzed for every ten protons translocated.With
a Gibbs free energy for ATP hydrolysis of
~−60 kJ/mol (35), this ratio limits the trans-
membrane proton motive force established
by the brain V-ATPase, D~mHþ , to ~18 kJ/mol,
which is equivalent to ~3 pH units or ~180mV
(35). Similarity between the mammalian and
yeast V-ATPase structures suggests that they
share the samemechanism for rotation-driven
proton pumping (8) (Fig. 3D). In this mecha-
nism, rotation of the c ring drives abstraction
of a proton from the cytoplasmic half-channel
to neutralize the charge on a conserved c-ring
Glu residue as it enters the lipid bilayer. Ro-
tation brings a protonated Glu residue close

to Arg741 of subunit a1, with formation of a
salt bridge between the Arg and Glu causing
release of the proton into the luminal half-
channel that begins near Glu795 of subunit a1.
Although structures of ATP synthases (32, 36–38)
have resolved the gap between the two tilted
a helices of subunit a where protons must
pass, this opening cannot be seen here (Fig. 3E,
gray arrow) or in other VO region structures
(8, 9, 29). This difference is either because
of limited resolution or because the open-
ing only forms transiently in V-ATPases that,
unlike ATP synthases, pump protons against
a proton motive force. The surface of subunit
a1 that contacts the c ring has the pattern of a
positive charge at the conserved Arg residue
and negative charges at the midmembrane ter-
mini of the two half channels (39) that has now
been seen in all other rotary ATPases (fig. S9C).
Subunit e2 is adjacent to transmembrane a

helices 3 and 4 of subunit a1 and consists of
an a-helical hairpin with a C-terminal tail,
similar to the corresponding yeast protein
Vma9p (8) (Fig. 3, A and C, blue, and fig. S10).
However, unlike yeast Vma9p, subunit e2 has
an extended C-terminal sequence that termi-
nates in a third short a helix (a3) encircled by
the linker between a3 and a4 of subunit a1
and the luminal loop of subunit f (Fig. 3C and

fig. S10, blue arrow). The function of subunit
e2 is unknown (40), but deletion of Vma9p
causes the Vma− V-ATPase deficiency pheno-
type in yeast, where cells can grow onmedium
buffered to pH 5.5 but not pH 7.5, are sensitive
to extracellular calcium and a variety of heavy
metals, and cannot grow on medium with
typical concentrations of nonfermentable car-
bon sources (41). Recent analysis of both the
vacuolar and Golgi forms of the S. cerevisiae
V-ATPase identified the hypothetical protein
YPR170W-B as a transmembrane a-helical
hairpin subunit, named subunit f (8, 29).
YPR170W-B is highly conserved in fungi, but
deletion of the gene did not cause the Vma−

phenotype (8). The structure of the brain
V-ATPase revealed density for a similar trans-
membrane a-helical hairpin in the VO region
in a position corresponding to the yeast sub-
unit f (Fig. 3, red). Bioinformatic analysis sug-
gests RNAseK, a conserved metazoan protein
(42), as a homolog of S. cerevisiae subunit f,
sharing 32% sequence identity and 52% se-
quence similarity (fig. S11A). Immunoprecip-
itation of RNAseK previously revealed that it
is associated with V-ATPase (22) and mass
spectrometry done in this study shows that
RNAseK is present in this enzyme prepara-
tion (tables S1 to S3). Consistent with a role
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Fig. 3. Structure of the VO region. (A) Surface representation with cryo-EM
density for subunits f, ATP6AP1/Ac45, and ATP6AP2/PRR. Scale bar, 25 Å;
NTD, N-terminal domain; CTD, C-terminal domain. (B) Viewed from V1 with
conserved proton-carrying Glu residues as red spheres. The direction of
ATP-hydrolysis–driven rotation of the ring is indicated. Red arrow indicates the
symmetry-breaking Glu residue of subunit c″. (C) Cartoon representation

viewed parallel to the plane of the lipid bilayer. (D) Proton path through the
VO region. (E) Surface representation of a1CTD viewed parallel to the plane of
the lipid bilayer. The gray arrow indicates the expected location of an opening
between a7 and a8 leading toward the luminal half-channel. (F) Close-up
view of the luminal terminus of the luminal half-channel, showing the
interaction of subunits f, e2, a1, and the unidentified density. Scale bar, 10 Å.
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in V-ATPase activity, RNAseK is necessary
for viral endocytosis and replication (22, 43).
The cryo-EM density for subunit f, although
lacking the necessary resolution to unam-
biguously identify the protein as RNAseK, is
consistent with the expected size of RNAseK
and accommodatesmost of its bulky side chains
(fig. S5B). Together, this evidence tentatively
identifies RNAseK as subunit f in mammalian
V-ATPases. Whether or not RNAseK functions
as a ribonuclease within the V-ATPase is not
known, but we note that the in vitro assays
that established this protein and its homologs
as ribonucleases (42, 44) were performed in
the absence of detergents or other membrane
mimetics, despite clear transmembrane a heli-
ces in hydropathy analysis of the protein’s
amino acid sequence (fig S11B). An additional

unidentified protein-like density previously
found in both the vacuolar and Golgi forms
of the S. cerevisiae V-ATPase (9, 29) is also
present in the mammalian complex (Fig. 3,
C to F, purple). All four of the membrane-
embedded components from this part of the
enzyme interact at the opening of the luminal
proton half-channel, with the linker between
a3 and a4 of subunit a1 acting as a scaffold
for packing the luminal loop connecting the
transmembrane a helices of subunit f, the
C-terminal sequence of subunit e2, and part
of the unknown component (Fig. 3F). These
four components are all elongated relative to
their yeast counterparts to accommodate their
interaction (figs. S9 to S11).
Unlike in the yeast V-ATPase, three rather

than two transmembrane a helices are located

within the lumen of the c ring (Fig. 4A). The cen-
termost a helix corresponds to the N-terminal
a helix of subunit c″, which is also seen in the
yeast V-ATPase (8, 9, 29). The other two trans-
membrane a helices are from ATP6AP1/Ac45
and ATP6AP2/PRR (Fig. 4A and fig. S5C).
ATP6AP1/Ac45 mutations in humans can lead
to immunodeficiency, cognitive impairment,
liver dysfunction, and abnormal protein glyco-
sylation (45), whereas mutations in ATP6AP2/
PRR can result in neurodegeneration as well
as X-linked parkinsonism and epilepsy (12).
Both proteins are frequentlymutated in gran-
ular cell cancers (46). ImmatureATP6AP1/Ac45
contains two soluble N-terminal domains on
the luminal side of the membrane, separated
by a furin cleavage site (47) (Fig. 4B, bottom).
In the map, the soluble region of APT6AP1/
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Fig. 4. Interaction of subunits within the membrane-embedded rotor
subcomplex. (A) Subunits ATP6AP1/Ac45, ATP6AP2/PRR, and c″ possess
transmembrane a helices in the center of the c ring. (B) ATP6AP2/PRR (top)
and ATP6AP1/Ac45 (bottom) possess luminal domains that are absent
from the structure. SP, signal peptide; TM, transmembrane; Cyt, cytosolic.
(C and D) Subunit d1 interacts with the C termini of ATP6AP1/Ac45 (C)

and ATP6AP2/PRR (D). Arrowheads indicate regions of ATP6AP1/Ac45
and ATP6AP2/PRR that contribute to the binding surface for subunit d1.
(E) Subunits c″, c(8), and ATP6AP2/PRR interact with the second luminal
domain of ATP6AP1/Ac45. Scale bar, 10 Å. (F) Subunits c″, ATP6AP1/Ac45,
ATP6AP2/PRR, and d1 create a network of interactions that connect the
vesicle lumen and the cytoplasm. Scale bar, 25 Å.
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Ac45 appears as a single low-resolution domain
approximately 30 Å by 20 Å by 30 Å in size
(Fig. 4C, light blue), which is consistent with
only the second luminal domain being in the
complex. Further, althoughmass spectrometry
detected peptides from uncleaved ATP6AP1/
Ac45, it suggested that the cleaved form is
predominantly present (fig. S12, A and C). The
C-terminal transmembrane a helix of ATP6AP1/
Ac45 is homologous with that of the yeast
V-ATPase subunit Voa1p (45) and is found in
an equivalent position inside the c ring (9).
This transmembrane a helix stretches approx-
imately halfway across the thickness of the
lipid bilayer, terminating as a C-terminal tail
that interacts with two of the subunits in the
c ring and subunit d1 before entering the cy-
toplasm (Fig. 4C, light blue). ATP6AP2/PRR is
known to associate withmammalian V-ATPase
(10, 11) and is essential for biogenesis of active
V-ATPase (48). The strong density for its trans-
membrane a helix in the map suggests that
every complex includes the subunit (fig. S5C).
Consistent with an emerging role for V-ATPases
in cell signaling (49), the presence of ATP6AP2/
PRR in the complex has tied V-ATPases to the
renin-angiotensin system for regulation of blood
pressure and electrolyte balance (10, 11, 13), Wnt
signaling (14), and other pathways (12). The
gene for ATP6AP2/PRR encodes anN-terminal
extracellular or luminal soluble domain and
a transmembrane anchor (Fig. 4B, top). The
soluble domain increases the angiotensin I–
generating activity of renin and can function
in both a membrane-bound form and, when
released by proteolysis, a soluble form (50, 51).
In the structure, the renin-activating domain
of ATP6AP2/PRR is missing (Fig. 4D, yellow).
The transmembrane anchor consists of a long
a helix and a short a-helical turn, connected
by an extended linker with N- and C-terminal
tails. The location of ATP6AP2/PRR’s trans-
membrane region, captured within the stable
c ring, dictates that, after its incorporation into
the c ring, the protein must remain associated
with theV-ATPase.Mass spectrometry detected
some intact ATP6AP2/PRR in the preparation,
but, consistent with the cryo-EM density, the
cleaved transmembrane region alonewasmuch
more abundant (fig. S12, B and D). In contrast
to the renin-angiotensin system, Wnt signaling
relies on ATP6AP2/PRR remaining membrane-
anchored, with interaction of proteins with the
extracellular or luminal part of ATP6AP2/PRR
leading to signaling in the cytoplasm (14). The
absence of the soluble domain of ATP6AP2/
PRR from the structure suggests that ATP6AP2/
PRR’s function in Wnt signaling involves either
a subpopulation of intact ATP6AP2/PRR mole-
cules that are not associated with V-ATPase or a
different population of V-ATPase or VO com-
plexes that contain intact ATP6AP2/PRR.
The structure shows numerous interactions

between ATP6AP1/Ac45, ATP6AP2/PRR, sub-

units d1 and c″, andmultiple c-subunits (Fig. 4,
E and F). Because these proteins are all part
of the rotor subcomplex, the interactions per-
sist during rotation and are also found in
rotational states 2 and 3 (fig. S13). In the lumen,
the soluble domain of ATP6AP1/Ac45 interacts
with the N-terminal tail of cleaved ATP6AP2/
PRR, the linker that connects subunit c″ to its
N-terminal a helix in the middle of the c ring,
and the N terminus of subunit c(8) (Fig. 4E).
Near the cytoplasmic surface of the VO region,
the C-terminal tail of ATP6AP1/Ac45 and the
short C-terminal a helix of ATP6AP2/PRR, in-
cluding 12 of the 19 residues in its intracellular
domain (14), are sandwiched between sub-
units of the c ring and subunit d1 (Fig. 4, C
and D, arrow). VO complexes assemble in the
endoplasmic reticulum (ER), with the incor-
poration of subunit d allowing ER release
(52, 53) and subsequent binding of the V1

region (53). Free subunit d in the cytoplasm
(54) does not bind the V1 complexes that are
preassembled there (55), which suggests that
the conformation of subunit d changes upon
incorporation into VO, making it competent
to interact with subunit D of V1 (Fig. 1D). In-
deed, subunit d adopts a more open conforma-
tion when it engages subunit D of the central
rotor in the intact V-ATPase and a more closed
conformation when V1 is detached and sub-
units d and D are disconnected (fig. S14). The
C-terminal tails ofATP6AP1/Ac45 andATP6AP2/
PRR produce part of the surface onto which
subunit d1 assembles (Fig. 4, C, D, and F). This
structure explains whymutations in ATP6AP1/
Ac45 and ATP6AP2/PRR are associated with
related disease phenotypes (12, 45, 46). It also
explains why ATP6AP1/Ac45 and ATP6AP2/
PRR appear to work together to allow subunit
d binding, ER release, and subsequent V1 as-
sembly onto VO in the mammalian V-ATPase
(9, 56). ATP6AP1/Ac45 and ATP6AP2/PRR
could also be involved in the reverse process,
with conformational changes within them
altering the conformation of subunit d1, dis-
rupting its interaction with subunit D, and
triggering separation of the V1 and VO regions.
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ORGANIC CHEMISTRY

Enantioselective remote C–H activation directed
by a chiral cation
Georgi R. Genov*, James L. Douthwaite*, Antti S. K. Lahdenperä, David C. Gibson, Robert J. Phipps†

Chiral cations have been used extensively as organocatalysts, but their application to rendering transition
metal–catalyzed processes enantioselective remains rare. This is despite the success of the analogous
charge-inverted strategy in which cationic metal complexes are paired with chiral anions. We report
here a strategy to render a common bipyridine ligand anionic and pair its iridium complexes with a chiral
cation derived from quinine. We have applied these ion-paired complexes to long-range asymmetric
induction in the desymmetrization of the geminal diaryl motif, located on a carbon or phosphorus center,
by enantioselective C–H borylation. In principle, numerous common classes of ligand could likewise
be amenable to this approach.

I
on-pairing has been put to extensive
use as a key design feature in the field
of asymmetric catalysis (1). In the 1980s,
pioneering studies on enantioselective
phase-transfer catalysis paired a chiral

cation with a reactive anionic intermediate
in the enantiodetermining transition state
(2), with cinchona alkaloid-derived cations
dominating as effective and readily accessi-
ble scaffolds (3). The numerous subsequent
developments in this area have had enormous
impact in the field of asymmetric organo-
catalysis, encapsulating such important trans-
formations as Michael and aldol additions, as
well as Mannich, fluorination, alkylation, and
oxidative cyclization reactions, to name but a
few (4–7) (Fig. 1A, left). Over the past decade,
the inverse strategy of using a chiral anion to
associate with a cationic reaction intermediate
has also proven extremely successful (1, 8, 9).
This latter strategy has been effective not only
in an organocatalytic context (10, 11) but also
in powerful combination with transition metal
catalysts (12–14), cleverly capitalizing on the
relatively commonoccurrence of cationic tran-
sition metal complexes in catalytic cycles. By
contrast, it is far rarer to encounter anionic
transition metal complexes as key intermedi-
ates. As such, the charge-inverted approach of
pairing a chiral cationwith an anionic transition
metal catalyst has only been demonstrated in a
handful of pioneering cases, notably asymmetric
oxidation reactions involving anionic diphos-
phatobisperoxotungstate (15) and peroxomo-
lybdate (16) complexes as catalysts (Fig. 1A,
center) (17–21). Owing to this scarcity of anionic
metal complexes in the most commonly used
processes, the broader potential of uniting
chiral cations with the versatile reactivity of
transitionmetals has remained underexplored,

despite the obvious potential presented by sev-
eral privileged classes of chiral cation. Given
the success of thesemotifs as chiral controllers
in asymmetric organocatalysis (vide supra), a
general strategy to integrate them with tran-
sition metal catalysis would likely have broad
impact in the field of asymmetric catalysis.
In an important advance, which compel-

lingly demonstrates this potential, Ooi and
co-workers incorporated a chiral cation cova-
lently into the structure of a phosphine ligand,
resulting in highly stereocontrolled formation
of contiguous all-carbon quaternary stereocen-
ters under palladium catalysis (Fig. 1A, right)
(22, 23). At the outset of this project, we en-
visioned a potentially more generally appli-
cable approach whereby an anionic handle is
incorporated into a common ligand scaffold,
providing the key point of interaction with
the chiral cation (Fig. 1B). Judicious place-
ment of this anionic group would be crucial
to success—not close enough to the metal cen-
ter to disrupt reactivity but not so far that the
chiral environment imparted by the cation
would be ineffective. Various chiral cations
could be introduced in the final step by sim-
ple ion exchange, allowing for rapid catalyst
optimization. In pioneering work, Ooi and
co-workers previously demonstrated the pro-
ductive combination of cationic ligands with
chiral anions, as demonstrated effectively in
enantioselective allylic alkylation (24, 25). We
envisaged that, in principle, a wide variety of
privileged ligand scaffolds for transition metal
catalysis could be rendered anionic, creating
exciting opportunities to explore the use of chi-
ral cations as chiral controllers in a wealth of
powerful transition metal–catalyzed reactions.
In seeking a rigorous and relevant test of the

above-described approach, we targeted a trans-
formation that lies at the cutting edge of what
is currently possible in enantioselective cataly-
sis. Although enantioselective, desymmetrizing
C–H activation of arenes has been extensively
explored with palladium (26, 27), rhodium
(28, 29), and iridium (30, 31) catalysis, all but

a single case functionalize at the arene ortho
position (32). Only very recently did Yu and
co-workers achieve enantioselective desym-
metrization through direct arylation at the
arene meta position (Fig. 1C) (33), taking ad-
vantage of an ingenious relay strategy via the
ortho position, although relatively high load-
ings of the chiral norbornenemediator (CTM,
20 to 50mol%)were required. C–Hborylation
reactions have the useful attribute that the
new C–B bond can undergo numerous diverse
transformations (34, 35), but so far, enantio-
control in arene borylation has been realized
only in two recent reports, from Shi, Hartwig,
and co-workers (30) andXu,Ke, and co-workers
(31). In both cases, the chiral information is
covalently incorporated into the ligand scaf-
fold in the conventionalmanner and adirecting
group guides borylation to the ortho position.
By contrast, the creation of chirality over long
ranges, where the enantiotopic site is far from
the new stereocenter, is an outstanding chal-
lenge in which catalyst designs that incorpo-
rate noncovalent interactions offer numerous
opportunities (36–38).
We recently developed anionic bipyridine

ligands that bear a remote sulfonate group to
impart control of regioselectivity in iridium-
catalyzed C–H borylation via noncovalent in-
teractionswith the substrate (39–41). Throughout
these studies, a single ligand scaffold consist-
ently gave the optimal regiocontrol. In one
particular study, we attributed the high regio-
selectivity for borylation at the arene meta
position to the existence of a hydrogen bond
between the substrate and the sulfonate group
of the ligand in the regiodetermining transition
state for C–H activation (Fig. 1D) (40). We hy-
pothesized that exchange of the achiral tetra-
butylammonium counterion of the ligand for
a chiral cation might allow enantioselective,
desymmetrizing C–Hactivation in a prochiral
substrate (as in Fig. 1E). Herein, we demon-
strate that, using this approach, remote, enan-
tioselective C–H borylation can be achieved
for formation of chiral-at-carbon and chiral-
at-phosphorous compounds, showcasing the
thus far unexplored approach of combining
a chiral cation with an anionic ligand for a
reactive transition metal.
We commenced our studies with symmetri-

cal benzhydrylamide 2a (Fig. 2A). Numerous
ion-paired ligands L·1, possessing a variety
of chiral cations 1a to 1i, could be readily ob-
tained through counterion exchange. The
chiral cations were all derived from dihydro-
quinine (DHQ) with varying N-benzyl substitu-
tion. At room temperature in tetrahydrofuran
(THF) as solvent, low but encouraging levels
of enantioselectivity were obtained with 3,5-
dimethoxy benzyl and 3,5-di-tert-butyl groups
[L·1a and L·1b, 31 and 30% enantiomeric
excess (ee)]. We next investigated placing sub-
stituted aromatic rings at the 3- and 5-positions

RESEARCH

Genov et al., Science 367, 1246–1251 (2020) 13 March 2020 1 of 6

Department of Chemistry, University of Cambridge, Lensfield
Road, Cambridge, CB2 1EW, UK.
*These authors contributed equally to this work.
†Corresponding author. Email: rjp71@cam.ac.uk



of the quaternizing N-benzyl group. Encourag-
ingly, L·1c (4-CF3C6H4) gave increased enantio-
selectivity (39% ee) and L·1d (3,4,5-F3C6H2)
resulted in a further improvement (52% ee).
Focusing attention on the meta positions of
the outer arenes of the teraryl system, we then
evaluated a series of substituents (L·1e to
L·1i). Trifluoromethyl (L·1e) and methoxy
(L·1f) substitution again gave increases (both
60% ee), but the biggest gain came from the
tert-butyl substituted L·1g (73% ee). At this

point, we investigated aryl groups in these
positions to extend the reach even further, but
both of these proved detrimental (L·1h and
L·1i). Thus, we shifted our attention to other
reaction parameters with L·1g. A solvent eval-
uation identified cyclopentyl methyl ether
(CPME) as being optimal, in that the reaction
temperature could be reduced to −10°C while
high reactivity was maintained, resulting in iso-
lation of 3a in 72% yield and with 96% ee, fol-
lowing oxidation to the corresponding phenol

with H2O2 (see inset in Fig. 2A). This deriva-
tization aided separation from any remain-
ing startingmaterial or difunctionalizedmaterial.
The undesired borylation of monoborylated 3a′
to give a symmetrical diborylated by-product did
occur to varying degrees in the reactions, being
unavoidable at higher conversions. We thus
carried out careful experiments to establish
whether kinetic resolution may be occurring
in such instances, resulting in possible en-
hancement of the observed ee of 3a′ at the
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Fig. 1. Strategy for
incorporating chiral
cations with transition
metals. (A) Applications
of chiral cations in
asymmetric catalysis.
Me, methyl; Ph, phenyl;
R, substituent. (B) General
strategy for integration of
transition metal (TM)
catalysis with chiral
cations. M, metal.
(C) State-of-the-art
methodology for enantiose-
lective remote C–H
activation of arenes.
Boc, butyloxycarbonyl;
Ac, acetyl; BNDHP,
1,1′-binaphthyl-2,2′-diyl
hydrogenphosphate.
(D) Our prior work
controlling regioselectivity
in arene borylation.
Bu, butyl. (E) Summary
of this work.
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Fig. 2. Enantioselective desymmetrizing C–H borylation of benzhydryla-
mides. (A) Reaction optimization. COD, 1,5-cyclooctadiene; rt, room
temperature; tBu, tert-butyl. (B) Scope of enantioselective borylation
using L·1g in substrates bearing no regioselectivity challenge. Et, ethyl.
(C) Examples in which the catalyst is controlling regioselectivity and

enantioselectivity. Yield values refer to isolated yields. Regioisomeric ratios
were determined from the crude 1H–nuclear magnetic resonance (NMR)
spectrum before isolation. Enantiomeric excesses determined by chiral
high-performance liquid chromatography (HPLC) or supercritical fluid
chromatography (SFC) analysis.
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end of the reaction. Evaluating ee of 3a′ at
various levels of conversion as well as sub-
mitting racemic 3a′ to the enantioselective
borylation conditions withL·1g showed that
there is no appreciable kinetic resolution oc-
curring (figs. S1 and S2). Finally, we evaluated
a ligand paired with a Maruoka-type chiral
cation which gave racemic product, a variant of
L·1g in which the quinine hydroxyl group is
methylated, which gave a reduced ee of 72%,
and a variant of L·1g in which the stereo-
chemistry of the quinine hydroxyl group is
inverted, which gave only 11% ee (see sup-
plementary materials and table S1 for full op-
timization details). A survey of N-protecting
groups demonstrated that trifluoroacetyl is
optimal, although acetyl also performed well
(fig. S3).
We proceeded to examine the scope of the

reaction in terms of versatile substituents on
the substrate aryl rings (Fig. 2B). Postreaction
derivatization of the introduced boronic acid
pinacol ester (BPin) group facilitated purifi-
cation, and we used oxidation with hydrogen
peroxide to give the corresponding phenols.
We were pleased to find that halide substi-
tution was very well tolerated in the enantio-
selective borylation. Chloro-substituted (3b),
bromo-substituted (3d), and iodo-substituted
(3e) arenes all delivered excellent levels of en-
antioselectivity, the latter being of particular
note because it would likely be incompatible
with palladium catalysis and is a testament to
the mild conditions and functional group to-
lerance of iridium-catalyzed borylation. The
N-trifluoroacetyl group could be replaced by
acetyl with little drop in ee, as demonstrated
on substrate 3c. The absolute stereochemistry
of compound 3ewas determined by x-ray crys-
tallographic analysis, and all other compounds
were assigned by analogy with this. Further
variation of substituents revealed that trifluor-
omethoxy (3f), ester (3g), and nitrile (3h) were
all well accommodated at the 3-position of the
substrates. We also examined vicinally dichlo-
rinated (3i) and difluorinated (3j) substrates,
which both worked effectively. Substrates bear-
ing electron-donating substituents exhibited
lower reactivity under our conditions—3-
methoxy gave no conversion and 3-methyl gave
<5% conversion, likely owing to the reaction
temperatures being lower than those typically
used in C–H borylation. Performing the reac-
tions at room temperature gave conversion, but
with moderate enantioselectivity (fig. S4). The
substrates examined so far have all presented
no regioselectivity challenge, owing to the well-
established preference for C–H borylation at
the least hindered arene position (42). Given
that the sulfonated bipyridine ligand scaffold
was originally designed for the purpose of
controlling regioselectivity in substrates that
would typically be nonselective, wewere keen
to evaluate whether L·1g would be able to

control both of these important selectivity
factors for a substrate that possessed ortho-
substituted aromatic rings (Fig. 2C) (40). We
were concerned that the introduction of ortho
substituentsmay substantially change the pre-
ferred substrate conformation, potentially af-
fecting crucial interactions with the chiral
cation. Also, it was possible that the complex
chiral cation might disrupt the regioselectivity
that we had previously observed when using
tetrabutylammonium as the cation. However,
we were delighted to find that an ortho-chloro
substrate gave the meta-borylated product 3k
with excellent regioselectivity [10:1 regioiso-
meric ratio (rr)] and only a small reduction in

enantioselectivity (85% ee). In contrast to this,
the control borylation with standard borylation
ligand dtbpy resulted in a 1.6:1 ratio of regio-
isomers (fig. S5). An ortho-bromo substrate
performed similarly (3l), as did an ortho-CF3
(3m) and ortho-OCF3 (3o). We also examined
ameta-fluoro substrate, which presents regio-
selectivity challenges using standard ligands
owing to the small size of the fluorine atom
(42), but with L·1g, high regioselectivity was
observed (3n). In addition, we carried out
preliminary experiments with nonsymmetri-
cal substrates to assess the viability of using
the reaction in kinetic resolution mode. These
showed that it is indeed viable, although
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Fig. 3. Substrate scope of the enantioselective C–H borylation of diaryl phosphinamides. Yield values
refer to isolated yields.
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further investigations and optimization are
likely required to enable this to be a general
procedure (fig. S6).
At this stage, we envisaged that a com-

pelling demonstration of the potential of this
approach would be to successfully apply it to
a different class of compound entirely. For
this purpose, we identified symmetrical diaryl-
phosphinamides, which contain a prochiral,
configurationally stable phosphorus atom at
the heart of the compound. We reasoned that
such substrates would test our chiral cation–
directed C–H borylation strategy in tackling
an additional prominent challenge to synthetic
chemists—that of how to synthesize P-chiral
compounds in a catalytic asymmetric manner
(43). Although there are several recently re-
ported methods for enantioselective desym-
metrizing C–H activation of phosphinamides
using chiral Pd and Rh complexes, both result
in ortho-functionalized products (44, 45).
Given the broad utility of P-chiral compounds
in catalysis as well as increasingly in medicinal
chemistry, we envisaged that remote desym-
metrization would be of substantial practical
utility (46). We were pleased to observe that a
symmetrical phosphinamide, bearing a para-
methoxy phenyl group on the phosphinamide

nitrogen, was borylated to give 3p with 90%
ee using ligand L·1g, which had been op-
timal for the benzhydrylamide substrate class
(Fig. 3). X-ray crystallographic analysis of 3p
showed that this product had analogous ab-
solute stereochemistry to that obtained in the
amide series, relative to the position of the NH
hydrogen-bond donor. Experiments stopped at
various conversions demonstrated that sec-
ondary kinetic resolution to form diborylated
product is not contributing to the observed
high enantioselectivity (fig. S7). N-substitution
was found not to be limited to aromatic
moieties, as demonstrated by N-tert-butyl sub-
stituted 3q (95% ee). As in the amide sub-
strate class, a variety of useful functional groups
were tolerated on the aromatic ring, encom-
passing bromide (3r), ester (3s), iodide (3t),
trifluoromethoxy (3u), trifluoromethyl (3v),
and nitrile (3w). In some cases, yields are
modest owing to poor substrate solubility
under the reaction conditions (as in 3s). There
are numerous established avenues for the ma-
nipulation of the phosphinamide functional
group in a stereospecific manner, such as to
tertiary phosphine oxides, which have been
amply demonstrated elsewhere (44). To test
whether the catalyst may be able to influence

both regioselectivity and enantioselectivity
in this substrate class, we tested an ortho-
substituted symmetrical phosphinamide but
found that both outcomes were poor (fig. S8).
We speculate that this may arise owing to the
ortho-substituted aromatic ring and bulky
nature of the quaternary phosphorous center,
relative to the benzhydrylamide, having a
conformational impact on the substrate that
adversely affects crucial substrate-ligand
interactions.
For both classes of compounds demon-

strated, the C–H borylation products typi-
cally possess three versatile functional groups
on the aromatic rings for further elaboration
into complex scaffolds, at the heart of which
lies the newly formed stereocenter. By virtue
of the desymmetrization strategy used, two
of these functional groups must necessarily
be identical, and we sought to demonstrate
that site selectivity between these in the pro-
duct should be possible in many instances by
electronic differentiation arising from intro-
duction of the new substituent. In the first
example, we carried out borylation and oxi-
dation of dichloride 2b to give the phenol 3b
with good yield and high enantioselectivity
(Fig. 4A, upper scheme). By carrying out
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Fig. 4. Product elaboration and further experiments. (A) Use of arene electronics to control site-selective derivatization of reaction products. HATU,
hexafluorophosphate azabenzotriazole tetramethyl uronium. (B) Use of a pseudoenantiomeric chiral cation to form (R)-3a. (C) Control experiments to probe
ligand-substrate interactions. % conv., % conversion. (D) Control experiments to probe ligand-cation interactions. Yield values refer to isolated yields.
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Suzuki-Miyaura coupling on3b in the presence
of one equivalent of tetrabutylammonium
hydroxide, we were able to achieve >20:1 site
selectivity for cross-coupling on the nonphe-
nolic aromatic ring. We anticipate that this
is a result of the highly electron-rich nature
of the in situ–generated phenolate disfavor-
ing oxidative addition to the C–Cl bond on the
same ring. In the second case, we carried out
borylation of diester 2g followed by cyana-
tion to obtain 6 (Fig. 4A, lower scheme) (47).
Careful treatment of 6 with NaOH selectively
hydrolyzed the ester on the same ring as the
nitrile owing to electronic factors that can be
readily rationalized and predicted using sub-
stituent Hammett parameters (48), giving 7 in
>20:1 rr after amide coupling.
To emphasize the practicality of our process,

we demonstrated borylation using ligandL·1j,
possessing a diastereomeric chiral cation de-
rived from quinidine, the pseudoenantiomer
of quinine. This proceeded smoothly, giving
(R)-3a with 90% ee (Fig. 4B). Next, we per-
formed experiments to probe the hydrogen-
bonding interaction of substrate with ligand.
The N-methylated variant (2x) of successful
substrate 2d underwent no borylation under
the optimized conditions at −10°C, and the
temperature had to be raised to 10°C to obtain
product, which was found to have only 8% ee
(Fig. 4C). This outcome highlights the impor-
tance of the hydrogen-bond donor in the
substrate for both reactivity and selectivity, in
line with our initial hypothesis (Fig. 1E). We
also performed an experiment in which ion-
paired ligand L·1g was replaced with neutral
5,5′-dimethylbipyridine (8) together with
the optimal chiral cation as its bromide salt
(Br·1g). The product was racemic, demon-
strating the requirement for ligand and chiral
cation to be associated to achieve enantioin-
duction.We also ran a reaction inwhich ligand
L·NBu4, bearing achiral tetrabutylammonium
as the cation, was used in conjunction with
Br1g. In this case, 58% ee was obtained in
the product, consistent with some degree of
counterion exchange occurring between the
two, leading to moderate enantioinduction.
We have demonstrated a strategy for pairing

privileged chiral cations with an iridium-
bipyridine complex, enabled by incorporation
of an anionic sulfonate group into the ligand

scaffold. In principle, numerous widely used
transitionmetal–catalyzed reactions could be
amenable to this approach, as evidenced by
the numerous common ligand classes that
have been sulfonated for the purpose of en-
gendering water solubility (49). We anticipate
thatwider incorporation of chiral cations into
mainstream transition metal catalysis could
have broad implications in asymmetric or-
ganic synthesis.
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WATER RESOURCES

Colorado River flow dwindles as warming-driven loss
of reflective snow energizes evaporation
P. C. D. Milly* and K. A. Dunne

The sensitivity of river discharge to climate-system warming is highly uncertain, and the processes that
govern river discharge are poorly understood, which impedes climate-change adaptation. A prominent
exemplar is the Colorado River, where meteorological drought and warming are shrinking a water
resource that supports more than 1 trillion dollars of economic activity per year. A Monte Carlo
simulation with a radiation-aware hydrologic model resolves the longstanding, wide disparity in
sensitivity estimates and reveals the controlling physical processes. We estimate that annual mean
discharge has been decreasing by 9.3% per degree Celsius of warming because of increased
evapotranspiration, mainly driven by snow loss and a consequent decrease in reflection of solar
radiation. Projected precipitation increases likely will not suffice to fully counter the robust,
thermodynamically induced drying. Thus, an increasing risk of severe water shortages is expected.

T
he Upper Colorado River Basin (UCRB)
supplies water to ~40million people and
supports ~16million jobs (1). Atmospheric
warming and recent precipitation deficits
have heightened concern about the future

(2–6), but the response of river discharge to
warming remains highly uncertain. An im-
plicit assumption in the literature on UCRB
hydroclimatic change is that two climaticmean
variables—precipitation and temperature—
determine runoff (hence, river discharge) re-
sponse, followingconstant sensitivitiesa [percent

discharge change per percent precipitation
change (dimensionless)] and b [percent dis-
charge change per degree Celsius of warming
(% °C−1)]. Empirical regression analyses imply
large values of b (−13 to −15% °C−1) (4, 6–8),
which is inconsistent with estimates in the
range−2 to−9% °C−1 obtained fromperturba-
tion of temperature inputs (the deltamethod)
to hydrologicmodel simulations (2, 9, 10) and
from theory (11). For a, regression and delta es-
timates are in much better agreement (10). The
discrepancy in b, which is seen for rivers around
the globe (11), translates into great uncertainty
in the magnitude of future effects on human
livelihood, economic activity, and ecosystem
health. The situation is exacerbated by lim-

ited process understanding in the presence of
hydroclimatic nonstationarity (12). The em-
piricism that is inherent in the regression
approach, and even that which is inherent in
the estimation of energy-driven evaporative
demand in the hydrologic models (13), leaves
the use of such methods for extrapolation
of past observations to the future, under an-
thropogenic climate change, open to question.
Accordingly, we gave special attention to
surface net radiation—the ultimate driver of
evapotranspiration—and to its modulation by
snow-affected surface albedo (14) rather than
relying on temperature measurements as a
surrogate for energy availability. We found a
strong influence of snow-affected albedo on
radiation balance in theUCRB (Fig. 1) (15), which
necessitated its consideration in a process-
based estimation of b.
Herein,we address the following questions, in

turn, by use of a monthly water-balance model
grounded in a suite of observations: Does the
model reproduce the historical regression-based
b? What is the model’s delta-based b, and why
does it differ from the regression-based value?
Can the two values be reconciled? What phys-
ical processes control b? How sensitive is our b
estimate to the assumptions inour analysis?How
much did warming contribute to the historical
hydrological drying in the UCRB?What future
changes in UCRB discharge can be expected?
In addition to the snow-water equivalent

(SWE), albedo, and radiation measurements
used to develop the relations in Fig. 1, we used
observations of precipitation and temperature
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Fig. 1. Observed relations among monthly SWE, surface albedo, and
surface net radiation in the UCRB. (A) Dependence of surface albedo on
SWE (logarithmic scale) for each of 12 elevation ranges. 1st, 2nd, and 3rd
quartiles of binned data are shown. Curves are least-squares fits to the
unbinned data and are used in the model. (B) Inferred dimensionless
sensitivity
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dC of net radiation Rn to co-albedo (one minus albedo) C as a

function of mean elevation of 960 subareas by month of the year. Blue curves
are fitted to smoothed (30-point moving median; black) data from empirical
regression estimates. Red curves are analogous fits for theoretical case where
a change in absorbed solar radiation causes no radiative feedbacks. Fits to
regressions are used in the model, except that fits to no-feedback data are
used in a sensitivity experiment.



(Fig. 2 and Fig. 3, A and B) as well as discharge
(Fig. 3G) to constrain a hydrologic simulation
model (15), which we used to elucidate the pro-
cesses that control sensitivity and to reconcile
divergent, previously published sensitivity esti-
mates. The model has a monthly time step and
divides the 290,000-km2 UCRB into 960 sub-
areas to capture the strong heterogeneity in-
duced by rugged (2700-m relief) topography
(Fig. 2C). Rain-snow partitioning depends on
temperature. Evaporative potential is set to the
rate of non–water-stressed evapotranspiration
under conditions of minimal advection (16).
Fifteen model parameters were estimated by
maximizing goodness of fit to observed dis-
charge (15).Wemeasured goodness of fit with
respect to mean, linear trend, regression-
based sensitivities a and b, and Nash-Sutcliffe
coefficient of efficiency. [Including a correc-
tion that accounts for temporary subsurface
storage of runoff before entering the river
(11), which has previously been neglected, and
using an October to September water year, we
found observational regression-based a and b,
± one standard error of estimation, to be 1.98 ±
0.16 and −16.1 ± 2.9% °C−1, respectively. Ne-
glecting the storage correction yields b =−13.1 ±
2.4% °C−1, consistent with earlier analyses.]
The sensitivity of our results to the goodness-
of-fit criteria is presented in the supplement-
ary materials (15).
Of 500,000 trial parameter sets, 171 satis-

fied the goodness-of-fit criteria (15), and these
formed amodel ensemble for subsequent analy-
ses. As the temperature rose, the ensemble-
mean SWEand—hence, following the relations
in Fig. 1—albedo decreased, which led to a
basin-mean increase of net radiation by 3.0%

per century over the study period (Fig. 3, C to
E). With an associated increase in evapotran-
spiration (Fig. 3F), the ensemblemean–modeled
annual discharge (Fig. 3G) fell by 20.1% per
century, compared with 19.6% per century
observed; the square of the correlation co-
efficient (r2) between the observed and ensem-
ble mean–modeled annual discharge is 0.82.
Within the ensemble, the models’ regression-
based, storage-corrected sensitivities a and b
ranged from a = 1.89 ± 0.16 to 2.08 ± 0.18
(mean, 1.99) and b = −15.4 ± 2.9 to −16.9 ±
3.0% °C−1 (mean, −15.9% °C−1), which is con-
sistent with observational estimates.
The ensemble was rerun with the temper-

ature increased by 1°C, and differences from
the base simulations were used to estimate
sensitivities. The delta-based b ranged from
−7.8 to−12.2% °C−1 (mean,−9.3% °C−1), which is
consistent with higher-magnitude values from
previous delta-based analyses (2, 10) and lower
than regression-based estimates. Simulations
with precipitation perturbed by +1% eachmonth
yielded a delta-based a of 2.21 to 2.83 (mean,
2.52). It is not surprising that some previous
delta estimates of b were as high as ours nor
that some were lower, because models had a
variety of features, with varying physical realism,
differentially sensitizing their evapotranspiration
to temperature, and the mechanisms under-
lying b generally were neither identified nor
constrained with measurements.
We found that the difference between the

model’s regression- and delta-based sensitivities
is explained by confounding variables: sea-
sonal shifts of precipitation that historically
accompanied annual anomalies of temper-
ature. During warm water years, precipita-

tion tended to shift from December–April to
August–September. Because discharge sensi-
tivity to precipitation is strong in winter (when
extra precipitation tends to run off) (3) and
weak in summer (when extra precipitation
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Fig. 2. Spatial distributions of annual climate variables and elevation over the UCRB, as resolved by the
model discretization of space into 960 subareas. (A) Total precipitation. (B) Mean temperature. (C) Elevation.
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Fig. 3. Water-year time series of basin-mean,
annual-mean values. (A to G) Precipitation (milli-
meters per year) (A), temperature (degrees Celsius)
(B), April 1 SWE (millimeters) (C), surface albedo (D),
surface net radiation (watts per square meter) (E),
evapotranspiration (millimeters per year) (F), and
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Blue curves represent estimates from observations,
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outputs. Least-squares linear fits also are shown.
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tends to evaporate), runoff is suppressed during
warm years. To remove the confounding varia-
bles from our comparison of the delta and re-
gression estimates, we modified the original
experiments so that the monthly course of
precipitation in every year was set to climatol-
ogy times a factor that preserved the observed
annual anomaly; for temperature, the annual
anomalies were applied as additive constants to
the climatology. For these experiments, the
models’ regression-based a and b were a =
2.26 ± 0.03 to 3.00 ± 0.08 (mean, 2.59 ± 0.04)
and b = −6.5 ± 0.7 to −11.6 ± 1.0% °C−1 (mean,
−8.1 ± 0.7% °C−1), which is in reasonable agree-
mentwith thedelta-based values; thedifference
between −8.1 ± 0.7 and −9.3 is only marginally
significant, and allowances must bemade for
the simple formulation of the storage correc-
tion for the regression estimate (15).
The substantial dependence of inferred sen-

sitivities on seasonal distributions of climate
perturbations implies that the use of simple
annual sensitivity parameters (a and/or b) can
severely distort climate-change analyses. This
is a shortcoming of both the regression and
delta approaches. With regression, the derived
sensitivities depend on basin-specific histor-
ical intra-annual and interannual variability,
including the confounding precipitation-
temperature covariance. In the usual delta ap-
proach, the perturbations have no seasonal
variations, and the roles of precipitation and
temperature are decoupled, so delta sensitiv-
ities are more readily interpreted. However,
the best approach for hydroclimatic projections
is to use the delta approach with projected
monthly varying climate changes.
To understand the ensemble-mean magni-

tude −9.3% °C−1 of the delta-based b and its
potential relevance for ongoing anthropogenic

climate change, we consider the physical pro-
cesses at play. Temperature enters the model
in four ways: (i) Because SWE depends on the
phase of precipitation and the rate of snow
melt, the surface albedo and, hence, the evap-
orative potential are temperature-dependent.
(ii) The maximum fraction of net radiation
that is converted to latent heat flux depends
on the temperature-dependent slope of the
saturation vapor-pressure curve (11, 16). (iii)
Evapotranspiration from soil ceases below a
critical temperature, simulating winter dor-
mancy of vegetation. (iv) Temperature affects
the timing of snow melt and, thus, causes dif-
ferences in sublimation and evapotranspiration
in the model. By disabling these processes one
at a time, we found that the contributions from
the first three processes were −6.2, −2.1, and
−0.3% °C−1, respectively, and other snow-storage
effects and nonlinear interactions accounted
for the remainder. Figure 4 summarizes the
foregoing reconciliation of sensitivity estimates.
We repeated the analysis under the assump-

tion that a change in albedo induces negligible
radiation feedbacks (Fig. 1B, red).We found an
ensemble mean b of −7.8% °C−1, indicating
that our findings are somewhat sensitive to
uncertainties in albedo-radiation feedback.
Unaccounted factors in our analysis include

externally driven changes in radiation (e.g.,
from changing atmospheric composition),
changes in boundary-layer entrainment (17),
and stomatal responses to CO2 fertilization
(18). The latter two factors tend to decrease
the efficiency of the conversion of net ra-
diation to potential evapotranspiration. We
found the potential net effect of these factors
on b to be negligible (15).
Our parameterization of potential evapo-

transpiration by use of the Priestley-Taylor

formulation (16), which allowed for no atmo-
spheric aridity feedback caused by actual
(nonpotential) evapotranspiration, could be
questioned. We therefore repeated our anal-
ysis with allowance for this feedback (15),
finding a negligible difference in results. An-
other caveat to consider is that our adoption
of the Priestley-Taylor formulation, even when
we consider the aridity feedback, implicitly
assumes that variabilities (in particular, long-
term trends) of wind speed and humidity will
not affect the value of the Priestley-Taylor a,
even though they do, on certain time scales,
play a documented role in variabilities of pan
evaporation (19) and of the American Society
of Civil Engineers Standardized Reference
Evapotranspiration (20).
How much have temperature changes con-

tributed to the period-of-record discharge trend
(−19.6 and −20.1% per century observed and
modeled, respectively) and the 2000 to 2017
discharge deficit (−15.9 and −17.6% of previous
mean observed and modeled, respectively)? If
we set temperature every year to its climatology,
the model yields a discharge trend of −8.4% per
century and a discharge deficit of −8.1%. We
conclude that temperature sensitivity accounts
for more than half of both drying phenomena,
which is consistent with a previous analysis (21).
What about the future? To characterize fu-

ture temperature and precipitation, we used
the 8 out of 24 Coupled Model Intercompari-
son Project Phase 5 (CMIP5) climate models
that simulated 1913 to 2017 discharge (area-
weighted runoff) within a factor of two of the
observed discharge. (The constraints used for
climate-model selection were much less strin-
gent than those used for selection of hydrologic
model parameter sets because the hydrologic
model was driven by historical climate time
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Fig. 4. Summary of estimates of b
from previous studies and from
this analysis. Left to right: previous
observational (Obs) and model
analyses (2, 4, 6–10) and results from
this analysis. Error bars represent ±
one standard error of estimation from
the regressions. The multicolored bar
shows the contribution of each of
the temperature-sensitive mechanisms
to the magnitude of b. Excluded as
unrealistic from the previous delta
analyses are cases in which maximum
daily temperature was perturbed
whereas minimum was not (10). The
label “P&T have anomalies only at
annual scale” refers to the computa-
tions in which the monthly course of
precipitation in every year was set to
climatology times a factor that pre-
served the observed annual anomaly.
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series, whereas themodeled climate time series
were biased and independent of actual history.)
From CMIP5’s historical, Representative Con-
centration Pathway 4.5 (RCP4.5), and RCP8.5
scenarios, we computedmonth-of-year temper-
ature climatology increases from 1913–2017 to
2036–2065, added them to the observed his-
torical record, and reran the ensemble. Across
the set of eight climatemodels, ensemble-mean
discharge decreased 14 to 26% (RCP4.5) and
19 to 31% (RCP8.5).
Could possible future increases in precipita-

tion counteract the temperature-driven drying?
When month-of-year temperature increases
and precipitation ratios from the climatemod-
els were both applied, the ensemble-mean dis-
charge decreased 5 to 24% (RCP4.5); under
RCP8.5, changes ranged from an increase of
3% to a decrease of 40%. Thus, it appears un-
likely that precipitation changes will be suffi-
cient to fully counter the temperature-induced
drying, though they might moderate it.
Many water-stressed regions around the

world depend on runoff from seasonally snow-
covered mountains, and more than one-sixth
of the global population relies on seasonal
snow and glaciers for water supply (22). It has
been well established that snowpack serves
as a reservoir that beneficially regulates the
timing of water availability (23). Our findings
imply that snow cover is also a protective
shield that limits radiation absorption by, and
consequently evaporative losses from, this nat-
ural reservoir; incidentally, this explains the
observed phenomenon of precipitation as

snowfall favoring runoff (24). The progressive
diminution of this ecosystem service as a re-
sult of climate change will have a deleterious
effect onwater availability in snow-fed regions
that are already stressed, including the UCRB.
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IMMUNOLOGY

mRNA destabilization by BTG1 and BTG2 maintains
T cell quiescence
Soo Seok Hwang1*, Jaechul Lim1*, Zhibin Yu1,2,3, Philip Kong1, Esen Sefik1, Hao Xu1,
Christian C. D. Harman1, Lark Kyun Kim4, Gap Ryol Lee5, Hua-Bing Li1,2,3, Richard A. Flavell1,6†

T cells maintain a quiescent state prior to activation. As inappropriate T cell activation can
cause disease, T cell quiescence must be preserved. Despite its importance, the mechanisms
underlying the “quiescent state” remain elusive. Here, we identify BTG1 and BTG2 (BTG1/2)
as factors responsible for T cell quiescence. BTG1/2-deficient T cells show an increased
proliferation and spontaneous activation due to a global increase in messenger RNA (mRNA)
abundance, which reduces the threshold to activation. BTG1/2 deficiency leads to an increase in
polyadenylate tail length, resulting in a greater mRNA half-life. Thus, BTG1/2 promote the
deadenylation and degradation of mRNA to secure T cell quiescence. Our study reveals a key
mechanism underlying T cell quiescence and suggests that low mRNA abundance is a crucial
feature for maintaining quiescence.

Q
uiescence is a cellular state in which
cells undergo reversible cell cycle arrest
in response to environmental challenges
or lack of stimuli (1). For T lymphocytes,
quiescence is a ground state where they

are poised in the absence of activation sig-
nals. In this state, T cells barely proliferate and
maintain a low basal metabolic rate, which is
required for survival (2, 3). Upon encountering
cognate antigen through T cell receptor (TCR)–
costimulatory signals, naïve T cells exit quies-
cence and undergo clonal expansion and dif-

ferentiation (4). Studies have shown that T cell
quiescence is activelymaintained, rather than a
default state (5–7). In naïve T cells, FOXO1 and
KLF2 control cell trafficking by modulating
genes such as Ccr7, S1pr1, and Sell (8, 9). Ad-
ditionally, cytokines and receptors impor-
tant for T cell quiescence are regulated by
FOXO1, FOXP1, and TOB (7, 8, 10). Metabolic
programming by TSC1 also supports T cell
quiescence (11). Although these factors play
crucial roles in T cell quiescence through
specific genes or programs, how “minimal-

ism” operates in quiescent T cells remains
largely unknown.
To reveal additional factors responsible for

orchestrating quiescence in T cells, we searched
for genes regulated by super-enhancers [strong
histone H3 lysine 27 acetylation (H3K27ac)
signals] in quiescent T cells. Our rationale was
that super-enhancers are closely associated with
cell-type specificity (12). We found a super-
enhancer linked to BTG1 and BTG2 in the
top ~1% of hits, which was comparable to the
percentage for KLF2 and IL7R (Fig. 1A and
fig. S1A). BTG1/2 belong to the B cell translo-
cation gene/Transducer of ERBB2 (BTG/TOB)
family (13, 14), which shows antiproliferative
activity and is implicated in numerous cellular
processes (14, 15). Notably, BTG1/2 were highly
expressed in lymph nodes and white blood
cells among the BTG/TOB family, suggesting
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Fig. 1. BTG1 and BTG2 are mainly expressed in
quiescent T cells. (A) Super-enhancers are ranked
by normalized H3K27ac chromatin immunoprecipitation
sequencing signals. Super-enhancer signals are
adopted from (12). (B) Tissue-specific expression of
BTG1/2 in the immune system. RNA-seq data are
adopted from Illumina Body map 2.0 project
(PRJEB2445). TPM, transcripts per million. (C) Relative
expression of Btg1/2 in naïve and memory CD4 T cells.
(D) Decrease of Btg1 and Btg2 expression upon
TCR stimulation. Mouse naïve CD4 and CD8 T cells
were cultured with antibodies against CD3 (a-CD3)
(5 mg/ml) and a-CD28 (2 mg/ml) for 5 days. The
expression of Btg1/2 was quantified by reverse
transcription–quantitative polymerase chain
reaction (RT-qPCR) (top) and immunoblotting
(bottom), respectively. Error bars represent
SEM (n = 2). Each symbol represents the mean
of two independent experiments with two
technical replicates.



their specific role in the immune system (Fig.
1B). The same pattern was observed inmouse
tissues (fig. S1B). Next, we confirmed that Btg1/2
were mainly expressed in naïve and memory
T cells rather than in other T cell subsets (Fig.

1C). This distinct pattern was similar to that
of known quiescence markers, such as Foxo1,
Il7r, and Klf2. Like those factors, both mRNA
and protein abundances of Btg1/2 were rap-
idly reduced upon TCR stimulation and re-

mained low during the activated state (Fig. 1D
and fig. S1C). Thus,Btg1 andBtg2 are selectively
expressed in quiescent T cells.
To understand their roles in vivo, we gen-

erated Btg1 and Btg2 conditional knockout
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Fig. 2. Loss of Btg1 and Btg2 results in T cell quiescence defects.
(A) Representative dot plots of naïve and effector and memory cells T cells
from the spleens of WT and DKO mice (top). Populations are represented as
means ± SD. Frequencies and numbers of naïve and effector memory CD4
and CD8 T cells in steady-state mice (n = 6 to 11) (bottom). (B) Ki-67
production by CD4 or CD8 T cells was measured from WT and DKO spleens
(n = 6 mice per group). (C) Size of WT or DKO naïve T cells was measured by
flow cytometry (n = 6 mice per group). (D) Cell-cycle analyses by 4´,6-
diamidino-2-phenylindole (DAPI) and Ki-67 staining from naïve T cells (n = 4).
(E and F) In vitro T cell proliferation assays. Naïve T cells were cultured
for 4 days with plate-bound a-CD3 (0, 1.25, 2.5, and 5.0 mg/ml) and a-CD28
(2 mg/ml). (E) Representative dot plots showing the production of IL-2 and

Ki-67 in WT and DKO cells (top). Populations are represented as means ± SD.
Cell divisions are indicated by labeling with CellTrace Violet (CTV) (bottom).
Populations of >1 division are represented as means ± SD. (F) Flow cytometry
plots show the cell-surface expression of IL2RA, IL2RG, CD44, and CD69
(n = 4 mice per group). (G) Weight-loss curve after adoptive transfer of
naïve CD4 T cells to Rag2 KO mice. Mice were monitored for 7 weeks
(WT, n = 10; DKO, n = 8). (H) Colitis score was recorded by colonoscopy.
A box represents the first and third quartiles, and an internal bar indicates
median. Error bars in (A) and (B) represent SD, and in (D) to (G) represent
SEM. P values <0.05 were considered significant (*P < 0.05; **P < 0.01;
***P < 0.001; ****P < 0.0001); unpaired Student’s t test was used for (B) to
(G). Mann–Whitney U-test was used for (H).
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mice using CRISPR-Cas9 technology (16). We
confirmed correct insertions of two loxP sites
in both Btg1/2 and checked their efficient de-
letion after crossing with Cd4-Cre transgenic
mice (fig. S2). T cell development in the thymus
and spleen of knockout (KO) mice did not
differ markedly from wild-type littermate
controls (WT) (fig. S3A). However, Btg1 and
Btg2 double conditional KO (DKO) mice
showed decreased numbers and frequencies
of naïve CD4 and CD8 T cells compared to
WT in the periphery (Fig. 2A). Single-KO mice
did not show any significant changes, suggest-
ing that BTG1/2 are functionally redundant
(fig. S3B). BTG1/2 are indeed more closely
related to each other than to their family mem-
bers on the basis of their phylogenetic tree

(fig. S4) (13, 14). Consistent with the reduced
numbers and proportions of naïve T cells in
DKO mice, the amounts of Ki-67 were signif-
icantly increased (Fig. 2B). Moreover, there was
a significant increase in cell size and a con-
comitant reduction in the proportion of cells
in G0 phase of G0 phase (Figs. 2, C and D, and
fig. S5), indicating that T cell quiescence is
compromised in the absence of Btg1/2.
To determine if DKO T cells are more prone

to escape from quiescence, we performed in
vitro T cell proliferation assays (Fig. 2E and fig.
S6). Even under weak TCR stimulation con-
ditions, DKO T cells readily underwent clonal
expansion as evidenced by the production of
interleukin-2 (IL-2) and Ki-67, and dilution of
a cell division–tracking dye (Fig. 2E). By con-

trast, WT T cells barely proliferated under the
same conditions. There were also substantial
changes in the amounts of IL2RA, IL2RG,
CD44, and CD69, indicating enhanced prolif-
eration and activation (Fig. 2F). DKO naïve
T cells could proliferate even in the presence
of tonic cytokines (IL-2 and/or IL-7) alone
absent any TCR stimulation (fig. S7). Thus,
DKO T cells appear to be overly sensitive to
activation signals and can easily overcome
the activation threshold.
In support of the proclivity of DKO cells to

exit quiescence, DKO naïve T cells adoptively
transferred to Rag2-deficient mice signifi-
cantly exacerbated colitis (Fig. 2, G and H).
DKO naïve T cells underwent more activa-
tion and proliferation with accompanying
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Fig. 3. BTG1 and BTG2 decrease mRNA and protein abundance in naïve
T cells. (A) Plot of total RNA-seq reads from WT and DKO naïve CD4 T cells
(n = 2 per group). Dots represent whole transcripts (gray) and mtRNAs (red),
respectively. Gray and red lines indicate median fold changes from whole
transcripts and mtRNAs, respectively. (B) RT-qPCR validation of WT and DKO
naïve CD4 T cells. mRNA (n = 80) and mtRNA (n = 10) transcripts are normalized
by spike-in RNA. (C) mRNA transcripts known as key T cell genes (n = 73) from
WT and DKO naïve CD4 T cells are validated by RT-qPCR. Each value is
normalized by the average of mtRNA transcripts. Each group from (B) and (C)

was pooled from two or three mice. Each symbol represents the mean of two
technical replicates. Two independent experiments showed similar results.
(D) Differentially regulated gene sets analyzed by gene ontology analysis. The top
10 representative terms that are all positively regulated are shown. (E) Protein
abundance was measured in WT (black) and DKO (red) naïve T cells (gated on
CD4+CD62LhiCD44lo or CD8+CD62LhiCD44lo) purified by fluorescence-activated
cell sorting (n = 6 mice per group). Error bars in (E) denote SEM. P values <0.05
were considered significant (*P < 0.05; **P < 0.01; ***P < 0.001;****P <
0.0001), unpaired Student’s t test.
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pathogenic T cell responses in vivo (fig. S8).
BTG1/2 appear to play an indispensable role
in limiting spontaneous activation of T cells to
prevent autoimmune disease. Similarly, upon
Listeria monocytogenes infection, the number
of pathogenic T cells in DKO mice increased
more than in WT, which in turn resulted in
the rapid clearance of Listeria (fig. S9). Thus,
BTG1/2 maintain T cell quiescence through
controlling proliferation and activation in vivo
and in vitro.
To gain insight into the molecular mecha-

nism underlying T cell quiescence, we carried
out total RNA sequencing (RNA-seq) on naïve
T cells from WT or DKO mice. Intriguingly,
we observed a modest but global increase
[5610 out of 6317 (88.8%)] in mRNA abun-
dance in DKO T cells (Fig. 3A and table S1).
This shift in the entire transcriptome may
imply an alteration in the general machin-
ery, such as deadenylases. We validated the
global increase by normalizing cytoplasmic
mRNA abundance to that of mitochondrial
genome–encodedmRNAs (mtRNAs) and spike-
in RNAs (materials and methods) (17, 18).
Intriguingly, we confirmed a similar increase
inmRNA abundance by bothmethods, where-
as mtRNAs remain unaffected (Fig. 3, B and C,
and fig. S10). Because the vast majority of
transcripts were up-regulated, we next asked
which processes were modulated. Consistent
with earlier data (Fig. 2), pathways related to
activation and proliferation of the immune
systemwere particularly enriched (Fig. 3D and
table S2). To check if the increase in mRNAs
was reflected in an increased number of func-
tional proteins, we measured mean fluores-
cence intensity (MFI) by flow cytometry. The
proteins that we tested were significantly in-
creased in abundance in both CD4 and CD8
T cells (Fig. 3E). Notably, the protein abun-
dance of stimulatory genes whose mRNAs
were relatively profuse in naïve T cells was
increased, implying a lowered threshold for
activation (fig. S11). Thus, mRNA and protein
abundance is up-regulated in the absence of
BTG1/2, which likely results in the activation
of naïve T cells.
The transcriptome-wide increase in mRNA

abundance hinted that BTG1/2 may play a role
in mRNA stability control. Because BTG1/2
have been shown to associate with poly(A)-
binding protein (PABP) and subunits of CCR4-
NOT (CNOT) deadenylase complex in vitro
(19–23), we examined whether BTG1/2 inter-
act with PABP and/or the core deadenylation
machinery in naïve T cells. By coimmunopre-
cipitation and in situ proximity ligation assay,
BTG1/2 were shown to be physically associ-
ated with PABP and CNOT7 in naïve T cells
in an RNA-independent manner (Fig. 4, A
and B). Furthermore, deletion mutants of
BTG1 that lost the ability to interact with
either PABP or CNOT7 failed to inhibit pro-

liferation (fig. S12). Thus, BTG1/2 functions are
critically dependent on the interaction with
PABP and CNOT7.
Next, to assess whether mRNA turnover is

impaired in DKO cells, wemeasured the decay

rates of mRNAs. Notably, decay rates of cyto-
plasmic mRNAs, but not mtRNAs, were re-
tarded in DKOT cells compared toWT (Figs. 4,
C andD; figs. S13 and S14; and table S3).mRNA
decay rates in activated T cells, where BTG1/2

Hwang et al., Science 367, 1255–1260 (2020) 13 March 2020 4 of 5

Fig. 4. BTG1 and BTG2 promote mRNA deadenylation and decay in naïve Tcells. (A) Coimmunoprecipitation
with antibodies against PABP, CNOT7, BTG1, BTG2, and control immunoglobulin G (R, rabbit; M, mouse) with or
without ribonuclease A (RNase A) treatment. (B) Direct interactions between BTG1 or BTG2 with CNOT7 or PABP
were detected as red dots in WT naïve T cells, but not in DKO cells. Scale bars indicate 2 mm. (C) mRNA decay is
delayed in DKO naïve T cells. Gapdh was used for normalization. Error bars represent SEM (WT, n = 3 mice;
DKO, n = 4 mice). Each symbol represents the mean of three independent experiments with two technical
replicates. (D) Half-lives are calculated from (C) by linear fitting of the log-transformed exponential decay function.
P values <0.05 were considered significant (*P < 0.05; **P < 0.01), unpaired Student’s t test. (E) Global
poly(A) length distribution determined by mTAIL-seq from WT and DKO naïve CD4 T cells. The median
poly(A) length of each sample is shown in parentheses and marked by vertical lines. (F) A scatter plot showing
geometric mean poly(A) length. Transcripts supported by >20 mean poly(A)+ tags are shown (n = 3). Red dots
represent mtRNA transcripts. (G) Schematic illustration of how naïve T cells maintain the quiescent state.
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are no longer expressed, showed no difference
in mRNA degradation between WT and DKO
(fig. S15), suggesting that BTG1/2 contribute to
loweringmRNAamounts throughmRNA turn-
over in naïve but not activated T cells.
To examine if poly(A) length is indeed

elongated in DKO cells, we performedmTAIL-
seq (fig. S16A) (24). In line with the stabiliza-
tion of mRNA, the poly(A) tail length of DKO
T cells was longer than that of WT (Fig. 4, E
and F, and table S4). Again, mtRNA poly(A)
tail lengths were nearly unchanged (Fig. 4F),
suggesting that BTG1/2-mediated deadenyla-
tion was responsible for degrading the bulk of
cytoplasmic mRNA in naïve T cells. Notably,
the difference in poly(A) tail length in naïve
T cells was diminished in activated T cells
(fig. S16, B and C, and table S5).
In conclusion, we propose a model to ex-

plain how the quiescent state in T cells is
maintained (Fig. 4G). BTG1 and BTG2 are
highly and specifically expressed in quiescent
T cells and promotemRNA deadenylation and
degradation. Unlike BTG1/2, deadenylases ap-
pear to be ubiquitously expressed at a low level,
implying a specialized function of BTG1/2 in
immune cells (fig. S17). Because BTG1/2 inter-
act with PABP and the CNOT complex, which
bind nonspecifically to mRNAs (25), BTG1/2
can direct the down-regulation of mRNAs at
a global level. This mechanism is seemingly
inefficient in terms of cost, but the availability
of presynthesized mRNA provides a benefit to
quiescent T cells of a rapid response to acti-
vation signals. Given that naïve T cells differ-
entiate into multiple lineages, having such a
primed state on a hair trigger would be ulti-
mately beneficial. Upon activation, BTG1/2
quickly disappear, which results in an accumu-
lation of mRNAs and exit from the quiescent
state (Figs. 1D and 4G).

Here, we show the functional consequences
of BTG1/2-mediated deadenylation in vivo.
B cells may also use a similar mechanism
to maintain quiescence through BTG1/2, as
BTG1/2 are commonly dysregulated in leuke-
mia and lymphoma (15, 26–28). Likewise,
other cofactors, in addition to BTG1/2, may
recruit and enhance mRNA deadenylation and
degradation in certain cell types. Thus, the
mechanism that we propose may be broadly
applicable to other cells and tissues, serving as
a general system to secure the quiescent state.
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CORONAVIRUS

Cryo-EM structure of the 2019-nCoV spike in the
prefusion conformation
Daniel Wrapp1*, Nianshuang Wang1*, Kizzmekia S. Corbett2, Jory A. Goldsmith1, Ching-Lin Hsieh1,
Olubukola Abiona2, Barney S. Graham2, Jason S. McLellan1†

The outbreak of a novel coronavirus (2019-nCoV) represents a pandemic threat that has been declared
a public health emergency of international concern. The CoV spike (S) glycoprotein is a key target
for vaccines, therapeutic antibodies, and diagnostics. To facilitate medical countermeasure development,
we determined a 3.5-angstrom-resolution cryo–electron microscopy structure of the 2019-nCoV
S trimer in the prefusion conformation. The predominant state of the trimer has one of the three
receptor-binding domains (RBDs) rotated up in a receptor-accessible conformation. We also provide
biophysical and structural evidence that the 2019-nCoV S protein binds angiotensin-converting enzyme
2 (ACE2) with higher affinity than does severe acute respiratory syndrome (SARS)-CoV S. Additionally,
we tested several published SARS-CoV RBD-specific monoclonal antibodies and found that they do not
have appreciable binding to 2019-nCoV S, suggesting that antibody cross-reactivity may be limited
between the two RBDs. The structure of 2019-nCoV S should enable the rapid development and
evaluation of medical countermeasures to address the ongoing public health crisis.

T
he novel coronavirus 2019-nCoV has re-
cently emerged as a human pathogen in
the city of Wuhan in China’s Hubei pro-
vince, causing fever, severe respiratory
illness, and pneumonia—a disease re-

cently named COVID-19 (1, 2). According to
the World Health Organization (WHO), as of
16 February 2020, there had been >51,000
confirmed cases globally, leading to at least
1600 deaths. The emerging pathogen was
rapidly characterized as a newmember of the
betacoronavirus genus, closely related to sev-
eral bat coronaviruses and to severe acute respi-
ratory syndrome coronavirus (SARS-CoV) (3, 4).
Compared with SARS-CoV, 2019-nCoV appears
to be more readily transmitted from human to
human, spreading to multiple continents and
leading to the WHO’s declaration of a Public
Health Emergency of International Concern
(PHEIC) on 30 January 2020 (1, 5, 6).
2019-nCoV makes use of a densely glycosyl-

ated spike (S) protein to gain entry into host
cells. The S protein is a trimeric class I fusion
protein that exists in a metastable prefusion
conformation that undergoes a substantial struc-
tural rearrangement to fuse the viral membrane
with the host cell membrane (7, 8). This process
is triggeredwhen the S1 subunit binds to a host
cell receptor. Receptor binding destabilizes the
prefusion trimer, resulting in shedding of the
S1 subunit and transition of the S2 subunit to
a stable postfusion conformation (9). To engage
a host cell receptor, the receptor-binding do-
main (RBD) of S1 undergoes hinge-like confor-
mational movements that transiently hide or

expose the determinants of receptor binding.
These two states are referred to as the “down”
conformation and the “up” conformation,where
down corresponds to the receptor-inaccessible

state and up corresponds to the receptor-
accessible state, which is thought to be less
stable (10–13). Because of the indispensable
function of the S protein, it represents a target
for antibody-mediated neutralization, and char-
acterization of the prefusion S structure would
provide atomic-level information to guide vac-
cine design and development.
Based on the first reported genome sequence

of 2019-nCoV (4), we expressed ectodomain
residues 1 to 1208 of 2019-nCoV S, adding two
stabilizing prolinemutations in the C-terminal
S2 fusion machinery using a previous stabili-
zation strategy that proved effective for other
betacoronavirus S proteins (11, 14). Figure 1A
shows the domain organization of the expres-
sion construct, and figure S1 shows the purifi-
cation process. We obtained ~0.5 mg/liter of
the recombinant prefusion-stabilized S ecto-
domain from FreeStyle 293 cells and purified
the protein to homogeneity by affinity chro-
matography and size-exclusion chromatography
(fig. S1). Cryo–electron microscopy (cryo-EM)
grids were prepared using this purified, fully
glycosylated S protein, and preliminary screen-
ing revealed a high particle density with little
aggregation near the edges of the holes.
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Fig. 1. Structure of 2019-nCoV S in the prefusion conformation. (A) Schematic of 2019-nCoV S
primary structure colored by domain. Domains that were excluded from the ectodomain expression
construct or could not be visualized in the final map are colored white. SS, signal sequence;
S2′, S2′ protease cleavage site; FP, fusion peptide; HR1, heptad repeat 1; CH, central helix;
CD, connector domain; HR2, heptad repeat 2; TM, transmembrane domain; CT, cytoplasmic tail.
Arrows denote protease cleavage sites. (B) Side and top views of the prefusion structure of the
2019-nCoV S protein with a single RBD in the up conformation. The two RBD down protomers are shown
as cryo-EM density in either white or gray and the RBD up protomer is shown in ribbons colored
corresponding to the schematic in (A).
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Fig. 2. Structural comparison between 2019-nCoV S and SARS-CoV S.
(A) Single protomer of 2019-nCoV S with the RBD in the down conformation
(left) is shown in ribbons colored according to Fig. 1. A protomer of
2019-nCoV S in the RBD up conformation is shown (center) next to a
protomer of SARS-CoV S in the RBD up conformation (right), displayed as
ribbons and colored white (PDB ID: 6CRZ). (B) RBDs of 2019-nCoV and

SARS-CoV aligned based on the position of the adjacent NTD from the
neighboring protomer. The 2019-nCoV RBD is colored green and the
SARS-CoV RBD is colored white. The 2019-nCoV NTD is colored blue.
(C) Structural domains from 2019-nCoV S have been aligned to their
counterparts from SARS-CoV S as follows: NTD (top left), RBD (top right),
SD1 and SD2 (bottom left), and S2 (bottom right).

Fig. 3. 2019-nCoV S binds human ACE2 with high
affinity. (A) Surface plasmon resonance sensorgram
showing the binding kinetics for human ACE2 and
immobilized 2019-nCoV S. Data are shown as black
lines, and the best fit of the data to a 1:1 binding
model is shown in red. (B) Negative-stain EM 2D class
averages of 2019-nCoV S bound by ACE2. Averages have
been rotated so that ACE2 is positioned above the
2019-nCoV S protein with respect to the viral membrane.
A diagram depicting the ACE2-bound 2019-nCoV S
protein is shown (right) with ACE2 in blue and S protein
protomers colored tan, pink, and green.

RESEARCH | REPORT



After collecting and processing 3207 micro-
graph movies, we obtained a 3.5-Å-resolution
three-dimensional (3D) reconstruction of an
asymmetrical trimer in which a single RBD was
observed in the up conformation. (Fig. 1B, fig.
S2, and table S1). Because of the small size of
the RBD (~21 kDa), the asymmetry of this con-
formation was not readily apparent until ab
initio 3D reconstruction and classification were
performed (Fig. 1B and fig. S3). By using the
3D variability feature in cryoSPARC v2 (15), we
observed breathing of the S1 subunits as the
RBD underwent a hinge-like movement, which
likely contributed to the relatively poor local
resolution of S1 compared with the more stable
S2 subunit (movies S1 and S2). This seemingly
stochastic RBD movement has been captured
during structural characterization of the close-
ly related betacoronaviruses SARS-CoV and
MERS-CoV, as well as the more distantly re-
lated alphacoronavirus porcine epidemic diar-
rhea virus (PEDV) (10, 11, 13, 16). The observation
of this phenomenon in 2019-nCoV S suggests
that it shares the same mechanism of trigger-
ing that is thought to be conserved among
the Coronaviridae, wherein receptor binding
to exposed RBDs leads to an unstable three-
RBD up conformation that results in shedding
of S1 and refolding of S2 (11, 12).
Because the S2 subunit appeared to be a

symmetric trimer, we performed a 3D refine-

ment imposing C3 symmetry, resulting in a
3.2-Å-resolution map with excellent density
for the S2 subunit. Using both maps, we built
most of the 2019-nCoV S ectodomain, including
glycans at 44 of the 66 N-linked glycosylation
sites per trimer (fig. S4). Our final model spans
S residues 27 to 1146, with several flexible loops
omitted. Like all previously reported corona-
virus S ectodomain structures, the density for
2019-nCoV S begins to fade after the connector
domain, reflecting the flexibility of the heptad
repeat 2 domain in the prefusion conformation
(fig. S4A) (13, 16–18).
The overall structure of 2019-nCoV S resem-

bles that of SARS-CoV S, with a root mean
square deviation (RMSD) of 3.8 Å over 959 Ca
atoms (Fig. 2A). One of the larger differences
between these two structures (although still
relatively minor) is the position of the RBDs in
their respective down conformations. Whereas
the SARS-CoV RBD in the down conformation
packs tightly against the N-terminal domain
(NTD) of the neighboring protomer, the 2019-
nCoV RBD in the down conformation is angled
closer to the central cavity of the trimer (Fig.
2B). Despite this observed conformational dif-
ference, when the individual structural domains
of 2019-nCoV S are aligned to their counterparts
from SARS-CoV S, they reflect the high degree
of structural homology between the two pro-
teins, with the NTDs, RBDs, subdomains 1 and

2 (SD1 and SD2), and S2 subunits yielding
individual RMSD values of 2.6 Å, 3.0 Å, 2.7 Å,
and 2.0 Å, respectively (Fig. 2C).
2019-nCoV S shares 98% sequence identity

with the S protein from the bat coronavirus
RaTG13, with themost notable variation arising
from an insertion in the S1/S2 protease cleavage
site that results in an “RRAR” furin recognition
site in 2019-nCoV (19) rather than the single
arginine in SARS-CoV (fig. S5) (20–23). Notably,
amino acid insertions that create a polybasic
furin site in a related position in hemaggluti-
nin proteins are often found in highly virulent
avian and human influenza viruses (24). In the
structure reported here, the S1/S2 junction is
in a disordered, solvent-exposed loop. In ad-
dition to this insertion of residues in the S1/S2
junction, 29 variant residues exist between
2019-nCoV S and RaTG13 S, with 17 of these
positionsmapping to the RBD (figs. S5 and S6).
We also analyzed the 61 available 2019-nCoV S
sequences in the Global Initiative on Sharing
All Influenza Data database (https://www.gisaid.
org/) and found that therewere only nine amino
acid substitutions among all deposited sequen-
ces. Most of these substitutions are relatively
conservative and are not expected to have a
substantial effect on the structure or function
of the 2019-nCoV S protein (fig. S6).
Recent reports demonstrating that 2019-nCoV

SandSARS-CoVS share the same functionalhost
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Fig. 4. Antigenicity of the 2019-nCoV RBD. (A) SARS-CoV RBD shown as
a white molecular surface (PDB ID: 2AJF), with residues that vary in the
2019-nCoV RBD colored red. The ACE2-binding site is outlined with a
black dashed line. (B) Biolayer interferometry sensorgram showing binding
to ACE2 by the 2019-nCoV RBD-SD1. Binding data are shown as a black

line, and the best fit of the data to a 1:1 binding model is shown in red.
(C) Biolayer interferometry to measure cross-reactivity of the SARS-CoV
RBD-directed antibodies S230, m396, and 80R. Sensor tips with immobilized
antibodies were dipped into wells containing 2019-nCoV RBD-SD1, and
the resulting data are shown as a black line.
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cell receptor, angiotensin-converting enzyme 2
(ACE2) (22, 25–27), prompted us to quantify
the kinetics of this interaction by surface
plasmon resonance. ACE2 bound to the 2019-
nCoV S ectodomain with ~15 nM affinity,
which is ~10- to 20-fold higher than ACE2
binding to SARS-CoV S (Fig. 3A and fig. S7)
(14).We also formed a complex of ACE2 bound
to the 2019-nCoV S ectodomain and observed
it by negative-stain EM, which showed that it
strongly resembled the complex formed be-
tween SARS-CoV S and ACE2 that has been
observed at high resolution by cryo-EM (Fig.
3B) (14, 28). The high affinity of 2019-nCoV S
for human ACE2 may contribute to the ap-
parent ease with which 2019-nCoV can spread
from human to human (1); however, addi-
tional studies are needed to investigate this
possibility.
The overall structural homology and shared

receptor usage between SARS-CoV S and 2019-
nCoV S prompted us to test published SARS-
CoV RBD-directed monoclonal antibodies
(mAbs) for cross-reactivity to the 2019-nCoV
RBD (Fig. 4A). A 2019-nCoVRBD-SD1 fragment
(S residues 319 to 591) was recombinantly ex-
pressed, and appropriate folding of this con-
struct was validated bymeasuringACE2 binding
using biolayer interferometry (BLI) (Fig. 4B).
Cross-reactivity of the SARS-CoV RBD-directed
mAbs S230,m396, and 80Rwas then evaluated
by BLI (12, 29–31). Despite the relatively high
degree of structural homology between the
2019-nCoV RBD and the SARS-CoV RBD, no
binding to the 2019-nCoV RBD could be de-
tected for any of the three mAbs at the con-
centration tested (1 mM) (Fig. 4C), in contrast
to the strong binding that we observed to the
SARS-CoV RBD (fig. S8). Although the epitopes
of these three antibodies represent a relatively
small percentage of the surface area of the
2019-nCoV RBD, the lack of observed binding
suggests that SARS-directed mAbs will not
necessarily be cross-reactive and that future
antibody isolation and therapeutic design
efforts will benefit from using 2019-nCoV S
proteins as probes.
The rapid global spread of 2019-nCoV, which

prompted the PHEIC declaration by WHO,
signals the urgent need for coronavirus vaccines

and therapeutics. Knowing the atomic-level
structure of the 2019-nCoV spike will allow for
additional protein-engineering efforts that could
improve antigenicity and protein expression
for vaccine development. The structural data
will also facilitate the evaluation of 2019-nCoV
spike mutations that will occur as the virus
undergoes genetic drift and help to define
whether those residues have surface exposure
and map to sites of known antibody epitopes
for other coronavirus spike proteins. In addi-
tion, the structure provides assurance that the
protein produced by this construct is homo-
geneous and in the prefusion conformation,
which shouldmaintain themost neutralization-
sensitive epitopes when used as candidate
vaccine antigens or B cell probes for isolating
neutralizing human mAbs. Furthermore, the
atomic-level detail will enable the design and
screening of small molecules with fusion-
inhibiting potential. This information will sup-
port precision vaccine design and the discovery
of antiviral therapeutics, accelerating medical
countermeasure development.
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CANCER

Rare driver mutations in head and neck
squamous cell carcinomas converge on
NOTCH signaling
Sampath K. Loganathan1, Krista Schleicher1,2, Ahmad Malik1,2, Rene Quevedo3,4, Ellen Langille1,2,
Katie Teng1, Robin H. Oh1,2, Bhavisha Rathod1, Ricky Tsai1, Payman Samavarchi-Tehrani1,
Trevor J. Pugh3,4,5, Anne-Claude Gingras1,2, Daniel Schramek1,2*

In most human cancers, only a few genes are mutated at high frequencies; most are mutated at low
frequencies. The functional consequences of these recurrent but infrequent “long tail” mutations
are often unknown. We focused on 484 long tail genes in head and neck squamous cell carcinoma
(HNSCC) and used in vivo CRISPR to screen for genes that, upon mutation, trigger tumor development
in mice. Of the 15 tumor-suppressor genes identified, ADAM10 and AJUBA suppressed HNSCC in a
haploinsufficient manner by promoting NOTCH receptor signaling. ADAM10 and AJUBA mutations or
monoallelic loss occur in 28% of human HNSCC cases and are mutually exclusive with NOTCH receptor
mutations. Our results show that oncogenic mutations in 67% of human HNSCC cases converge onto
the NOTCH signaling pathway, making NOTCH inactivation a hallmark of HNSCC.

H
ead and neck squamous cell carcinoma
(HNSCC) is the sixth most common hu-
man cancer, and the 5-year survival rate
is <50% (1).HNSCCarises in themucosal
lining of the upper aerodigestive tract

and is tightly linked to tobacco use, alcohol
consumption, and human papillomavirus
(HPV) infection. The most common genetic
alterations in HNSCC affect p53 (71%), FAT1
(23%), CDKN2A (22%), PIK3CA (18%), NOTCH1
(17%), and HRAS (6%), followed by a “long tail”
of hundreds of individually rare mutations,
most of which lack biological or clinical vali-
dation (2, 3) (fig. S1, A and B).
The long tails of recurrent but rare muta-

tions remain enigmatic in cancers (4, 5). It is
difficult to reconcile their apparent positive
selection with their low frequency and im-
mense diversity. The long tail might reflect
the stochasticity of cancer evolution, where
each mutation confers only a small fitness
advantage, but several such low-penetrant
mutations might cooperate and substantially
promote tumor progression (6, 7). Some long
tail mutations may be highly penetrant but
simply affect genes that are rarely mutated.
Several mutations may also converge on the
same cellular signaling pathway, which could
explain some of the diversity and low frequen-
cy, highlighting the importance of a pathway-
centric view of the cancer landscape (8, 9).
Given that long tail driver mutations can be
the genetic basis for exceptional responses to

therapy (10, 11), it is crucial to identify clini-
cally relevant mutations and define their on-
cogenic mechanisms.
To functionally assess HNSCC long tail genes,

we developed a CRISPR screen to identify
genes that, upon mutation, predispose mice
to HNSCC development.We constructed lenti-
viruses that coexpress a single-guide RNA
(sgRNA) and Cre recombinase and used
ultrasound-guided in utero microinjections to
deliver these lentiviruses to the single-layered
surface ectoderm of live mouse embryos (12)
(Fig. 1A). The surface ectoderm generates sev-
eral structures, including the skin epithelium
and oralmucosa.We usedmulticolor Lox-Stop-
Lox-Confetti mice, which, upon Cre-mediated
excision of the Lox-Stop-Lox (LSL) cassette,
stochastically switch on one of four fluores-
cent proteins, and determined the viral titer
required to generate thousands of discrete
clones within the oral cavity and epidermis
(Fig. 1B).
Next, we tested the efficiency of CRISPR/

Cas9-mediated in vivomutagenesis (fig. S2A).
We found that LSL-Cas9-GFP;LSL-tdTomato
mice transduced with a Cre lentivirus encoding
a scrambled sgRNA (LV-sgScr-Cre) coex-
pressed green fluorescent protein (GFP) and
tdTomato. By contrast, mice transduced with
sgRNA-Cre lentivirus targeting GFP (LV-sgGFP-
Cre) displayed tdTomato+ cells lacking GFP,
demonstrating a knockout efficiency of 85 ±
5% (fig. S2B). Next, we targeted the heme
biosynthesis gene Urod, the loss of which
leads to the accumulation of unprocessed, flu-
orescent porphyrins (13), which resulted in
bright red fluorescence in the oral mucosa
and skin (fig. S2C), demonstrating efficient
targeting of an endogenous gene.
To determine whether this approach can

reveal genetic interactions, we recapitulated

cooperation between oncogenic phosphatidyl-
inositol 3-kinase (PI3K)/Akt signaling and loss
of tumor suppressors such as transforming
growth factor-b receptor II (TgfbrII) or p53
(14). Cas9-mediated ablation of TgfbrII or
p53 in conditional Pik3caH1047R mice (LSL-
Pik3caH1047R;LSL-Cas9) triggered rapid for-
mation ofHNSCC tumors, whereas littermates
transduced with scrambled control sgRNAs
remained asymptomatic (fig. S2, D and E).
Because of the transduction method used,
these mice simultaneously developed HNSCC
as well as cutaneous SCC (cSCC). The latter
tumors are genetically, histologically, and path-
ologically related to HNSCC (3).
Next, we generated a lentiviral sgRNA li-

brary to mutate the mouse homologs of 484 re-
current but infrequent humanHNSCC long tail
genes and control libraries containing 418 non-
targeting sgRNAs or 414 randomly picked
genes (four sgRNAs per gene) (figs. S1 and
S2F and tables S1 and S2) (2). To identify
tumor-suppressor genes that cooperate with
known HNSCC oncogenic driver mutations,
we transduced these sgRNA libraries into
LSL-Cas9 mice that harbor (i) a conditional
Pik3ca oncogene (LSL-Pik3caH1047R); (ii) a con-
ditional HRas oncogene (LSL-HRasG12V);
(iii) a conditional, dominant-negative p53
mutation (LSL-p53R270H); or (iv) epithelium-
specific expression of the HPV16-E6/E7 onco-
genes (K14-HPV16). Within a year, none of the
mice transduced with the control libraries
developed tumors, highlighting thatPik3caH1047R,
HRasG12V, p53R270H, and HPV16-E6/E7 on
their own are insufficient to initiate SCC. By
contrast, all mice transduced with the long
tail sgRNA library developed multiple HNSCC
and cSCC tumors within weeks (Fig. 1, C andD,
and fig. S3, A and B). Pik3caH1047R;Cas9 mice
transduced with an sgRNA library targeting
215 breast cancer long tail genes did not de-
velop tumors over a 4-month observation
period (fig. S2G and table S2), indicating the
existence of strong, HNSCC-specific long tail
tumor-suppressor genes.
To identify these tumor-suppressor genes,

we determined sgRNA representation in 205
mouse tumors. Most tumors showed strong
enrichment for a single sgRNA comparedwith
tumor-adjacent, phenotypically normal epithe-
lium (fig. S3C). Fifteen genes showed enrich-
ment of two or more independent sgRNAs in
multiple tumors, with Adam10, Ripk4, and
Ajuba being the most prevalent hits, followed
by Notch2 and Notch3 (Fig. 1E, fig. S3D, and
table S3). Although most genes scored in all
oncogenic backgrounds, Ripk4, for example,
did not surface in HPV-mutant mice. For val-
idation of our top hits, we injected Pik3caH1047R;
Cas9 and HRasG12V;Cas9 mouse embryos with
Adam10, Ajuba, or Ripk4 sgRNAs that were not
present in the initial library. These mice rapidly
developed invasive SCC tumors but were more
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prone to developing HNSCC than cSCC com-
pared with mice with p53 or TgfbrII loss (fig.
S4, A to E). Sequencing of the sgRNA target
sites in tumorDNA confirmed frame-shift mu-
tations in all tested tumors (fig. S5). Inducible
activation of the Pik3caH1047R oncogene and
Cas9-mediated mutagenesis of Adam10 or
Ripk4 in adult mice also led to rapid HNSCC
development (fig. S6, C and D). Loss of Adam10
or Ripk4 triggered tumor development even in
wild-typemice with very long latency (fig. S6, A
and B). Thus, Adam10, Ripk4, and Ajuba are
strong HNSCC suppressors.
The membrane-anchored metalloproteinase

ADAM10 controls diverse cellular processes
through regulated intramembrane proteoly-
sis of numerous proteins (15–17). To confirm
its role in suppressing HNSCC, we generated

conditional Adam10fl/fl;Pik3caH1047R compound
mutant mice and transduced embryos with
lentiviral Cre. Homozygous Adam10 deletion
rapidly induced HNSCC tumors, recapitulat-
ing our CRISPR/Cas9 findings (Fig. 2A and
fig. S7, A to C). Even heterozygous Adam10fl/+;
Pik3caH1047R mice developed HNSCC, although
with longer latency (Fig. 2A). To assess whether
tumor development was due to Adam10 loss of
heterozygosity, we used fluorescence-activated
cell sorting to isolate tumor cells fromAdam10-
homozygous and -heterozygous Pik3caH1047R

tumors and from control sgp53;Pik3caH1047R

tumors. Transcriptional profiling and West-
ern blot analysis revealed wild-type Adam10
expression in Adam10-heterozygous tumors,
albeit at a reduced level compared with con-
trol tumors (Fig. 2B and fig. S7D), indicating

that Adam10 functions as a haploinsufficient
tumor suppressor in HNSCC.
Gene set enrichment analysis (GSEA) of

these tumor cell transcriptomes revealed dif-
ferentially expressed gene sets specifically as-
sociated with “Hallmarks of G2M checkpoint”
and “E2F targets” as well as “NOTCH signal-
ing” (Fig. 2C and fig. S8A). NOTCH receptors
are transmembrane proteins that are proteo-
lytically cleaved upon binding to JAG1/2 or
DLL1/3/4 ligands. The cleaved NOTCH intra-
cellular domain (NOTCHIC) enters the nucleus,
binds the DNA-binding protein RBPJ, and reg-
ulates gene expression. Adam10-knockout tumor
cells showed reduced expression of NOTCH
target genes such asHes1 and Heyl (fig. S8E),
consistent with ligand-dependent activation of
NOTCH by ADAM10-mediated cleavage (14, 17).
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Fig. 1. Direct in vivo CRISPR screen for HNSCC tumor suppressors.
(A) Experimental workflow for pooled in vivo CRISPR screen. A lentiviral
sgRNA library targeting mouse homologs of human HNSCC long tail genes is
introduced into the surface epithelium of mice, and tumors are analyzed by
next-generation sequencing (NGS). (B) Representative images of whole body,
oral cavity, tongue, and palate of newborn Cre-reporter LSL-Confetti mice
transduced with Cre lentivirus. Scale bars, 500 mm. (C) Tumor-free survival of

mice transduced with an sgRNA library targeting putative HNSCC genes or
with a control sgRNA library (n > 20 per group; P < 0.0001, log-rank test).
(D) Representative images of Pik3caH1047R;Cas9 mice transduced with the
HNSCC sgRNA library showing multiple, progressively growing tumors in the
oral cavity and tongue. Scale bars, 500 mm. (E) Pie chart showing tumor-
suppressor genes with enriched sgRNAs in tumor DNA obtained from the four
different HNSCC mouse models.
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Down-regulated NOTCH pathway activity was
also seen in primary keratinocytes isolated
from Adam10-deficient Pik3caH1047R mice
4 days after birth, before any overt phenotypic
changes could be observed (Fig. 2D and fig. S8,
B to D), indicating that ADAM10 directly ac-
tivates NOTCH.
Given the prominent role of NOTCH signal-

ing in suppressing mouse and human HNSCC
development (18), we tested whether genet-
ic ablation of canonical NOTCH signaling
components in Pik3caH1047R mice pheno-
copies Adam10 loss. Indeed, sgRNA/Cas9-
mediated mutagenesis of Notch1, Jag1, and
Jag2 or the obligate transcriptional NOTCH
effectorRbpj, as well as conditional deletion of
Notch1 and Notch2, caused HNSCC develop-
ment. Targeting the NOTCH ligand Dll1 or
Adam17, a metalloproteinase implicated in
ligand-independent NOTCH activation that is
required for epidermal barrier function (19, 20),
did not trigger tumor development (Fig. 2E;
fig. S9, A and B; and fig. S5D). Finally, we
tested whether restoring NOTCH signaling in
Adam10-deficient mice would block tumor
development. Inducible expression of ectopic
NOTCHIC before tumor appearance or in es-
tablished tumors resulted in effective tumor
suppression and delayed HNSCC develop-
ment (Fig. 2F and fig. S9, C to F). Thus, loss of

Adam10 promotes HNSCC tumorigenesis by
impairing NOTCH signaling.
Our second hit, AJUBA, is mutated in 7% of

HNSCC, 18% of cutaneous SCC, and 2 to 7% of
esophageal SCC cases, but not in other human
cancers (3, 21). AJUBA is a scaffold protein
and has been shown to regulate the Hippo
(22), Wnt (23), and Aurora-A signaling path-
ways (24) and cell adhesion molecules (25),
but its role in SCC pathogenesis is unclear (1).
Ajuba-null mice were embryonically lethal.
However, we found that loss of oneAjuba allele
triggeredHNSCCdevelopment inPik3caH1047R,
HRasG12V, or K14-HPV16 mice but retained ex-
pression of the wild-type Ajuba allele (Fig. 3A
and fig. S10, A to D). These data suggest that
Ajuba also functions as a haploinsufficient tu-
mor suppressor.
Transcriptional profiling and GSEA of kerat-

inocytes isolated from sgAjuba;Pik3caH1047R

mice 4 days after birth showed no difference in
Hippo or Wnt pathway activation but signif-
icant down-regulation of “NOTCH signaling”
(fig. S11, A to D). To corroborate this finding, we
investigated the effect of Ajuba loss on NOTCH
pathway activation in primary keratinocytes.
We used either the canonical NOTCH ligand
JAG1 or EDTA treatment, which forces disso-
ciation of the heterodimeric NOTCH receptor,
thereby allowing release of NOTCHIC. Loss of

Ajuba impaired ligand- and EDTA-induced
up-regulation of NOTCH target genes such as
Hes1 and Hey1 (Fig. 3B and fig. S11E). To test
whether these changes are directly mediated
by NOTCHIC, we performed Rbpj CUT&RUN
(cleavage under targets and release using nu-
clease) sequencing (26).MostRbpj-binding sites
in primary keratinocytes are in enhancers and
promoters, where Rbpj is dynamically recruited
upon NOTCH activation (fig. S12, A and B) (27).
NOTCH pathway inhibition by pharmacological
ADAM10 inhibition or loss of Ajuba markedly
impaired Rbpj recruitment to and the expres-
sion of canonical NOTCH target genes such as
Hes1, Heyl, and Nrarp and other genes such as
Id1, Egfr, Tgfb1,Krt10, and JunB (fig. S12, A to D,
and table S4). Ten of the 15 primary screening
hits are themselvesNOTCH target genes, includ-
ingAjuba,Adam10,Ripk4,Notch1/3, Jag1/2, and
Irf6, indicating the existence of a feed-forward
loop to enhance NOTCH signaling and thus
tumor suppression (figs. S12C and S17 and
table S3).
To investigate Ajuba’s function, we iden-

tified vicinal proteins by proximity-dependent
biotinylation coupled to mass spectrometry
(BioID) in human 293 cells. AJUBA BioID
enriched for Hippo components (LATS1/2,
AMOT, and PTPN14) and several new proximity
interactors including NOTCH1, NOTCH2, and
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Fig. 2. Adam10 suppresses HNSCC development by regulating NOTCH.
(A) Tumor-free survival for Adam10fl/fl, Adam10fl/+, and Adam10+/+;Pik3caH1047R

mice transduced with Cre lentivirus. (B) Adam10 mRNA expression levels in
tumors of the indicated genotype. (C) GSEA reveals down-regulation of the NOTCH
pathway in Adam10fl/fl;Pik3caH1047R tumors. (D) RT-PCR analysis of NOTCH target
gene expression in keratinocytes isolated from postnatal day 4 pups of the indicated

genotype. Data are shown as mean ± SEM (n = 3). *P < 0.05. (E) Tumor-free
survival for Pik3caH1047R mice transduced with lentiviral Cre-sgRNA targeting the
indicated NOTCH pathway components. (F) NOTCHIC expression rescues loss of
Adam10. Tumor-free survival of Adam10fl/fl;Pik3caH1047R mice transduced with
Cre lentiviral constructs that allow for doxycycline-inducible expression of NOTCHIC.
Inducible expression of tdTomato served as a control.
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NUMB (fig. S13A). NUMB recruits the E3 ubi-
quitin ligase ITCH to NOTCH, thereby facilita-
ting NOTCH ubiquitination and degradation
(28). In accordance with the BioID results,
FLAG-tagged Ajuba coimmunoprecipitated
(co-IP) endogenous Lats1, Notch1, Notch2, and
Numb from primary mouse keratinocytes
(fig. S13B and Fig. 3C). The reciprocal co-IP also
showed that endogenous Notch1 and Notch2
interacted with endogenous Ajuba (fig. S13C).
Next, we explored how Ajuba regulates

NOTCH signaling. NOTCH activation increased
the interaction between Ajuba and Numb but
reduced binding between AJUBA and cleaved
NOTCH1IC (Fig. 3C), implicating a dynami-
cally regulated process. To test functional
relevance, we genetically ablated Ajuba in
primary keratinocytes and analyzed Notch-
Numb-Itch complex formation. Loss of Ajuba
resulted in (i) increased association between
Numb and Notch1, (ii) aberrant recruitment
of Itch to Notch1, and (iii) concomitant in-
creased Notch1 ubiquitination, all of which
was reversed by reexpressing Ajuba (Fig. 3D
and fig. S13, D and E). Consistent with these
findings, nuclear accumulation of NOTCH1IC

and NOTCH2IC after receptor activation was
markedly reduced in Ajuba-knockout cells,
which was reversed upon reexpressing Ajuba
(Fig. 3E and fig. S14, A to D). Last, we tested
whether Numb, which is amplified in ~37%
of HNSCC patients, could promote HNSCC
development. Indeed, overexpression of Numb
in Pik3caH1047R mice triggered rapid HNSCC
and cSCC development (fig. S14E). These data
suggest that Ajuba binds and sequesters Numb,
thereby promoting NOTCH signaling and
HNSCC tumor suppression.
Our third hit, Ripk4 (Receptor Interacting

Protein Kinase 4), was reported to be a NOTCH
target gene (29), further implicating NOTCH
signaling inHNSCC. Indeed, NOTCHpathway
activation led to increased Rbpj CUT&RUN
footprints in promoter and enhancer regions
of Ripk4 and transcriptional up-regulation of
Ripk4 (figs. S11E and S12, B and C). Con-
ditional Ripk4fl/fl;Pik3caH1047R but not heter-
ozygous Ripk4fl/+;Pik3caH1047R compound
mutant mice formed tumors upon lentiviral
Cre transduction, corroborating our CRISPR
results (fig. S15A). Ripk4 promotes the differ-
entiation of oral and epidermal keratinocytes

by phosphorylating and activating the Irf6
(Interferon Regulatory Factor 6) transcrip-
tion factor (30). Irf6 also scored in our screen
and constitutes another direct NOTCH target
gene (table S3 and fig. S12C). These data in-
dicate that the Ripk4–Irf6 axis is an impor-
tant downstream effector of NOTCH.
To identify additional downstream NOTCH

targets that suppress HNSCC, we generated
a sgRNA library targeting 80 genes down-
regulated upon Adam10 ablation (fig. S15, B
and C, and table S6). Transduced Pik3caH1047R;
Cas9 mice developed tumors enriched for
sgRNAs targeting the integrin subunit Itgb5,
the Hippo component Angiomotin-Like 2
(Amotl2), Endonuclease Domain Containing 1
(Endod1), and Sushi Domain Containing 2
(Susd2) (Fig. 4, A and B, and fig. S15D). Inde-
pendent sgRNAs targeting Itgb5 or Amotl2
confirmed our findings and induced highly
aggressive SCC in the Pik3caH1047R mice (Fig.
4C and figs. S5E and S15E). CUT&RUN sequenc-
ing and real-time polymerase chain reaction
(RT-PCR) confirmed that Itgb5 or Amotl2 are
direct NOTCH target genes (Fig. 2D and fig.
S12C) (27).
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Fig. 3. Ajuba is a new NOTCH regulator. (A) Tumor-free survival of Ajuba+/−

and Ajuba+/+ mice in Pik3caH1047R, HRasG12V, or K14-HPV16 mouse backgrounds.
(B) RT-PCR results showing effects of CRISPR/Cas9-mediated ablation of Ajuba
on EDTA activation of the canonical NOTCH targets Hes1 and Hey1 in primary
mouse keratinocytes. Data are shown as means ± SEM (n = 3). *P < 0.05.
(C) Co-IP of HA-Ajuba with endogenous Numb, full-length Notch1 (300 kDa), and
NOTCH1IC (120 kDa) in primary keratinocytes, which changes upon NOTCH pathway

activation (30 min EDTA; 15 min recovery). (D) Co-IP of endogenous Notch1 with
Numb and Itch1 in wild-type (WT), Ajuba-knockout (KO), and Ajuba-overexpressing
(KO+OE) primary keratinocytes. (E) Genetic ablation of Ajuba impairs nuclear
accumulation of NOTCHIC. Immunofluorescence of Ajuba WT and KO as well as
Ajuba-overexpressing (OE) WT and KO primary keratinocytes is shown. Cells were
treated with EDTA (30 min) to stimulate NOTCH receptor activation, allowed to
recover for 15 min (EDTA rec), and stained for NOTCH1. Scale bar, 50 mm.
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To extend our findings from mouse to hu-
man cancers, we analyzed 504 HNSCC cases
fromTheCancerGenomeAtlas (2). TheADAM10,
AJUBA, and RIPK4 genes were mutated in
0.8%, 7.5%, and 3.0% of tumors, respectively,
a frequency expected for long tail mutations.
However, an additional 12.7% and 11.1% of hu-
man HNSCCs showed heterozygous ADAM10
andAJUBA loss, respectively (fig. S16A). Anal-
ysis of overlapping allelic loss segments showed
that chromosome 14 exhibited focal, mono-

allelic losses encompassing AJUBA, whereas
ADAM10 exhibited preferential monoallelic
loss of broad chromosome segments (Fig. 4D).
We also found allelic imbalance of heterozy-
gous single nucleotide polymorphisms in the
chromosomal region of AJUBA, further con-
firming heterozygous loss ofAJUBA (fig. S16, B
and C). Mutations and allelic copy number
loss coincided with reduced expression of
ADAM10 and AJUBA (Fig. 4E). In addition,
mutations and allelic loss of ADAM10, AJUBA,

or RIPK4 showed a trend toward mutual ex-
clusivity with mutations in NOTCH1/2/3 re-
ceptors (Fig. 4F, fig. S16D, and table S7).
Altogether, ~27% of HNSCC patients carry
inactivating NOTCH1/2/3 receptor mutations,
and an additional ~40% of HNSCC samples
show inactivating alterations of ADAM10 or
AJUBA or amplification of NUMB (Fig. 4F).
Although mutual exclusivity is neither a nec-
essary nor a sufficient condition for genes
involved in the same pathway, our functional

Loganathan et al., Science 367, 1264–1269 (2020) 13 March 2020 5 of 6

Fig. 4. NOTCH target genes and NOTCH pathway mutations in
human tumors. (A) Tumor-free survival for Pik3caH1047R mice transduced
with a lentiviral Cre-sgRNA library targeting genes down-regulated in
Adam10-deficient tumors (P < 0.0001, log-rank test). (B) Pie chart
showing top-scoring sgRNAs enriched in tumor DNA from (A). (C) Tumor-free
survival for Pik3caH1047R;Cas9 mice transduced with sgRNAs targeting
Itgb5 and Amotl2 or scrambled control sgRNAs (P < 0.0001, log-rank test).

(D) Patterns of monoallelic minimal deleted regions (MDRs) in
504 HNSCC TCGA samples. (E) Expression of ADAM10 or AJUBA in
tumors carrying ADAM10 or AJUBA mutations or copy number alterations,
respectively. (F) Genetic alterations of NOTCH receptors 1 to 3, ADAM10,
AJUBA, RIPK4, and NUMB in human HNSCC samples (n = 504) from
TCGA presented as a cBioPortal OncoPrint displaying a trend toward
mutual exclusivity among mutations.
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studies suggest that these alterations converge
on inactivating NOTCH signaling in NOTCH
receptor wild-type HNSCC patients (fig. S17).
Thus, NOTCH is one of the most commonly
dysregulated pathways in HNSCC.
As in the case of HNSCC, the identification

of long tail genes that drive tumorigenesis in
other cancer types may show convergence on
specific pathways and reveal new regulators
of those pathways and could inform on cancer
biology and tumor evolution. This information
may even provide translational opportunities
and increase the number of patients who ben-
efit from a pathway-specific treatment. In ad-
dition, our work indicates that many long tail
genes function in a haploinsufficient manner.
Because most algorithms used to delineate
driver from passenger mutations are based
on statistical enrichment of somatic point mu-
tations, amino acid conservation, or homozy-
gous deletions and amplification and never
take heterozygous deletions into account,
many haploinsufficient tumor suppressors
might have been overlooked. This could be
of special interest in the postgenomic era, in
which most, if not all, mutations and copy
number alterations have been identified, but
their functional annotation lags far behind.
In summary, this study shows the power of
integrating cancer genomics with mouse mod-
eling using in vivo CRISPR screens to uncover
tumor-suppressive pathways in the long tail of
cancer-associated mutations.
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Director
Programme in Emerging Infectious Diseases

Duke-NUS Medical School (Duke-NUS), Singapore’s only graduate-entry
medical school was established as a landmark collaboration between two
world-ranking institutions of higher education – Duke University and
National University of Singapore. Duke-NUS provides innovative education
and impactful research to enhance the practice of medicine in Singapore and
beyond. Through its strategic partnership with Singapore Health Services
(SingHealth) which includes Singapore General Hospital, the School is able
to leverage its joint capabilities and infrastructure to develop outstanding
clinical education programmes and cutting-edge research collaborations that
translate fundamental science into better health. Duke-NUS and its partners have
created an academically-based Programme in Emerging Infectious Diseases
(EID) designed to serve as a national and international resource of excellence
in emerging infectious diseases. The mission of the Programme faculty is to
conduct high-level basic and applied research, and to train graduate students,
postdoctoral fellows and clinician-scientists in the disciplines relevant to
emerging infectious diseases. Duke-NUS and its partners provide state-of-the-
art research facilities, including a standalone ABSL3 unit.

We are seeking an individual with exceptional scientific credentials and
leadership skills to head the EID Programme. The Programme Director
will provide leadership, including engagement with the broader biomedical
community in Singapore and with Duke University; strategic hiring and
programme development; medical school and graduate education; faculty
mentoring; budgetary and space planning. The School will provide the new
ProgrammeDirector with the resources to support the highest level of research.

Interested candidates should send a CV and the names of three references to:
Chair, Search Committee on Emerging Infectious Diseases, Duke-NUS

Medical School, Singapore by email to: hr@duke-nus.edu.sg

Applications will be accepted until the position is filled. We anticipate to

begin interviewing candidates in early April 2020.

More information on the Programme can be found at www.duke-nus.

edu.sg.

Faculty Positions in the Department of Neuroscience

College of Medicine at The Ohio State University (OSU),Wexner
Medical Center

TheCollege ofMedicine,Department ofNeuroscience is looking to hire two
tenure-track faculty with research expertise focused in traumatic central
nervous system injury (brain or spinal cord). These positions may be at
the rank ofAssistant,Associate or Full Professor.

As part of an ongoing commitment to place OSU at the forefront of patient
care, research and innovation, The College of Medicine is committing
signifcant resources to build cutting-edge and internationally recognized
basic and translational neuroscience programs. These two positions are
partially funded by the Chronic Brain Injury program https://discovery.
osu.edu/focus-areas/brain-injury/), part of Ohio State’s Discovery Themes
Initiative, a signifcant faculty hiring investment in key thematic areas in
which the university can build on its culture of academic collaboration to
make a global impact. Through this program, The Ohio State University’s
Colleges of Medicine, Engineering, Arts & Sciences and Nursing have
already recruited 22 tenure-trackAssistant Professors and tenuredAssociate/
Full Professors who study various aspects of traumatic CNS injury, aging or
neurodegenerative diseases.

Candidatesmust hold a Ph.D. or equivalent and at least 3 years postdoctoral
experience with a strong record of scholarly activity. Candidates for
appointment as Associate or Full Professors should also be nationally or
internationally recognized scholars with consistent externally funded research
programs.

Prospective candidates should send a statement of research interests, vita and
a list of three references (PDF format) to recruitosuneurosci@osumc.edu.
Applications are being accepted now and formal review will begin April 1,
2020. The search will remain open until both positions are flled.

The Ohio State University is an Equal Opportunity, Affrmative Action
Employer and as such, women and minorities are encouraged to apply.
Unless confdentiality is requested in writing, information regarding the

applicants must be released upon request.

Postdoctoral research position at National Institute
of Neurological Disorders and Stroke, Bethesda, MD

and surrounding area
Molecular Neuroscience

The lab of Dr. Katherine Roche at the National Institutes of Health
(NIH) is seeking amotivated postdoctoral researcherwith an interest and
relevant experience inmolecularmechanisms of synaptic transmission and
neurodevelopmental disorders to join their group.The fellowwill have the
opportunity to drivemeaningful projects in a collaborative and supportive
environment that values high intellectual curiosity and creativity. The
fellow will be supported by a generous funding package and benefts
consistent with guidelines for NIH intramural research training awards.

Qualifcations: Doctorate Degree

To apply the application should include: (1) Cover letter with a brief
description of candidateÕs interest in the position, research experience
and long-term career goals; (2) Curriculum Vitae; (3) Representative
publications; (4) Contact information of three references.

Please email all materials as one PDF fle to Dr. Roche (rochek@ninds.
nih.gov), Investigator, National Institute of Neurological Disorders
and Stroke, Receptor Biology Section, Building 35, Room 2C903, 35
ConventDrive,Bethesda,MD 20892.Review of applicationswill begin
immediately and will continue until the position is flled.

TheNIH is dedicated to building a diverse community in its training and
employment programs.

Visit the website and start planning today!

myIDP.sciencecareers.org
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HIGH-LEVEL
GLOBAL TALENTS
RECRUITMENT
Welcome back to hometown.

Thousands of academic job vacancies are in fast-developing China.

2020 Global Online Job Fair

March 13, 2020 High-level Global Talents Recruitment

March 25, 2020 Northeast China Doctoral Talents Recruitment

April 09, 2020 Southwest China Doctoral Talents Recruitment

April 17, 2020 Southeast China Doctoral Talents Recruitment

April 24, 2020 Specialty Session (Engineering)

May 08, 2020 North and Northeast China Doctoral Talents Recruitment

May 09, 2020 Hong Kong, Macao and Taiwan Doctoral Talents Recruitment

May 15, 2020 High-level Global Talents Recruitment

Qualification for Applicants

Global scholars, Doctor and Post-doctor

Key Disciplines

Life Sciences, Medicine, Material Sciences, Physical Sciences

Participating Approach

Please send your CV to consultant@acabridge.edu.cn for

2020 Global Online Job Fair

JobVacancies in China'sUniversities and Institutes
Please visit https://www.acabridge.edu.cn/

Contact consultant@acabridge.edu.cn

ScantheQRcodetoapplyfor

2020GlobalOnlineJobFair
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Produced by the Science/AAAS Custom Publishing Ofce.

FOR RECRUITMENT IN SCIENCE, THERE’S ONLY ONE SCIENCE.

SCIENCECAREERS.ORG

To book your ad, contact:
advertise@sciencecareers.org

The Americas

202 326 6577

Europe

+44 (0) 1223 326527

Japan

+81 3 6459 4174

China/Korea/Singapore/

Taiwan

+86 131 4114 0012

Cancer
Research
Issue date: April 10

Book ad byMarch 26

Ads accepted until April 3 if space allows

SPECIAL JOB FOCUS:

What makes Science the best choice for recruiting?

§ Read and respected by 400,000 readers around the globe

§ Your ad dollars support AAAS and its programs, which

strengthens the global scientifc community.

Why choose this job focus for your advertisement?

§ Relevant ads lead oS the career section with a special

cancer research banner

§ Bonus distributions:

American Association for Cancer Research,

April 24-29, San Diego, CA

AACR Career Fair, April 25, San Diego, CA.

Expand your exposure by posting your print

ad online:

§ Additional marketing driving relevant job seekers to

the job board.

Deliver your message to a

global audience of targeted,

qualifed scientists.

subscribers in print every week

129,566

yearly unique active job seekers

searching for cancer research jobs

26,776

yearly applications submitted

for cancer research positions

25,690
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Confused

about your next

career move?

ScienceCareers.org/booklets

Download Free Career

Advice Booklets!

The Max Delbrück Center for Molecular Medicine in the Helmholtz Association (MDC)
is an internationally renowned biomedical research center. Researchers at the MDC

investigate the molecular mechanisms of health and disease, and translate those fndings
into medical application. The MDC is a research institution funded by the German Federal
Government and the State of Berlin, and is a member of the Helmholtz Association of
German Research Centers.

MDC researchers collaborate closely with colleagues at Berlin universities, Charité –
Universitätsmedizin Berlin, the Berlin Institute of Health and many other institutions.
The MDC is a member institution of the German Center for Cardiovascular Research
(DZHK) and the National Cohort. Additionally, the MDC works with biotech companies
and the pharmaceutical industry in developing applications from its research.

The MDC has a current annual budget of approximately €180 million. Around 1,250
employees and 500 guests currently work at the Center’s sites in Berlin-Buch and Berlin-
Mitte. Employee diversity is one of its strengths, enhancing the creativity and innovative
spirit at the MDC.

The MDC invites applications for the position of

Chair of the Board and Scientifc Director

(m/f/x)
to be flled as soon as possible.

The Chair of the Board simultaneously serves as the Scientifc Director and offcially
represents the Center and its research, especially at the intersection of science and politics.
The candidate is expected to advance the development of the MDC within the Helmholtz
Association and the collaboration with strategic partners, such as Charité – Universitäts-
medizin, the Berlin Institute of Health and universities in Berlin. The candidate shares
responsibility with the Administrative Director for the operative management and susta-
inable success of the Center.

Due to the responsibilities and size of the Center as well as the close collaboration with
partners in universities, clinics, corporations and other national and international research
centers, the candidate will need excellent leadership and communication skills, as well as
experience in the scientifc management of an international scientifc institution or in
similar areas. Additional prerequisites are an ability to develop strategic plans, to present
and implement these persuasively and assertively, and to integrate staff members
effectively. The candidate is also expected to have experience in international cooperation
and in the transfer of knowledge from research and science into society.

A strong track record in basic biomedical research and/or translational medicine and/or
pharmaceutical research and development is also required.

Experience is expected in strategic corporate management as well as in interactions
with governance bodies such as supervisory boards and international scientifc advisory
boards. Excellent English and German language skills are required, and knowledge of the
German research system would be an advantage.

The position will be flled for fve years, with the possibility of extension for additional
terms. The salary will be based on the remunerative framework for prominent university
professors, with the possibility of performance-related remuneration.

The members of the Helmholtz Association have set the goal of attracting more women
into leadership and decision-making positions in science and research. Therefore, we
especially encourage qualifed female candidates to apply. Severely disabled applicants
will be given preferential treatment in the case of equal qualifcation.

Contact: Specifc questions regarding this position should be directed to:
Prof. Dr. Veronika von Messling, e-mail: veronika.vonMessling@bmbf.bund.de

Applications should be sent both electronically (by e-mail) and through the post.
They must be received by 30.04.2020 and should be addressed to:

Frau MinDir’in Prof. Dr. Veronika von Messling
Vorsitzende des Aufsichtsrates des MDC und Vorsitzende der Findungskommission
– persönlich –
Bundesministerium für Bildung und Forschung
Kapelle Ufer 1
10117 Berlin
veronika.vonMessling@bmbf.bund.de

We would like to point out that your documents will be made accessible to the selection
committee and to an external recruitment agency. The selection committee is composed
of representatives from the Supervisory Board and the Scientifc Advisory Board of the
MDC, the Federal Ministry of Education and Research, as well as external researchers and
guests. Please note the MDC’s data privacy policies: https://www.mdc-berlin.de/data-
privacy and https://www.mdc-berlin.de/content/data-protection-declaration-applicants
(Data protection declaration for applicants)



At the airport, one of my collabo-

rators greeted me with a broad 

smile. “Welcome to Cuba!” he ex-

claimed in perfect English, giving 

me a strong handshake and a hug. 

The next day, we drove to the re-

search center where he worked. As 

scorpions scurried across the floor 

of the conference room, each of us 

gave a presentation about our sci-

ence and what we hoped to learn 

from the study of Cuban rivers.   

Then, we toured every lab in the 

building. I met scientists, techni-

cians, secretaries, students, and the 

cook. Some spoke English; others 

communicated to me in Spanish 

while my collaborator translated. 

I was impressed that I was intro-

duced to each person in their cen-

ter. The lack of hierarchy—the team 

atmosphere—was unlike anything 

I’d experienced before in academia.

The next day, we met again to brainstorm. Together, we 

pored over maps to plan how we were going to collect sam-

ples. Had it not been for the Cubans, I would have been 

unaware that the maps I had were outdated and wrong. 

They left out reservoirs, which was a problem because had 

we sampled downstream of them, our results would have 

been biased. Local involvement and knowledge were key—

making me wonder what I’d missed working without such 

a team in Africa, South America, and the Arctic.

Six months later, I flew back to Cuba and—this time—we 

headed into the field. I was impressed, yet again, by the 

lengths to which my collaborators went to ensure that all 

team members were treated equally. We drove around Cuba 

in bright yellow vans, and we made sure that each van had 

a mix of Cubans and Americans at all seniority levels. In the 

field, students, faculty, and technicians all sweated together.

On the last night of the trip, we searched for a restaurant 

that could seat all 14 of us at one table—because that’s what 

teams do, they sit together. When 

a restaurant couldn’t accommodate 

the team without splitting us up, 

my collaborators insisted that we 

move on and find a place with a 

large enough table.

In 26 years as a professor, I’ve al-

ways tried my best to treat my stu-

dents as valued collaborators. I have 

never been a fan of academia’s hier-

archy. I want everyone working with 

me to feel as though they are part of 

a team. But my Cuban collaborators 

take teamwork to another level en-

tirely. They make it clear—through 

actions both big and small—that 

all team members are valued, that 

everyone is equal, and that true 

teamwork makes for better science.

I returned to the United States 

a changed scientist. Now, I spend 

more time listening and making sure 

that everyone’s voice is heard. Four 

months ago, I took the Cuban approach to heart when I led a 

workshop for scientists from five countries. We met to discuss 

how we were going to analyze a few precious grams of rock 

collected from beneath the Greenland Ice Sheet. I made sure 

that every scientist had a voice in the discussions and that 

all 35 of us ate dinners together. The approach worked: We 

began as individuals, but after the workshop, we were a team.

Many people outside Cuba focus on its communist system 

or the bad blood between our two countries. In Cuba, my col-

laborators taught me about coming together. I learned that 

the best teams recognize that individual members bring dif-

ferent perspectives to the table. All voices have merit, and 

each and every person deserves respect. I hope this essay 

inspires others to recognize the power of real teamwork—

even during routine moments such as dinner. j

Paul Bierman is a Gund Fellow and professor at the University of Vermont 

in Burlington. Send your career story to SciCareerEditor@aaas.org.

“The lack of hierarchy … was 
unlike anything I’d experienced 

before in academia.”

Teamwork, the Cuban way

I
settled into my seat on a plane bound for Cuba feeling frustrated. When I planned the trip, I had 

assumed that my Cuban collaborators and I would hit the ground running, heading out into the 

field straight away to collect water and sediment samples from rivers. That’s how I’d done field-

work in Namibia, Bolivia, and Greenland. But not in Cuba, it seemed. Five days earlier, a Cuban 

scientist emailed to inform me that we’d only be meeting to talk about our planned project. Sam-

pling would happen during a later trip, she wrote. That left me feeling impatient and unhappy. 

Why did I need to travel there to have a meeting? But I had something to learn in Cuba.

By Paul Bierman
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