#MeToo comes to
Latin America p.842

RESEARCH
CONFERENCES

Biology of winter,
forensic DNA analysis,
single-cell cancer
biology, and more p.922.




ONTENT

21 FEBRUARY 2020 « VOLUME 367 « ISSUE 6480

NEWS

IN BRIEF
832 News at a glance

IN DEPTH

836 Coronavirus epidemic snarls

science worldwide

Experiments are halted as China remains
locked down; many conferences are canceled
By R. F. Service

837 Microhiome researcher accused

of sexual misconduct

Questions arise about the work of researcher
Jeff Leach, known for studies of Hadza
hunter-gatherers in Tanzania By G. Vogel

838 Strange hedfellows
for human ancestors
Homo erectus and other “super-
archaics” may have interbred with

ancient humans By A. Gibbons

SCIENCE ADVANCES RESEARCH ARTICLES BY
A. DURVASULA AND S. SANKARARAMAN
10.1126/SCIADV.AAX5097 AND A. R. ROGERS

ETAL. 10.1126/SCIADV.AAY5483

840 Tough microbe’s DNA could
be a lasting archive

Artist and DNA storage pioneer says
microbes could preserve a record of
humanity By S. Nadis

841 In‘living materials, microbes are
the makers

Cells enable materials to reproduce or
manufacture medicines By R. F. Service
PODCAST

FEATURES

842 #MeToo moves south

The fight against harassment in

Latin American science gains strength
By L. Wessel and R. Pérez Ortega

828 21 FEBRUARY 2020 « VOL 367 ISSUE 6480

INSIGHTS

PERSPECTIVES

846 0ld methane and modern
climate change

Old methane is less important for

our immediate future than contemporary
sources By J. F. Dean

REPORT p. 907

848 Two paths to intrinsic quantization
A pair of materials demonstrate new and
different routes to an exotic quantum
behavior By J. P Wakefield and J. G. Checkelsky
REPORTS pp. 895 & 900

850 Cross-modal sensory transfer:
Bumble bees do it

Stored sensory input permits two sensory
channels to exchange and compare information
By G. von der Emde and T. Burt de Perera

REPORT p. 910

851 A time to grow and a time to pause
Mechanisms of programmed arrest
protect animals from the passage of time
By M. Van Gilst

RESEARCH ARTICLE p. 870

852 Toward a universal flu vaccine
Avaccine adjuvant elicits broad
protection against influenza in animals
By S. Herold and L.-E. Sander

RESEARCH ARTICLE p. 869

854 Stem cells and the heart—

the road ahead

After 20 years of research, pluripotent stem
cells move to the fore to treat heart disease
By C. E. Murry and W. R. MacLellan

POLICY FORUM

856 Promoting biosecurity by
professionalizing biosecurity

A credential system could improve policy and
practice By R. L. Moritz et al.

BOOKS ET AL.

859 Recording waves, reading minds

A neuroscientist confronts the history and
future of our quest to understand electricity’s
role in brain function By C. James

860 Etymology of the elements

Charming anecdotes and historical diversions
come to life in tales of how the chemical
elements were named By N. Pohl

Published by AAAS

as permafrost thaws
A

LETTERS

861 Conservationists deserve
protection
By M. Béhm et al.

861 Public health scientists
in the crosshairs
By L. Wandschneider et al.

862 lllegal poachers turn to
helmeted hornbills
By W. Liand W. Huang

863 ERRATA

RESEARCH

IN BRIEF
864 From Science and other journals

REVIEW

867 Plant ecology
How mycorrhizal associations drive plant
population and community biology

L. Tedersoo et al.
REVIEW SUMMARY: FOR FULL TEXT:
DX.DOI.ORG/10.1126/SCIENCE.ABA1223

RESEARCH ARTICLES

868 Immunogenomics
A cell atlas of human thymic development
defines T cell repertoire formation

J.-E. Park et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:

DX.DOI.ORG/10.1126/SCIENCE.AAY3224

sciencemag.org SCIENCE

PHOTOS(FROM LEFT): NATURAL HISTORY MUSEUM, LONDON/SCIENCE SOURCE; AAAAIMAGES/GETTY IMAGES



869 Vaccines
Pulmonary surfactant-biomimetic
nanoparticles potentiate heterosubtypic

influenza immunity J. Wang et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DX.DOI.ORG/10.1126/SCIENCE.AAU0810

PERSPECTIVE p. 852

870 Developmental biology

Vertebrate diapause preserves organisms
long term through Polycomb complex
members C.-K. Hu et al.

PERSPECTIVE p. 851; VIDEO

875 Structural biology
Structure of nucleosome-bound human
BAF complex S. He et al.

881 Structural biology

Molecular mechanism of biased signaling

in a prototypical G protein-coupled receptor
C.-M. Suomivuori et al.

REPORT p. 888

REPORTS

888 Structural biology

Angiotensin and biased analogs induce
structurally distinct active conformations
withina GPCR L. M. Wingler et al.
RESEARCH ARTICLE p. 881

892 Optomechanics
Cooling of a levitated nanoparticle to the
motional quantum ground state U. Delic et al.

Topological matter

895 Quantum anomalous Hall effect
in intrinsic magnetic topological
insulator MnBi,Te,

Y. Deng et al.

900 Intrinsic quantized anomalous
Hall effect in a moiré
heterostructure M. Serlin et al.

PERSPECTIVE p. 848

903 Nanomaterials

Disassembling 2D van der Waals crystals

into macroscopic monolayers and
reassembling into artificial lattices
F Liu et al.

907 Atmospheric methane
0Old carbon reservoirs were
not important in the
deglacial methane budget
M. N. Dyonisius et al.
PERSPECTIVE p. 846

910 Animal cognition

Bumble bees display cross-modal
object recognition between visual and
tactile senses C. Solvi et al.
PERSPECTIVE p. 850

912 Enzyme regulation
Ancient origins of allosteric activation
ina Ser-Thr kinase A. Hadzipasic et al.

917 Biocatalysis
Biocatalytic synthesis of planar
chiral macrocycles C. Gagnon et al.

DEPARTMENTS

831 Editorial
Smaller, greener, better
By H. Holden Thorp

950 Working Life
Stepping down to step forward
By Gursel Alici

ON THE COVER

American witch hazel
(Hamamelis virginiana)
flowers encased in ice
from a late winter storm.
The effects of climate
change on biological sys-
tems may be especially
pronounced in winter.
The Gordon Research
Conference on the Biology of Winter will be held
from 21 to 26 June 2020 in Waterville Valley,
New Hampshire. See page 922 for the Gordon
Research Conference schedule and preliminary
programs. Photo: Brent J. Sinclair

copoON e
nestanci. % &
CONERENES

Gordon Research Conferences................. 922
Science Careers .....ooooeveeeceeeeeeeeeens 947

SCIENCE (ISSN 0036-8075) is published weekly on Friday, except last week in December, by the American Association for the Advancement of Science, 1200 New York Avenue, NW, Washington, DC 20005. Periodicals mail
postage (publication No. 484460) paid at Washington, DC, and additional mailing offices. Copyright © 2020 by the American Association for the Advancement of Science. The title SCIENCE is a registered trademark of the AAAS. Domestic
individual membership, including subscription (12 months): $165 ($74 allocated to subscription). Domestic institutional subscription (51 issues): $2148; Foreign postage extra: Air assist delivery: $98. First class, airmail, student, and

emeritus rates on request. Canadian rates with GST available upon request, GST #125488122. Publications Mail Agreement Number 1069624. Printed in the U.S.A.

Change of address: Allow 4 weeks, giving old and new addresses and 8-digit account number. Postmaster: Send change of address to AAAS, PO. Box 96178, Washington, DC 20090-6178. Single-copy sales: $15 each plus shipping and
handling available from backissues.sciencemag.org; bulk rate on request. Authorization to reproduce material for internal or personal use under circumstances not falling within the fair use provisions of the Copyright Act can be obtained
through the Copyright Clearance Center (CCC), www.copyright.com. The identification code for Science is 0036-8075. Science is indexed in the Reader’s Guide to Periodical Literature and in several specialized indexes

SCIENCE sciencemag.org

Published by AAAS

21 FEBRUARY 2020 « VOL 367 ISSUE 6480 829



PHOTO: CAMERON DAVIDSON

EDITORIAL

Smaller, greener, better

uring my 15 years riding on the administrative
Tilt-a-Whirl, I was a no-show at scientific con-
ferences. Prior to that, during my faculty years,
my go-to conferences were the national Ameri-
can Chemical Society meetings and Gordon Re-
search Conferences—especially Metals in Biol-
ogy, which is in January in Ventura, California.
This past January, I went back to Ventura after a 15-
year hiatus. A lot of things struck me about how things
have changed—mostly for the better—and how some
things have stayed the same.
One thing that is increasingly
on peoples’ minds is the future
of scientific meetings.

What has stayed the same is
that a conference of that style,
with 200 scientists from around
the world, is a vital format for
scientific exchange. The partici-
pants ranged from graduate stu-
dents and postdocs to folks who
created the field of bioinorganic
chemistry 40 years ago. It was
interesting to see how far a lot
of the science has come, espe-
cially our understanding of how
proteins control the second co-
ordination sphere of metal sites
to drive their reactivity. Some
fields still have great mysteries:
Even though we know a great
deal more about the structures,
we still don’t know precisely how the N-N bond breaks
during catalysis by nitrogenase or how the O-O bond
forms in photosystem II.

One thing that has started to change for the better is
the increasing number of women and people of color
among conference speakers and participants. We are
nowhere close to solving the equity problems in sci-
ence or science meetings, but the change in the com-
position and atmosphere of meetings overall after 15
years is encouraging. This trend should continue, and
more members of this diverse, emerging cohort should
have prominent speaking roles to showcase their sci-
ence. Such opportunities can help launch the careers
of young scientists, and maybe small meetings could
also require that a certain percentage of talks be given
by postdocs and early career faculty.

“It's time to
think creatively
about how to reduce
the carbon footprint

of meetings
while preserving—
even improving—

their value.”

When it comes to big meetings, the interchange among
scientists in person is still indispensable. But it’s time for
the scientific community to engage in frank talk about
the impact of meetings on the climate. Some conferences
have been supporting digital poster sessions to cut down
on waste, but thousands of folks flying to these meetings
is the real problem to focus on. It’s time to think cre-
atively about how to reduce the carbon footprint of meet-
ings while preserving—even improving—their value.

What if we broke the large meetings into smaller,
concurrent ones at regional sites
where people could gather, shar-
ing the drive or taking the train?
Perhaps there could be a registra-
tion surcharge that is refunded if
the participant doesn’t fly. One
thing that hasn’t changed are the
big sessions at national meetings;
these are the big draw for most at-
tendees. Unless you're in the front
rows of the big ballrooms where
these are held, youre watching
the speaker on a screen from the
back or even in an overflow room.
Sitting with thousands of people
in San Francisco watching a live
talk on a jumbotron is no differ-
ent from watching a streamed
talk with thousands of people
in New York—and vice versa. In
a concurrent sites model, there
would still be large enough au-
diences to make interchange with the speakers worth-
while. Major plenaries could be spread across different
sites so that wherever one does take place, everyone at
that particular location is in the room. This approach
would push conferences to enhance technological capa-
bilities. It also could lower the cost of attending confer-
ences and thereby potentially increase the number and
diversity of attendees. A group of graduate students pil-
ing into a van is much more democratic than having to
decide who gets to fly.

Scientific conferences are vital to the collaboration
that scientists rely on. Continuing to improve them in
terms of equity for both the participants and the cli-
mate is something we can’t stop striving to do.

I volunteer to drive the first van.

—=H. Holden Thorp

H. Holden Thorp
Editor-in-Chief,
Science journals.
hthorp@aaas.org;
@hholdenthorp

10.1126/science.abb2790
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k& The academic system is losing women at a higher
rate at every stage of their careers.99

From a study in the Proceedings of the National Academy of Sciences showing that women publish fewer
scientific papers over their careers than men because of differences in career length, not annual output.
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VIROLOGY

Coronavirus name splits scientists

hat to call the pathogen paralyzing China and rattling

the rest of the world? That question faces scientists af-

ter separate names emerged on 11 February for the vi-

rus and the disease it causes. Because the virus belongs

to the same species as SARS-CoV—the coronavirus that

caused the 2002-03 outbreak of severe acute respira-
tory syndrome—the International Committee for the Taxonomy
of Viruses simply named it SARS-CoV-2. But that name creates
“unnecessary fear,” the World Health Organization (WHO) says,
especially in Asia, which was hit hardest by SARS. WHO has in-
stead named the disease COVID-19, short for coronavirus disease
2019, and will use that term when talking about the virus as well.
Scientists seem divided. Of 26 preprints published in the week
ending 18 February that used COVID-19 to describe the disease,
11 also used that name for the virus; 11 others called the virus
SARS-CoV-2 instead. (Four used the temporary moniker 2019-
nCoV or did not name the virus.) The split is “unfortunate,” says
Michael Osterholm, head of the Center for Infectious Disease
Research and Policy at the University of Minnesota, Minneapolis,
who’s hoping for “another effort to reconcile the two.”
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NASA picks mission candidates

PLANETARY SCIENCE | NASA’s next

$500 million planetary science missions

will chart a return to Venus, the agency’s
first visit since the early 1990s, or journey to
exotic, geologically active moons of the outer
planets, the agency announced last week.

It chose four finalists for its Discovery line
of lower-cost missions, two of which will be
selected in 2021 after further study for flight
later this decade. One of the Venus mis-
sions would use an orbiter and an armored
spherical probe dropped from it to measure
the planet’s atmosphere down to the surface.
Another would deploy a radar-equipped
mapper to reveal whether volcanoes or plate
tectonics are active on the Venusian surface.
A third candidate would study whether Io,

a moon of Jupiter with spewing volcanoes,
contains an internal magma ocean. A fourth
finalist would inspect Triton, the icy moon of
Neptune glimpsed by Voyager 2 in 1989.

Japan builds giant neutrino trap

ASTROPHYSICS | Japan’s legislature

has begun funding Hyper-Kamiokande
(Hyper-K), the world’s largest neutrino
detector, managers announced last week.
Construction of the 72 billion yen (about
$660 million) project, in an underground
hall in Hida City, is to begin in April and
end by 2027. Hyper-K is 8.4 times larger
than its predecessor, Super-Kamiokande,
but works on the same principle. Its detec-
tor, a tank 74 meters wide and 60 meters
tall, will hold 260,000 tons of water—
enough to fill 100 Olympic swimming
pools. Forty thousand photosensors lining
its walls will watch for faint flashes of
light that occur when a nearly massless
neutrino interacts with a water molecule;
the light yields clues to the neutrino’s type,
energy, and direction of travel, allowing
researchers to trace it back to its cosmic
origin. Researchers will use Hyper-K to
study neutrinos emanating from the Sun,
distant stars, and supernovae. It will

also analyze beams of neutrinos, fired at
the detector from a particle accelerator
295 kilometers away, to look for differences
between neutrinos and anti-neutrinos,
which could help explain why the universe
is made of matter and not anti-matter.

sciencemag.org SCIENCE
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Former IPCC head dies

LEADERSHIP | Indian engineer Rajendra
Pachauri, who led the Intergovernmental
Panel on Climate Change (IPCC) for

13 years but resigned after accusations of
sexual harassment emerged in 2015, died
on 13 February at age 79. On Pachauri’s
watch, IPCC won a share of the 2007
Nobel Peace Prize, and he strengthened
the role of peer review in the panel’s
assessments. But he generated controversy
by defending a forecast, later reversed by
the panel, that glaciers in the Himalayas
would melt away by 2035. Later, a former
colleague at the Energy and Resources
Institute, a New Delhi think tank, alleged
that Pachauri had grabbed her inap-
propriately and retaliated against her
when she refused his advances; in 2018, a
court ordered Pachauri to stand trial on
criminal charges. The case was ongoing
when he died. In 2016, Pachauri filed a
defamation case against a second woman
who accused him of harassment; that case
was pending.

Satellite worries deepen

AsTRONOMY | The International
Astronomical Union (IAU) last week
raised new concerns about constellations
of thousands of communications satel-
lites in low-Earth orbit that create bright
streaks in telescopes’ fields of view. The
union voiced alarm in June 2019 over

the launch of the first of SpaceX’s 1500
planned Starlink satellites, intended to
provide worldwide internet access. “It was
almost like they launched mirrors,” says
Patrick Seitzer, who studies orbital debris
at the University of Michigan, Ann Arbor.
Citing ongoing studies of the satellites’
brightness, IAU now says they are unlikely
to spoil the view of narrowly focused
telescopes, but wide-field surveys will

be “severely affected.” A prime example

is the Vera C. Rubin Observatory, which
is set to start surveying the sky in 2022.
SpaceX says it is working with astrono-
mers to reduce the impact of its Starlink
satellites. But other companies are also
planning constellations, and the total
number of satellites could reach the tens
of thousands.

Facebook frees up political data

soclAL sclENCE | Researchers finally
have access to a trove of anonymized
data on how Facebook users shared
information—and misinformation—on
recent political events around the world.
Concerns over privacy had delayed its

SCIENCE sciencemag.org

Engineers led job growth among U.S. Ph.D.s

Doctorates in engineering are gaining favor among employers, edging out computer
science. The number of U.S. workers with doctoral degrees in engineering has risen since
2003, outpacing growth in all other scientific disciplines, according to a biennial compen-
dium of statistics published in January by the National Science Foundation. These figures
are compound annual growth rates in number of employed individuals from 2003-17.
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release for nearly 2 years. The data,
released last week, contain 38 million
URLs relating to civic discourse that were
shared publicly on Facebook between
January 2017 and July 2019. They provide
such details as whether a linked site

was considered to be fake news or hate
speech, and whether a link was clicked
on or liked. Information about the users,
including their political affinities, is

also available. The social media giant
announced plans for such a release in
April 2018 before it realized that existing
systems to preserve the confidentiality

of its users were inadequate. The new

Early arrivals at an lowa rally for a Democratic
presidential candidate this month check their phones.

Published by AAAS

Physical Social sciences

sciences

Engineering

system applies a mathematically rigor-
ous approach called differential privacy.
Researchers can apply for access to the
data through the nonprofit Social Science
One (online at socialscience.one).

Databases can impair reviews

PUBLISHING | Scientists who conduct
systematic reviews—rigorously designed
surveys of the research literature on a
topic—and meta-analyses of data from

the papers they select use databases such
as Google Scholar to locate all pertinent
journal articles. But half of the 28 most
widely used databases fall short for this
job, a study accepted for publication in
Research Synthesis Methods says, because
of design limitations. Some databases, such
as Google Scholar, do not produce consis-
tently reproducible results and others do
not allow Boolean searches, which allow
search strings to be parsed with “and” and
“or” to yield fine-grained results. Some
search tools, such as CiteSeerX, auto-
matically expand queries to retrieve more
documents, which can also limit precision.
The analysis is one of several in recent
years documenting that individual search
engines vary in how well they retrieve
scholarly literature.

Bezos offers hillions for climate

PHILANTHROPY | Jeff Bezos, founder
and CEO of Amazon, promised this week
to donate $10 billion for research on cli-
mate change and projects to address

its effects. The world’s richest man, with
a stake in Amazon worth more than
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$100 billion, Bezos did not release details
in his announcement, which was posted
on Instagram. In 2019, he pledged to shift
all of Amazon’s energy use to renewable
sources by 2030 and make the company
net carbon neutral by 2040, the first
major corporation to announce such a
goal, in part by shifting to electric delivery
vehicles. But Amazon employees have
criticized the company for not moving fast
enough to reduce its substantial carbon
footprint. Amazon reported emitting

44.4 million metric tons of carbon dioxide
in 2018, as much as some countries.

Agency restores animal records

ANIMAL RESEARCH | The U.S. Department
of Agriculture (USDA) on 18 February
announced it has restored to its website
reports of inspections of animal research
laboratories and other animal-holding
facilities governed by the Animal Welfare
Act (AWA). In February 2017, the depart-
ment’s Animal and Plant Health Inspection
Service (APHIS) removed tens of thou-
sands of inspection reports and records of
enforcement actions for AWA violations. It
later restored some, but they were heavily

redacted to protect what it called private
information. But an appropriations law
enacted in December 2019 gave APHIS

60 days to restore the reports, which animal
rights groups and journalists had regularly
used to publicize AWA violations. APHIS
says the restoration includes reports that
were public in January 2017 and others
created since, but “confidential business
information” will still be redacted. People
for the Ethical Treatment of Animals, which
sued USDA after the removals, said it will
check “that all the data have been properly
restored to a fully functional database.”

2020 AAAS MEETING

A spotlight on the brain

More than 6700 researchers and students converged on Seattle last week for the annual meeting of AAAS, which publishes Science.
The meeting’s theme was “Envisioning Tomorrow's Earth.” Some highlights from the realms of neuroscience and criminal justice are below.

Body composting promises a more sustainable way of death
Death is not environmentally friendly. Cemeteries take up land,
embalming the dead uses toxic chemicals, and cremation burns natural
gas. So, Lynne Carpenter-Boggs, a soil scientist at Washington State
University, Pullman, is advising a company that aims to do with bodies
what many consumers do with leftover food: recycle it into compost. In
May 2019, Washington became the first state to legalize natural organic
reduction, or body composting. With oversight from her university,
Carpenter-Boggs conducted a pilot study with six donated bodies to
test the process, and she described some key measures. Decomposition
is enhanced by a high (25:1) carbon-to-nitrogen ratio, achieved by
mixing the body with plant material, for example. Also important are a
steady warm temperature, aeration, and moisture control.

Dancing a Ph.D. on brain development

Antoina Groneberg's innovative portrayal of zebrafish brain
development last week netted Science’s annual “Dance Your Ph.D." prize.
Groneberg taught dance as a side job while pursuing her doctorate

The winning dance was chosen from 30 submissions on artistic and scientific merits.
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in neuroscience at Champalimaud Research in Lisbon, Portugal. Her
doctoral thesis explored how the motions of groups of zebrafish larvae
affected individual animals' brain development and behavior, teasing
out the impact by raising some larvae in isolation. A version of her video,
showing former dance students and kids, went viral last year, says
Groneberg, now a postdoc at Charité University Hospital in Berlin—"You
don't see too many dance videos about fish larvae.” Her dance topped
the social science category and won the $1000 overall prize, beating out
the biology, physics, and chemistry winners, including one with a rap

in Finnish on analyzing forests with radar. All the winning videos were
shown at a AAAS meeting session.

Donating brain tissue: not just for the dead anymore

Brains donated to science aren't delivered until after the donor dies.
Now, more patients are giving researchers pieces of their living brains,
opening new avenues for exploring how brains work, explained scientists
from the Allen Institute for Brain Science. The sugar-cube-size tissue
samples come from patients receiving neurosurgery to treat epilepsy

or remove deep tumors. Ed Lein—a neuroscientist at the institute—and
his team get about 50 brain samples a year. He says the living tissue
supports findings not possible from studies of human cell cultures or
cells from human cadavers or rodents. For example, serotonin receptors
in living human neurons behave very differently than those from animal
models.

Many psychological tests used by U.S. courts are flawed
Only 40% of psychological assessment tools used in U.S. courts have
drawn favorable ratings in psychology reference books, and many lack a
solid research basis, researchers report. The finding builds on previous
findings that some judges admit evidence from methodologically
flawed studies and that courts struggle to evaluate scientific evidence.
The scientists, from several U.S. universities, assembled a list of 364
assessment instruments used in federal and state courts from 2016 to
2018 by psychologists serving as forensic experts. Courts employed
the tools to help assess parents in child custody cases and determine
whether criminal offenders should go to prison, for example. The
findings, described at an AAAS meeting session, were published in the
December 2019 issue of Psychological Science in the Public Interest.
The scientists also found that lawyers challenge the admission of
assessment evidence in only about 5% of cases. And only one-third of
those challenges succeed.

sciencemag.org SCIENCE
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INFECTIOUS DISEASES

Coronavirus epidemic snarls science worldwide

Experiments are halted as China remains locked down; many conferences are canceled

By Robert F. Service

he coronavirus epidemic now racing
across China is forcing Jeffrey Erlich,
a Canadian neuroscientist at New York
University Shanghai, to weigh his sci-
ence against concern for his staff.
Erlich performs animal experiments at
a neighboring university; as part of efforts to
control the illness, known as COVID-19, offi-
cials there have asked him to halt the studies
and use as few staff as possible to take care of
his animals. But he is training mice and other
species on very complex tasks; the interrup-
tion could set him back 6 to 9 months. “It’s re-
ally hard balancing the research productivity
of the lab and the safety and comfort of my
staff;” he says. “When you’ve invested years of
work into experiments, where do you draw
the line about what’s considered essential?”

Erlich is just one of thousands of sci-
entists in China whose work is suffering.
Universities across the country have been
closed since the Lunar New Year, 25 Janu-
ary. Access to labs is restricted, and projects
have been mothballed, fieldwork inter-
rupted, and travel severely curtailed. Scien-
tists elsewhere in the world are feeling the
impact as well, as collaborations with China
are on pause and many scientific meetings,
some as far away as June, have been can-
celed or postponed.

The damage to research pales compared
with the human suffering wrought by the
virus. As Science went to press, the total
number of cases had risen to 73,332, almost
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99% of them in China, and 1873 deaths had
been counted; the specter of a pandemic is
still very real. Still, for individual researchers
the losses can be serious—and stressful. “Ba-
sically, everything has completely stopped,”
says John Speakman, who runs an animal
behavior lab at the Chinese Academy of Sci-
ences (CAS) in Beijing. “The disruption is
enormous. The stress on the staff is really
high” But Speakman says he understands
why the Chinese government closed universi-
ties and institutes. “It’s annoying, but I com-
pletely support what they have done,” he says.

Disruptions are particularly acute in Wu-
han and other cities in Hubei province, the
epicenter of the outbreak, which are almost
completely cut off from the outside world.
“I’'m working more now than ever before the
epidemic,” says Sara Platto, a professor of an-
imal behavior at Jianghan University in Wu-
han. But she faces major obstacles: Faculty
and students living on campus are confined
to their apartments, and Platto, who lives off-
campus, can venture outside only once every
3 days. She is working with colleagues in Bei-
jing who are studying the relationship of the
novel virus to another coronavirus isolated
from a pangolin. But a paper she is writing
has been delayed because her notes are in
her office and she can’t get back on campus.

The situation is not much better in other
cities. “Unfortunately, the virus is very an-
noying with regards to work,” says Jingmai
O’Connor, a paleontologist at CAS’s Insti-
tute for Vertebrate Paleontology in Beijing.
“There is no one working the collection,

Published by AAAS

no one to sign paperwork so things can’t
get done, overseas travel is canceled. ... No
samples can be analyzed, all we can do is
work on pre-existing data on our comput-
ers,” O’Connor says. “It sucks!”

Some researchers in China have switched
from lab work to writing papers and grant
applications. The National Science Founda-
tion of China has postponed grant appli-
cation deadlines by several weeks, giving
researchers time to catch up. Online classes,
which many universities and institutes have
ramped up to keep students on schedule,
are also keeping scientists busy. Poo Mu-
ming, a neuroscientist at CAS’s Center for
Excellence in Brain Science and Intelligence
Technology, says he is teaching daily 2-hour
neurobiology lectures: “Surprisingly, there
are thousands of people tuning in each day.”

China’s lockdown is felt even half a world
away. Daniel Kammen, a renewable energy
researcher at the University of California,
Berkeley, says it is impeding his lab’s efforts
to help set up green transportation proj-
ects, including the roll-out of electric taxis,
throughout China.

But labs working on the fight against
COVID-19 are in overdrive. At Tsinghua Uni-
versity in Beijing, Zhang Lingi has switched
from HIV to the novel coronavirus; his lab
members even decided to forgo the Lunar
New Year celebrations last month. “{ We] de-
cided we would celebrate it by conducting
research,” Zhang says. The team synthesized
and characterized the “spike” on the corona-
virus’s surface, a protein that helps it enter

sciencemag.org SCIENCE

PHOTO: STRINGER/GETTY IMAGES




NEWS

PHOTO: ©GULF NEWS, DUBAI

Like most universities in China, the campus
of Huazhong University of Science and Technology
in Wuhan is deserted.

human cells; Zhang’s lab has joined indus-
trial partners to develop a vaccine targeting
the spike. Countless infectious disease labs
in the rest of the world have put their regu-
lar work on hold as well. “The main effect
has been the need to triage work, to push
other projects to the back burner while we
help our Chinese colleagues analyze the
vast amount of new COVID-19 data,” says
Christopher Dye of the University of Oxford.

The spread of the virus has upended plans
for numerous scientific conferences. So far,
more than a dozen have been canceled or
postponed—not just in China but else-
where in Asia and Europe as well. Among
the casualties are the International Society
for Stem Cell Research’s international sym-
posium, which was scheduled for March
in Shanghai, and the 2nd Singapore ECS
Symposium on Energy Materials in early
April. Organizers of the International Con-
gress on Infectious Diseases, planned for
20-24 February in Kuala Lumpur, Malaysia,
postponed their meeting, saying the prior-
ity for its registrants is to fight the corona-
virus outbreak in their home countries.

Concern is also rising that the epidemic
could disrupt the global medicine supply.
China and India produce an estimated 80%
of all active pharmaceutical ingredients, the
raw materials for antibiotics and drugs for
cancer, heart disease, and diabetes. With
many Chinese factories shuttered, stockpiles
could run short. “This is a very acute issue
now,” says Michael Osterholm, the head the
Center for Infectious Disease Research and
Policy at the University of Minnesota, Min-
neapolis, which studies drug availability.

But Mariangela Simao, assistant director
general for access to medicines and health
products at the World Health Organization,
says the agency sees no “immediate risk”
of COVID-19 affecting supplies of essential
medicines. Simao’s team is in daily contact
with international pharmaceutical associa-
tions, which track shipping disruptions from
their member companies. Many companies
stockpiled 2 to 4 months of their products
prior to the Lunar New Year celebrations,
she says. And while Hubei is home to some
pharmaceutical companies, far more are in
Shanghai and other parts of China that are
less affected. But the picture could change if
the virus isn’t brought under control, Simao
notes. “It will all depend on how the situa-
tions evolve with the outbreak.”

With reporting by Dennis Normile, Gretchen Vogel,
Jon Cohen, and freelance journalist Rebecca Kanthor
in Shanghai.
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Microbiome researcher accused
of sexual misconduct

Questions arise about the work of researcher Jeft Leach,
known for studies of Hadza hunter-gatherers in Tanzania

By Gretchen Vogel

researcher famed for his work on the
microbiomes of hunter-gatherers
has been accused by several women
of sexual assault, according to U.S.
court documents. Jeff Leach, a resi-
dent of Terlingua, Texas, co-founded
a major open-source, crowdfunded project
on the microbiome and is the co-author of
multiple papers on gut microbes, includ-
ing one in Science. In the publicity result-
ing from the allegations, other questions
have emerged about Leach’s academic
qualifications and his behavior in the field.

The sexual assault accusa-
tions came to light as a result
of a defamation suit Leach
filed in September 2019. In
July 2019, Katy Schwartz,
who worked at the Terlin-
gua tourist lodge that Leach
runs, filed a police report al-
leging that he had sexually
assaulted her. Schwartz did
not press charges, but as-
serts in court documents
that she wanted her experi-
ence documented because )
she feared Leach could be B i
a danger to others.

In the wake of the lawsuit
against Schwartz, three other local women
filed affidavits. One alleged that Leach
had assaulted her, putting his hand up her
shorts “without any warning.” A second
alleged that he raped her in a “violent as-
sault” for which “there was no consent.”
A third affidavit alleged that Leach sexu-
ally assaulted a woman, became violent
during an argument, and threatened her
with litigation.

Leach and his lawyer, Rae Leifeste, told
Science that all the charges are unfound-
ed and are a coordinated attack moti-
vated by jealousy and disagreements over
money. In an affidavit and in an email to
Science, Leach says any sexual contact was
consensual and claims that, after the al-
leged attacks, all of his accusers were
friendly toward him in text messages and in
other encounters.
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Microbiome researcher Jeff Leach

On 6 February, Presiding Judge Stephen
Ables ruled in favor of Schwartz’s motion
to dismiss the defamation lawsuit, based
on “anti-SLAPP” (strategic lawsuits against
public participation) laws that protect free
speech. Leifeste is preparing an appeal.

Leach has collaborated with researchers
at King’s College London (KCL), the Uni-
versity of California, San Diego (UCSD),
and Stanford University, among others, to
study the bacteria that live in the gut and on
the skin. He is known for gathering micro-
biome samples from hunter-gatherers to
explore the idea that their microbiomes
are healthier than those of people in indus-

trialized societies.

In 2014, Leach gave him-
self a fecal transplant from
a member of the Hadza
group of Tanzania, an event
widely covered by the me-
dia and billed as an effort
to boost his health. A few
months earlier, he was pro-
filed in Science (17 January
2014, p. 241).

Media accounts have
described Leach as an
anthropologist, but he told
Science last week that he
does not have a Ph.D. On

various papers he lists affili-
ations with the University of Leicester and
the London School of Hygiene & Tropical
Medicine. KCL officials say he was a visit-
ing research scholar there from August
2016 until July 2018 but is no longer asso-
ciated with the university. Leach says he is
now pursuing a Ph.D. at the University of
York, which officials there confirmed. Leach
did not answer queries from Science about
whether he has an undergraduate degree.

Some researchers who have worked with
Leach distanced themselves from him in
comments to Science. In 2012, UCSD micro-
biome researchers Jack Gilbert and Rob
Knight founded the American Gut Project
with Leach. The project invites members of
the public to submit a skin swab or samples
of feces or saliva and pay $99 to have their
microbes catalogued. Gilbert says he never
met Leach in person, however. “That project
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is now completely outside of his activities,
and is being administered by the Micro-
setta Initiative at UCSD with Rob Knight,”
Gilbert told Science. Knight says he no lon-
ger collaborates with Leach, and the proj-
ect’s website no longer mentions him.
Another project removed Leach’s name
from its website last week, after its lead-
ers learned of the lawsuit. Until 5 Febru-
ary, the website of the Microbiota Vault,
an international project to collect human
microbiome samples, said Leach would
“work to secure samples” from remote
populations in Tanzania and Namibia.
Maria Gloria Dominguez-Bello, a microbi-
ome researcher at Rutgers University and
a coordinator of the project, told Science
she was surprised by the accusations and
called the news “very disturbing and sad.”
She does not, however, doubt the qual-
ity of the samples and data that Leach
collected. She notes they are stored in the

Research on the Hadza takes
“training in ethnographic data
collection and, ideally, bioethics..”

Alyssa Crittenden, University of Nevada, Las Vegas

labs of Knight and microbiome researcher
Justin Sonnenburg at Stanford, both of
whom have co-authored papers with Leach.
Sonnenburg, who is the corresponding au-
thor on three papers with Leach, including
one in Science (25 August 2017, p. 802), said
he has never met Leach in person and re-
ceived the samples via Dominguez-Bello; he
declined any further comment.

The Science paper reported seasonal varia-
tion in the Hadza gut microbes, based on
samples Leach collected. “It was neat, it was
orderly, and the metadata all checked out:
Poop was poop, and skin samples were from
skin. And when you analyze the samples, they
cluster by season,” says Dominguez-Bello, a
co-author. The paper concludes that the gut
flora varies because of seasonal shifts in diet.

Some anthropologists who have worked
extensively with the Hadza are skeptical of
the paper. Alyssa Crittenden, an anthropo-
logist at the University of Nevada, Las Ve-
gas, says the Science paper’s generalizations
about seasonal foods are “inconsistent with
nearly 60 years of data on Hadza diet.” In a
critique posted on bioRxiv in 2018, she and
colleagues reported that they couldn’t rep-
licate the paper’s results from the authors’
open source data.

Dominguez-Bello says, “The discus-
sion [of diet] could be all wrong, but that
doesn’t invalidate the paper. ...[It] is claim-
ing there are seasonal variations, that’s all.”
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Crittenden says researchers who work
with vulnerable groups such as the Hadza
need “training in ethnographic data collec-
tion and, ideally, bioethics” As part of the
case, Schwartz’s lawyers submitted an affi-
davit by a Terlingua man who accompanied
Leach to Tanzania in 2014. In it, he states that
Leach smoked marijuana with study subjects
in exchange for access to samples. In court
filings, Leach’s lawyers objected to the affida-
vit, saying the information it contains is not
relevant to the defamation case. Leach wrote
on his Human Food Project blog that “the
Hadza are big pot smokers (they trade honey
and meat for weed with the local Datoga).”

Tanzania’s National Institute of Medical
Research ethics board confirmed that it
reviewed Leach’s research proposal in 2011
or 2012, but could not say whether he cur-
rently has permits to work in the country. A
member of the Hadza who is familiar with
Leach but requested anonymity told Science
that Leach’s “work seems to be popular in
the U.S., but my people don’t really under-
stand what it is for.”

Daudi Peterson, co-founder of Dorobo
Safaris in Tanzania, who works with the
Hadza and has helped facilitate Leach’s re-
search, says Leach hasn’t collected samples
from the Hadza for more than a year, in part
because he is waiting for permits. Peterson
says Leach’s relationships with the Hadza
are “very good,” and that Leach visited twice
last year to connect with them. “Even today
his name comes up,” Peterson says. “He’s
fondly nicknamed the Hadza word for shit.”

Epidemiologist Tim Spector of KCL, who
went with Leach to Tanzania in 2017, says
he saw no ethical issues with Leach’s work.
“I don’t think he was doing anything others
weren’t doing.”

Leach has had a colorful career. As part
of the case, Schwartz’s lawyers cited a 2003
civil case in Texas in which Leach was
found to have violated laws against decep-
tive trade practices. The Texas attorney
general alleged that Leach had sold sub-
scriptions to magazines that had stopped
publishing and had accepted more than
$100,000 in payments for a tour in Egypt
that was to feature the actor Omar Sharif,
but was never organized. Leach failed to
contest the claims and the court found
them admitted and proven. Leifeste notes
Leach has not admitted wrongdoing in this
case and says it is not relevant to the law-
suit. Leach also co-launched a pizza chain
and helped mount a search for Amelia
Earhart’s plane using a robotic submarine.

Leach says he plans to do his Ph.D. thesis
on the Hadza. In 2018, he told a podcast he
wanted to study the microbiome of Hadza
children from birth, including collecting
breast milk samples from mothers.
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HUMAN EVOLUTION

Strange
bedfellows
for human
ancestors

Homo erectus and
other “super-archaics”
may have interbred
with ancient humans

By Ann Gibbons

he story of human evolution is full of

ancient trysts. Genes from fossils have

shown that the ancestors of many liv-

ing people mated with Neanderthals

and with Denisovans, a mysterious

group of extinct humans who lived in
Asia. Now, a flurry of papers suggests the
ancestors of all three groups mixed at least
twice with even older “ghost” lineages of
unknown extinct hominins. One candidate
partner: Homo erectus, an early human who
left Africa by 1.8 million years ago, spread
around the world, and could have mated
with later waves of human ancestors.

The new genomic studies rely on complex
models of inheritance and population mix-
ing, and they have many uncertainties, not
least the precise identities of our ancestors’
strange bedfellows and when and where
the encounters took place. But, taken to-
gether, they build a strong case that even
before modern humans left Africa, it was
not uncommon for different human ances-
tors to meet and mate. “It’s now clear that
interbreeding between different groups of
humans goes all the way back,” says com-
putational biologist Murray Cox of Massey
University of New Zealand, Turitea, who
was not involved in the new studies.

The gold standard for detecting inter-
breeding with archaic humans is to sequence
ancient DNA from fossils of the archaic
group, then look for traces of it in modern
genomes. Researchers have done just that
with Neanderthal and Denisovan genomes
up to 200,000 years old from Eurasia. But
no one has been able to extract full genomes
from more ancient human ancestors. So
population geneticists have developed sta-
tistical tools to find unusually ancient DNA
in genomes of living people. After almost a
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decade of tantalizing but un-
proven sightings, several teams
now seem to be converging on
at least two distinct episodes of
very ancient interbreeding.

In Science Advances this
week, Alan Rogers, a popula-
tion geneticist at the University
of Utah, Salt Lake City, and his
team identified variations at
matching sites in the genomes
of different human populations,
including Europeans, Asians,
Neanderthals, and Denisovans.
The team tested eight scenarios
of how genes are distributed
before and after mixing with
another group, to see which
scenario best simulated the ob-
served patterns. They conclude
that the ancestors of Neander-
thals and Denisovans—whom

they call Neandersovans— Eitr:{;::%df
interbred with a “super-archaic”  years ago
population that separated from 2 mijlion
other humans about 2 million

years ago. Likely candidates

include early members of our

genus, such as H. erectus or 000000
one of its contemporaries. The 350,000 —
mixing likely happened out- 100,000

side of Africa, because that’s

Human ancestors mated with “super-archaics,” perhaps
like this 700,000-year-old Homo erectus from Java.

Ghosts in the family tree
At least two super-archaic “ghost” hominins interbred with the ancestors of
Neanderthals, Denisovans, and modern humans (red lines). Later, those three
groups also met and mingled (blue lines), leaving complex traces in each other’s
genomes. (Split times are rough estimates; timeline is not drawn to scale).

Ancestral humans

Episode of
interbreeding

as well as Neanderthal-related
ancestry;” he says.

In December 2019, yet an-
other study found hints of an
extinct ghost population in liv-
ing Africans, although it was
silent on the identity of the
ghosts and when they bred
with our ancestors. Popula-
tion geneticist Jeff Wall at UC
San Francisco and colleagues
analyzed 1667 genomes from
diverse populations in the
GenomeAsia 100K consortium.
{ They reported the strongest
& ghost signal in the Khoisan
people and in Central Afri-
can hunter-gatherers formerly
known as pygmies.

But Wall and others warn
their methods cannot rule out
that the “ghosts” could be one
or several groups of modern
humans in Africa that were
separated from other moderns

Archaic Homo

for so long that their genes
looked “archaic” when the
groups finally came together
again and mixed. “Our under-
standing of African population
history in particular, is so far
behind,” says Joshua Akey of
Princeton University.

where both Neanderthals and (“Ghosts™)
Denisovans emerged, and it  —
could have taken place at least 50,000 — = —_
600,000 years ago. Denisovans =~ e »

“I think the super-archaics Neanderthals
were in the first wave of homi- Modern humans
nids who left Africa” Rogers  Presentday Euroﬁea? Nelanesians

says. “They stayed in Eurasia,
largely isolated from Africans,
until 700,000 years ago when Neander-
sovans left Africa and interbred with them.”

Occurring much earlier than encounters
of modern humans with Neanderthals and
Denisovans, the episode was “the earliest
known interbreeding between ancient hu-
man populations and an expansion out of Af-
rica,” Rogers says. Other studies have hinted
at such ancient mixing, Cox says, but Rogers’s
analysis is “particularly convincing.”

Others, though, say Rogers’s bold claim
needs testing. One challenge is reconciling
it with new results from other researchers
that show modern human ancestors mixed
with super-archaic groups more recently, in
Africa. Just last week, for example, popula-
tion geneticist Sriram Sankararaman and
his student Arun Durvasula at the Univer-
sity of California (UC), Los Angeles, identi-
fied signs of a separate, more recent episode
of mixing. The researchers analyzed the ge-
nomes of 405 people from four subpopula-

tions in West Africa that were included in
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East Asians

the 1000 Genomes Project, a catalog of ge-
nomes from around the world. They found
numerous gene variants not seen in Nean-
derthals or Denisovans and concluded that
the best explanation was that the variants
came from an archaic, extinct human.

This ghost species may have been late H.
erectus, H. heidelbergensis, or a close rela-
tive. One or more late-surviving members
of this ancient group met and mated with
the ancestors of living Africans sometime
in the past 124,000 years, the modern ge-
nomes suggest.

Another paper last month reported Nean-
derthal DNA in living Africans, likely from
migrations back to Africa by early Europe-
ans who bore Neanderthal DNA (Science,
31 January, p. 497). Sankararaman thinks
some of the archaic DNA he detects in Af-
ricans may be from Neanderthals, but most
is from the older ghost species. “I think the
true picture is a combination of both an ar-
chaic population unrelated to Neanderthals

Published by AAAS

Even if they differ on par-
ticulars, the studies emphasize
that long after new lineages
of humans emerge, they still
can mix with others quite
different from themselves.
Other species, such as cave
bears and mammoths, show
the same pattern of divergence and later
mixing, says population geneticist Pontus
Skoglund of the Francis Crick Institute
in London. “We are losing the idea that
separation between populations is simple
with instant isolation.” Such mating be-
tween long isolated groups may quickly
introduce valuable new genes (Science,
18 November 2016, p. 818). For example,
some of the archaic alleles Sankararaman
spotted in Africans were in genes that sup-
press tumors and regulate hormones.

Today, H. sapiens doesn’t have the pos-
sibility of quickly grabbing a load of di-
versity by mating with another group: For
perhaps the first time in our history, we’re
the only humans on the planet. It’s another
reason to miss our extinct cousins, says
population geneticist Carina Schlebusch of
Uppsala University. “To have such a large
densely spread species with ... so little ge-
netic diversity ... is a dangerous situation,”
she says.

Africans
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Tough microbe’s DNA could be a lasting archive

Artist and DNA storage pioneer says microbes could preserve a record of humanity

By Steve Nadis

oe Davis is looking for the ultimate

time capsule. He wants to preserve

a record of humanity that could sur-

vive for eons, to be read by succes-

sors to Homo sapiens on Earth or

by sapient extraterrestrials. He has
now found the right medium, he thinks:
the DNA of an odd microbe that lives in
deposits of rock salt. He believes this
archive—protected by salt and renewed
by the microbe—could possibly survive for
hundreds of millions of years.

It’s a visionary idea, owing as much
to art as science. Davis, an artist affili-
ated with a Harvard University biology
lab, bridges both worlds. His project took
a step forward last week with a study
posted on bioRxiv, a preprint repository. In
the study, Davis and his colleagues show
they can encode information in the DNA
of Halobacterium salinarum (Hsal)—a
hard-to-kill, salt-tolerant microbe that has,
on average, 25 backup copies of each of
its chromosomes.

Other researchers have explored the
storage potential of DNA, which packs the
equivalent of about 300 megabytes of data
into the nucleus of a human cell. But Davis
is combining that capacity with the resil-
ience of an extraordinarily hardy organ-
ism. “If you want to keep data for a long,
long time, the best way to do that may be
to hold it inside cells and utilize the cel-
lular machinery for DNA self-repair,” he
says. “They can conveniently and economi-
cally reproduce themselves with little or
no intervention.”

Jeff Nivala, a biological engineer at
the University of Washington, Seattle,
who studies halophiles and DNA storage,
agrees. “For archival storage over millions
of years, this might be a great applica-
tion,” he says. “If all other life is destroyed
on Earth, and this is the only thing left,
maybe that information could propagate
on its own.”

Davis has no formal training in biology,
save for a single course at a Mississippi
junior college in the 1960s. But he has a
record of turning biology into performance
art that sometimes leads back to science.
In 1987, for an artistic venture called
Microvenus, he encoded a depiction of the
female form into the DNA of living Esch-
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erichia coli bacteria—a feat that is widely
cited as the first experimental demonstra-
tion of DNA data storage.

Now, Davis is working with a tougher
microbe than E. coli. Hsal can withstand
desiccation, thermal extremes, prolonged
vacuum, and intense radiation. Davis has
even exposed it to ethylene oxide, a poi-
sonous gas used to sterilize laboratory
equipment, with no discernible effects.
Hsal does have a kryptonite: Immersion
in freshwater bursts its cells. But when en-
tombed in briny pockets within salt crys-
tals, Davis muses, Hsal could be “the thing
that couldn’t die.”

Information was encoded in the DNA of a strain
of salt-tolerant Halobacterium salinarum.

For commercial DNA storage, in vitro
techniques—encapsulating synthetic DNA
in glass or stainless steel—are more ad-
vanced than in vivo approaches, says Emily
Leproust, an organic chemist and CEO of
Twist Bioscience. But living things could
preserve DNA far longer, says Davis, who
has revived hibernating Hsal cells from
salt deposits hundreds of millions of years
old. His collaborator, Harvard geneticist
George Church, considers it “totally plau-
sible” that the cells found deep within
stable crystals survived all this time in a
dormant state. The cells stop growing, and
their DNA remains unchanged except for
gradual degradation, he says. “But they can
also replicate quickly when they need to,”
he adds, repairing damage and generating
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lots of copies for researchers to work with.
“So Hsal appears to be a good choice.”

Jocelyne DiRuggiero, a Johns Hopkins
University biologist and Hsal expert, re-
gards the plan as “a cool idea.” Besides
enduring environmental stresses, she says,
Hsal is good at removing reactive oxygen
species that harm DNA. With minimal nu-
trients, an Hsal colony could hibernate in
salt for hundreds of thousands of years or
more, she says. The microbes would not
grow or reproduce, she says, and would
only use energy to make repairs and coun-
teract threats, such as DNA damage from
cosmic rays.

The first step in the new work was
to encode data in Hsal's DNA. Davis
chose the coordinates for a 3D picture
of a needle and egg—objects in a Rus-
sian folktale about a wizard who hid his
soul in the tip of a needle concealed in-
side an egg. After Davis synthesized the
DNA, Alexandre Bisson, a biologist at
Brandeis University, attached it to a site
in the Hsal genome that wouldn’t affect
the microbe or produce anything in the
cell. Bisson encouraged the modified halo-
bacteria to replicate and sequenced their
DNA to ensure the new code was unaltered.

To learn more about the microbes’ po-
tential as time capsules, Bisson is studying
how they behave in salt crystals, which
“is largely a mystery” Over the course of
10 years or more, he plans to compare
Hsal strains encased in salt with “parent”
or control strains kept in a freezer to see
whether any mutations occur in the pre-
sumably more active salt strains. That data
will help fill a void, though extrapolating it
to millions of years “would be a stretch,” he
says. Bisson also plans to use fluorescent
proteins to find out whether the organisms
stay trapped within the briny pockets that
sustain them or if they move around.

Davis hasn’t lost sight of the project’s
primary motivation. “What kind of legacy
should humans leave behind as a species?”
he asks. Davis doesn’t claim to know; he
plans to gather input from scientists, his-
torians, artists, poets, and philosophers.
But he wants to safeguard more than just
information. “I want to preserve the mean-
ing,” he says.

Steve Nadis is a journalist in Cambridge,
Massachusetts.
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In ‘living
materials,
microbes

are makers

Cells enable materials
to reproduce or
manufacture medicines

By Robert F. Service

he bricks in Wil Srubar’s lab at the

University of Colorado, Boulder,

aren’t just alive, they’re reproduc-

ing. They are churned out by bac-

teria that convert sand, nutrients,

and other feedstocks into a form of
biocement, much the way corals synthesize
reefs. Split one brick, and in a matter of
hours you will have two.

Engineered living materials (ELM) are
designed to blur boundaries. They use cells,
mostly microbes, to build inert structural
substances such as hardened cement or
woodlike replacements for everything from
construction materials to furniture. Some,
like Srubar’s bricks, even incorporate living
cells into the final mix. The result is mate-
rials with striking new capabilities, as the
innovations on view last week at the Living
Materials 2020 conference in Saarbriiken,
Germany, showed: airport runways that
build themselves and living bandages that
grow within the body. “Cells are amazing
fabrication plants,” says Neel Joshi, an ELM
expert at Northeastern University. “We're try-
ing to use them to construct things we want.”

Humanity has long harvested chemicals
from microbes, such as alcohol and medi-
cines. But ELM researchers are enlisting
microbes to build things. Take bricks, nor-
mally made from clay, sand, lime, and wa-
ter, which are mixed, molded, and fired to
more than 1000°C. That takes lots of energy
and generates hundreds of millions of tons
of carbon emissions annually. A Raleigh,
North Carolina, company called bioMASON
was among the first to explore using bacte-
ria instead of heat, relying on the microbes
to convert nutrients into calcium carbonate,
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which hardens sand into a sturdy construc-
tion material at room temperature.

Now, several groups are taking the idea
further. “Could you grow a temporary run-
way somewhere by seeding bacteria in sand
and gelatin?” asks Sarah Glaven, a microbio-
logist and ELM expert at the U.S. Naval Re-
search Laboratory. In June 2019, research-
ers at Wright-Patterson Air Force Base in
Ohio did just that to create a 232-square-
meter runway prototype. The hope, says
Blake Bextine, who runs an ELM program
for the U.S. Defense Advanced Research
Projects Agency, is that rather than ferrying
tons of materials to set up expeditionary air
fields, military engineers could simply use
local sand, gravel, and water, and apply a
few drums of cementmaking bacteria to
create new runways in days.

The bricks and runway cement don’t re-
tain living cells in the final structure. But
Srubar’s team is taking that next step. In
their self-reproducing bricks, research-
ers mix a nutrient-based gel with sand
and inoculate it with bacteria that form
calcium carbonate. They then control the
temperature and humidity to keep the bac-
teria viable. The researchers could split
their original brick in half, add extra sand,
hydro-gel, and nutrients, and watch as bac-
teria grew two full-size bricks in 6 hours.
After three generations, they wound up
with eight bricks, they reported in the
15 January issue of Matter. (Once the bac-
teria are done growing new bricks, the
team can turn off the temperature and hu-
midity controls.) Srubar calls it “exponen-
tial material manufacturing.”

ELM makers are also harnessing mi-
crobes to make biomaterials for use in the
human body. Microbes naturally exude
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Engineered microbes tailormade this biofilm
(green), shown on a glass bead.

proteins that bind to one another to form
a physical scaffold. More bacteria can ad-
here to it, forming communal microbial
mats known as biofilms, found on surfaces
from teeth to ship hulls. Joshi’s team is
developing biofilms that could protect the
gut lining, which erodes in people with in-
flammatory bowel disease, creating pain-
ful ulcers. In the 6 December 2019 issue of
Nature Communications, they report that
an engineered Escherichia coli in the guts
of mice produced proteins that formed a
protective matrix, which shielded the tissue
from chemicals that normally induce ulcers.
If the approach works in people, physicians
could inoculate patients with an engineered
form of a microbe that normally makes its
home in the gut.

In another medical use, bacteria could
turn conventional materials into drug facto-
ries. In the 2 December 2019 issue of Nature
Chemical Biology, for example, Christopher
Voigt of the Massachusetts Institute of Tech-
nology and his colleagues describe seeding
a plastic with bacterial spores that continu-
ously generate bacteria. The microbes syn-
thesize an antibacterial compound effective
against Staphylococcus aureus, a dangerous
infectious bacterium.

A team of researchers led by Chao Zhong
of ShanghaiTech University engineered
biofilms for a different purpose: detoxify-
ing the environment. They started with the
bacterium Bacillus subtilis, which secretes
a matrix-forming protein called TasA. Other
researchers had shown that TasA was easy
to genetically engineer to bind to other pro-
teins. The team tweaked TasA to get it to
bind an enzyme that degrades a toxic indus-
trial compound called mono (2-hydroxyethyl
terephthalic acid), or MHET. The research-
ers then showed that biofilms created by the
engineered bacterium could break down
MHET—and that biofilms made by a mix of
two engineered strains of B. subtilis could
carry out a two-step degradation of an or-
ganophosphate pesticide called paraoxon.
The results, which the team reported in the
January 2019 issue of Nature Chemical Biol-
ogy, raise the prospect of living walls that
purify the air.

Regulatory issues could slow progress,
however. Many of the bacteria that ELM
researchers have harnessed occur in nature
and should not trigger regulatory scrutiny.
But genetically engineered organisms will—
and the prospect of engineered microbes
embedded in, say, living walls might unset-
tle regulators. Still, Voigt predicts, “I think
in 10 years, we’re going to find living cells in
a whole range of living products.”
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MOVES SOUTH

The fight against harassment in
Latin American science gains strength

By Lindzi Wessel and Rodrigo Pérez Ortega

or decades, from his base at the
University of Los Andes (Unian-
des) in Bogota, Colombia, biologist
Adolfo Amézquita Torres made his
name studying the diverse, jewel-
like poisonous frogs of the Andes
and the Amazon. But on campus,
he compiled a darker record, former
and current students have alleged
in dozens of complaints. They say he mis-
treated women, including by favoring and
emotionally abusing female students he was
dating and retaliating against those who
rejected his advances or complained about
his behavior. Earlier this month, university
officials concluded he was guilty of sexual
harassment and misconduct and fired him
in a watershed moment for the university—
and for a growing effort to fight sexual mis-
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conduct on campuses across Latin America.

Amézquita Torres, who until recently was
head of Uniandes’s biology department, tells
Science he did have consensual relationships
with students, but claims that such dating
was long considered acceptable and that he
didn’t knowingly violate any university rules.
He denies harassing, favoring, or retaliating
against anyone, and says he will challenge
the 6 February verdict, claiming the process
was flawed and unfair. He vows to “use all
available legal tools to recover as much as I
can of my dignity.”

The firing marked a dramatic turn in a
twisting, nearly 15-month-long controversy,
which deeply divided one of Latin America’s
most prestigious private universities and was
closely watched by Colombia’s media and
women’s rights groups. Many applauded the
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university’s decision. “This is going to send a
huge message ... I think instructors are go-
ing to be much more careful,” says ecologist
Ximena Bernal, a native of Colombia who
earned her undergraduate degree at Unian-
des and now works at Purdue University.
But she and others complain that the Uni-
andes investigation was marred by bureau-
cratic bungling and a lack of transparency.
They say those missteps, which included re-
versing an earlier decision to fire Amézquita
Torres, highlight how universities across
Latin America are struggling to protect
women within cultures that have long toler-
ated, and even celebrated, male privilege and
a set of attitudes known as machismo.
“There is a lot of variation from univer-
sity to university, but some places exhibit
rampant and almost institutionalized ma-
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National movements,

like the one behind this
demonstration in Santiago,
Chile, have helped drive
changes on campuses.

chismo,” says Juan Manuel Guayasamin
Ernest, a herpetologist at San Francisco Uni-
versity of Quito in Ecuador. And although
women have gained ground in employment
and status at Latin American universities in
recent years, most research institutions are
still “dominated by men surrounded by more
men,” he says.

Such masculine demography has helped
promote a sometimes toxic atmosphere for
women in academia—including faculty and
students in the sciences—according to doz-
ens of researchers from across Latin America
who spoke with Science. Machismo can ac-
tively deter women from pursuing a career
in scientific research, Bernal says. “We have
lost a lot of scientists because of this.”

Many universities in the region lack for-
mal policies for reporting, investigating, or

SCIENCE sciencemag.org

punishing abuse or sexual misconduct, or
don’t rigorously enforce the policies they do
have. And campus administrators have long
winked at potentially problematic behaviors,
such as male faculty members dating their fe-
male students. Women who speak out about
such issues can face retaliation and public
vilification. “It’s very common to hear ...
‘Oh yeah, those feminazis, they’re just crazy
people,” says Jennifer Stynoski, a herpeto-
logist from the United States who works at
the University of Costa Rica, San José.

Now, the tide might be turning. At Unian-
des and elsewhere, administrators are prom-
ising to adopt stronger policies and enforce
them. In some countries, leg-
islators and agencies are mov-
ing to enact new, nationwide
standards for reporting sexual
harassment at campuses an
research institutes. In 2019,
more than 250 researchers
signed a letter, published in
Science, urging “scientists and
institutions across Latin Amer-
ica to be aware of the damage
that machismo, and its denial,
inflicts on women and the en-
terprise of science as a whole,”
and to take stronger action to
deter misbehavior. And an emerging constel-
lation of advocacy groups has been ratch-
eting up the pressure for reform through
social media campaigns, legal challenges,
and other tactics—including marches and
even the takeover of university buildings.

“In Latin American countries in the last
5 years or so, we've had this movement
against gender-based violence and harass-
ment,” says Mario Pecheny, a political science
researcher at the University of Buenos Aires.
“It’s raised a huge mobilization of women.”

NATIONS IN LATIN AMERICA have some of the
world’s highest reported rates of violence
against women, according to a 2017 United
Nations report. University campuses are no
exception. The National University of Colom-
bia, Bogot4, surveyed 1602 of its female stu-
dents and found that more than half reported
experiencing some kind of sexual violence
while on campus or during university-related
activities. (The survey was first reported by
Vice Colombia.) Verbal harassment and dis-
crimination are at least as prevalent.

But when victims go to university officials
to report harassment or an assault, they
often meet with indifference or confusion.
In part, that’s because many administra-
tors have no guidebook. In 2019, journal-
ists Ketzalli Rosas, Jordy Meléndez Yudico,
and a team of 35 reporters at Distintas Lati-
tudes, a digital news platform that covers
Latin America, surveyed 100 universities in
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“Some places
exhibit rampant
and almost
institutionalized
machismo.”

Juan Manuel
Guayasamin Ernest,
San Francisco
University of Quito

16 Latin American nations and found that
60% lacked policies for handling sexual ha-
rassment complaints.

Janneke Noorlag, a Dutch immigrant
to Chile, got a firsthand look at the conse-
quences of such gaps when she was a master’s
student studying environmental sustain-
ability at the Pontifical Catholic University
of Chile (PUC), Santiago. In 2015, Noorlag’s
husband and a faculty member, acting on
her behalf, filed a sexual assault complaint
against one of Noorlag’s classmates and a
second man. PUC declined to investigate be-
cause it “lacked the competence and techni-
cal means to investigate properly,” according
to a letter it sent to Noorlag’s
husband. The university ac-
knowledges that, at the time,
it had no “specific protocols on
sexual violence.”

Instead, university officials
told Noorlag to pursue the
matter with local law enforce-
ment. (She did; they declined
to pursue charges.) Noorlag
says she ultimately dropped
out of PUC because of the
university’s lapses, including
allowing one of her alleged at-
tackers to continue to attend
classes and serve as a teaching assistant.
(A university spokesperson says it did ulti-
mately suspend the alleged attacker from
teaching, adding that PUC now has a policy
against allowing complainants and alleged
perpetrators to attend the same classes.)
Now, Noorlag says, “I really have no trust in
university authorities.”

Even a formal policy “doesn’t guarantee
anything,” says Meléndez Yudico, who is di-
rector of Distintas Latitudes. Some policies
can be difficult to implement because they
lack important details, he says, such as a
clear deadline for filing complaints, defini-
tions of ambiguous terms, and procedures
for protecting an accuser’s identity. And the
existence of a policy “doesn’t mean the will
is there to use it,” Meléndez Yadico says. Uni-
versities have let cases drag on indefinitely,
without communicating a timeline for reso-
lution, says Isadora Fragoso, an undergradu-
ate student at the National Autonomous
University of Mexico (UNAM), Mexico City,
and a member of the feminist student move-
ment Rosas Rojas (Red Roses). “Although
women go to the appropriate authorities to
make complaints ... they simply remain ar-
chived,” she says. “They never proceed.”

When universities do take action against
alleged harassers, the punishment can
seem mild. In 2017, Austral University of
Chile scrambled to develop a sexual mis-
conduct policy for professors after multiple
allegations emerged against a prominent
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faculty member, biochemist Alejandro Yanez
Carcamo. Complainants alleged he had ha-
rassed a female administrator working under
him, assaulted a female student, and made
inappropriate comments toward women.
(Yanez Carcamo did not respond to requests
for comment.) In April 2018, after an inves-
tigation, the university suspended him from
teaching for 2 years, but allowed him to con-
tinue his research at a field station.

Protests by those who felt the school’s
actions weren’t strong enough erupted
throughout Chile. At Austral, faculty and stu-
dents took over a building and went on strike.
The university then moved to fire Yanez
Carcamo, but a court reinstated him, ruling
he could not be punished twice for the

than 20 people familiar with the case in-
terviewed by Science, paint Amézquita
Torres as a charismatic but mercurial person-
ality who fostered divisiveness. “You go from
being on his good side to being on his bad
side, and then you kind of have this verbal
abuse wrath,” says one man, a former Uni-
andes student who worked with Amézquita
Torres and asked not to be named for fear of
retaliation. “He’ll start not reading your man-
uscripts, he’ll start neglecting you.”

Mbobnica Pinzén, a former student of
Amézquita Torres who is now a filmmaker,
wrote to the university last year to describe
how he targeted her for retribution. In
2003, he made sexually charged remarks

sity’s announcement that it was firing him.
Many of the accusations, he said, were the
result of a “witch hunt” led by one person
who had a conflict with him over “politics
and money.” “Having relationships with
the students,” he said, “makes you vulner-
able to people with evil intentions.”

Such defenses ultimately did not sway
university officials, but the process that
produced their verdict was chaotic. In early
2019, after an initial investigation, the uni-
versity fired Amézquita Torres for failing to
disclose his sexual relationships with stu-
dents, ruling that such ties constituted con-
flicts of interest. But he won reinstatement
after arguing the university hadn’t followed

proper procedures. The university

same misbehavior. In September 2018,
the case received renewed attention
when Yéfiez Carcamo attended a cam-
pus event—defying a request from the
university’s president to stay away—
and was confronted by ecologist Olga
Barbosa, then a professor at the univer-
sity, who respectfully asked him to leave.
A photograph of the confrontation went
viral, and the incident made Barbosa,
now the southern regional secretary
for Chile’s Ministry of Science, Technol-
ogy, Knowledge and Innovation, an icon
for antiharassment activists. (Yafez
Carcamo remains on the faculty and
was allowed back on campus last year.)

AT UNIANDES, the contentious case of
Amézquita Torres put the challenges
facing Latin American universities in
the #MeToo era on very public dis-
play. Administrators at the university,
which enrolls nearly 25,000 under-
graduate and graduate students and
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then removed him as head of the biol-
ogy department and barred him from
teaching, but allowed him to continue
his research, while a special faculty
panel conducted a new investigation.
In March 2019, fearing that the uni-
versity was burying the case, the com-
plainants and their allies used public
demonstrations and other tactics to
press their demands for more infor-
mation and action. On social media,
users widely shared a video of a stu-
dent reading aloud from a statement
written by a woman who claimed
that Amézquita Torres had harassed
her. Nearly 300 alumni of the biology
department signed a letter to univer-
sity officials, urging them to clarify
where the investigation stood. Allies of
Amézquita Torres responded by con-
demning the pressure campaign, and
the researcher himself went to court
in a bid to silence media outlets cover-
ing the case and students sharing the

is considered one of Latin America’s
top 10 training institutions, first began
to examine the allegations against the
herpetologist in November 2018, according
to documents obtained by Science. That was
just 2 years after Uniandes became one of
the first universities in Colombia to adopt
rules on reporting and investigating allega-
tions of abusive behavior and sexual mis-
conduct. By then, Amézquita Torres, who
arrived at Uniandes as an undergraduate
in 1985, had established an active interna-
tional research program and become head
of the biology department.

As word of the complaints against
Amézquita Torres spread, some stu-
dents and faculty rallied to his defense,
praising him as a skilled mentor and re-
searcher and arguing he was being at-
tacked for behavior—particularly dating
students—long considered acceptable. Oth-
ers took a decidedly different view. Female
and male complainants, as well as more
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In an image that went viral, ecologist Olga Barbosa confronts
alleged harasser Alejandro Yafiez Carcamo on a Chilean campus.

and subjected her to “unmeasured rage”
after she camped in an unapproved site
during a field trip, she wrote. After that,
“His treatment was horrible. ... He wouldn’t
read my thesis. ... He made the rest of my
time in the lab very bitter,” she says. Pinzén
was also distressed by what she describes
as controlling and manipulative behav-
ior by Amézquita Torres toward his then-
girlfriend, who was a student. The experi-
ence led Pinzon to leave academia. “The
only thing I regret,” she says, “is not speak-
ing up when these things were happening.”

In interviews with Science and in
lengthy statements sent to the university,
Amézquita Torres flatly denied many of the
specific allegations against him, including
that he retaliated against students. “I don’t
do that ... I am not aggressive to the stu-
dents,” he told Science prior to the univer-
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video on social media. He failed.
Amid the escalating public battle,
Uniandes got a new president: econo-
mist Alejandro Gaviria Uribe, a former min-
ister of health in Colombia. When he arrived
in July 2019, Gaviria Uribe recalls promising
to bring the case to “a fair and quick” resolu-
tion. “Unfortunately, the process [took] lon-
ger than I expected,” he told Science earlier
this month.

Now, students and faculty on all sides
are digesting the verdict. “Before, [such be-
havior] was normalized,” says a member of
the university’s faculty who asked not to
be named for fear of retaliation. “But now,
with the #MeToo movement and the various
other movements of female students, it has
stopped being normal. The spark has ignited
so that this case would finally explode.”

“This isn’t just about him. ... It’s an ac-
tion against bad behavior in science,’
adds one of the complainants, who asked
to remain anonymous because of fears of
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In Santiago, Chile, women demonstrate against impunity for aggressors in a public performance piece that has since been replicated in many other nations.

retaliation. “It took us literally years, but
something finally happened.”

Gaviria Uribe has vowed to fix the bu-
reaucratic problems exposed by the case.
Although the sexual misconduct policy Uni-
andes adopted in 2016 “has no precedents in
Colombia and only a few in Latin America
... we still have much to learn,” he says. The
university plans to offer legal resources to
complainants, he says, and add courses on
gender issues. Officials will also need to
define what constitutes appropriate rela-
tionships between students and professors,
Gaviria Uribe notes.

Many hope the campus can now start to
heal. Uniandes officials will be moving stu-
dents who had been studying with Amézquita
Torres to new supervisors. But biologist
Catalina Palacios, a Uniandes doctoral stu-
dent who aided some of the complainants,
says, “We expect rough days ahead in terms
of trying to rebuild the community here.”

THE UNIANDES CASE underscores how far
universities in Latin America have yet to
go in addressing sexual harassment issues.
One needed step, Bernal says, is for universi-
ties to step up training and awareness. She
recalls that it wasn’t until she left Colombia
for the United States in 2001 that she realized
behaviors long tolerated at Latin American
universities weren’t OK. Recently, she spoke
to a group of female Ecuadorian students
who characterized their university as free
of harassment—until Bernal started to ask
specific questions about whether their pro-
fessors dated their students and made sexist
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remarks. “They were like, ‘Oh yeah, well, guys
are guys,” she says. “When you think this is
the norm, you don’t realize there’s a problem.”

In 2018, such experiences led Bernal to
circulate the letter eventually published in
Science (22 February 2019, p. 825) that
called for obliterating that norm. “Latin
American women scientists ... are immersed
in a society where culturally ingrained mas-
culine pride (‘machismo’) is normalized
and deeply intertwined with the scientific
endeavor,” Bernal and her cosigners wrote.
“Machismo promotes sexist attitudes that
often pass unnoticed,” they added. They
urged scientists in the region to become
“proactive about recognizing, confronting,
and penalizing inappropriate behaviors.”

Bernal and others see signs of progress,
including a recent uptick in the number
of universities adopting policies on sexual
misconduct. UNAM, which adopted its pol-
icy in 2016, says it has now fielded more
than 1200 complaints and ousted about
100 alleged perpetrators—albeit sometimes
after student protests that included building
takeovers. Mexican academics campaign-
ing against harassment have even adopted
a popular hashtag: #MeTooAcademicos
(#MeTooAcademics). And across Latin Amer-
ica, students have taken to social media un-
der the hashtag #MePas6EnLaU (It happened
to me in the university).

The campus-based movements echo
broader campaigns against gender violence.
Brazil has #NaoéNao (No is No), Argentina
#NiUnaMenos (Not One Less), and Chile
Educaciéon No Sexista (Nonsexist Educa-
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tion). In many countries, activists have rep-
licated a Chilean mass protest anthem and
performance, called “Un Violador En Tu
Camino” (“A Rapist In Your Path”), which
includes women donning blindfolds and
chanting against impunity for aggressors.

Science groups and governments are also
moving to address sexual misconduct in re-
search. In recent years, major conferences
held in the region—including those spon-
sored by the Latin American Conference of
Herpetology and the Colombian National
Conference of Zoology—have added sym-
posiums on the issue. In August 2019, the
Chilean Senate approved a bill requiring all
government-sponsored institutions to de-
velop detailed sexual harassment policies;
the bill now awaits action in its House of
Representatives. And the country’s science
ministry recently announced a gender equal-
ity policy. Argentina’s National Scientific and
Technical Research Council is working to es-
tablish similar policies at its research centers.

In many Latin American nations, inac-
tion remains the norm. Yet Barbosa is en-
couraged by what she is seeing. The rising
challenge to machismo, she says, has helped
her realize that she’s “not crazy” for envi-
sioning a better future for female research-
ers in Latin America. Those who commit
harassment and abuse are beginning to face
consequences, she says, which is what is
needed “to make sure that this will not hap-
pen to anyone else.”

Lindzi Wessel is a journalist in Santiago, Chile.
Rodrigo Pérez Ortega is Science’s news intern.
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Old methane and modern climate change

Old methane is less important for our immediate future than contemporary sources

By Joshua F. Dean

arbon is stored over thousands of
years in many natural reservoirs in
land and ocean ecosystems. This is
vital for regulating global climate.
These old carbon stores are vulner-
able to climate change, which can
cause this carbon to be released in the form
of greenhouse gases such as methane. If
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these gases reach the atmosphere, they can
drive further warming, which has implica-
tions for all life on Earth (see the figure) (7).
But such positive feedback loops are a ma-
jor uncertainty when predicting future cli-
mate change (2). On page 907 of this issue,
Dyonisius et al. (3) describe their search for
signals of old methane released to the atmo-
sphere during the last deglaciation about
18,000 to 8000 years ago. This was when

Published by AAAS

Earth last showed warming similar to what
is predicted for our immediate future. They
found that methane emissions from old car-
bon sources during this time were small,
suggesting that substantial emissions of old
methane may not be triggered in response
to current and near-future climate change.

School of Environmental Sciences, University of Liverpool,
Liverpool, UK. Email: joshua.dean@liverpool.ac.uk
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Methane is about 86 times mores power-
ful as a greenhouse gas than carbon diox-
ide over a 20-year time period—the time
scale in which global action is needed to
reduce carbon emissions from human
activities and limit catastrophic climate
change. The two main sources of poten-
tial methane release to the atmosphere
from destabilization of old carbon stores
are methane hydrates and permafrost
regions of the Arctic, taiga forests, and
Tibetan Plateau (4). During the last de-
glaciation period, Earth shed much of its
vast glacial ice sheets as the global climate
warmed by around 4°C. If old methane
was an important driver of that period
of warming, it will likely be important in
modern climate change.

SCIENCE sciencemag.org

Methane gas bubbles released from lakes
in permafrost regions can be generated from
thawing reservoirs of old carbon.

Dyonisius et al. extracted methane from
ice cores collected in Antarctica for radio-
carbon (carbon-14) dating in the same way
an archaeologist radiocarbon dates cultural
artifacts. Contemporary methane will have
a radiocarbon age close to the year of its re-
lease. By contrast, old methane will be so
old that it will have no radiocarbon in it at
all, a state known as “radiocarbon dead.”
Ice core records trap bubbles of air during
formation, and these bubbles represent an
archive of atmospheric composition that
spans up to a million years. However, large
amounts of ice on the order of 1000 kg are
needed for a single radiocarbon date of this

Most old methane is oxidized before

it can reach the atmosphere

Whether released from melting methane hydrates or produced from
thawing permafrost, to reach the atmosphere, old methane must avoid

being oxidized to carbon dioxide by microorganisms.
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Methane hydrates contain between 500
and 4000 giga-metric tons of old carbon,
roughly one to five times the amount of
carbon currently in the atmosphere (in-
cluding carbon dioxide). This old carbon
is mostly biologically produced methane
that has been trapped in a crystalline wa-
ter (icelike) structure as the result of low
temperatures and high pressures. Methane
hydrates are found deep in the ocean and
also trapped under permafrost and glacial
ice sheets. Regions of permanently frozen
ground, or permafrost, contain around
1300 giga-metric tons of carbon in frozen
soils, almost a quarter of which is at least
as old as the last glacial maximum (5).
Both methane hydrates and permafrost
are carbon reservoirs that are vulnerable
to climate warming because their storage
capabilities are tempera-
ture controlled. Methane
hydrates are also vulner-
able to pressure changes
owing to sea level fluctua-
tions and disappearing per-
mafrost and ice sheets.

However, old methane
release occurs much slower
than the pace of modern
climate change. This is be-
cause methane is a rich
source of energy within eco-
system food webs, particu-
larly for microorganisms
that consume this methane
and release carbon diox-
ide. Thus, old methane is
often rapidly consumed by
microorganisms living in

ligkiet Methane hydrates . :
frozen in soils CH, meltowing to changes sediments, soils, and water,
in temperature and which convert it to carbon

Methane trapped
in an icelike structure by
temperature and pressure

methane. The study of Dyonisius et al. pres-
ents an impressive 11 such dates spanning
15,000 to 8000 years ago.

Dyonisius et al. found no evidence for
substantial releases of methane from old
carbon sources. The methane they found
was overwhelmingly contemporary rela-
tive to the time period that each sample
represented, indicating that the vast major-
ity of methane in the atmosphere during
the period under study was derived from
the decomposition of recently formed or-
ganic carbon, such as plants and soil, and
not from the destabilization of old carbon
stores. Given the substantial size of these
old carbon reservoirs and their theorized
sensitivity to climate change, why don’t we
see evidence for their release as methane?
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pressure

dioxide before it can be re-
leased to the atmosphere
(6, 7). Some methane will
escape this process and,
along with the carbon diox-
ide produced from these microorganisms,
will still have the potential to influence
global climate (8).

How important will old methane be to
modern climate change? Old methane re-
lease may have been important in the geo-
logical past because of the long time scales
involved (9). Hundreds or even thousands
of years of warming may be required to
generate sustained methane release from
old carbon stores that can then outpace
methane consumption (4, 8). Old meth-
ane release therefore does not occur fast
enough nor at magnitudes that will be
important in the immediate future when
compared with methane release from
contemporary sources such as wetlands
and human activity, which release a third
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and half of all methane currently in the
atmosphere, respectively (2, 10, 1I). And
despite the potency of methane as a green-
house gas, it is still second in importance
to carbon dioxide, which is a much more
abundant climate pollutant from human
industrial activity and a product of natural
ecosystem carbon cycling.

Slowing modern climate change is im-
portant to decrease the chance of old meth-
ane adding substantially to an already
overloaded atmospheric carbon pool (II).
Reduction of methane as a product of hu-
man activity, such as agriculture and the
fossil-fuel industry, remains an important
component of climate change mitigation ef-
forts (2, 12). Although methane hydrates and
permafrost carbon are unlikely to be major
sources of methane to the atmosphere in
the immediate future, unrestrained climate
change over the coming century could lead
to their destabilization. This could drive
sustained emissions of old methane to the
atmosphere over the following centuries,
causing further warming.

How much methane would be released,
at what rates, and for how long are impor-
tant unanswered questions. In the geologi-
cal past before the time span of ice cores,
the full importance of methane to global
climate fluctuations is a mystery. To better
explore this geological time span, the de-
velopment of a useful proxy for past atmo-
spheric methane concentrations, parallel to
what is used as a proxy for carbon dioxide
(13), remains an elusive goal (14). It will also
be important to search for evidence of old
methane release as an indicator of desta-
bilization of current old carbon reservoirs
and to serve as a baseline for the future.
Methane hydrates and permafrost regions
are large potential sources of old methane
to the atmosphere in the long term but are
less important for our immediate future
than contemporary sources.
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TOPOLOGICAL MATTER

Two paths to intrinsic

quantization

A pair of materials demonstrate new and different
routes to an exotic quantum behavior

By Joshua P. Wakefield and
Joseph G. Checkelsky

opological states of quantum matter

hold promise as platforms for the

next generation of electronics. They

are characterized by the entangle-

ment of their electron wave functions

and properties inherently robust
against disorder, but often only occur at
low temperature, high magnetic field, or
both. Combining magnetism with topology
in a two-dimensional (2D) material opens
the possibility of achieving an exotic phase
known as the quantum anomalous Hall
(QAH) insulator. Conceptually, QAH insula-
tors could be stable at ambient conditions,
but experimentally their observation has
been limited to a single class of disordered
systems at extremely low temperature. On
pages 895 and 900 of this issue, Deng et al.
(I) and Serlin et al. (2), respectively, report
the discovery of the QAH effect in two ma-
terials that are driven by “intrinsic” mag-
netism. Not only do these effectively triple
the number of QAH material platforms, but
their dissimilarity also strongly suggests
that there may be a multitude of material
realizations beyond those presently known.

The QAH phase is insulating in its inte-
rior with chiral electrical currents running
along its physical edge (see the figure). The
circulation is dictated by the direction of
spontaneous magnetization. This state is a
close cousin of the integer quantum Hall
insulator found in 2D systems subjected to
large external magnetic fields. Stabilizing
this type of phase instead with spontaneous
magnetic order removes the need for the
large external field sources. Additionally,
the high-temperature stability of many
magnetic materials raises hopes for bring-
ing exotic quantum behavior to conditions
acceptable for use in devices.

In 1988, F. D. M. Haldane first theorized
that the quantum Hall effect could occur
without an external magnetic field by plac-
ing magnetic moments at the center of each
hexagon of the honeycomb lattice (3). This
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celebrated “toy model” was the first for a
QAH insulator, and it inspired further de-
velopments in topology of electronic ma-
terials (4). In a QAH insulator, each edge
current channel is topologically quantized
to identically contribute e?/h to the trans-
verse (known as Hall) conductivity of the
system (e is the charge of an electron and A
is the Planck constant). As a result, dissipa-
tionless quantum modes carry the currents,
which cannot backscatter into the insulat-
ing bulk or be otherwise altered.

Several proposals were put forward to
realize a QAH insulator. In 2010, combin-
ing topology and magnetism was suggested
by doping a magnetic element, Cr, into the
topological insulator Bi,Se, (a nonmagnetic
analog of Haldane’s model) (5). Four years
later, the QAH phase was demonstrated, fol-
lowing this blueprint, through the growth
of epitaxial thin films of Cr (Bi,Sb), Te, (6).
A large technical challenge for this experi-
ment was that, because of the randomly dis-
tributed Cr atoms, very low temperatures,
below 0.05 K, were required to observe the
QAH behavior. Although subsequent struc-
tural refinements increased the “operation
temperature” of the QAH effect to above 1
K (7), the question remained whether any
other system, especially one with intrinsic
magnetism, could support the QAH phase.

Deng et al. and Serlin et al. both answer
that question, but their pathways to the
answer are remarkably different. Deng et
al., studied manganese bismuth telluride
(MnBi,Te,)), a system recently confirmed to
be an antiferromagnetic topological insu-
lator (8). Although similar to the original
QAH platform material in that it combines
the local magnetism of a transition element
(Mn) with a topological insulator (Bi,Te,),
MnBi,Te, is an ordered crystal composed
of pure MnTe blocks inserted into Bi,Te,
layers. The Mn atoms form ferromagnetic
layers, but when stacked within MnBi, Te,,
these layers couple between each other an-
tiferromagnetically. This reveals a difference
between the prototypical QAH insulator and
MnBi,Te,; MnBi, Te, has layers with alternat-
ing magnetic order instead of having a net
magnetization that determines the edge cur-
rent circulation. Deng et al. circumvented
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Two routes to a QAH insulator

Two different materials with intrinsic magnetism were shown to host a quantum anomalous Hall (QAH) insulator
state. In MnBi, Te, (left, 1), the local spin magnetic moments of Mn align within a plane, but anti-align between
adjacent planes. This allows for a QAH state in a five-layer device. Twisted bilayer graphene between hexagonal
boron nitride (hBN) (right, 2) instead shows orbital ferromagnetism where the rotational motions of the electrons
align. The close lattice alignment between the top hBN and graphene layers leads to the QAH behavior.

QAH insulator
A material that is electrically
insulating in the bulk but

has an electrically conducting
state around the physical
edge without a magnetic field
is a QAH insulator.

2D insulator

Five-layer device

MnBi,Te, is naturally occurring and has an intrinsic
magnetic moment if the material has an odd number

of layers.

Single-layer
MnBi,Te,

Interlayer
antiferro-
’ - magnetism

Atomic layering of MnBi,Te,
A close-up look at the magnetization for one
layer of the material is shown.

this by mechanically exfoliating their crys-
tals down to a small, odd number of atomic
layers, effectively removing the symmetric
balance of magnetic layers. This enabled the
detection of the QAH effect above 1 K.

Serlin et al. used modern techniques of
2D layer-by-layer assembly to construct a
bilayer of graphene (BLG) sandwiched be-
tween layers of hexagonal boron nitride
(hBN). The topological electronic struc-
ture was generated by a special “magic-
angle” twist between the orientations of
the two sheets of graphene (9), and mag-
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Out-of-plane
magnetization

Dissipationless
edge transport

¢

Twisted bilayer graphene
Stacking bilayer graphene with hBN produces an
intrinsic magnetic moment.

Orbital ferromagnetism

Twisted
graphene
bilayer

Origin of orbital ferromagnetism
The combination of layers creates the magnetic
properties at the atomic scale.

netism arises from the orbital motion of
the electron wave functions, driven by the
effect of electron-electron interactions (10).
However, akin to the symmetry of the anti-
ferromagnetic order in MnBi,Te,, the BLG
component of this structure has a crystal-
lographic symmetry that needs to be broken
to realize the QAH phase.

Serlin et al. overcame this limitation by
using a device in which the lattice orienta-
tion of the top layer of graphene is precisely
aligned with the hBN above it. Hexagonal
boron nitride breaks the symmetry, as a 180°
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rotation exchanges the locations of boron
and nitrogen atoms. When closely aligned,
the coupling between the graphene and
hBN also breaks the rotational symmetry
for the BLG system, allowing ferromagne-
tism and the QAH effect to emerge above
1 K. Additionally, they found that the mag-
netism in this system could be permanently
reversed by applying pulses of current as low
as 1 nA, much lower than in other systems.
This distinctive behavior could represent a
new direction for the field of spintronics.

Deng et al. and Serlin et al. together pro-
vide an elegant experimental demonstra-
tion of the essential role of topology in con-
densed-matter science. Deng et al. studied
a crystal formed by nature in a thermody-
namic reaction, whereas Serlin et al. assem-
bled an artificial one by hand in an extreme
out-of-equilibrium process. For the former,
local magnetism of a transition element is
the driving factor, whereas for the latter,
it is itinerant orbital magnetism. Despite
these and other seemingly fundamental dis-
tinctions, one could not tell the two apart if
shown only the main experimental results,
which is equivalent to measuring the topo-
logical class of Haldane’s toy model.

Research in this area is rapidly evolving,
with the potential to further increase the
QAH temperature for both these materi-
als. Closely related materials are proving
to be important platforms for this as well
as other new exotic topological states. A re-
cent report shows that devices made from
an even number of MnBi, Te, layers have
the potential to host an elusive axion in-
sulator state (1I); other assemblies of gra-
phene and boron nitride multilayers have
exhibited features suggestive of a QAH state
with two chiral edge channels instead of
one (I12). These observations suggest that
a simpler, more prototypical high-tempera-
ture ferromagnetic material with the topol-
ogy of QAH states may be on the horizon.
Ultimately, the discovery of two ordered
QAH systems paves the way for discovering
many more such materials and reinforces
hopes to someday realize such behavior at
room temperature.
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NEUROBIOLOGY

Cross-modal sensory transfer: Bumble bees do it

Stored sensory input permits two sensory channels to exchange and compare information

By Gerhard von der Emde! and
Theresa Burt de Perera?

nimal sensory systems acquire in-

formation about the physical world

by transforming external stimuli

into signals that can be read and

interpreted by the nervous system.

Animals possess several senses that
provide separate streams of information
based on different physical stimuli. How-
ever, objects and environments contain
inherently multimodal information. Thus,
neurobiologists have sought to define the
mechanisms by which information is pro-
cessed when it is received by different senses
(I). Cross-modal recognition—the ability to
transfer information across senses, irre-
spective of the sense that first accessed that
information—is a highly complex
cognitive capacity that was thought
to be limited to vertebrates. Now, on
page 910 of this issue, Solvi et al. (2)
show that bumble bees are capable
of performing the same task.

Humans execute spontaneous
cross-modal recognition fairly eas-
ily (3). For example, people often
rummage blindly through pockets
to find, by touch, a set of keys that
they first encountered visually. Cross-
modal recognition is also useful for
increasing the flexibility of object-
recognition systems. The finding by
Solvi et al. illustrates that tiny inver-
tebrates, with brain structures that
differ greatly from those of verte-
brates, also can experience an object
with one sensory modality and later
recognize that same object with a dif-
ferent sensory modality.

Simple forms of cross-modal infor-
mation transfer, which are based on
direct associations between two spe-
cific stimuli, have been observed in
various animal groups, including in-
sects (4, 5). However, cross-modal ob-
ject recognition requires additional
and more complex conditions—in
particular, that the two senses pro-
vide information that is matched in
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content. This means that both senses provide
information about the same characteristic of
an object, such as its shape or surface struc-
ture. In addition, the sensory inputs must
be encoded in a way that allows temporally
disjointed information from two senses to
be identified as identical, even though these
senses rely on different physical stimuli.
Thus, characteristic object features are stored
in a neuronal representation that can be ac-
cessed by multiple senses. Up to now, spon-
taneous cross-modal object recognition has
been described only in mammalian species
(humans, apes, monkeys, dolphins, and rats)
(6-8) and in one aquatic creature, the weakly
electric elephantnose fish (9).

Solvi et al. trained bumble bees to discrim-
inate two differently shaped objects (cubes
and spheres) using only touch (in darkness)

General scheme of cross-modal transfer

In both vertebrates and invertebrates, sense organs respond to physical
stimuli and transfer information to specific monomodal sensory nuclei

in the brain (dark yellow, vision; light yellow, touch). These nuclei then
communicate, in a reciprocal manner, with multimodal sensory nuclei

in higher brain centers. In principle, cross-modal sensory transfer can
occur at any stage after the first monomodal sensory nuclei.

Higher centers
Multimodal

—

Secondary
sensory nuclei
Multimodal

Primary
sensory nuclei
Monomodal

Sensel
(e.g., vision)
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Sense 2
(e.g., touch)

%

or only vision (in light, but where they could
not touch the objects). After training, the
bees discriminated between the same objects
using only the information from the other
sensory modality. This observation suggests
that the brain encoded the sensory input in
a way that allowed the two sensory channels
to exchange information and to compare and
match object-related inputs.

The mechanisms by which bees accomplish
this task have yet to be elucidated. Perhaps
the bee’s brain stores a representation of the
object in a way that allows it to be accessed
and understood across different sensory sys-
tems. The sensory information would need to
be integrated to form a representation that is
independent of the sensory modality through
which the information was introduced (that
is, both senses use a matched encoding for-
mat). This would enable bees to rec-
ognize objects cross-modally without
any previous experience, and cross-
modal object recognition would not
require training. Alternatively, infor-
mation that originates from multiple
senses might initially be unmatched
in format, and cross-modal object
recognition could depend on sensory
experience and learning. In this case,
bees might have learned to associate
visual and tactile inputs of basic fea-
tures common in other environmen-
tal objects when exposed to these
features in the past. For example, a
bee might have learned to associate a
visual and a tactile image of a curved
edge or a corner. Subsequently, these
associations would generalize to new
objects and new situations.

Whatever the mechanism, cross-
modal object recognition requires
storage (in the brain) of a representa-
tion of the object’s features that can
be accessed by different senses. This
implies that an object can be recog-
nized with a sense through which it
had never before been experienced.
Solvi et al. show that this capability
exists in an insect brain, which con-
tains a small fraction of the numbers
of neurons in vertebrate brains (0).

How the organization of sensory
systems achieves cross-modal object
recognition remains unanswered.
Sense organs respond to the physi-
cal stimuli of the outside world and
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transduce them into action potentials en-
coding the specific stimulus parameters.
Connections are then made with nerve cells
in dedicated sensory nuclei in the brain,
which in turn project to sensory nuclei in
higher brain centers for further processing.
These nuclei also project back to lower pro-
cessing centers, forming reciprocal circuits
and adding to the complexity (see the figure).

For multisensory integration and cross-
modal transfer to occur, information from
the different sensory modalities that encode
characteristics of the same object must come
together, eventually forming a multisensory
representation of the object. In most cases,
scientists still do not know exactly where in
the sensory pathway this occurs, particularly
in bees and fish, which do not possess spe-
cialized cortical structures. One possibility is
that higher brain structures, such as the cor-
tex in mammals or the mushroom bodies and
central complex in bees, form the anatomical
substrate for multisensory representations
(6, I1I). Alternatively, because cross-talk be-
tween the senses also occurs at lower levels
(e.g., in the midbrain and diencephalon) (7,
12, 13) and because sensory nuclei on differ-
ent levels are connected in a reciprocal man-
ner, a distributed representation of object
properties might occur in several intercon-
nected multisensory nuclei.

The fact that bees can achieve cross-modal
object recognition might have implications
for how we think about cognition in general.
In humans, scientists assume that this ability
involves mental imagery (14) based on inter-
nal representations in higher brain centers.
Thus, some researchers have argued that
this task relies on awareness. Whether that
is also the case in bumble bees is a matter
of debate, as simpler explanations are pos-
sible. Whatever the underlying mechanism,
the newly found ability of bumble bees to
perform cross-modal recognition shows that,
like humans, they possess a sensory integra-
tion system that allows them to form a com-
plex representation of their world.

REFERENCES AND NOTES

1. B.E.Steinetal., J. Neurosci. 40,3 (2020).

2. C.Solvi, S. Gutierrez Al-Khudhairy, L. Chittka, Science
367,910 (2020).

. M.O.Ernst, M. S. Banks, Nature 415,429 (2002).

. J.Guo,A.Guo, Science 309,307 (2005).

. L.Proopsetal., Proc. Natl. Acad. Sci. U.S.A. 106,947
(2009).

. B.D.Winters, J.M.Reid, J. Neurosci. 30,6253 (2010).

. L.M.Hermanetal.,J. Comp. Psychol. 112, 292 (1998).

. A.Cowey, L. Weiskrantz, Neuropsychologia 13,117
(1975).

9. S.Schumacheretal., Proc. Natl. Acad. Sci. U.S.A. 113,
7638 (2016).

10. M.Giurfa, Trends Neurosci. 36,285 (2013).

11. F.Peng, L.Chittka, Curr. Biol. 27,224 (2017).

12. M.Zeymeretal., Front. Neuroanat. 12,79 (2018).

13. H.F.Sperdinetal., Front. Neurosci. 4,9 (2010).

14. B.Nanay, Cortex 105,125 (2018).

OB w

0y o

10.1126/science.aba8519

SCIENCE sciencemag.org

AGING

Atime to grow

and a time to pausé :

Mechanisms of programmed arrest
protect animals from the passage of time

By Marc Van Gilst

easonal or environmental pressures

are sometimes best dealt with by

putting growth and reproduction on

hold. Many animals have evolved

mechanisms for reversibly arresting

development at discrete developmen-
tal stages, so that the arrested embryo or
larva can wait for more favorable conditions
in which to resume development, grow, and
reproduce. One common form of develop-
mental arrest is diapause, which generally
constitutes a genetically programmed ar-
rest at a discrete point in development,
most often in an embryonic, larval, or pupal
stage (I). Diapause also involves physiologi-
cal changes that protect the arrested animal
from aging. On page 870 of this issue, Hu et
al. (2) identify some of the mechanisms that
maintain embryonic diapause in an emerg-
ing model of vertebrate aging, the African
turquoise Killifish. These findings might
provide insight into the mysteries of aging
and longevity.

Examples of diapause are found through-
out the animal kingdom and have been well
characterized in insects, fish, and mam-
mals (7). Diapause may take the form of a
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An African turquoise killifish embryo developmentally
suspended in the state of diapause. This vertebrate
model could improve the understanding of aging.

facultative diapause, which is induced in
response to environmental challenges such
as starvation or dehydration, or an obligate
diapause, which is generally brought about
by seasonal pressures such as a harsh win-
ter (3). Although diapause involves an ar-
rest of development, the arrested state is
not static. Indeed, diapause usually involves
considerable physiological changes that
help to prepare the animal to survive the
forthcoming environmental challenges (4).
These physiological changes also protect
arrested animals, allowing them to be pre-
served for long periods of time until condi-
tions are more favorable for development
and reproduction.

In the simplest sense, aging is considered
the inevitable wear and tear brought on by
the passage of time. The basic idea is that
the more time passes, the more an animal
ages and the more it progresses toward its
ultimate demise. This simplistic perspective
is somewhat fatalistic and defines time as
the ultimate enemy of youth. However, it has
been established in many animals that ag-
ing is also heavily influenced by genetic and
physiological programs, such that aging may
not necessarily be an inevitable consequence
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of time (5). One of the hallmarks of diapause
is that animals can spend exceptionally long
periods, sometimes multiple lifetimes, in an
arrested state without substantially affecting
the longevity or fertility of the animal once
it resumes development. That is, the time
spent in diapause does not “count” toward
the overall aging of the animal.

Perhaps the most notable and well-stud-
ied example of the aging-resistant nature of
diapause is the free-living nematode worm
Caenorhabditis elegans. When grown under
standard laboratory conditions, the nor-
mal lifespan of a C. elegans adult is 15 to 20
days. However, if C. elegans larvae are chal-
lenged with food deprivation and crowd-
ing, they often arrest as larvae in what is
called the dauer diapause (6). Animals can
remain in this state for 6 months or more,
but no matter how long they remain in dia-
pause, when they exit diapause they live a
normal ~15- to 20-day lifespan as adults. In
this way, the dauer diapause can extend the
total lifespan of a worm by a factor of 10
to 20. That physiological mechanisms exist
for resisting the negative consequences of
the passage of time is one of the most inter-
esting aspects of diapause. Further studies
in C. elegans have shown that genetic ma-
nipulation of the genes involved in induc-
ing and maintaining the larval diapause can
also markedly extend the longevity of fully
grown adults, and therefore that the anti-
aging mechanisms of larval diapause may
be transferable to adult animals (7, 8).

However, many factors that influence ag-
ing or are influenced by aging, such as an
adaptive immune system or a complex ner-
vous system, are not present in nematodes
or other invertebrate models. Therefore,
establishing models of diapause in verte-
brates is essential for furthering our un-
derstanding of anti-aging mechanisms and
potentially translating them to human ag-
ing. Indeed, embryonic diapause is quite
common in vertebrates such as fish and
mammals (7, 3). The African turquoise Kkilli-
fish has recently been developed as a model
to study vertebrate aging because killifish
share many vertebrate-specific features that
play important roles in longevity, such as
complex immune, cardiovascular, and ner-
vous systems. Moreover, Killifish are suscep-
tible to some of the same aging-associated
diseases that affect vertebrates, including
humans (9-1I). Among vertebrate models,
killifish is a favorite because of its highly
compressed lifespan of only 4 to 6 months,
considerably shorter than more common
vertebrate research models such as mice
(2 years) and zebrafish (up to 4 years).
Thus, aging studies can be conducted more
quickly and in a more high-throughput
fashion (9-1I).
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Hu et al. demonstrate that African tur-
quoise Killifish embryos can spend an addi-
tional lifetime or more in diapause without
consequences for the total lifespan and fer-
tility of the adults. Therefore, like C. elegans
diapause, African turquoise Killifish em-
bryos are protected from the wear and tear
of time, meaning that the Killifish diapause
possesses vertebrate anti-aging mecha-
nisms potentially of considerable relevance
to human aging.

Hu et al. demonstrate that diapause
is a highly active state with considerable
changes in gene expression during both in-
duction and maintenance of diapause. The
expression of genes involved in cell prolif-
eration and organ development is down-
regulated throughout diapause, whereas
the expression of genes involved in muscle
development and function is induced in
early diapause, suggesting an important
role for muscle maintenance during dia-
pause. Among the genes whose expression
is most strongly induced are regulators of
chromatin, specifically the Polycomb group
of transcriptional repressors. The expres-
sion of one of these Polycomb group family
members, the chromobox 7 (CBX7) gene, is
highly up-regulated throughout diapause.
Disruption of CBX7 expression revealed
that CBX7 directly or indirectly represses
genes involved in metabolism while stimu-
lating the expression of genes involved in
muscle maintenance and neurotransmis-
sion processes. Of note, the authors show
that muscle tissue is not properly main-
tained during diapause in African turquoise
killifish lacking CBX7 expression.

Further study is required to more com-
pletely map the anti-aging mechanisms of
diapause. But when there is a more com-
plete understanding of diapause, the next
step in the search for the fountain of youth
will be to determine whether, similar to ob-
servations in nematodes, activation of CBX7
or other anti-aging mechanisms of diapause
in adults can prevent aging and aging-asso-
ciated disease later in life.

REFERENCES AND NOTES

1. S.C.Hand,D.L.Denlinger, J. E. Podrabsky, R. Roy, Am.J.
Physiol. Regul. Integr. Comp. Physiol. 310, R1193 (2016).

2. C.-K.Hu,X.Liu,J.Wang, Science 367,870 (2020).

3. L.Dengetal., Anim. Reprod. Sci. 198,1(2018).

4. L.Schiesari,M.B.0'Connor, Curr. Top. Dev. Biol. 105, 213
(2013).

. C.J.Kenyon, Nature 464,504 (2010).

. J.R.Cypser, P.Tedesco, T.E. Johnson, Exp. Gerontol. 41,
935(2006).

7. C.Kenyon,J.Chang, E.Gensch,A. Rudner, R. Tabtiang,
Nature 366,461 (1993).

. H.A.Tissenbaum, G.Ruvkun, Genetics 148, 703 (1998).

. C.K.Hu,A.Brunet, Aging Cell17,e12757 (2018).

. K.L.M.Martin, J. E. Podrabsky, Dev. Dyn. 246, 858
(2017).

1. J.E.Podrabsky, S.C.Hand, J. Exp. Biol. 218,1897 (2015).

o o

O W o

—

10.1126/science.aba8064

Published by AAAS

INFECTIOUS DISEASE

Toward a
universal flu
vaccine

A vaccine adjuvant elicits
broad protection against
influenza in animals

By Susanne Herold'? and Leif-Erik Sander3*

nfluenza virus infections pose a major

public health threat, accounting for 3.5

million severe infections and more than

400,000 deaths globally each year (7).

Most seasonal vaccines consist of in-

activated influenza virus components,
which induce antibody responses against
immunodominant epitopes in the viral
hemagglutinin (HA) and neuraminidase
(NA) proteins. The genes that encode HA
and NA undergo continuous changes (anti-
genic drift), which necessitates annual re-
formulation and revaccination, leading to
reduced vaccine coverage. Vaccine effective-
ness thus varies depending on the accuracy
of preseasonal predictions, and inactivated
seasonal influenza vaccines generally pro-
vide insufficient protection against pan-
demic viruses (2). On page 869 of this issue,
Wang et al. (3) explore an unconventional
strategy to overcome these shortcomings by
complementing inactivated influenza virus
vaccines with an adjuvant that triggers mu-
cosal immune responses to elicit rapid pro-
tection against a variety of influenza virus
strains in mice and ferrets.

Current strategies for the development of
such universal flu vaccines mainly focus on
the generation of broadly protective antibod-
ies directed against conserved but immu-
nosubdominant viral surface epitopes that
are accessible to antibody binding, such as
the stalk region of HA and, recently, the ac-
tive site of NA (4, 5). In contrast to antibody
responses (which are produced by B cells),
virus-specific CD8* T cells generated in re-
sponse to natural influenza virus infection
may provide broad protection against infec-
tions with numerous virus subtypes (hetero-
subtypic protection) (6).

2°3’-cyclic guanosine monophosphate-ad-
enosine monophosphate (cGAMP) is a sec-
ond messenger produced in response to viral
infections and a potent activator of the innate
immune sensor stimulator of interferon genes
(STING) (7). To mimic natural influenza in-
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fection and to elicit CD8* T cell-
mediated immunity, Wang et al.
used ¢cGAMP as an adjuvant to
an inactivated influenza virus
vaccine. Pulmonary surfactant
(PS) is a phospholipoprotein
complex produced by alveolar
epithelial cells (AECs) to reduce
surface tension and prevent al-
veolar collapse. Because PS is

Strengthening influenza virus vaccination

Nasal delivery of inactivated HIN1 influenza virus and the adjuvant PS-GAMP
leads to uptake by alveolar macrophages. cGAMP is transferred to AECs, where
it activates STING. This stimulates DC differentiation and maturation, increases
antibody production, and leads to a robust effector CD8* T cell response and Tgy,
cells. Together, this provides strong heterosubtypic immunity in mice and ferrets.

Rapid and durable

Ty cells
heterosubtypic immunity

Inactivated
HINIinfluenza

Promising advances toward
universal influenza vaccines
have been made in recent years,
and several candidates are cur-
rently undergoing clinical test-
ing (4, 5). Recent strategies for
universal influenza vaccines
have centered on the genera-
tion of broadly protective anti-
bodies, whereas the approach

recognized by lung-resident al-
veolar macrophages, the authors
used lipid components of PS to
encapsulate cGAMP. They found
that intranasally administered
PS-GAMP nanoparticles were
readily taken up by alveolar mac-
rophages in mice. cGAMP was
transferred from alveolar mac-
rophages to AECs, where STING
was subsequently activated.

Intranasal application of PS-
GAMP nanoparticles together
with an inactivated HINI in-
fluenza virus vaccine provided
robust heterosubtypic protec-
tion—including against seasonally circu-
lating H3N2, influenza B virus (IVB), and
highly human-pathogenic avian H5N1 and
H7N9—in mice and ferrets. Protection was
observed as early as 2 days after vaccination
and was maintained for up to 6 months. The
PS-GAMP adjuvant vaccine elicited robust
virus-specific CD8* T cell responses days af-
ter immunization, and high-antibody titers
were detected 2 weeks after vaccination.

Heterosubtypic protection after live vi-
ral infection has been linked to the pres-
ence of cross-reactive T cells (8, 9). Recent
studies have uncovered broad -cross-re-
activity among human influenza virus-
specific CD8* T cells (10, 1I), and cross-
reactive CD8* T cells have been associated
with protection against heterosubtypic
symptomatic influenza in humans (12),
thus making T cells an appealing target
for universal influenza vaccines. Animal
studies have indicated that local immu-
nity—in particular, tissue-resident memory
T cells (T, cells) in the lung—are critical
determinants of protection against hetero-
subtypic influenza virus infection (13, 14).
Hence, successful T cell-based universal
vaccine strategies will likely require the
generation of cross-reactive T, cells in the
respiratory mucosa.

Alveolar
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AECs, alveolar epithelial cells; cGAMP, 2',3'-cyclic guanosine monophosphate—adenosine monophosphate;
DC, dendritic cell; IBV, influenza B virus; PS-GAMP, pulmonary surfactant-cGAMP; STING, stimulator of
interferon genes; TRM cell, tissue-resident memory T cell.

The only live attenuated influenza vaccine
(LAIV) licensed for use in humans is admin-
istered as a nasal spray. It induces cross-re-
active T cells and generates CD8" T, cells in
respiratory tissues in mice, which is gener-
ally not observed with commonly used inac-
tivated influenza vaccines given by intramus-
cular or subcutaneous injection (74). Both
mucosal delivery and viability of LAIV were
required for the generation of protective T,
cells in mice. Wang et al. found that intra-
nasal application of inactivated HIN1 with
PS-GAMP led to an early increase in natural
Killer cells (which have antiviral functions)
and pulmonary dendritic cells (which bridge
innate and adaptive immunity by present-
ing antigens to T cells), followed by an ac-
cumulation of CD8" T cells with a typical T,
phenotype in the lungs of vaccinated mice.
Further experiments in mice revealed that
STING activation in AECs orchestrated den-
dritic cell recruitment and subsequent CD8*
T,,, cell generation (see the figure).

These results point to a central role of the
alveolar epithelium in this protective mul-
ticellular cross-talk. AEC secretion of the
cytokine granulocyte-macrophage colony-
stimulating factor (GM-CSF) has been found
to enhance the antigen-presenting capacity of
lung dendritic cells, resulting in accelerated
CD8* T cell-mediated clearance of influenza
viruses (I5). Intranasal PS-GAMP adminis-
tration also transiently increased GM-CSF
and the cytokine interferon-g (IFN-B) in the
lung, but the exact mechanisms by which
cGAMP-STING-activated AECs expand lung
dendritic cells and promote CD8* T cell re-
sponses remain to be explored.

Published by AAAS

priming \sA\
® 4 Antibodies %‘%g»

Plasma ‘ DC expansion
cell ? " andmaturation
4 .

generally less effective com-
pared with experimental mouse
models (5, 14). This discrepancy
may be caused by interspecies
variations and general differ-
ences between controlled ex-
perimental models and clinical
reality. Although STING ligands
have recently attracted atten-
tion as potential immunothera-
peutics in cancer, their role in human T cell
and vaccine responses remains to be inves-
tigated. It will therefore be critical to evalu-
ate the efficacy of cGAMP as an adjuvant for
mucosal influenza vaccines and their effect
on cross-protective T cells in humans and
other natural hosts for influenza viruses,
such as pigs. Ultimately, effective adjuvants
and targeted delivery systems combined
with broadly protective vaccine antigens to
elicit both cross-reactive CD8* T cells and
cross-protective antibodies may represent
the most effective approach for urgently
needed universal influenza vaccines.
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CELL THERAPY

Stem cells and the heart—the road ahead

After 20 years of research, pluripotent stem cells move to the fore to treat heart disease

By Charles E. Murry'? and
W. Robb MacLellan!

eart disease is the primary cause

of death worldwide, principally be-

cause the heart has minimal ability

to regenerate muscle tissue. Myocar-

dial infarction (heart attack) caused

by coronary artery disease leads to
heart muscle loss and replacement with
scar tissue, and the heart’s pumping abil-
ity is permanently reduced. Breakthroughs
in stem cell biology in the 1990s and 2000s
led to the hypothesis that heart muscle cells
(cardiomyocytes) could be regenerated by
transplanting stem cells or their deriva-
tives. It has been ~18 years since the first
clinical trials of stem cell therapy for heart
repair were initiated (Z), mostly using adult
cells. Although cell therapy is feasible and
largely safe, randomized, controlled trials in
patients show little consistent benefit from
any of the treatments with adult-derived
cells (2). In the meantime, pluripotent stem
cells have produced bona fide heart muscle
regeneration in animal studies and are
emerging as leading candidates for human
heart regeneration.

In retrospect, the lack of efficacy in these
adult cell trials might have been predicted.
The most common cell type delivered has
been bone marrow mononuclear cells, but
other transplanted cell types include bone
marrow mesenchymal stromal cells and
skeletal muscle myoblasts, and a few stud-
ies have used putative progenitors isolated
from the adult heart itself. Although each
of these adult cell types was originally
postulated to differentiate directly into
cardiomyocytes, none of them actually do.
Indeed, with the exception of skeletal mus-
cle myoblasts, none of these cell types sur-
vive more than a few days in the injured
heart (see the figure). Unfortunately, the
studies using bone marrow and adult resi-
dent cardiac progenitor cells were based
on a large body of fraudulent work (3),
which has led to the retraction of >30 pub-
lications. This has left clinical investiga-
tors wondering whether their trials should
continue, given the lack of scientific foun-
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dation and the low but measurable risk of
bleeding, stroke, and infection.

Additionally, investigators have struggled
to explain the beneficial effects of adult
cell therapy in preclinical animal models.
Because none of these injected cell types
survive and engraft in meaningful numbers
or directly generate new myocardium, the
mechanism has always been somewhat mys-
terious. Most research has focused on para-
crine-mediated activation of endogenous
repair mechanisms or preventing additional
death of cardiomyocytes. Multiple protein
factors, exosomes (small extracellular vesi-
cles), and microRNAs have been proposed as
the paracrine effectors, and an acute immu-
nomodulatory effect has recently been sug-
gested to underlie the benefits of adult cell
therapy (4). Regardless, if cell engraftment
or survival is not required, the durability of
the therapy and need for actual cells versus
their paracrine effectors is unclear.

Of particular importance to clinical trans-
lation is whether cell therapy is additive to
optimal medical therapy. This remains un-
clear because almost all preclinical studies
do not use standard medical treatment for
myocardial infarction. Given the uncertain-
ties about efficacy and concerns over the
veracity of much of the underlying data,
whether agencies should continue fund-
ing clinical trials using adult cells to treat
heart disease should be assessed. Perhaps it
is time for proponents of adult cardiac cell
therapy to reconsider the approach.

Pluripotent stem cells (PSCs) include
embryonic stem cells (ESCs) and their re-
programmed cousins, induced pluripotent
stem cells (iPSCs). In contrast to adult cells,
PSCs can divide indefinitely and differenti-
ate into virtually every cell type in the hu-
man body, including cardiomyocytes. These
remarkable attributes also make ESCs and
iPSCs more challenging to control. Through
painstaking development, cell expansion
and differentiation protocols have advanced
such that batches of 1 billion to 10 billion
pharmaceutical-grade cardiomyocytes, at
>90% purity, can be generated.

Preclinical studies indicate that PSC-
cardiomyocytes can remuscularize in-
farcted regions of the heart (see the figure).
The new myocardium persists for at least
3 months (the longest time studied), and
physiological studies indicate that it beats
in synchrony with host myocardium. The
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new myocardium results in substantial im-
provement in cardiac function in multiple
animal models, including nonhuman pri-
mates (5). Although the mechanism of ac-
tion is still under study, there is evidence
that these cells directly support the heart’s
pumping function, in addition to providing
paracrine factors. These findings are in line
with the original hope for stem cell ther-
apy—to regenerate lost tissue and restore
organ function. Additional effects, such as
mechanically buttressing the injured heart
wall, may also contribute.

Breakthroughs in cancer immunotherapy
have led to the adoption of cell therapies us-
ing patient-derived (autologous) T cells that
are genetically modified to express chime-
ric antigen receptors (CARs) that recognize
cancer cell antigens. CAR T cells are the first
U.S. Food and Drug Administration (FDA)-
approved, gene-modified cellular pharma-
ceutical (6). The clinical and commercial
success of autologous CAR T cell transplant
to treat B cell malignancies has opened
doors for other complex cell therapies, in-
cluding PSC derivatives. There is now a
regulatory path to the clinic, private-sector
funding is attracted to this field, and clinical
investigators in other areas are encouraged
to embrace this technology. Indeed, the first
transplants of human ESC-derived cardiac
progenitors, surgically delivered as a patch
onto the heart’s surface, have been carried
out (7). In the coming years, multiple at-
tempts to use PSC-derived cardiomyocytes
to repair the human heart are likely.

What might the first human trials look
like? These studies will probably employ an
allogeneic (non-self), off-the-shelf, cryopre-
served cell product. Although the discovery
of iPSCs raised hopes for widespread use of
autologous stem cell therapies, the current
technology and regulatory requirements
likely make this approach too costly for
something as common as heart disease, al-
though this could change as technology and
regulations evolve. Given that it would take
at least 6 months to generate a therapeutic
dose of iPSC-derived cardiomyocytes, such
cells could only be applied to patients whose
infarcts are in the chronic phase where
scarring (fibrosis) and ventricular remodel-
ing are complete. Preclinical data indicate
that chronic infarcts benefit less from car-
diomyocyte transplantation than do those
with active wound-healing processes.
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The need for allogeneic -cells
raises the question of how to pre-
vent immune rejection, both from
innate immune responses in the
acute phase of transplantation or
from adaptive immune responses
that develop more slowly through
the detection of non-self antigens
presented by major histocompat-
ibility complexes (MHCs). A current
strategy is the collection of iPSCs
from patients who have homozygous
MHC loci, which results in exponen-
tially more MHC matches with the
general population. However, stud-
ies in macaque monkeys suggest
that MHC matching will be insuffi-
cient. In a macaque model of brain
injury, immunosuppression was re-
quired to prevent rejection of MHC-
matched iPSC-derived neurons (8).
Similarlyy, MHC matching reduced
the immunogenicity of iPSC-derived
cardiomyocytes transplanted sub-
cutaneously or into the hearts of
rhesus macaques, but immunosup-
pressive drugs were still required to
prevent rejection (9).

Numerous immune gene editing
approaches have been proposed
to circumvent rejection, including
preventing MHC class I and II mol-
ecule expression, overexpressing
immunomodulatory cell-surface
factors, such CD47 and human leu-
kocyte antigen E (HLA-E) and HLA-G (two
human MHC molecules that promote ma-
ternal-fetal immune tolerance), or engineer-
ing cells to produce immunosuppressants
such as programmed cell death ligand 1
(PDL1) and cytotoxic T lymphocyte-
associated antigen 4 (CTLA4) (10). These
approaches singly or in combination seem
to reduce adaptive immune responses in
vitro and in mouse models. Overexpressing
HLA-G or CD47 also blunts the innate natu-
ral Killer cell-mediated response that re-
sults from deleting MHC class I genes (11).
However, these manipulations are not with-
out theoretical risks. It could be difficult
to clear viral infections from an immuno-
stealthy “patch” of tissue, and possible tu-
mors resulting from engraftment of PSCs
might be difficult to clear immunologically.

Ventricular arrhythmias have emerged
as the major toxicity of cardiomyocyte cell
therapy. Initial studies in small animals
showed no arrhythmic complications (prob-
ably because their heart rates are too fast),
but in large animals with human-like heart
rates, arrhythmias were consistently ob-
served (5, 12). Stereotypically, these arrhyth-
mias arise a few days after transplantation,
peak within a few weeks, and subside after
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Cardiac stem cell therapy
Adult cells from bone marrow or the adult heart secrete beneficial
paracrine factors but do not engraft in the infarcted heart. Pluripotent
stem cells give rise to cardiomyocytes that engraft long term in animal
models, beat in synchrony with the heart, and secrete beneficial paracrine
factors. Long-term cardiomyocyte engraftment partially regenerates
injured heart, which is hypothesized to bring clinical benefits.
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4-to 6 weeks. The arrhythmias were well tol-
erated in macaques (5) but were lethal in
a subset of pigs (12). Electrophysiological
studies indicate that these arrhythmias
originate in graft regions from a source
that behaves like an ectopic pacemaker.
Understanding the mechanism of these ar-
rhythmias and developing solutions are ma-
jor areas of research. There is particular in-
terest in the hypothesis that the immaturity
of PSC-cardiomyocytes contributes to these
arrhythmias, and that their maturation in
situ caused arrhythmias to subside.

A successful therapy for heart regenera-
tion also requires understanding the host
side of the equation. PSC-derived cardio-
myocytes engraft despite transplantation
into injured myocardium that is ischemic
with poor blood flow. Although vessels
eventually grow in from the host tissue,
normal perfusion is not restored. Achieving
a robust arterial input will be key to restor-
ing function, which may require cotrans-
planting other cell populations or tissue
engineering approaches (13, 14). Most PSC-
mediated cardiac cell therapy studies have
been performed in the subacute window,
equivalent to 2 to 4 weeks after myocar-
dial infarction in humans. At this point,
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there has been insufficient time
for a substantial fibrotic response.
Fibrosis has multiple deleterious
features, including mechanically
stiffening the tissue and creating
zones of electrical insulation that
can cause arrhythmias. Extending
this therapy to other clinical situa-
tions, such as chronic heart failure,
will require additional approaches
that address the preexisting fibro-
sis. Cell therapy may again provide
an answer because CAR T cells
targeted to cardiac fibroblasts re-
duced fibrosis (15).

Developing a human cardiomyo-
cyte therapy for heart regeneration
will push the limits of cell manufac-
turing. Each patient will likely re-
quire a dose of 1 billion to 10 billion
cells. Given the widespread nature of
ischemic heart disease, 10° to 10° pa-
tients a year are likely to need treat-
ment, which translates to 10" to 10
cardiomyocytes per year. Growing
cells at this scale will require in-
troduction of next generation bio-
reactors, development of lower-cost
media, construction of large-scale
cryopreservation and banking sys-
tems, and establishment of a robust
supply chain compatible with clini-
cal-grade manufacturing practices.

Beyond PSC-cardiomyocytes, other
promising approaches include reac-
tivating cardiomyocyte division and repro-
gramming fibroblasts to form new cardio-
myocytes. However, these approaches are
at an earlier stage of development, and cur-
rently, PSC-derived cardiomyocyte therapy is
the only approach that results in large and
lasting new muscle grafts. The hurdles to this
treatment are known, and likely addressable,
thus multiple clinical trials are anticipated.
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Promoting biosecurity by
professionalizing biosecurity

A credential system could improve policy and practice

By Rebecca L. Moritz *, Kavita M. Berger?,
Barbara R. Owen?, David R. Gillum*

ew biotechnologies have the power

to transform medicine, provide new

sources of energy, and fill an expand-

ing need for renewable, biologically

derived products (the “bioeconomy”).

But many of these powerful technolo-
gies and their products have the potential
to be exploited for malevolent purposes or
subverted to cause harm. Although many
natural, accidental, and deliberate biologi-
cal threats are governed by laws, agency-
and national-level strategies, international
instruments, guidance documents, and
best risk management practices (1, 2), these
policies and practices are often based on
a defined list of pathogens and toxins (I,
3, 4), do not necessarily mitigate the risks
of the hazards, are not flexible to address
new discoveries, may be political in nature,
and may not keep pace with technological
and workforce advances (5, 6). We sug-
gest that such limitations and variability
in biosecurity policy and practice interna-
tionally could be addressed in part by en-
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hancing and growing a workforce able to
identify, assess, mitigate, and communicate
security risks and solutions. We outline
core competencies that such professionals
should demonstrate and key steps needed
to grow the profession by establishing a bio-
security credential.

Biosecurity is a multidisciplinary concept
focused on keeping the researcher, public,
and environment secure from the mali-
cious exploitation of biological knowledge
technologies and products (7). Biosecurity
is distinct from securing other materials
and technologies because biological organ-
isms are found in nature, replicate, and can
evolve through mutation, and much of the
science and technology advances are devel-
oped in academia and industry throughout
the world. Although biosecurity tradition-
ally has focused on prevention, deterrence,
and dissuasion of the development, produc-
tion, and malicious use of microbes and tox-
ins as weapons, it has expanded to include
preventing the exploitation of knowledge,
skills, technologies, and equipment to harm
animals, plants, humans, and the environ-
ment. Life sciences researchers in academic
and government institutions and bio-re-
lated industries are facing unprecedented
security risks, including pathogens and tox-
ins known to be harmful to public health
and safety; unauthorized access to infec-

Published by AAAS

A biosecuri
credential will create
well-trained, responsibl

workforce with a core
set of skills necessary tof
secure the life sciences "k
of the future.

(s
=

tious materials in use, storage, and dur-
ing transfer; culturing of pathogens from
ancient reservoirs; synthesis of pathogens
from published sequence data; and theft
of data from and disruption of operations
at biological facilities from cyber attacks.
Adding to these concerns is the rapid prog-
ress of synthetic biology (for example, gene
drives, synthesis of extinct viruses, creation
of new pathogenic viruses, and production
of chemicals in microbial systems), which
presents new challenges to promote ad-
vancement while preventing malicious use.

Several positions at research, indus-
try, health, law enforcement, security, and
emergency response organizations are be-
ing asked to address different issues related
to biosecurity. Yet although an individual
may be delegated as the “responsible of-
ficial” on paper, often requirements for a
baseline level of biosecurity expertise do not
exist. At the same time, many diverse pro-
fessionals within an organization may have
biosecurity as a component of their job yet
may not be clearly designated as go-to bio-
security experts. Moreover, work in biosecu-
rity has become, whether they fully realize
it, the responsibility of every scientist and
engineer working in the life sciences and
with biological materials and/or data; every
businessperson, entrepreneur, and venture
capitalist working with life science prod-
ucts and information; and every life science
explorer—including those in do-it-yourself
biology (DIYBio) laboratories (8).

In our experience, we see a need for
greater clarity and consistency in how to
deal with biosecurity issues at many institu-
tions (such as who to call, what to do, and
what is considered dual use) and in differ-
ent countries. For example, private and pub-
lic institutions have documented incidents
involving biosecurity breaches and/or lack
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of internal biosecurity controls that have
resulted in use of pathogenic bacteria to de-
liberately harm co-workers; unauthorized
importation of viral samples; and theft of
scientific data, results, and technologies. We
suggest that many policy efforts suffer from
being too focused on mere compliance with
policies (“checking the box”) rather than on
an enterprise- or system-wide approach to
addressing biosecurity risks and threats.
Biosecurity needs to become integral in
many different professions and countries,
highlighting the need for consistent and
common understanding of capabilities for
the prevention of such risks and threats.
Layered on top of this is a catch-22: Risk
and threat management measures must
recognize that our best defense to counter
the malicious application of life science re-
search relies in part on continued research,
knowledge gain, and scientific and technol-
ogy advancement. The solution can become
the problem and the problem can become
the solution—for example, the fundamental
research to understand mechanisms behind
transmission of influenza and coronavirus.
Efforts to prevent malicious application of
life science knowledge, skKills, and technolo-
gies thus must be developed in a manner
that does not unduly impede scientific prog-
ress to advance health, defense, agriculture,
environmental health, science, and energy
(I). Having individuals who are well versed
in biosecurity and collaborate directly with
researchers on a regular basis is critical.

PATHWAY TO PROFESSIONALIZATION

We suggest that a biosecurity credential
based on core competencies could help
ensure that professionals can address bio-
security gaps regardless of their home insti-
tution and collaborate with the life science
community to mediate biosecurity risks in
a manner that ensures continued advance-
ment of life sciences research for the ben-
efit of all. Such a credential must go beyond
the governance of microbes and toxins and
must consider the risks associated with the
malicious use of synthetic biology, genome
editing, genomics and health care data,
neuroscience, and other enabling biotech-
nologies. Risks associated with digitization
of biological information and networked
systems also is included within the broader
scope of biosecurity.

As the scope of biosecurity expands, the
creation of a biosecurity credential would
allow individuals from different disciplines,
professions, backgrounds, and countries
to be recognized by scientists, administra-
tors, funders, and policy-makers as go-to re-
sources for knowledge and expertise in the
reduction of deliberate biological risks.

Establishing a biosecurity credential
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could provide individuals who are respon-
sible for implementation and oversight of
biosecurity practices at institutions with
baseline knowledge about how to assess
and address existing and new risks in their
facilities, which promotes consistency in
countering global biosecurity issues. A bio-
security credential should include, at a min-
imum, competencies that focus on biosafety,
program management, physical security,
personal security, personnel suitability, ma-
terial control and accountability, transport
security, cyber security, and information
security (see the box) (9). These core com-
petencies were identified by an exploratory
task force led by the American Biological
Safety Association (ABSA) International to
cultivate a well-prepared biosecurity work-
force. The task force had representation
from academia, agriculture, government,
private industry, public health, and security
sectors. These core competencies were for-
mulated on the basis of biosecurity lessons
learned and shared experiences from this
cross-functional task force.

Individuals who obtain a biosecurity cre-
dential may be subject-matter experts in one
or more of these core competencies (some of
which, such as biosafety and cyber security,
have credentialing programs of their own).
Obtaining a biosecurity credential would not
require that an individual achieve expertise
equivalent to a separate credential in each of
the individual core competencies, but a cre-
dential would mean that an individual has
substantial knowledge in all of the core com-
petencies to be able to identify and remedi-
ate risks and to know whom to engage for
deeper disciplinary expertise.

For a credential to be successful, the di-
verse international biosecurity community
involved in biothreat reduction in high-,
middle-, and low-income countries must be
engaged to help identify specific areas rel-
evant to their scientific, policy, infrastruc-
ture, and threat environments. Developing
an assessment of core biosecurity compe-
tencies based on skills and knowledge that
is not specific to one country is necessary
for a successful and meaningful credential.
Implementation may be as comprehensive
as offering degrees from accredited institu-
tions or as light as incorporating common
norms and industry standards. For example,
the implementation of the credential could
be modeled after work being done within
the DIYbio community, which involves ob-
taining widespread adoption of safety prac-
tices among distributed communities from
around the world (10). This is an example of
what can be achieved through engagement,
communication, and partnership.

One possible first step could be to docu-
ment current approaches for addressing each
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of the competencies at various institutions
internationally. To the best of our knowl-
edge, this has not been done systematically,
and even within the United States there is a
lack of clear and rigorous processes by which
an individual develops knowledge and skills
for practicing biosecurity. This step is criti-
cal for understanding current comprehen-
sion of each area, challenges in implement-
ing long-term solutions, and lessons learned
from past efforts. Together, this information
helps to identify misconceptions about the
core competencies, which would need to be
addressed during development of the bio-
security credential. For example, the biosafety
and biosecurity action package of the Global
Health Security Agenda—an international ef-
fort to help countries develop capabilities for
prevention of, detection of, and response to
infectious disease threats such as Ebola virus
and new coronavirus 2019 outbreaks—could
provide an opportunity to compile a list of
biosecurity practices that countries are devel-
oping and or implementing (11).

Another key step would be for stake-
holders from different sectors, disciplines,
and industries to come together to identify
their needs and interest level for a biosecu-
rity credential and to gain buy-in for assis-
tance with the development and long-term
implementation of the credential. There are
multiple opportunities for international
engagement. For example, the cooperative
threat-reduction programs, international
scientific organizations, and the Biological
and Toxin Weapons Convention could sup-
port multisectoral discussions on the devel-
opment of an international biosecurity cre-
dential and associated core competencies.
This step is important for including that
representatives from a variety of stakehold-
ers are engaged, which ensures that the cre-
dential does not meet the needs of a subset
of stakeholders at the expense (or even ex-
clusion) of others. This step also promotes
better understanding of biosecurity needs
and resources among institutions, sectors,
and countries, which is critical for sustain-
ability and durability of the credential.

Documentation of risks and threats pre-
sented by different biological science and
technology sectors and fields could help to
ensure that the core competencies are rel-
evant and applicable to past, current, and fu-
ture risks and threats. For example, funding
agencies, scientific journals, and the scien-
tific and security communities could interact
with governments of all countries to compile
anonymized biosecurity lessons learned.

The concept of biosecurity has been a fo-
cus of several global initiatives, and many
countries have supported efforts to build in-
stitutional, national, and regional capacity
for biosafety and biosecurity and, to some
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Biosecurity credential core competencies and examples of necessary knowledge and skills

Cyber security

Knowledge of protecting unauthorized
access to computer networks

involved in facility operation; equipment
uses; and data generation, analysis,
and storage

» Frameworks, methods, and technolo-
gies for protecting computers and facil-
ity control systems from cyber attacks
and espionage

» Methods for encrypting documents for
protecting information

» Methods for detecting, quarantining,
and addressing malicious code

» Cybersecurity Framework of the
U.S. National Institute of Standards
and Technology

Information security

Knowledge about the methods to protect
data and information associated with
biological materials from unauthorized or
accidental disclosure

» Different means of protecting data

+ |dentification and mitigation of vulner-
abilities associated with data in transit
and storage, including through access
to software and cloud computing and
storage

Program management
Ability to oversee the implementation of
a comprehensive biosecurity program

» Risk assessment and risk management

» Knowledge of how to write and imple-
ment a biosecurity plan that addresses
personnel management, physical secu-
rity, material control and accountability,
transport controls (such as locks, key

card access, and/or biometric features),

and cyber and data security

extent, cyber and data security for biological
facilities and information systems. We now
see a credential system as a potential way
to help strengthen and standardize ongoing
international initiatives in biosecurity and
incorporate emerging risks and cultivate a
well-trained cadre of biosecurity profession-
als in a dynamic biotechnology landscape.
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Personnel suitability

Knowledge regarding the actions and be-
haviors that lead to unauthorized access to
materials and information resulting in theft,
use, or release

» Best practices in personnel security

+ Institutional and community entities in-
volved in initial and ongoing vetting and
evaluation of personnel for reliability
and trustworthiness

» Awareness of elicitation techniques
used to collect information without
raising suspicion that certain facts are
being sought

» Protections and processes for reporting
insider incidents

Biosafety

Knowledge regarding containment
principles and practices implemented to
prevent accidental exposures and releases
of biological materials

» Perform risk assessments, assign risk
groups and containment levels, and
design facilities to ensure safe work
with biological materials

Physical security

Knowledge regarding the physical mea-
sures designed to prevent unauthorized
access to facilities and equipment and theft
of biological materials

» Various means of securing facilities and
equipment

+ Defining security zones with increasingly
strict controls as you move toward an
area where a high-risk agent is handled

» Using physical structures or barriers
such as a gated property or access con-
trols (such as locks, key card access,
and/or biometric features)

microbes produced with genetic engineering or syn-
thetic biology approaches, which broadens the scope of
biological threats slightly.
. K.M.Berger, Science 354,1237 (2016).
. National Academies of Sciences, Engineering, Medicine,
Biodefense in the Age of Synthetic Biology (National
Academies Press, 2018).
J.B.Tucker, Innovation, Dual Use, and Security.
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Technologies (MIT Press, 2012).

In defense spheres, biosecurity refers to measures to
prevent, deter, and dissuade efforts to develop, produce,
stockpile, and use biological agents (pathogens and
toxins) as weapons. The broader application of biosecu-
rity includes prevention, deterrence, and dissuasion of
usage of nonmicrobial or toxin-based biological mate-
rial, biologically derived chemicals and small molecules,
and data to harm others deliberately.

o [SES

~

Published by AAAS

Personal security
Knowledge regarding the risks to people
with access to biological materials or as-
sociated information

» Guidance on how to train individuals on
understanding their vulnerabilities to
coercion or elicitation

» Knowledge of how to train individuals
to be aware of threats to themselves,
co-workers, workplace, and/or their
families

» Processes and authorities to contact
if an incident or suspected incident
occurs

» Methods for protecting one'’s personal
information and policies governing
personally identifiable information or
personal health information

Material control and accountability
Knowledge regarding the methods for
inventorying and tracking high-conse-
quence biological agents and toxins

» Various inventory and tracking systems

» Awareness of what materials exist,
where they are located, and who is ac-
countable for them

» Laboratory notebook accountability
and archive programs, signature logs,
inventories, and chain of custody
policies

Transport security

Knowledge regarding systems in place to
reduce the risk of theft during the trans-
portation of materials from one area to
another, between facilities within the same
country, or from one country to another

» Chain of custody forms, package track-
ing, shipping regulations, permitting
requirements, and surveillance options

8. T.Kuiken, Nature 531,167 (2016).
9. R.Salerno,J. Gaudioso, Laboratory Biosecurity
Handbook (CRC Press, 2007).

10. Baltimore Under Ground Science Space (BUGGS), a
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diybio-biosafety

11. GlobalHealth Security Agenda (GHSA),
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Recording waves, reading minds

A neuroscientist confronts the history and future of our
quest to understand electricity’s role in brain function

By Cyan James

magine that you are living in Rome in
the year 44 CE and that you are suf-
fering from an appalling migraine and
have gone to see a doctor. The doctor
approaches you, hoisting a shining tor-
pedo fish toward your pounding skull.
The goal? The fish will shock you until your
head feels numb and your migraine abates.
Luckily for modern migraine sufferers, such
practices are far behind us, but contem-
porary physicians and researchers are still
working to understand the myriad ways
electricity comes into play in the brain. In
his new book, Electric Brain, neuroscientist
R. Douglas Fields delves into the compli-
cated relationships between neurobiology,
electricity, capability, and impairment.

Our brains, each of which thrums with
enough electrical energy to power a low-
wattage light bulb, can now be measured
and explored much better than ever before—
a boon for doctors seeking better medical
treatments and a thrill for inventors cross-
ing neuroscience thresholds, but a warn-
ing, too, as our personalities and thoughts
become less private and potentially more

The reviewer is a freelance science writer based in Seattle,
WA, USA. Email: cyanj@uw.edu

SCIENCE sciencemag.org

exploitable. Electric Brain details scientists’
quest to understand brain waves through-
out history, covering a good deal of unset-
tling material in the process and touching
on today’s emerging technology and most
pressing ethical questions.

Where, Fields inquires, are the boundar-
ies of electricity’s effects in the brain? To
what extent can precisely directed
electrical impulses measure our
minds and change our behaviors?
Specific kinds of brain stimula-
tion, he explains, can make your
muscles move involuntarily, in-
duce sexual arousal, or prompt
attacks of rage. Modern scientists
can now also interpret the brain’s
electrical activity with much
greater accuracy, classifying pat-
terns associated with certain
images and letters, for example.
With training and the right interface, a
paralyzed person can operate a motorized
wheelchair, a competitor can race a toy car,
and a writer can type out a paragraph using
just the electricity that underlies thought.

Fields adopts a “writer as adventurer”
approach to the book’s narrative. To gain
insight into how mountaineers risk brain
swelling at high altitudes, he subjects him-
self to a magnetic resonance imaging scan
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Electric Brain

R. Douglas Fields
BenBella Books, 2020.
480 pp.

Noninvasive electrodes can detect some brain
waves when secured to a subject’s scalp.

after climbing Mount Rainier. To learn about
emerging ways to heal brain damage and
boost productivity, he struggles through
multiple sessions of neurofeedback.

Fields returns repeatedly to a tension in-
herent in brain wave studies, comparing
scientific research conducted in good faith
with research that veers more into ethically
questionable or methodologically compro-
mised territory. Here, he highlights the work
of Hans Berger, a tight-lipped German phy-
sician working in the early 1900s who con-
ducted invasive experiments on patients
for nontherapeutic purposes. Although his
methods were blunt and exploratory, he was
among the first to record human brain waves.

Even today, it can be difficult to sepa-
rate legitimate brain science from stud-
ies that may prove cringe-worthy in the
future. Comparatively crude brain wave-
measuring tools, misleading hypotheses,
and our own ignorance have dogged the
field since the beginning and continue to
challenge modern researchers.

Fields ranges widely, pointing out how
modern brain wave research is entangled
with contemporary geopolitical concerns.
War, he argues, both accelerates and inter-
rupts certain kinds of research, while cultural
concerns can determine which avenues of re-
search are pursued and which lie dormant.
He relates the story of neuroscientist José
Delgado, a medical corpsman and concentra-
tion camp survivor during the Spanish Civil
‘War, who believed that electrodes implanted
in the brain could “psychocivilize” humans.
However, the vividness of Delgado’s experi-
mental work—he once used an electrical
implant to halt a charging bull on
command, for example—elicited
concerns about mind control and
dampened research on electri-
cal stimulation, research that has
only recently been revived.

As our scientific capabilities
expand, so do related ethical con-
cerns, Fields reminds readers.
Some of the book’s most sobering
passages deal with possible future
advances, including the ability to
“hack” the brain, the weaponiza-
tion of brain control, and the capacity for
brain imaging to be used to identify troubling
character traits or aspects of performance.

We may soon inhabit a world in which
our thoughts are not entirely private. As
we proceed, we must be sure to temper our
excitement for these emerging technologies
with wisdom and respect.

10.1126/science.aba5496
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CHEMISTRY

Etymology of the elements

Charming anecdotes and historical diversions come to life
in tales of how the chemical elements were named

=
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helpfully translates ancient nomenclature
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By Nicola Pohl

eryllium would taste as sweet by

any other name. Indeed, the element

was once also known as glucinum or

glucinium, derived from the Ancient

Greek word for “sweet.” However,

clarity is key when the substance in
question is also poisonous.

The need to establish clear chemi-
cal nomenclature originated with alche-
mists centuries ago and continues today
as an ongoing international mission now
led jointly by the International Union
of Pure and Applied Chemistry and the
International Union of Pure and Ap-
plied Physics. But, as Peter Wothers re-
veals in his new book, Antimony, Gold,
and Jupiter’s Wolf, this sort of work
is not always straightforward.

Wothers, a teaching fellow at
the University of Cambridge, is in-
terested in the names of elements
whose origins are murky. And
while a simple web search can
provide the etymologies of ele-
ment names (I), his book provides
tales about how those names

| ANTIMONY

G0LD
L JUPITERS
WOLF

into new names, many of which a modern
scientist would recognize. But the peri-
odic table was still rather small in the late
18th century.

New methods accelerated element
discovery in the 1800s and drove some
competition that makes for interesting
stories. Wothers writes, for example, about
Humphry Davy, who, in 1807, isolated pure
potassium from a solution of lye. Davy’s
own report of the discovery was staid,
but—as Wothers reveals—his young as-
sistant reported that Davy was bouncing
ecstatically around the room after com-
pleting the experiment.

Wothers shares how the limits of histori-
cal knowledge come into play in element
names, revealing, for example, that “[t]he
name ‘cobalt’ may derive from the
word ‘cobathia; which was what
the ancient Greeks called the poi-
sonous smoke of white arsenic
oxide formed when arsenic ores
are roasted in air” Meanwhile,
bismuth, we learn, was first used
as a cosmetic face powder, al-
though sulfur-containing spring

came to be. Included as well are a:ﬁm?'::alﬁf\?vlgl'f: water turns the white powder
dozens of renderings of woodcuts How the Elements black, thereby outing its surrep-
depicting old chemical proce- Were Named titious wearers.

dures and instruments and other Peter Wothers The many names given to a
. . . . Oxford University Press, . .
images that enliven his stories. 2020.304 pp single substance by different

Antimony, Gold, and Jupiter’s
Wolf unfolds as a series of more-or-less sep-
arate and chronological stories. Without an
overarching narrative, this makes it easy for
a reader to easily dip in at any point.

Humans have been using chemicals for
thousands of years to produce everything
from soap to glass. However, the develop-
ment of a shared vocabulary around these
processes has not always been straightfor-
ward. Symbols and code names were some-
times used to keep an artisan’s methods
secret. In other cases, independent discover-
ies and naming traditions led to confusion.

Lavoisier’s chemical revolution of the
late 1700s marked a turning point in our
understanding of chemical reactions, and
a reproduction of one of the tables from
his key work, Traité élémentaire de chimie,

discoverers have, at times, con-
strained later researchers. Davy, for exam-
ple, originally named one of his discoveries
“magnium,” Kknowing that his preferred
name had already been claimed for the
metallic form of manganese. We now call
his metal magnesium (his original choice).
The book concludes on the question
of whether unstable elements should
be named at all. (Ultimately, scientists
decided that, yes, these new elements—
however transient—deserve names too.)
The story of the creation and naming has
been told recently in another book (2) that
would make a perfect reading companion
for this lively volume.
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Edited by Jennifer Sills

Conservationists
deserve protection

The global conservation community is
shocked and deeply concerned about the
deaths of two butterfly conservationists in
Mexico. On 29 January, environmentalist
Homero Gomez Gonzalez was found dead
in Michoacan state, near the El Rosario
Monarch Butterfly Preserve he man-

aged (I, 2). On 1 February, the body of a
second butterfly activist, Ratl Hernandez
Romero, was also found (3, 4). Although
official investigations are ongoing, both
deaths are presumed to be related to
retaliation by criminal groups of illegal
loggers (1-4). Environmental defenders
around the world are increasingly exposed
to threats and violence (5)—sometimes, as
in the recent tragic events in Mexico, at
the risk of their lives. Any threat or attack
experienced by nonviolent environmental
defenders is unacceptable.

Many countries, by signing interna-
tional biodiversity agreements, have
agreed implicitly to protect conservation-
ists and environmental human rights
defenders. For example, 89 states—
including Mexico—are members of the
International Union for Conservation
of Nature and are thus signatories to
resolutions that call for support for
environmental defenders (6). Another
example, the Escazi Agreement, is
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currently undergoing ratification by Latin
American countries (7).

Crimes committed against environmen-
tal defenders cannot go unpunished, and
justice must be prompt. Those who would
attack the people who try to protect
nature do so at their own peril. Humans
depend on plants, animals, and fungi for
survival, and those working to achieve
global targets to halt biodiversity loss
deserve nothing but support. To recognize
the importance of conservation work and
the risks it too often entails, countries
should make explicit their commitment to
protecting conservationists.

Later this year, at the 15th Conference
of the Parties to the Convention on
Biological Diversity in Kunming, China,
new biodiversity targets will be set to
guide future conservation action. It is
paramount that at this pivotal time the
biodiversity crisis is taken seriously by
governments through direct action that
protects not just biodiversity but also
those working tirelessly to preserve it. It
is our duty to pursue the legacy of conser-
vationists like Homero and Raul.
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Mourners lower t}e coffin
of conservationist Homero
Gomez Gonzalez into a grave
in Michoacan state, Mexico.
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Public health scientists
in the crosshairs

In his Editorial “Stick to science” (10
January, p. 125), Science Editor-in-Chief
H. Holden Thorp urges scientists to resist
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politically motivated calls to “stay in our
lane” and instead speak up about the
importance of evidence-based decision-
making. We agree that science advocacy
is particularly important when populist
movements and “post-truth politics” (7)
ignore, distort, or undermine scientific
evidence. However, we must acknowledge
that scientists are sometimes threatened
with the loss of their freedom and civil
rights for doing this work. For example,
Biilent Sik, a food engineer in Turkey,
received a 15-month jail sentence in
September, 2019, for publishing his results
on toxic pollution in food and water
sources in Western Turkey (2). To ensure
that scientists can make their voices heard,
we must guarantee their safety.

These risks feel particularly per-
sonal to public health scientists, who
cannot stay out of politics (and legisla-
tion) given the potential for populist
policies—or any policy put in place
uninformed by evidence—to negatively
affect health. Women suffer from limited
access to abortion and contraception
(3). Immigrants face restricted access
to health care (I). Entire health infra-
structures have been destroyed by
human-made armed conflict (4). We are
all threatened by climate change denial
and withdrawals from international
agreements (5).

Public health scientists must follow
Thorp’s advice to speak up in defense
of scientific evidence when question-
able policies are proposed, and their
autonomy and freedom must not be
threatened when they do so. We urge
all governments to guarantee academic
freedom and to preserve the integrity of
public health science and all scientific
disciplines worldwide as directed by the
U.N. Educational, Scientific and Cultural
Organization (UNESCO) (6, 7) and
international human rights law (8, 9). In
the meantime, independent professional
organizations must advocate for scientific
autonomy, and education and human
rights organizations, such as the Scholars
at Risk network and Scholar Rescue
Fund, will need to protect scientists.
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lllegal poachers turn to
helmeted hornbills

The helmeted hornbill (Rhinoplax vigil)—
a charismatic bird that lives only in intact
tropical forests in southeast Asia—has
faced unprecedented levels of poaching
in recent years to satisfy the high demand
of its casque, known as “red ivory” in

the illegal trade (I-3). The hornbill’s
decline has been so precipitous that the
International Union for Conservation of
Nature recently recategorized its conser-
vation status as Critically Endangered,
from Near Threatened in 2012 (2, 4).

The popularity of “red ivory” products
made from the hornbill’s casque, including
beads, pendants, and intricate works of
art, has triggered a boom in poaching since
2012 (2, 5). The products sell for three to
five times the price of elephant ivory (6,

7). Between March 2012 and August 2014,
Indonesian and Chinese enforcement
yielded the seizure of at least 2170 casques
(8). According to a collaborative investiga-
tion by the Environmental Investigation
Agency and TRAFFIC, seizures and
market observations between 2010 and
2017 account for at least 2878 helmeted
hornbills, but this is only a fraction of the
number Kkilled for trade each year (2, 3). In
2013, at least 500 adult helmeted hornbills
were estimated to have been Killed each
month in Indonesia’s West Kalimantan
(9). In recent years, poachers in West
Kalimantan were hunting an estimated
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1200 to 27,000 hornbills annually (8).
Forest habitat loss and fragmentation
caused by widespread logging and land
conversion serve as additional threats to
wild hornbill populations (6-8).

The helmeted hornbill plays a vital
ecological role in southeast Asia’s forests,
dispersing seeds for abundant plant
species (7). Although the species was
listed on Appendix I of the Convention
on International Trade in Endangered
Species of Wild Fauna and Flora (CITES)
(10), protection remains weak and illegal
trade persists (11). To better preserve
the hornbill, Asian governments must
strengthen regional collaborations
and step up protection efforts such as
implementing scientific conservation
policies, eliminating illegal poaching
and trade, and investing in the expan-
sion of nature reserves. Researchers and
international conservation groups should
take multinational protection actions to
monitor remaining hornbill populations,
strengthen enforcement and engagement
with communities, and raise public aware-
ness to reduce “red ivory” consumption.
The increased poaching pressure on the
helmeted hornbill has come in recent
years as the world has condemned and

forbidden other illegal trade, including
elephant ivory and rhino horn. Only by
shifting the culture of pursuing rare spe-
cies and curbing the demand for them can
we prevent Asia’s helmeted hornbill from
following in the path of the now function-
ally extinct northern white rhinoceros
(Ceratotherium cottont) (12).
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DEVELOPMENTAL BIOLOGY

Putting vertebrate
development on hold

uspended animation is an often-

used device in science fiction, but it

also exists in several forms in nature:

hibernation, torpor, and diapause.

Hu et al. studied diapause in the African
turquoise killifish, a vertebrate model system
(see the Perspective by Van Gilst). They found
that diapause protects a complex living organism
without trade-offs for future growth, fertility,
and even life span. Diapause is actively regulated,
with a dynamic switch to specific Polycomb complex
members. One Polycomb member, CBX7, is critical
for the regulation of organ genes and is involved in
muscle preservation and diapause maintenance.
This work illuminates the mechanisms that under-

lie suspended life. —BAP

Science, thisissue p. 870; see also p. 851

OPTOMECHANICS
A nanoparticle trapped
and cooled

Cooling massive particles to the
quantum ground state allows
fundamental tests of quantum
mechanics to be made; it would
provide an experimental probe
of the boundary between the
classical and quantum worlds.
Deli¢ et al. laser-cooled an
optically trapped solid-state
object (a ~150-nanometer-
diameter silica nanoparticle)
into its quantum ground state of
motion starting from room tem-
perature. Because the object is
levitated using optical forces,
the experimental configuration
can be switched to free fall,

864

thereby providing a test bed for
several macroscopic quantum
experiments. —ISO

Science, thisissue p. 892

NANOMATERIALS
Larger monolayers
with gold tapes

Although the exfoliation of
monolayers of materials such
as transition metal dichalco-
genides produces high-quality
electronic materials with low
defect densities, the size of
the monolayers is limited to
the micrometer scale. Liu et al.
modified this method by creat-
ing atomically flat gold layers on
polymer supports. The strong

21 FEBRUARY 2020 « VOL 367 ISSUE 6480

Nucleosome recognition by a
chromatin remodeling complex

Heetal., p. 875

van der Waals adhesion of the
gold layer allowed monolayers
to be exfoliated on the centi-
meter scale. Multilayers could
be reassembled to artificial
structures, such as a MoSe,/
WSe, single-crystal bilayer with
a twist angle chosen to quench
intralayer exciton formation.
—PDS

Science, thisissue p.903

ANIMAL COGNITION
These bees have “seen”
that before

Humans excel at mental imagery,
and we can transfer those images
across senses. For example, an
object out of view, but for which

Published by AAAS

Fluorescence
microscopy
image of African
turquoise killifish
embryos

we have a mental image, can still
be recognized by touch. Such
cross-modal recognition is highly
adaptive and has been recently
identified in other mammals,
but whether it is widespread has
been debated. Solvi et al. tested
for this behavior in bumble bees,
which are increasingly recog-
nized as having some relatively
advanced cognitive skills (see the
Perspective by von der Emde and
Burt de Perera). They found that
the bees could identify objects
by shape in the dark if they had
seen, but not touched, them in
the light, and vice versa, demon-
strating a clear ability to transmit
recognition across senses. —SNV
Science, thisissue p.910;
seealsop.850
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ATMOSPHERIC SCIENCE
Air contaminants act
differently indoors

Indoor air quality strongly
affects human health, and
features of the indoor environ-
ment influence exposure to
contaminants. Wang et al. found
that many molecules that are
volatile in typical outdoor air
conditions are more abundant
indoors, exhibit semivolatile
behaviors on surface reservoirs,
and participate in dynamic
surface-gas partitioning. This
model may provide a better
understanding of how chemi-
cals respond to different indoor
surface reservoirs and how to
mitigate exposure to indoor pol-
lutants. —KVH

Sci. Adv. 10.1126/sciadv.aay8973

(2020).

CARDIOLOGY
Prosthetics provide

room to grow

Children with congenital heart
disease who require heart

valve replacement often must
undergo multiple high-risk
surgeries because the replace-
ment valve cannot grow as

their heart grows. Inspired by
this problem, Hofferberth et al.
developed a prosthetic valve
that mimics the geometry of
the human venous valve, which
maintains function despite large
fluctuations in blood volume.
The prosthesis, composed of
polymeric leaflets attached to

a stainless-steel stent, can be
mechanically expanded using
transcatheter balloon dilation

to adapt to larger fluid volumes.
Size-adaptable valves main-
tained function when implanted
into growing lambs and could be
mechanically expanded over 10
weeks. —CC

Sci. Transl. Med. 12, eaay4006 (2020).

STRUCTURAL BIOLOGY
Choosing the drug to fit

the protein

Many approved drugs bind
to G protein—coupled recep-
tors (GPCRs). A challenge

SCIENCE sciencemag.org

in targeting GPCRs is that
different ligands preferentially
activate different signaling
pathways. Two papers show
how biased signaling arises
for the angiotensin Il type 1
receptor that couples to two
signaling partners (G proteins
and arrestins). Suomivuori et
al. used large-scale atomis-
tic simulations to show that
coupling to the two pathways
is through two distinct GPCR
conformations and that extra-
cellular ligands favor one or the
other conformation. Wingler et
al. present crystal structures
of the same receptor bound
to ligands with different bias
profiles. These structures show
conformational changes in and
around the binding pocket that
match those observed in simu-
lations. This work could provide
a framework for the rational
design of drugs that are more
effective and have fewer side
effects. —VV

Science, thisissue p. 881, p. 888

TOPOLOGICAL MATTER
Quantum anomalous
Hall goes intrinsic

Quantum anomalous Hall
effect—the appearance of
quantized Hall conductance
at zero magnetic field—has
been observed in thin films
of the topological insulator
Bi,Se, doped with magnetic
atoms. The doping, however,
introduces inhomogeneity,
reducing the temperature at
which the effect occurs. Two
groups have now observed
quantum anomalous Hall
effect in intrinsically magnetic
materials (see the Perspective
by Wakefield and Checkelsky).
Serlin et al. did so in twisted
bilayer graphene aligned to
hexagonal boron nitride, where
the effect enabled the switch-
ing of magnetization with tiny
currents. In a complementary
work, Deng et al. observed
quantum anomalous Hall
effect in the antiferromagnetic
layered topological insulator
MnBi,Te, —JS

Science, thisissue p. 900, p. 895;

seealsop.848
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Nicotiana benthamiana plants, which are related to tobacco, are a model
organism used in the production of proteins, including.antibodies.

PLANT SCIENCE

Fixing the Fc of plantibodies

lants offer a cost-effective means to produce therapeuti-
cally useful monoclonal antibodies. However, antibodies
produced in plants differ from those produced in mam-
malian cells. Notably, the glycan composition of plant
antibodies can affect their binding activity. Stelter et al.
generated variants of a broadly neutralizing HIV monoclonal
antibody in the plant Nicotiana benthamiana that differed
by glycosylation. Plant-generated antibodies with typical plant
glycosylation patterns were less able to engage with the cell-
surface receptors required for immune activation. However,
cell-binding affinity was successfully improved by targeted
glycoengineering. The plant-produced antibodies were also
more susceptible to oxidation of methionine residues in the
Fc region. Oxidation reduced the affinity of the antibodies
for the protective neonatal Fc receptor, which in turn reduced
their half-life and therapeutic window. This phenomenon
requires a solution before plant-produced antibodies can fulfill
their therapeutic promise. —PJH

Plant Biotechnol. J. 18,402 (2020).
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IMMUNOMETABOLISM
Lipid restriction enhances

suppression

Regulatory T cells (T .,,) suppress
immune responses to maintain
tolerance and limit autoimmu-
nity. Because lipid metabolism
is crucial for the activity of Iegs,
Field et al. explored the role of the
lipid chaperone fatty-acid binding
protein 5 (FABP5) in mouse and
human 'I'reg function. Targeting
FABPS5 through either genetic or
pharmacological means caused
mitochondrial dysfunction, which
depressed oxidative phosphory-
lation and promoted a switch
to glycolysis. FABP5 inhibition
enhanced the suppressive
activity of 'I'regs through a mecha-
nism involving mitochondrial
DNA release and subsequent
cGAS-STING—-dependent
type | interferon signaling. The
researchers found that the lipid-
restrictive nature of the tumor
microenvironment influenced
Fabp5 gene expression and
facilitated Treg suppressor func-
tion. —PNK

Cell Metab. 31,422 (2019).
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HEART DISEASE

Targeting the core of
atherosclerosis

major villain in heart attacks and

stroke is the inflamed necrotic core

of atherosclerotic plaque. When

the plaque ruptures, debris from this

necrotic core, which largely consists
of dead and dying cells, is released into the
bloodstream, where it can cause blood clots
and arterial blockage. Flores et al. designed
and tested a nanoparticle-based therapy
aimed at inducing certain immune cells to
clear away the dead cells. They loaded
single-walled carbon nanotubes with a drug
that stimulated macrophages localized within
atherosclerotic plaque to engulf and destroy
dead and dying cells by a process called effe-
rocytosis. Administration of the nanoparticles
to mice predisposed to develop athero-
sclerosis reduced plaque burden without
detectable damage to healthy tissue. —PAK

Nat. Nanotechnol. 15,154 (2020).

A fatty plaque inside a coronary artery, visualized
by false-color scanning electron microscopy

ORGANIC SYNTHESIS
Advancing C-H
functionalization

The ability to selectively func-
tionalize C—H bonds of complex
molecules is one of the long-
standing challenges for the
organic synthesis community.
Huang et al. demonstrate a
practically useful method for
highly regioselective C—H func-
tionalization of ethers by using
trisaminocyclopropenium as
the electrophotocatalyst in the
presence of a mild electrochemi-
cal potential and visible-light
irradiation. The method was
successfully applied to couple
ethers with alkenes, alkynes, iso-
quinolines, and other azoles with
no need of an external oxidizing
agent. The electrophotocatalytic
cycle involves hydrogen atom
transfer from the substrate to
the photoexcited catalyst radical
dication. High regioselectivities
for the less-hindered « position
are achieved thanks to the steric
effects of the catalyst structure.
—-YS

J.Am. Chem. Soc. 142,1698 (2020).
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HUMAN GENETICS
Alternative polygenic
associations

To predict traits and/or disease
from genomic information, we
must understand the genetics of
the associations between geno-
type and phenotype. Polygenic
risk scores are increasingly
used to make predictions of
phenotype on the basis of all the
loci that correlate with a specific
trait identified in genome-wide
association studies (GWASSs).
However, population-level
genetics and variable environ-
mental effects can affect GWAS
results. To determine the extent
of any skewed GWAS results,
Mostafavi et al. examined the
accuracy of GWASs in a rela-
tively homogeneous population:
individuals of European-British
descent within the UK Biobank.
They found that sex, age,

and socioeconomic status

can affect GWAS signals. The
authors suggest that using data
from families within GWASs
should help pull out direct and
indirect effects, such as shared

Published by AAAS

environmental factors and
assortative mating to increase
the accuracy of polygenic risk
score prediction. —LMZ
eLife9,e48376 (2020).

VISA POLICY
Quotas, delays...
no thanks, bye

Allocating permanent resi-
dency visas on the basis of
per-country quotas rather than
demand for skilled workers
caused delays that led many
Chinese and Indian STEM
Ph.Ds to give up and take
their talents home instead of
staying in the United States.
Kahn and MacGarvie show that
delays in processing EB-2 visas
disproportionately affected
retention in fields that have
driven economic growth and in
which U.S.-born talent cannot
satisfy industry demand, such
as electrical and computer
engineering. They also show
that improvements in the qual-
ity of scientific enterprise in
the individuals’ home countries
influenced decisions to leave
the United States. —BW
Res. Policy 10.1016/
j.respol.2019.103879 (2019).

2D MATERIALS
Straining free-standing
graphene

Graphene is known, at least
theoretically, to have a very
high stiffness, which has been
difficult to measure experi-
mentally. Part of the challenge
is being able to stretch and
monitor a free-standing single-
crystal monolayer of graphene
instead of one that is sup-
ported. Cao et al. developed
a new protocol for transfer-
ring, shaping, and straining
graphene inside the scanning
electron microscope. The
authors found that free-stand-
ing graphene, even with edge
defects, has mechanical prop-
erties close to the theoretical
estimates and mechanical
robustness attractive for many
applications. —BG

Nat. Commun. 11,284 (2020).
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REGENERATIVE MEDICINE
Next steps in heart

disease cell therapy

Almost 20 years ago, the first
trials that implanted stem cells
into the heart were carried
out. The aim of those trials,
and many since, has been to
regenerate lost heart muscle to
recover function after a heart
attack. However, numerous
cell therapy strategies using
adult stem cells have not shown
efficacy in patients, despite posi-
tive preclinical experiments in
animal models. In a Perspective,
Murry and MacLellan discuss the
reasons underlying this lack of
success in the clinic, including
lack of stem cell engraftment
and survival. An emerging strat-
egy to overcome these problems
is the use of pluripotent stem
cells, which have demonstrated
long-term engraftment and
regeneration in preclinical
studies. The authors discuss
the future hurdles that need to
be overcome to successfully
develop this cell therapy. —GKA
Science, thisissue p. 854

PLANT ECOLOGY
The pervasive power of
mycorrhizas

Associations between plants
and symbiotic fungi—mycor-
rhizas—are ubiquitous in plant
communities. Tedersoo et al.
review recent developments in
mycorrhizal research, reveal-
ing the complex and pervasive
nature of this largely invisible
interaction. Complex networks
of mycorrhizal hyphae connect
the root systems of individual
plants, regulating nutrient
flow and competitive interac-
tions between and within plant
species, controlling seedling
establishment, and ultimately
influencing all aspects of plant
community ecology and coexis-
tence. —AMS

Science, thisissue p. 867

866-B

IMMUNOGENOMICS
Thymus development,
cell by cell

The human thymus is the organ
responsible for the maturation
of many types of T cells, which
are immune cells that protect
us from infection. However, it
is not well known how these
cells develop with a full immune
complement that contains the
necessary variation to protect
us from a variety of pathogens.
By performing single-cell RNA
sequencing on more than
250,000 cells, Park et al. exam-
ined the changes that occur in
the thymus over the course of
a human life. They found that
development occurs in a coordi-
nated manner among immune
cells and with their developmen-
tal microenvironment. These
data allowed for the creation of
models of how T cells with differ-
ent specific immune functions
develop in humans. —LMZ
Science, thisissue p. 868

VACCINES
Pitching cGAMP

as avaccine strategy

One strategy to address the
variable effectiveness of many
influenza vaccines is to induce
antiviral resident memory T cells,
which can mediate cross-protec-
tion against multiple substrains
(heterosubtypic immunity).
Unfortunately, such vaccines
typically use attenuated active
viruses, which may be unsafe

for certain populations. Wang

et al. report a vaccine using an
inactivated virus that effectively
induced heterosubtypic immu-
nity in both mice and ferrets (see
the Perspective by Herold and
Sander). They coadministered
the virus with 2',3'-cyclic guano-
sine monophosphate—adenosine
monophosphate (cGAMP), a
potent activator of the innate
immune system, encapsulated

in pulmonary surfactant—biomi-
metic liposomes. This adjuvant
was taken up by alveolar
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epithelial cells, whose activation
resulted in effective antiviral
T cell and humoral immune
responses without accompany-
ing immunopathology. —STS
Science, thisissue p. 869;
seealsop.852

STRUCTURAL BIOLOGY
Architecture of

human BAF complex

The SWI/SNF family chromatin
remodelers regulate chromatin
and transcription. The protein
complexes BAF and PBAF are
mammalian SWI/SNF remodel-
ers that play essential functions
in diverse developmental and
physiological processes. He et
al. determined the structure of
the human BAF complex, which
contains three modules that
bind the nucleosome on the top,
bottom, and side, making this
nucleosome-recognition pattern
distinct from other chromatin
remodelers. Mutations in BAF
that are frequently associated
with human cancer cluster
into a nucleosome-interacting
region. This structure provides
a framework for understanding
the BAF-mediated chromatin
remodeling mechanism and its
dysregulation in cancer. —SYM
Science, thisissue p. 875

ATMOSPHERIC METHANE
Small burden from
old sources

Methane is a potent greenhouse
gas with large natural sources,
reservoirs, and sinks. Dyonisius
et al. found that methane emis-
sions from old, cold-region
carbon reservoirs like perma-
frost and methane hydrates were
minor during the last degla-
ciation (see the Perspective

by Dean). They analyzed the
carbon isotopic composition of
atmospheric methane trapped
in bubbles in Antarctic ice and
found that methane emissions
from those old carbon sources
during the warming interval

Published by AAAS

were small. They argue that this
finding suggests that methane
emissions in response to future
warming likely will not be as
large as some have suggested.
—HJS

Science, thisissue p.907;

seealsop.846

ENZYME REGULATION
Evolution of a
kinase allosteric site

Enzyme activity is often
regulated by conformational
changes coupled to binding of
an effector at an allosteric site,
a feature especially important
for enzymes involved in signal-
ing cascades. Hadzipasic et al.
studied the origins of allosteric
regulation of Aurora A, a kinase
involved in progression of the
eukaryotic cell cycle. Aurora A is
allosterically regulated through
the binding of an effector
protein named TPX2, which also
targets the kinase to spindle
microtubules. By reconstruct-
ing ancestor kinase sequences,
they found that TPX2 bound to
an early Aurora A but had very
weak activation that was gradu-
ally strengthened by evolution
of an allosteric network within
the kinase. An evolutionary
advantage from localizing the
active protein at the mitotic
spindle may have driven the
development of this regulatory
mechanism. —MAF

Science, thisissue p. 912

CANCER
Treatments from the
dark kinome

Ovarian cancer is frequently fatal
because it is difficult to detect
and challenging to treat. Using
cell lines and patient tumors,
Kurimchak et al. analyzed the
functional kinome of high-grade
serous ovarian carcinoma
(HGSOC) and identified a kinase
called MRCKA as being impor-
tant for HGSOC cell survival

and tumor growth. Decreasing

sciencemag.org SCIENCE



abundance of this kinase or
inhibiting its activity killed
HGSOC cells but led to activa-
tion of other survival-promoting
kinases in the remaining cells,
which could be targeted by
cotreating cells with a different
kinase inhibitor or platinum-
based chemotherapy. —LKF

Sci. Signal. 13, eaax8238 (2020).

BIOCATALYSIS
Enzymes lock in planar
chirality

Molecules with very large
rings—macrocycles—are often
conformationally constrained,
and some exhibit planar
chirality when substituents of
the ring cannot rotate freely.
Restricted rotation is gener-
ally valued in macrocycles
because it can hold the molecule
in functional conformations.
Using a well-established lipase
enzyme, Gagnon et al. devel-
oped a synthesis of planar
chiral macrocycles with handles
that can be easily functional-
ized. Computational docking
suggests how using an enzyme
as the catalyst for sequential
acylation reactions can impart
the observed stereochemistry.
—MAF

Science, thisissue p.917
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REVIEW SUMMARY

PLANT ECOLOGY

How mycorrhizal associations drive plant population

and community biology

Leho Tedersoo*, Mohammad Bahram, Martin Zobel

BACKGROUND: All vascular plants associate with
fungi and bacteria—the microbiome. Root asso-
ciations with mycorrhizal fungi benefit most
plants by enhancing their nutrient access and
stress tolerance. Mycorrhizal fungi also medi-
ate plant interactions with other soil microbes,
including pathogens and mycorrhizosphere
mutualists that produce vitamins and protect
against antagonists. Through these functions,
mycorrhizal root symbionts influence the be-
lowground traits of plants, regulate plant-plant
interactions, and alter ecosystem processes. Ex-
tensive mycorrhizal networks physically connect
conspecific and heterospecific plant individuals
belowground, mediating nutrient transfer and
transmission of phytochemical signals. Arbus-
cular mycorrhiza (AM), ectomycorrhiza (EcM),
ericoid mycorrhiza (ErM), and orchid mycor-
rhiza (OM) have a distinct evolutionary history,

e
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Soil feedback_

Dispersal

anatomy, and ecology, thereby differently af-
fecting plant protection, nutrient acquisition,
and belowground C and nutrient cycling.

ADVANCES: Mycorrhizal fungi are commonly
the key determinants of plant population and
community dynamics, with several principal
differences among mycorrhizal types. We syn-
thesize current knowledge about mycorrhizal
effects on plant-plant interactions and ecolog-
ical specialization. We conclude that mycorrhi-
zal associations per se and fungal diversity and
mycorrhizal types directly or indirectly affect
plant dispersal and competition that shape
plant populations and communities, and regu-
late plant coexistence and diversity at a local
scale. Among AM plants, which represent nearly
80% of plant species globally, mycorrhizal asso-
ciations and belowground hyphal networks tend

————
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Scheme indicating how mycorrhizal types (circles) differ in their effects on plant population- and
community-level processes (squares). Blue lines, positive effects; red lines, negative effects; green lines,
overlap of plant taxa among mycorrhizal types; pink lines, overlap of fungal taxa among mycorrhizal types.

Line breadth indicates relative effect strength.

Tedersoo et al., Science 367, 867 (2020)
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to intensify intraspecific competition and al-
leviate interspecific competition by promoting
the performance of inferior competitors. In AM
systems, fungal diversity enhances plant diver-
sity and vice versa, by providing species-specific

benefits and suppressing
superior competitors. Com-
pared with other mycor-
rhizal types, EcM fungi
provide substantial pro-
tection against soil-borne
pathogens by ensheathing
feeder roots and acidifying soil. Pathogen sup-
pression leads to positive plant-soil feedback
that promotes seedling establishment near
adult trees, which can result in monodominant
plant communities with a low diversity of vari-
ous organism groups. Orchids produce millions
of dust seeds with high dispersal potential to
encounter compatible OM fungal partners,
which nourish plants, at least in the seedling
stage. Species of Ericaceae achieve competi-
tive advantage and large population densities
by shedding allelopathic litter and establish-
ing ErM root symbiosis with selected groups
of ubiquitous humus saprotrophs that have
evolved efficient enzymes to access nutrients
in recalcitrant organic compounds in strongly
acidic environments.

Read the full article
at http://dx.doi.
org/10.1126/
science.abal223

OUTLOOK: Increasing evidence suggests that
mycorrhizal fungi drive plant population biol-
ogy and community ecology by affecting dis-
persal and establishment and regulating plant
coexistence. Plant-fungal mycorrhizal associa-
tions per se and interlinking hyphal networks
synergistically determine the functional traits
and hence autecology of host plants, which is
best reflected in the specialized nutrition and
dispersal of orchids. Habitat patches dominated
by either positive plant-soil feedback near EcM
plants or negative conspecific feedback near
AM plants may generate distinct regeneration
patches for different plant species. Further-
more, niche differentiation both within and
among mycorrhizal types enhances coexistence
by leveraging interspecific competition through
different rooting depths, foraging strategies,
and soil nutrient partitioning. We still lack crit-
ical information about the mechanistic basis of
several processes, such as interplant nutrient
transfer through mycelial networks and the
principles of carbon-to-nutrient exchange and
trading in the mycorrhizal interface, as well as
kin recognition and promotion. Understanding
these processes will enable us to improve pre-
dictions about the impacts of global change
and pollution on vegetation and soil processes
and to elaborate technologies to improve yields
in agriculture and forestry.

The list of author affiliations is available in the full article online.
*Corresponding author. Email: leho.tedersoo@ut.ee

Cite this article as L. Tedersoo et al., Science 367,
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How mycorrhizal associations drive plant population

and community biology

Leho Tedersoo'*, Mohammad Bahram?, Martin Zobel®

Mycorrhizal fungi provide plants with a range of benefits, including mineral nutrients and protection from
stress and pathogens. Here we synthesize current information about how the presence and type of
mycorrhizal association affect plant communities. We argue that mycorrhizal fungi regulate seedling
establishment and species coexistence through stabilizing and equalizing mechanisms such as soil
nutrient partitioning, feedback to soil antagonists, differential mycorrhizal benefits, and nutrient trade.
Mycorrhizal fungi have strong effects on plant population and community biology, with mycorrhizal type—
specific effects on seed dispersal, seedling establishment, and soil niche differentiation, as well as
interspecific and intraspecific competition and hence plant diversity.

lant ecology has traditionally focused on
community responses to abiotic varia-

bles, competitive interactions among
plant individuals, and aboveground
herbivory (7). However, in recent decades,

it has become clear that dispersal, speciation (2),
and particularly symbiotic associations (3) also
play important roles in plant population and
community biology. Therefore, belowground
interactions have been increasingly incorpo-
rated into species coexistence models (4).
Herbivores, microbial antagonists, and mutu-
alists differentially affect the fitness of indi-
vidual plants and mediate intraspecific and
interspecific competition and hence coexistence
(3-5). Whereas the detrimental effects of par-
asites and pathogens can be relatively easily
observed, the benefits of mutualistic micro-
organisms such as mycorrhizal fungi are not as
immediately apparent in natural conditions (5),
and consequently their effects on plant popula-
tions and communities are less well understood.
Mycorrhizal associations benefit most ter-
restrial plants by providing enhanced nutri-
ent access and tolerance to abiotic and biotic
stress (6, 7). Mycorrhizal fungi mediate plant
interactions with the soil microbiome, includ-
ing pathogens and mycorrhizosphere mutu-
alists that fix atmospheric nitrogen, take up
phosphorus, produce vitamins, and/or pro-
tect against antagonists (8). Through these
functions, mycorrhizal root symbionts drive
the belowground traits of plants (9), regulate
plant-plant interactions (5), and alter ecosys-
tem processes (10) along with other biotic and
abiotic drivers. Extensive common mycorrhizal
networks (CMNs) physically connect con-
specific and heterospecific plant individu-
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als in soil, governing nutrient transfer into
plants and transmitting phytochemical sig-
nals (1I). There are four principal types of
mycorrhiza—arbuscular mycorrhiza (AM),
ectomycorrhiza (EcM), ericoid mycorrhiza
(ErM) and orchid mycorrhiza (OM)—which dif-
fer in their anatomy and evolutionary ecology
(Table 1) (6, 12). Recent studies have revealed
substantial differences among mycorrhizal
types in plant nutrient acquisition, soil C and
nutrient cycling, and the capacity to protect
against soil-borne pathogens (10, 13) These
differences have global-scale consequences
for soil C sequestration and for mitigating N
pollution and climate warming (14, 15).

Several authors have reviewed the effect of
mycorrhizas on plant community ecology, with
a strong emphasis on AM in grassland ecosys-
tems or OM (5, 16). However, recently published
controlled ecological experiments and compar-
ative studies in ecophysiology, nutrient cycling,
and plant-soil feedback (17-20) extend the
mechanisms of mycorrhizal impact and sug-
gest several key differences among mycorrhi-
zal types.

Here we integrate results from experimental
and observational studies from several dis-
ciplines and demonstrate that various stabi-
lizing and equalizing mechanisms related to
mycorrhizal associations regulate plant coexist-
ence and diversity at local plant community
and landscape levels (Fig. 1). We aim to answer
two major questions: (i) What are the principal
mechanisms by which mycorrhizal associa-
tions affect plant population and community
ecology? and (ii) how do the mechanisms differ
between mycorrhizal types? Finally, we provide
a synthesis of mycorrhizal and mycorrhizal-
type effects on plant biology.

Dispersal and establishment

To establish in a given community, viable dia-
spores first need to reach the target habitat.
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Plant distribution is often dispersal-limited;
that is, not all potential community members
reach suitable habitats (21). For many mutu-
alistic associations, and in particular those
involving plant taxa with negligible photo-
synthetic capacity, a plant individual has
to encounter a fungal symbiont during the
seedling establishment phase (16, 22). Lim-
itation of suitable partners may occur with
higher probability when the host specificity
of associations is high, which is relatively more
common among OM and EcM associations
than among other mycorrhizal types (23). For
example, generalist EcM host plants were more
efficient postglacial dispersers than specialists,
perhaps owing to the better access to appro-
priate symbionts in new habitats (24).

Plant mycorrhizal types differ somewhat
in their primary dispersal vectors: Nearly all
ErM plants are animal- or wind-dispersed, and
OM plants are wind-dispersed, but EcM and
AM plants exhibit multiple dispersal strategies
(25). Certain angiosperms such as orchids (all
known species) produce dust seeds, which can
disperse over long distances. At the same time,
dust seeds lack energy reserves, and therefore
seedlings rely strongly on symbiotic fungi during
the early growth stages (22, 26). Similarly, the
dust-sized spores of pteridophytes disperse effi-
ciently, and the gametophytes of some species
may be mycoheterotrophic (receive much of the
C from fungi), requiring a specific fungal part-
ner (22). Among such groups, the presence of
suitable fungi at a target site or codispersal of
partners becomes a prerequisite for the main-
tenance and establishment of plant populations.

Although fungi produce microscopic dia-
spores, they may also be dispersal-limited (27).
For example, dispersal limitation of EcM fungi
and plants hampers their establishment in
vegetation matrices dominated by AM or ErM
species (27, 28). Most species of EcM fungi
have limited distribution ranges that are com-
monly shaped by those of their hosts (29). Con-
versely, the saprotrophic ErM fungal species
exhibit cross-continental distributions, and
their inoculum is present nearly everywhere
(80). Similarly, many AM fungal taxa display
nearly global distributions despite their relatively
large propagule size—spores or root fragments
colonized by hyphae—indicating efficient long-
distance dispersal (31). Unlike the sexual spores
of most other fungi, AM fungal glomerospores
can tolerate seawater for >1 week (32).

To conclude, dispersal limitation is a com-
mon ecological phenomenon in both mycorrhi-
zal plants and fungi, which may to a relatively
greater extent affect establishment of plants with
obligately mycorrhizal associations. Mycorrhiza-
dependent dispersal limitation tends to be
relatively more important in determining the
establishment success and population dynamics
of OM and EcM plants because of their gen-
erally high partner specificity.
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Belowground fungal linkages

The common mycelial network (CMN)

Genetic individuals of mycorrhizal fungi form
CMNs in soil, connecting the root systems of
conspecific and heterospecific plants of various
ontogenetic stages (17). CMNs among plant
species are strongly compartmentalized by
mycorrhizal type (33) and to a lesser extent by
association specificity (23). CMNs may redis-
tribute carbon and nutrients among plants,
enhance belowground signaling by plants, and
regulate competition (77, 34).

The mycelium of mycorrhizal fungi trans-
ports plant-derived carbon into soil in the
form of sugars, amino acids, and polyols to
sustain the mycorrhizosphere microbiome
(8, 34). The largest plant individuals with
greatest net photosynthesis probably con-
tribute most to the maintenance of mycor-
rhizal networks in AM and EcM symbioses.
Besides maintaining the C demand of many
nonphotosynthetic plants, the interconnect-
ing mycelia transport C and macronutrients
between photosynthesizing plants, represent-
ing 0 to 10% of net C movement (7). Using
stable isotope labeling of carbon dioxide (CO,)
in a field experiment, Klein et al. (35) estimated
that 40% of fine root carbon and 4% of total
carbon originated from other trees.

Even if the rate of interplant C transfer is
relatively low, it may be biologically important
if it sustains the growth of shaded understory
plants, especially seedlings at the stage of ini-
tial establishment. In EcM plants, Pickles et al.
(36) demonstrated that relatively more Cis
transferred to kin than non-kin seedlings of
Pseudotsuga menziesii by mycorrhizal networks.
Although the mechanisms controlling carbon
flow remain poorly understood, these results
suggest that plants may be able to selectively
provide their offspring with a competitive ad-
vantage in a way similar to promoting growth
of root suckers in clonal plants. Enhancing kin

Tedersoo et al., Science 367, eabal223 (2020)

seedlings relative to other conspecific seedlings
may reduce genetic heterogeneity in plant pop-
ulations, especially at fine scales.

Macro- and micronutrients also move be-
tween plants (37, 38). N transfer may be bio-
logically relevant in communities that comprise
plants with large differences in N nutrition and
N content, such as those containing actinorhizal
and rhizobial plants. However, the net positive
N transfer recorded from Eucalyptus sp. to the
actinorhizal Casuarina cunninghamiana (37)
runs counter to the hypothesis of nutrient move-
ment from nitrogen-fixing plants to other plants
and suggests that the mechanisms determining
actual N transfer rates are not fully understood.
Several other experiments demonstrated N or
P flow via host-specific EcM fungi from a non-
host to a host plant (38, 39). However, compared
with mycorrhizal transportation, indirect nutri-
ent transfer pathways, by root and leaf litter
decomposition or uptake of root exudates, are
estimated to be more important (38). Thus, it
appears that AM and EcM fungi generally play
a minor role in mutualistic interplant nutrient
transfer.

Myecorrhizal fungi communicate with plants
using organic acids, volatile organic compounds
(VOCs), and phytohormones to initiate forma-
tion of the symbiosis (40) and to communicate
warnings (41). AM and EcM CMNs are known
to mediate plant-to-plant belowground signal-
ing (42); and the same processes may, in theory,
also occur through ErM, OM, and endophytic
interactions. AM fungi deliver warning signals
from pathogen- or herbivore-attacked plants
to healthy individuals, inducing expression of
defense-related genes and production of stress-
related molecules (42-44), which lead to signal
transfer via jasmonic acid and salicylic acid
pathways (44). These warning systems may
operate within species or at higher taxonomic
levels (43). Besides providing warnings, AM
and EcM fungi mediate plant kin recognition
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(and potentially self-recognition) in soil (36, 45),
which is probably communicated via root exu-
dates (46). Efficient signal transmission may be
under positive selection in both plants and fungi
to maintain a stable environment and nutrient
supply (42).

Taken together, signaling and nutrient
transfer among plants are strongest between
kin, which allows us to hypothesize that adult
plants may support their direct offspring rela-
tive to other seedlings establishing in the root-
ing zone (Fig. 2). Conspecific non-kin and
heterospecific plants from the same mycorrhi-
zal type probably experience weaker commu-
nication and more variable costs and benefits
from CMNs. Plants belonging to different my-
corrhizal types are generally not connected by
belowground signaling pathways and nutrient
transfer, apart from occasional C or nutrient
loss by means of parasitism.

Nutrient trade

Mycorrhiza can shape plant communities
through its differential effects on plant species.
Large plant individuals that contribute more C
to mycorrhizal symbionts gain relatively more
benefits from nutrient uptake by mycobionts
(47), implying nutrient trading. Indeed, AM
plants manipulate C flow to symbionts to pro-
mote root colonization by those fungi supply-
ing most mineral P or N (48). Recently, the
C-to-N trading model was extended to EcM
symbiosis (49). For plants, the benefits of trad-
ing and partner selection are greater in con-
ditions of nutrient limitation and high carbon
availability (48).

Modeling studies indicate that both plants
and fungi benefit from multiple trading part-
ners that have no direct access to the resources
limiting their performance (50). This leads to
selection for more nutrition-specialist partners
and thereby explains the rapid evolutionary loss
of soil C acquisition capacity in mycorrhizal

2 of 9



RESEARCH | REVIEW

’ Focal ‘ ’ Kin ‘ ’Non-kin‘

Carbon

Signal .

Fig. 2. Mycorrhizal network effects on carbon and signal transfer among plants. From left to right:
focal (donor) plant; conspecific kin, conspecific non-kin, heterospecific but same mycorrhizal type,
mycoheterotroph (MH; overlapping symbionts), heterospecific but other mycorrhizal type, and non-
mycorrhizal (NM) plant. Colored lines indicate mycorrhizal fungal networks of different species or different
mycorrhizal type (blue). Arrowheads depict potential antagonism among mycorrhizal fungi and plants of
another mycorrhizal type or NM habit. Arrows indicate the direction of carbon and signal transfer; line width
depicts the relative strength of transfer; dashed lines indicate weak and potentially biologically unimportant
associations; gray, crossed-out lines indicate no association. Lines with question marks represent

hypothetical flows that have not been studied.

fungi (57) and dominance of mycorrhizal plants
in most terrestrial ecosystems (12). With an
increasing number of fungal traders, nutrients
become “cheaper” to plants (52). The presence
of multiple trading partners also favors more
cooperative symbionts and secures greater
stability in the symbiosis (48, 50).

Stabilizing mechanisms of plant coexistence

Stabilizing mechanisms of coexistence enhance
negative intraspecific interactions relative to
interspecific interactions. These mechanisms
include resource partitioning among species,
which results in relaxing interspecific compe-
tition, and frequency-dependent herbivory, re-
sulting in greater losses of common species
(53). Fluctuations in population densities and
environmental factors in space and time may
also contribute to resource partitioning and
thus to species coexistence (53). However,
classical coexistence theory does not address
mutualistic relationships such as mycorrhiza.
Here we outline how mycorrhizal associations
contribute to stabilizing mechanisms.

Negative microbial feedback

Negative density dependence may arise not
only from intraspecific competition but also

Tedersoo et al., Science 367, eabal223 (2020)

from species-specific pathogens under their
preferred hosts (5, 54, 55). In natural and ex-
perimental conditions, NM and AM plants
experience more negative feedback from their
soil biota compared with EcM plants, suggest-
ing that EcM fungi protect plant root systems
relatively more efficiently, compared with other
mycorrhizal guilds (13, 17, 18). Indeed, AM
plants accumulate relatively more pathogenic
fungi in their mycorrhizosphere (55). Fur-
thermore, in temperate and subtropical forests,
EcM saplings and adult trees tend to exhibit
positive density dependence, whereas AM trees
show neutral density dependence (55-57). A
combination of positive density dependence
and differences in soil nutrition may lead to
clustering of EcM tree seedlings around adult
EcM trees and a lack of AM tree saplings
around conspecific adult AM trees (19, 57). Over
time, aggregation of individuals belonging to
a single species can lead to monodominance
(>60% of basal area or stems belong to a sin-
gle species), which is a particularly common
phenomenon in EcM plant communities (58).

The magnitude of negative feedback may
also differ within mycorrhizal types, depend-
ing on the level of root colonization. Plant
species with potentially high growth rates
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and competitive ability tend to exhibit low
AM root colonization and suffer most from
negative soil feedback, compared with slow-
growing species, which tend to experience high
AM colonization and suffer less from negative
feedback (59).

Exclusive partners

Potentially suitable partners represent a biotic
niche space for plants and fungi that form
mycorrhiza. Biotic niche differentiation is
expected to reduce interspecific competition
relative to intraspecific competition and hence
enhance coexistence. Partner exclusivity (host
specificity) is most common in mycoheterotro-
phic associations, where the EcM (“monotro-
poid” subtype) Ericaceae and OM Orchidaceae
are highly dependent on specific, exploited
fungal partners (22). In EcM systems, a few
Scleroderma spp. are exclusive partners of the
gymnosperm Gnetum spp. Conversely, EcM
plant species of Pinus, Alnus, and Pisonia host
multiple highly specific fungal species (60).
The facultative nature of symbiosis for ErM
fungi may disfavor specificity in ErM associ-
ations. In AM fungi, host specificity may be
lacking because of asexuality and the presence
of multiple heterogeneous nuclei in hyphae,
which presents an obstacle to the synchronized
evolution of specificity. Although there is cur-
rently no direct evidence for partner specificity
favoring coexistence in mycorrhizal systems
[but see (61)], specialization enhances coexist-
ence in the plant-pollinator mutualistic system
(62). Besides providing a stabilizing mechanism
through biotic niche differentiation, special-
ist partners may enhance coexistence via en-
hanced benefits (see equalizing mechanisms).

Equalizing mechanisms of plant coexistence

Equalizing mechanisms reduce fitness differ-
ences between species and render interspecific
plant competition more balanced (63). From
this perspective, signaling and nutrient trading
can be viewed partly as equalizing mechanisms
in cases where inferior competitors linked to
mycorrhizal networks are beneficiaries. Coex-
istence is enhanced if mycorrhiza benefits the
competitively inferior species relatively more
than fast-growing dominant species.

Mutualistic mycorrhizal types

Equalizing effects of mycorrhizal colonization
have been demonstrated in multiple exper-
imental systems with AM (63) and EcM (64)
plants. However, there are also conflicting
examples from studies of native and invasive
plants, where mycorrhiza enhances dominant
species and thus impedes coexistence (65).
Mycorrhizal dependency—the relative growth
benefit of mycorrhizal association—differs
among genotypes and species of plants belong-
ing to all mycorrhizal types (59). In AM plants,
early successional species and facultatively
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mycorrhizal taxa exhibit lower growth re-
sponses than late successional taxa (65). These
differences are usually enhanced in species
mixtures compared with monocultures, result-
ing in enhancement of competitively inferior

plant species (if these species are more my-
corrhizal dependent) and thus promoting co-
existence (59).

In nonspecific mycorrhizal associations, geno-

types and species of mycorrhizal fungi benefit

the growth of plant species differentially (65-67).
Natural mycorrhizal fungal communities also
differ in their effects on plant species (66, 67).
This renders observed mycorrhizal coloniza-
tion effects on plant performance variable and

Table 1. Evolutionary and functional differences among plant mycorrhizal types. Ma, millions of years ago; NA, not applicable.

Arbuscular mycorrhiza

Ectomycorrhiza

Ericoid mycorrhiza

Orchid mycorrhiza Nonmycorrhizal

Plant symbionts
(percent of plant

Most vascular

30 lineages of
angiosperms and

Ericaceae,

Orchidaceae (10%)

Several angiosperm
groups (Brassicaceae,

. plants (78%) gymnosperms; Diaspensiaceae (1.4%) 0
species) (12) mostly trees (2%) Proteaceae; 8%)
Ubiquitous, N-poor sails, Highly acidic soils
. mostly temperate - : - o
particularly with mostly high Ubiquitous but Extreme: disturbed,
' : and boreal forests, ) ) )
Typical habitat grasslands, ; organic content, never dominant, early successional,
Mediterranean : . ) ) . .
15, 97) croplands, biomes. patchil usually cold tundra, including epiphytic nutrient-rich, P-starved,
temperate and P y boreal forests, and habitats cold, aquatic habitats

tropical biomes

in lowland
rainforests

montane habitats

Fungal symbionts

Glomeromycota,

>80 lineages of
Basidiomycota,

Multiple lineages of
Ascomycota and

Ceratobasidiaceae,
Serendipitaceae,

None, sometimes loose

(percent of Endogonomycetes some Basidiomycota; Tulasnellaceae (all L

. ) Ascomycota, and some - . associations and

described (Mucoromycota); free-living Basidiomycota), . '
- ) . Endogonomycetes; ) nutritional benefits from
fungal species; obligate mutualists : saprotrophs and sometimes EcM - .
) obligate N . free-living fungi
our estimates) (<0.5%) mutualists (~15%) root endophytes fungi; free-living
° (<0.1%) saprotrophs (<1%)
‘{ntergellulat Intracellular No specialized
Intracellular Hartig net, . u "o .
Anatomy (12) . ™ . Intracellular “coils pelotons,” their structures, sometimes
arbuscules sheathing o
P " digestion AM hyphae
mantle
Aseptate- Septate; few to
Extraradical ASep ) abundant; may ) Septate; few to
multinucleate; few ) Septate; abundant NA
hyphae (6) form rhizomorphs abundant
to abundant L
and high biomass
Fvolutionary >450 Ma 150 to 180 Ma and ~100 Ma ~110 Ma ~110 Ma and onward
history (12) onward
Nutrient Mostly P; low C N and P; moderate N and P; strong C METE [ SO )

- . . : ) . . strong C Nand P; no C
acquisition biodegradation C biodegradation biodegradation : : ) ) :
(6. 10, 51) — - — biodegradation biodegradation capacity

T capacity
Zoochory, Anemochory; dust Mostly anemochory:
Plant dispersal (25) Variable Variable anemochory; seeds; highly y ane y:
. . efficient
efficient efficient
A Seldom limited by UCTICks) Mutualists obtained ezl .
Seedling : mutualist ; by specific Prefers mycorrhiza-free
) mutualist L from soil and roots i .
establishment availabilt availability; kin o G S (60 mutualist soil (12)
y promotion (36) P availability (22)
Plant sol Negative or
feedback ngeutral Positive or neutral Not addressed Positive (22) Negative
(13,17, 18)
Allelochemical ' L
production Uncommon Common Very common Not addressed Variable (sybstantlal n
79, 82) Brassicaceae)

Fungal diversity
effects

Positive on plant
diversity and
productivity (78)

None or weakly
positive (78)

Not addressed

Biotic niche to
species (61)

Not addressed

Mycorrhizal means
of altering plant
co-occurrence and
diversity (see text)
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Differential
benefits, hyphal
networks, trading

None intraguild;
suppresses overall
plant diversity
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None intraguild;
suppresses overall
plant diversity

Not addressed

Suppression via
resource competition
and parasitism
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strongly dependent on the selection of exper-
imental organisms (66). From an ecological
perspective, species- or strain-specific benefits
promote C for nutrient trading and partner
selection. Hence, the availability of more fungal
genotypes and species with complementary
benefits may promote plant species coexistence
and improve community productivity (68).

In mycorrhizal associations, specialist sym-
bionts may provide enhanced benefits to their
partners. If these partners are superior com-
petitors, such as most large trees from the
Pinaceae and Fagaceae families, their special-
ist fungi may promote interspecific competi-
tion. Conversely, inferior competitors, such as
Alnus and Salix species, may potentially gain
a competitive advantage. However, there is, as
yet, no evidence that host-specific and non-
specific EcM fungi provide differential benefits.
From an evolutionary perspective, host-specific
mycorrhizal partners can be viewed as trapped,
because they can only efficiently interact with
a limited number of congeneric hosts and are
therefore forced to be highly cooperative to
survive. Although direct evidence is lacking,
specific partners may have evolved more ef-
ficient communication and nutrient transfer
mechanisms than their generalist competi-
tors, which may somewhat relax the cost of
cooperation. Laboratory experiments reveal
that specialist fungi may deliver resources from
nonhosts to hosts (39), but the occurrence and
biological importance of this phenomenon re-
quire verification in natural conditions.

Mycoheterotrophs

Mycorrhizal networks play a fundamental role
in equalizing interspecific plant competition
in communities where mycoheterotrophs are
found. A strategy of theft rather than fair
trading has evolved among mycoheterotrophs,
in which specialization reflects a host-parasite
arms race, where the plant aims to gain greater
control over a particular fungal “victim” (22).
Fully or partly mycoheterotrophic plants tap
into EcM or AM fungal networks and acquire
some or all of their energy via mycorrhizal fungi
from dominant plant individuals (22). All my-
coheterotrophs are small and slow-growing, and
most occur at low abundance; hence, draw-
ing resources from overstory species allows
them to coexist with more competitive species.
Even when they occur at high abundance (e.g.,
Pyroleae), and despite sometimes displaying
very high rates of transpiration, there is cur-
rently no evidence that mycoheterotrophs drain
C in sufficiently large amounts to damage nurse
trees (69).

Most mycoheterotrophs specialize on a par-
ticular fungal species, narrow group of species,
or genus during the early germination and
adult stages (22). Although there is evidence
for coevolution between plants and fungi in
some orchid genera, abrupt partner shifts are
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common in the mycoheterotrophic Orchida-
ceae and Ericaceae (70). Because of relatively
specific symbiotic associations, mycohetero-
trophs, including orchids, present a relatively
high number of reproductively isolated sym-
patric races and low hybridization rates. Shift-
ing fungal or pollinator partners in populations
of orchid species may characterize these most
common forms of specialization and underlie
the hyperdiversity and ultrahigh diversification
rates observed in Orchidaceae (22, 70). Biotic
niche partitioning through association with
different fungal symbionts promotes the co-
existence of multiple orchid species (16). How-
ever, mycoheterotrophs have historically very
high rates of extinction due to the evolution of
multiple nonviable partner shifts and extinc-
tions of intimate partners (70). Both mycohe-
terotrophic and autotrophic specialist plant
and fungal species would themselves be ex-
tremely threatened by the extinction of their
sole partner.

Arbuscular mycorrhizal symbiosis

—
L e
—

Plant diversity
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Pathogens

Plant biomass
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AM fungi

Initially, mutualistic fungal nursing of seed-
lings in small-seeded plants triggered the loss
of photosynthesis, further seed size reduction,
and autogamy in mycoheterotrophs to secure
efficient dispersal (26). Increasing specializa-
tion toward fungal and pollinator partners has
led to high ecological specificity and increased
diversification rates at population and species
levels, which underlie the high richness and
sometimes strong contribution to local-scale
plant diversity observed among orchids.

Partial mycoheterotrophy has long been con-
sidered an uncommon feature characteristic of
certain orchids and EcM-associated ericaceous
plants. However, recent stable isotopic evi-
dence in natural plant communities suggests
that this phenomenon may be widespread
(>10% of plant species) among shade-tolerant
AM herbs that develop hyphal coils rather than
typical arbuscules in root cells (7). As these
herbs are slow-growing, supplementary C from
dominant AM trees and grasses received via

Ectomycorrhizal symbiosis

Plant biomass | €= |Plantdiversity
EcM fungi | msss==s) | Pathogens

Root competition/pathogen zone

Common mycelium network zone

<

Fig. 3. Relative arbuscular mycorrhizal (left pane) and ectomycorrhizal (right pane) regeneration
niches and the principal differences among mycorrhizal types in plant-mutualist-pathogen relation-
ships (insets). The regeneration niche incorporates spatial heterogeneity in light competition (shade), root
competition, the extent of common mycelial networks, conspecific versus heterospecific nurse plants and the
same versus different mycorrhizal types. Symbol shapes indicate different mycorrhizal types (“spruce,”
ectomycorrhizal; “maple,” arbuscular mycorrhizal); symbol colors indicate different species. Double-sized
symbols indicate flourishing seedlings escaping from root competition and pathogens, and benefiting from
common mycelial networks. In the insets, blue and orange arrows indicate positive and negative effects,
respectively; arrow width depicts the relative importance of the effect; plant-to-plant diversity association is
considered here as a productivity-to-diversity relationship.
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CMNs may account for a previously unrecog-
nized equalizing mechanism promoting plant
coexistence.

Mycorrhizal fungi mediate competition

Mycorrhizal fungi regulate plant coexistence
either by amplifying or equalizing plant com-
petition. Classical plant ecology views com-
petition either as direct interference between
plant individuals or an indirect impact through
resource depletion (72), but actual competitive
interactions are much more complex owing to
the involvement of antagonists and mutualists,
including different mycorrhizal guilds.

Competitive effects of mycorrhizal fungi on plants

The availability of mineral nutrients may
limit the growth of both plants and fungi
in nutrient-poor ecosystems. In EcM eco-
systems, nutrients are immobilized in fungal
biomass to maintain mycelial structures and
maximize reproductive effort. This may lead
to a loss of nutrient-demanding AM plant
species and reduced primary production (73).

Competitive interactions between plant indi-
viduals may be shaped by interactions with
symbiotic fungi. For instance, EcM fungi
reduce mycorrhizal root colonization of neigh-
boring AM herbs (74) and enhance the com-
petitive dominance of EcM trees over AM
trees (75) by promoting litter accumulation
and limiting access to nutrients (Fig. 3). Sim-
ilarly, AM fungi were found to exacerbate iron
deficiency in Eucalyptus seedlings and inhibit
their establishment in Australian AM-dominated
rainforest (76).

EcM and ErM fungi may reduce germina-
tion and growth of nonhost plants through
direct interactions or allelochemicals (77). As
yet there is no evidence for allelopathy in AM
fungi (78). Nonetheless, in both laboratory
and field experiments, AM fungi sometimes
distort the root tissues of non-AM plants, ham-
pering root development and functioning (78).
Controlled experiments show that incompatible
mycorrhizal interactions trigger defense mech-
anisms in nonhost plants and sometimes result
in C loss to interacting fungi (39).

Competitive effects of plants on
mycorrhizal fungi

Plant individuals can affect other plants by
influencing the mycorrhizal fungi associating
with their neighbors. By producing allelo-
chemicals and VOCs, plants may inhibit the
mycorrhizal fungi that associate with other
plants. Ericaceae species are well known for
producing phenolics-rich leaf litter that re-
tards the growth of both AM and EcM fungi
(18, 79, 80). By releasing allelopathic com-
pounds or altering soil chemistry, AM shrubs
reduce root length, root fungal colonization,
and fungal richness of EcM plants (81). Con-
versely, EcM trees can suppress AM coloniza-
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tion of herbs via allelopathic litter or nutrient
competition (74). The relative importance of
allelochemicals in suppressing root coloniza-
tion of other mycorrhizal types remains poorly
understood owing to the design of experi-
ments, which typically lack intraguild controls
(i.e., testing the impact of allelochemicals on
conspecific individuals or on other species
from the same mycorrhizal type) in most ex-
periments (79).

Much information on the effects of allelop-
athy comes from studies of aggressive invasive
plants from the Brassicaceae and Chenopodi-
aceae families (82). These groups may have
evolved the NM habit along with a high con-
tent of allelochemicals in their roots to sup-
press AM and EcM fungi and hence, indirectly,
their mycorrhizal hosts (79). For example, the
highly invasive NM herb Alliaria petiolata
produces allelochemicals that severely reduce
the local abundance of EcM and AM fungi and
the degree to which they colonize other her-
baceous plants and trees (79).

Competitive effects of plants on plants
mediated by mycorrhizal fungi

Competition among plants may be related to
plant mycorrhizal type and mycorrhizal de-
pendence (the relative fungal benefits to plant
species). For instance, ErM plants shed allelo-
pathic and slowly decomposing litter, which
hampers the development of other plants. ErM
fungi with strong saprotrophic capacity render
ericaceous plants highly competitive in acidic,
nutrient-poor soils (30). Both AM and EcM
fungi can protect their host plants from the
detrimental effects of certain allelochemicals
or extend their impact beyond the rhizosphere
(82). In particular, AM fungi transport herbi-
cides and allelochemicals to competing plants,
hampering their growth up to 15 to 20 cm
distant from roots (83). Such synergistic effects
of plants and mycorrhizal fungi in alleviating
and redistributing allelochemicals may well oc-
cur in other mycorrhizal types as well. Under
certain conditions, NM plants may also have
a competitive advantage. NM plants have
evolved several strategies to avoid direct nu-
trient competition, such as nutrient acquisi-
tion from ultrapoor soils or early colonization
of pioneer habitats where mycorrhizal com-
petitors perform poorly, as well as allelopathic
suppression of potential competitors (84).

Plant diversity and mycorrhiza

Experiments with AM plants and fungi have
shown that simultaneous colonization and
network formation by a diverse set of fungi
can synergistically promote coexistence and
diversity of plant species, compared to a sys-
tem with a low diversity of fungi (85). Field
studies in various natural ecosystems also sug-
gest that mycorrhizal fungal and plant diver-
sity are positively related (86, 87). Besides
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increasing resource use complementarity (88),
high fungal diversity may enhance nutrient
trading (50), improve overall nutrient acquisition
by plants, and promote primary productivity
(85). In contrast to AM systems, experiments
with EcM plants have revealed no fungal di-
versity effect on host performance or ecosystem
services (64), despite some evidence for parti-
tioning of organic P sources (89) and high
functional complementarity among EcM fun-
gal species (10, 51). However, the lack of such
effects may be related to studying seedlings
over a short time.

Across geographic scales, EcM-dominated
plant communities tend to be less diverse
than AM-dominated communities (90, 9I).
The above-described mechanisms related to
altered nutrient availability (0) and accumu-
lation of organic material and allelopathic
compounds in EcM systems (79) provide plau-
sible explanations. Alternatively, differences
in plant diversity between EcM- and AM-
dominated habitats may be related to plant-
soil feedback. Because AM plants are relatively
vulnerable to soil-borne pathogen attack and
accumulate soil-borne pathogens, density-
dependent accumulation of taxon-specific
pathogens in the rhizosphere may suppress
the abundance of prevalent AM plant species
and hence contribute to the high plant diver-
sity in AM-dominated communities (5, 73, 92).
We suggest that these four mechanisms—
access to organic nutrients, accumulation of
organic material and allelopathic compounds,
and positive plant soil feedback—act synergis-
tically in EcM-dominated plant communities
to maintain community monodominance over
multiple generations.

Different mycorrhizal types

In many terrestrial ecosystems, three or more
mycorrhizal types coexist, which may reflect
different biological mechanisms. Fungi from
all mycorrhizal types compete for mineral
nutrients, but their differential capacity for
organic nutrition enables a certain level of
resource partitioning. In boreal and temper-
ate forests, there is evidence for vertical niche
partitioning among fungi belonging to differ-
ent mycorrhizal types (93, 94). For example,
AM and ErM fungi specialize in uptake of
different forms of P (95), whereas AM and EcM
fungi partition sources of N (96). AM fungi can
only access a subset of P forms available to EcM
fungi (20), although this may be compensated
by a lower C cost to AM fungi. Fine-scale dis-
turbance and spatial heterogeneity of soil nu-
trients may further promote coexistence of
plants associating with different groups of
fungi (6, 97). Such niche differentiation among
plant mycorrhizal types potentially increases
competition within mycorrhizal types, while
enhancing coexistence of plants belonging to
different mycorrhizal types.
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Plant coexistence from a mycorrhizal
perspective: Synthesis

Plant nutrient acquisition strategies and re-
sistance to soil-borne pathogens strongly de-
pend on mycorrhizal associations. Fungal
partners belonging to different mycorrhizal
types modify local soil conditions and generate
habitat patches of differential quality, which
affects offspring establishment of both host
and nonhost plant species (19, 55). EcM and
ErM associations acidify soil by producing
recalcitrant litter, deplete available nutrients,
and produce allelochemicals (10, 82, 97), where-
as AM systems accumulate relatively more soil-
borne pathogens (13, 55). Therefore, the size
and distinctness of such habitat patches are a
function of plant traits related to mycorrhizal
associations, root and foliar chemistry, and
competition. The resulting local abiotic and
biotic heterogeneity creates specific regener-
ation niches for plants with different functional
traits, including mycorrhizal type (75, 98, 99).
Although most plants preferentially establish
outside the zone of direct root competition and
shade, establishment of EcM plants seems to
depend most on the availability of preestab-
lished CMNs (19, 100). Orchids and most my-
coheterotrophic groups require the presence
of specific fungal species for germination and
growth. Establishment of AM plants tends to
fail under conspecific AM trees (19, 55) and
under EcM vegetation (73), their main regen-
eration niche being under heterospecific AM
plants (Fig. 3).

To conclude, local-scale coexistence of plant
species from different mycorrhizal types is en-
hanced by mycorrhiza-mediated resource parti-
tioning. In EcM systems, positive soil feedback,
build-up of recalcitrant organic material in
topsoil, and access to nutrients in these organic
layers enhance dominance and lead to lower
diversity compared to AM systems. Conversely,
negative soil feedback and differential mycor-
rhizal effects favor coexistence of AM plants,
leading to high diversity of plants, soil mi-
crobes, and fauna.

Research needs

Despite insights from experimental mycorrhizal
research conducted during more than a century,
relatively little is known about the roles of
mycorrhizal fungi in shaping plant communi-
ties. We identify three major unresolved issues
and propose ways of addressing them.

Balanced incorporation of different mycorrhizal
types in experimental research

The relative ease of manipulating herbaceous
plants has favored use of AM symbiosis as a
model mycorrhizal association in plant ecol-
ogy (78), although difficulties in handling
uncultured fungal taxa limit the range of
possible experiments. We identified substan-
tial functional differences among plants and
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fungi belonging to different mycorrhizal types,
which invalidate generalization from AM-
based models to other types of mycorrhiza. In
particular, knowledge about the function and
ecology of ErM associations needs to be im-
proved. To disentangle the actual role of my-
corrhiza in structuring plant communities,
ecologists should address systems in which
different mycorrhizal types are represented,
such as temperate deciduous forests, Medi-
terranean shrublands, and tropical montane
forests.

Mycorrhizal response to global change

Changes in climate, water, and nutrient avail-
ability, as well as invasions of plants and an-
tagonists, trigger major shifts in vegetation
and its associated microbiome (75). Changing
abiotic and biotic environments may alter the
costs and benefits of mycorrhizal associations
and shift the competitive balance among my-
corrhizal types and related ecosystem services.
Information about the dispersal capacities
and climatic tolerances of symbiotic fungi,
and potential shifts in mycorrhizal function-
ality, would notably inform predictions about
global change effects on agriculture, forestry,
and conservation (27, 101).

Role of the common mycelial network

CMNs represent one of the most fascinating
features of mycorrhizal associations. Multiple
studies have addressed C and nutrient redis-
tribution among plants via CMNs and revealed
the vital role of CMNs in the mycoheterotro-
phic lifestyle; yet the ecological importance of
CMNs for autotrophic plants remains heavily
debated (11, 35, 78). Novel tools such as -omics
techniques; stable isotopes of O, K, and Ca; or
nanoparticles offer real promise to trace the
fate of resources in greater detail and in nat-
ural conditions (102-104). It has only recent-
ly been recognized that CMNs can transfer
allelochemicals and transmit plant signals.
Theoretically, hyphal networks could also rep-
resent pathways for virus transmission, given
that several phytoviruses can infect fungi (105).
If this were true, it would represent a new
stabilizing mechanism promoting plant spe-
cies co-occurrence and diversity, when abun-
dant and fast-growing plant species, which
usually invest little to defense systems, are
affected most.

Conclusions

We posit that plant-fungal mycorrhizal associ-
ations per se and interlinking hyphal networks
synergistically affect plant communities and
ecosystem services through the altered func-
tional traits and autecology of host plants.
This is perhaps most clearly apparent in the
specialized C nutrition of orchids and myco-
heterotrophs. ErM plants but also some NM
plants have evolved specific means of mineral
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nutrition in extremely nutrient-poor or other-
wise extreme environmental conditions. Both
high hyphal biomass and physical ensheath-
ing of plant feeder roots may underlie the
relatively strong protective benefits of EcM
fungi to their host plants, which results in
positive plant-soil feedback and high popu-
lation densities and may, in the long term,
lead to the development of low-diversity, po-
tentially monodominant, ecosystems. The ways
in which mycorrhizal plants and fungi modify
the environment produce spatially distinct
regeneration niches that favor establishment
of plant species with different functional traits.

We recognize three ways in which different
types of mycorrhiza influence plant population
and community ecology: by affecting plant dis-
persal, establishment, and coexistence (the
latter through stabilizing and equalizing mech-
anisms). Dispersal limitation of one or both
symbiotic partners restricts the distribution
of OM and EcM plants more than AM, ErM,
and NM plants. Failure of either partner to
arrive or establish in a given habitat may alter
the diversity, as well as the taxonomic and
mycorrhizal type composition, of plant com-
munities. Stabilizing mechanisms via nega-
tive soil feedback are best understood in the
context of AM systems. Niche differentiation
both within and among mycorrhizal types en-
hances coexistence by leveraging interspecific
competition via different rooting depths, forag-
ing strategies, and soil nutrient partitioning.
Equalizing mechanisms, which enhance weaker
competitors, may operate through differen-
tial mycorrhizal benefits that elicit relatively
stronger positive growth responses or enhance-
ment of seedling establishment via CMNs. Al-
though CMNs are important in AM, OM, and
EcM associations, evidence that they enhance
coexistence and diversity is so far limited to AM
and OM systems. Species-specific benefits and
resource trading may represent key mecha-
nisms by which diversity begets diversity in
plant-mycorrhizal fungi mutualistic systems.

REFERENCES AND NOTES

1. D. Tilman, Resource Competition and Community Structure
(Princeton Univ. Press, 1982).

2. L. Gotzenberger et al., Ecological assembly rules in plant
communities—Approaches, patterns and prospects.

Biol. Rev. Camb. Philos. Soc. 87, 111-127 (2012).
doi: 10.1111/].1469-185X.2011.00187.x; pmid: 21692965

3. D. A Wardle et al., Ecological linkages between aboveground
and belowground biota. Science 304, 1629-1633 (2004).
doi: 10.1126/science.1094875; pmid: 15192218

4. J. D. Bever, Dynamics within mutualism and the maintenance
of diversity: Inference from a model of interguild frequency
dependence. Ecol. Lett. 2, 52-61 (1999). doi: 10.1046/j.1461-
0248.1999.21050.x

5. J.D.Beveret al., Rooting theories of plant community ecology
in microbial interactions. Trends Ecol. Evol. 25, 468-478
(2010). doi: 10.1016/j.tree.2010.05.004; pmid: 20557974

6. S. E. Smith, D. J. Read, Mycorrhizal Symbiosis (Academic
Press, ed. 3, 2008).

7. S. Rasmann, A. Bennett, A. Biere, A. Karley, E. Guerrieri,
Root symbionts: Powerful drivers of plant above- and
belowground indirect defenses. Insect Sci. 24, 947-960
(2017). doi: 10.1111/1744-7917.12464; pmid: 28374534

70f9


http://dx.doi.org/10.1111/j.1469-185X.2011.00187.x
http://www.ncbi.nlm.nih.gov/pubmed/21692965
http://dx.doi.org/10.1126/science.1094875
http://www.ncbi.nlm.nih.gov/pubmed/15192218
http://dx.doi.org/10.1046/j.1461-0248.1999.21050.x
http://dx.doi.org/10.1046/j.1461-0248.1999.21050.x
http://dx.doi.org/10.1016/j.tree.2010.05.004
http://www.ncbi.nlm.nih.gov/pubmed/20557974
http://dx.doi.org/10.1111/1744-7917.12464
http://www.ncbi.nlm.nih.gov/pubmed/28374534

RESEARCH |

REVIEW

8.

10.

1L

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Tedersoo et al., Science 367, eabal223 (2020)

M. Buée, W. De Boer, F. Martin, L. van Overbeek,

E. Jurkevitch, The rhizosphere zoo: An overview of
plant-associated communities of microorganisms,
including phages, bacteria, archaea, and fungi, and some
of their structuring factors. Plant Soil 321, 189-212
(2009). doi: 10.1007/511104-009-9991-3

M. L. McCormack et al., Building a better foundation:
Improving root-trait measurements to understand and model
plant and ecosystem processes. New Phytol. 215, 27-37
(2017). doi: 10.1111/nph.14459; pmid: 28295373

L. Tedersoo, M. Bahram, Mycorrhizal types differ in
ecophysiology and alter plant nutrition and soil processes.
Biol. Rev. 94, 1857-1880 (2019).

doi: 10.1111/brv.12538; pmid: 31270944

S. W. Simard et al., Mycorrhizal networks: Mechanisms,
ecology and modelling. Fungal Biol. Rev. 26, 39-60 (2012).
doi: 10.1016/j.fbr.2012.01.001

M. C. Brundrett, L. Tedersoo, Evolutionary history of
mycorrhizal symbioses and global host plant diversity.

New Phytol. 220, 1108-1115 (2018). doi: 10.1111/nph.14976;
pmid: 29355963

K. Kadowaki et al., Mycorrhizal fungi mediate the direction
and strength of plant-soil feedbacks differently between
arbuscular mycorrhizal and ectomycorrhizal communities.
Commun. Biol. 1,196 (2018). doi: 10.1038/542003-018-0201-9;
pmid: 30480098

C. Terrer, S. Vicca, B. A. Hungate, R. P. Phillips, I. C. Prentice,
Mycorrhizal association as a primary control of the CO,
fertilization effect. Science 353, 72-74 (2016). doi: 10.1126/
science.aaf4610; pmid: 27365447

N. A. Soudzilovskaia et al., Global mycorrhizal plant
distribution linked to terrestrial carbon stocks. Nat. Commun.
10, 5077 (2019). doi: 10.1038/541467-019-13019-2

M. K. McCormick, D. F. Whigham, A. Canchani-Viruet,
Mycorrhizal fungi affect orchid distribution and population
dynamics. New Phytol. 219, 1207-1215 (2018). doi: 10.1111/
nph.15223; pmid: 29790578

J. A. Bennett et al., Plant-soil feedbacks and mycorrhizal type
influence temperate forest population dynamics. Science
355, 181-184 (2017). doi: 10.1126/science.aai8212;

pmid: 28082590

F. P. Teste et al., Plant-soil feedback and the maintenance
of diversity in Mediterranean-climate shrublands.

Science 355, 173-176 (2017). doi: 10.1126/science.aai8291;
pmid: 28082588

D. J. Johnson, K. Clay, R. P. Phillips, Mycorrhizal associations
and the spatial structure of an old-growth forest community.
Oecologia 186, 195-204 (2018). doi: 10.1007/s00442-017-
3987-0; pmid: 29086005

X. Liu et al., Partitioning of soil phosphorus among arbuscular
and ectomycorrhizal trees in tropical and subtropical
forests. Ecol. Lett. 21, 713-723 (2018). doi: 10.1111/ele.12939;
pmid: 29536604

J. A Myers, K. E. Harms, Seed arrival, ecological filters, and
plant species richness: A meta-analysis. Ecol. Lett. 12,
1250-1260 (2009). doi: 10.1111/}.1461-0248.2009.01373.x;
pmid: 19723285

V. Merckx, Mycoheterotrophy: The Biology of Plants Living on
Fungi (Springer, 2013).

S. Pélme et al., Host preference and network properties
in biotrophic plant-fungal associations. New Phytol. 217,
1230-1239 (2018). doi: 10.1111/nph.14895;

pmid: 29165806

J. Pither, B. J. Pickles, S. W. Simard, A. Ordonez,

J. W. Williams, Below-ground biotic interactions
moderated the postglacial range dynamics of trees.

New Phytol. 220, 1148-1160 (2018). doi: 10.1111/
nph.15203; pmid: 29770964

M. Correia, R. Heleno, P. Vargas, S. Rodriguez-Echeverria,
Should | stay or should | go? Mycorrhizal plants are more
likely to invest in long-distance seed dispersal than
non-mycorrhizal plants. Ecol. Lett. 21, 683-691 (2018).

doi: 10.1111/ele.12936; pmid: 29536599

0. Eriksson, K. Kainulainen, The evolutionary ecology of dust
seeds. Perspect. Plant Ecol. Evol. Syst. 13, 73-87 (2011).
doi: 10.1016/].ppees.2011.02.002

T. R. Horton, Spore dispersal in ectomycorrhizal fungi at fine
and regional scales. Ecol. Stud. 230, 61-78 (2017).

doi: 10.1007/978-3-319-56363-3_3

K. G. Peay, M. Garbelotto, T. D. Bruns, Evidence of dispersal
limitation in soil microorganisms: Isolation reduces species
richness on mycorrhizal tree islands. Ecology 91, 3631-3640
(2010). doi: 10.1890/09-2237.1; pmid: 21302834

29.

30.

3L

32.

33.

34.

35.

36.

37.

38.

39.

40.

41

42.

43.

44,

45.

46.

47.

48.

49.

50.

H. Sato, R. Tsujino, K. Kurita, K. Yokoyama, K. Agata,
Modelling the global distribution of fungal species:

New insights into microbial cosmopolitanism. Mol. Ecol. 21,
5599-5612 (2012). doi: 10.1111/mec.12053; pmid: 23062148
P. Kohout, Biogeography of ericoid mycorrhiza. Ecol. Stud.
230, 179-193 (2017). doi: 10.1007/978-3-319-56363-3_9

J. Davison et al., Microbial island biogeography: Isolation
shapes the life history characteristics but not diversity of
root-symbiotic fungal communities. ISME J. 12, 2211-2224
(2018). doi: 10.1038/541396-018-0196-8; pmid: 29884829
R. E. Koske, J. N. Gemma, VA Mycorrhizae in strand
vegetation of Hawaii: Evidence for long-distance codispersal
of plants and fungi. Am. J. Bot. 77, 466-474 (1990).

doi: 10.1002/}.1537-2197.1990.tb13577.x; pmid: 30139163

H. Toju, P. R. Guimaraes, J. M. Olesen, J. N. Thompson,
Assembly of complex plant-fungus networks.

Nat. Commun. 5, 5273 (2014). doi: 10.1038/ncomms6273;
pmid: 25327887

J. Leake et al., Networks of power and influence: The role of
mycorrhizal mycelium in controlling plant communities and
agroecosystem functioning. Can. J. Bot. 82, 1016-1045
(2004). doi: 10.1139/b04-060

T. Klein, R. T. L. Siegwolf, C. Korner, Belowground carbon
trade among tall trees in a temperate forest. Science 352,
342-344 (2016). doi: 10.1126/science.aad6188;

pmid: 27081070

B. J. Pickles et al., Transfer of * C between paired Douglas-fir
seedlings reveals plant kinship effects and uptake of
exudates by ectomycorrhizas. New Phytol. 214, 400-411
(2017). doi: 10.1111/nph.14325; pmid: 27870059

X. He, C. Critchley, C. S. Bledsoe, Nitrogen transfer within
and between plants through common mycorrhizal networks
(CMNSs). Crit. Rev. Plant Sci. 22, 531-567 (2003).

doi: 10.1080/713608315

J. W. Munroe, M. E. Isaac, No-fixing trees and the transfer of
fixed-N for sustainable agroforestry: A review. Agron. Sustain. Dev.
34, 417-427 (2014). doi: 101007/513593-013-0190-5

R. D. Finlay, Functional aspects of incompatible
ectomycorrhizal associations. Agric. Ecosyst. Environ. 28,
127-131 (1990). doi: 10.1016/0167-8809(90)90027-B

F. Martin, Molecular Mycorrhizal Symbiosis (Wiley-Blackwell,
2017).

S. Werner, A. Polle, N. Brinkmann, Belowground
communication: Impacts of volatile organic compounds
(VOCs) from soil fungi on other soil-inhabiting organisms.
Appl. Microbiol. Biotechnol. 100, 8651-8665 (2016).

doi: 10.1007/500253-016-7792-1; pmid: 27638017

M. A. Gorzelak, A. K. Asay, B. J. Pickles, S. W. Simard,
Inter-plant communication through mycorrhizal networks
mediates complex adaptive behaviour in plant communities.
AoB Plants 7, plv050 (2015). doi: 10.1093/aobpla/plv050;
pmid: 25979966

Y. Y. Song, S. W. Simard, A. Carroll, W. W. Mohn, R. S. Zeng,
Defoliation of interior Douglas-fir elicits carbon transfer and
stress signalling to ponderosa pine neighbors through
ectomycorrhizal networks. Sci. Rep. 5, 8495 (2015).

doi: 10.1038/srep08495; pmid: 25683155

D. Johnson, L. Gilbert, Interplant signalling through hyphal
networks. New Phytol. 205, 1448-1453 (2015). doi: 10.1111/
nph.13115; pmid: 25421970

A. L. File, J. Klironomos, H. Maherali, S. A. Dudley, Plant kin
recognition enhances abundance of symbiotic microbial
partner. PLOS ONE 7, e45648 (2012). doi: 10.1371/journal.
pone.0045648; pmid: 23029158

M. Semchenko, S. Saar, A. Lepik, Plant root exudates mediate
neighbour recognition and trigger complex behavioural
changes. New Phytol. 204, 631-637 (2014). doi: 10.1111/
nph.12930; pmid: 25039372

H. Ek, S. Andersson, B. Séderstrém, Carbon and nitrogen
flow in silver birch and Norway spruce connected by a
common mycorrhizal mycelium. Mycorrhiza 6, 465-467
(1997). doi: 10.1007/5005720050148

J. D. Bever, Preferential allocation, physio-evolutionary
feedbacks, and the stability and environmental patterns of
mutualism between plants and their root symbionts.

New Phytol. 205, 1503-1514 (2015). doi: 10.1111/nph.13239;
pmid: 25561086

S. Hortal et al., Role of plant-fungal nutrient trading and host
control in determining the competitive success of
ectomycorrhizal fungi. ISME J. 11, 2666-2676 (2017).

doi: 10.1038/ismej.2017.116; pmid: 28731478

G. A. K. Wyatt, E. T. Kiers, A. Gardner, S. A. West, A biological
market analysis of the plant-mycorrhizal symbiosis. Evolution

£ 13

21 February 2020

51

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

68, 2603-2618 (2014). doi: 10.1111/ev0.12466;

pmid: 24909843

A. Kohler et al., Convergent losses of decay mechanisms
and rapid turnover of symbiosis genes in mycorrhizal
mutualists. Nat. Genet. 47, 410-415 (2015). doi: 10.1038/
ng.3223; pmid: 25706625

A. Argtiello et al., Options of partners improve carbon for
phosphorus trade in the arbuscular mycorrhizal mutualism.
Ecol. Lett. 19, 648-656 (2016). doi: 10.1111/ele.12601;

pmid: 27074533

P. Chesson, Updates on mechanisms of maintenance of
species diversity. J. Ecol. 106, 1773-1794 (2018).

doi: 10.1111/1365-2745.13035

A. Packer, K. Clay, Soil pathogens and spatial patterns of
seedling mortality in a temperate tree. Nature 404, 278-281
(2000). doi: 10.1038/35005072; pmid: 10749209

L. Chen et al., Differential soil fungus accumulation and
density dependence of trees in a subtropical forest. Science
366, 124-128 (2019). doi: 10.1126/science.aaul36l;

pmid: 31604314

I. A. Dickie, N. Koele, J. D. Blum, J. D. Gleason, M. S. McGlone
, Mycorrhizas in changing ecosystems. Botany 92, 149-160
(2014). doi: 10.1139/¢jb-2013-0091

T. Sasaki et al., Role of mycorrhizal associations in tree
spatial distribution patterns based on size class in an old-
growth forest. Oecologia 189, 971-980 (2019). doi: 10.1007/
s00442-019-04376-2; pmid: 30919108

K. S. Peh, S. L. Lewis, J. Lloyd, Mechanisms of
monodominance in diverse tropical tree-dominated systems.
J. Ecol. 99, 891-898 (2011). doi: 10.1111/].1365-
2745.2011.01827.x

M. Moora, M. Zobel, Arbuscular mycorrhizae and plant-plant
interactions, in Positive Plant Interactions and Community
Biology, F. Pugnaire, Ed. (CRC Press, 2010), pp. 79-98.

P. G. Kennedy, J. K. M. Walker, L. M. Bogar, Interspecific
mycorrhizal networks and non-networking hosts: Exploring
the ecology of host genus Alnus. Ecol. Stud. 224, 227-254
(2015). doi: 10.1007/978-94-017-7395-9_8

M. W. Waud, P. Busschaert, B. Lievens, H. Jacquemyn,
Specificity and localised distribution of mycorrhizal fungi in
the soil may contribute to co-existence of orchid species.
Fungal Ecol. 20, 155-165 (2016). doi: 10.1016/
j.funeco.2015.12.008

A. Pauw, Can pollination niches facilitate plant coexistence?
Trends Ecol. Evol. 28, 30-37 (2013). doi: 10.1016/
j.tree.2012.07.019; pmid: 22951227

S. Stanescu, H. Maherali, Arbuscular mycorrhizal fungi alter
the competitive hierarchy among old-field plant species.
Oecologia 183, 479-491 (2017). doi: 10.1007/500442-016-
3771-6; pmid: 27848080

D. A. Perry et al., Mycorrhizal fungi in mixed-species forests
and other tales of positive feedback, redundancy and
stability, in The Ecology of Mixed-Species Stands of

Trees, M. G. Cannell et al., Eds. (Blackwell, London, 1992),
pp. 151-179.

D. C. Hartnett, G. W. T. Wilson, Mycorrhizae influence plant
community structure and diversity in tallgrass prairie.
Ecology 80, 1187-1195 (1999). doi: 10.1890/0012-9658
(1999)080[1187:MIPCSA]2.0.CO;2

J. D. Hoeksema et al., Evolutionary history of plant hosts and
fungal symbionts predicts the strength of mycorrhizal
mutualism. Commun. Biol. 1, 116 (2018). doi: 10.1038/
542003-018-0120-9; pmid: 30271996

C. Hazard, L. Kruitbos, H. Davidson, A. F. S. Taylor,

D. Johnson, Contrasting effects of intra- and interspecific
identity and richness of ectomycorrhizal fungi on host plants,
nutrient retention and multifunctionality. New Phytol. 213,
852-863 (2017). doi: 10.1111/nph.14184; pmid: 27636558

B. Bachelot, M. Uriarte, K. L. McGuire, J. Thompson,

J. Zimmerman, Arbuscular mycorrhizal fungal diversity and
natural enemies promote coexistence of tropical tree species.
Ecology 98, 712-720 (2017). doi: 10.1002/ecy.1683;

pmid: 27984646

L. Tedersoo, P. Pellet, U. Kdljalg, M.-A. Selosse, Parallel
evolutionary paths to mycoheterotrophy in understorey
Ericaceae and Orchidaceae: Ecological evidence for
mixotrophy in Pyroleae. Oecologia 151, 206-217 (2007).
doi: 10.1007/500442-006-0581-2; pmid: 17089139

D. L. Taylor et al., Progress and prospects for the ecological
genetics of mycoheterotrophs, in Mycoheterotrophy,

V. Merckx, Ed. (Springer, 2013), pp. 245-266.

P. Giesemann, H. N. Rasmussen, H. T. Liebel, G. Gebauer,
Discreet heterotrophs: Green plants that receive fungal

8of9


http://dx.doi.org/10.1007/s11104-009-9991-3
http://dx.doi.org/10.1111/nph.14459
http://www.ncbi.nlm.nih.gov/pubmed/28295373
http://dx.doi.org/10.1111/brv.12538
http://www.ncbi.nlm.nih.gov/pubmed/31270944
http://dx.doi.org/10.1016/j.fbr.2012.01.001
http://dx.doi.org/10.1111/nph.14976
http://www.ncbi.nlm.nih.gov/pubmed/29355963
http://dx.doi.org/10.1038/s42003-018-0201-9
http://www.ncbi.nlm.nih.gov/pubmed/30480098
http://dx.doi.org/10.1126/science.aaf4610
http://dx.doi.org/10.1126/science.aaf4610
http://www.ncbi.nlm.nih.gov/pubmed/27365447
http://dx.doi.org/10.1038/s41467-019-13019-2
http://dx.doi.org/10.1111/nph.15223
http://dx.doi.org/10.1111/nph.15223
http://www.ncbi.nlm.nih.gov/pubmed/29790578
http://dx.doi.org/10.1126/science.aai8212
http://www.ncbi.nlm.nih.gov/pubmed/28082590
http://dx.doi.org/10.1126/science.aai8291
http://www.ncbi.nlm.nih.gov/pubmed/28082588
http://dx.doi.org/10.1007/s00442-017-3987-0
http://dx.doi.org/10.1007/s00442-017-3987-0
http://www.ncbi.nlm.nih.gov/pubmed/29086005
http://dx.doi.org/10.1111/ele.12939
http://www.ncbi.nlm.nih.gov/pubmed/29536604
http://dx.doi.org/10.1111/j.1461-0248.2009.01373.x
http://www.ncbi.nlm.nih.gov/pubmed/19723285
http://dx.doi.org/10.1111/nph.14895
http://www.ncbi.nlm.nih.gov/pubmed/29165806
http://dx.doi.org/10.1111/nph.15203
http://dx.doi.org/10.1111/nph.15203
http://www.ncbi.nlm.nih.gov/pubmed/29770964
http://dx.doi.org/10.1111/ele.12936
http://www.ncbi.nlm.nih.gov/pubmed/29536599
http://dx.doi.org/10.1016/j.ppees.2011.02.002
http://dx.doi.org/10.1007/978-3-319-56363-3_3
http://dx.doi.org/10.1890/09-2237.1
http://www.ncbi.nlm.nih.gov/pubmed/21302834
http://dx.doi.org/10.1111/mec.12053
http://www.ncbi.nlm.nih.gov/pubmed/23062148
http://dx.doi.org/10.1007/978-3-319-56363-3_9
http://dx.doi.org/10.1038/s41396-018-0196-8
http://www.ncbi.nlm.nih.gov/pubmed/29884829
http://dx.doi.org/10.1002/j.1537-2197.1990.tb13577.x
http://www.ncbi.nlm.nih.gov/pubmed/30139163
http://dx.doi.org/10.1038/ncomms6273
http://www.ncbi.nlm.nih.gov/pubmed/25327887
http://dx.doi.org/10.1139/b04-060
http://dx.doi.org/10.1126/science.aad6188
http://www.ncbi.nlm.nih.gov/pubmed/27081070
http://dx.doi.org/10.1111/nph.14325
http://www.ncbi.nlm.nih.gov/pubmed/27870059
http://dx.doi.org/10.1080/713608315
http://dx.doi.org/10.1007/s13593-013-0190-5
http://dx.doi.org/10.1016/0167-8809(90)90027-B
http://dx.doi.org/10.1007/s00253-016-7792-1
http://www.ncbi.nlm.nih.gov/pubmed/27638017
http://dx.doi.org/10.1093/aobpla/plv050
http://www.ncbi.nlm.nih.gov/pubmed/25979966
http://dx.doi.org/10.1038/srep08495
http://www.ncbi.nlm.nih.gov/pubmed/25683155
http://dx.doi.org/10.1111/nph.13115
http://dx.doi.org/10.1111/nph.13115
http://www.ncbi.nlm.nih.gov/pubmed/25421970
http://dx.doi.org/10.1371/journal.pone.0045648
http://dx.doi.org/10.1371/journal.pone.0045648
http://www.ncbi.nlm.nih.gov/pubmed/23029158
http://dx.doi.org/10.1111/nph.12930
http://dx.doi.org/10.1111/nph.12930
http://www.ncbi.nlm.nih.gov/pubmed/25039372
http://dx.doi.org/10.1007/s005720050148
http://dx.doi.org/10.1111/nph.13239
http://www.ncbi.nlm.nih.gov/pubmed/25561086
http://dx.doi.org/10.1038/ismej.2017.116
http://www.ncbi.nlm.nih.gov/pubmed/28731478
http://dx.doi.org/10.1111/evo.12466
http://www.ncbi.nlm.nih.gov/pubmed/24909843
http://dx.doi.org/10.1038/ng.3223
http://dx.doi.org/10.1038/ng.3223
http://www.ncbi.nlm.nih.gov/pubmed/25706625
http://dx.doi.org/10.1111/ele.12601
http://www.ncbi.nlm.nih.gov/pubmed/27074533
http://dx.doi.org/10.1111/1365-2745.13035
http://dx.doi.org/10.1038/35005072
http://www.ncbi.nlm.nih.gov/pubmed/10749209
http://dx.doi.org/10.1126/science.aau1361
http://www.ncbi.nlm.nih.gov/pubmed/31604314
http://dx.doi.org/10.1139/cjb-2013-0091
http://dx.doi.org/10.1007/s00442-019-04376-2
http://dx.doi.org/10.1007/s00442-019-04376-2
http://www.ncbi.nlm.nih.gov/pubmed/30919108
http://dx.doi.org/10.1111/j.1365-2745.2011.01827.x
http://dx.doi.org/10.1111/j.1365-2745.2011.01827.x
http://dx.doi.org/10.1007/978-94-017-7395-9_8
http://dx.doi.org/10.1016/j.funeco.2015.12.008
http://dx.doi.org/10.1016/j.funeco.2015.12.008
http://dx.doi.org/10.1016/j.tree.2012.07.019
http://dx.doi.org/10.1016/j.tree.2012.07.019
http://www.ncbi.nlm.nih.gov/pubmed/22951227
http://dx.doi.org/10.1007/s00442-016-3771-6
http://dx.doi.org/10.1007/s00442-016-3771-6
http://www.ncbi.nlm.nih.gov/pubmed/27848080
http://dx.doi.org/10.1890/0012-9658(1999)080[1187:MIPCSA]2.0.CO;2
http://dx.doi.org/10.1890/0012-9658(1999)080[1187:MIPCSA]2.0.CO;2
http://dx.doi.org/10.1038/s42003-018-0120-9
http://dx.doi.org/10.1038/s42003-018-0120-9
http://www.ncbi.nlm.nih.gov/pubmed/30271996
http://dx.doi.org/10.1111/nph.14184
http://www.ncbi.nlm.nih.gov/pubmed/27636558
http://dx.doi.org/10.1002/ecy.1683
http://www.ncbi.nlm.nih.gov/pubmed/27984646
http://dx.doi.org/10.1007/s00442-006-0581-2
http://www.ncbi.nlm.nih.gov/pubmed/17089139

RESEARCH |

REVIEW

72.

73.

74.

75.

76.

77.

78.

79.

80.

8L

82.

83.

Tedersoo et al., Science 367, eabal223 (2020)

carbon through Paris-type arbuscular mycorrhiza.

New Phytol. nph.16367 (2019). doi: 10.1111/nph.16367;
pmid: 31837155

E. T. Aschehoug, R. Brooker, D. Z. Atwater, J. L. Maron,

R. M. Callaway, The mechanisms and consequences of
interspecific competition among plants. Annu. Rev. Ecol. Evol.
Syst. 47, 263-281 (2016). doi: 10.1146/annurev-ecolsys-
121415-032123

0. Franklin, T. Nasholm, P. Hogberg, M. N. Hogberg, Forests
trapped in nitrogen limitation—An ecological market
perspective on ectomycorrhizal symbiosis. New Phytol. 203,
657-666 (2014). doi: 10.1111/nph.12840; pmid: 24824576
K. M. Becklin, M. L. Pallo, C. Galen, Willows indirectly reduce
arbuscular mycorrhizal fungal colonization in understorey
communities. J. Ecol. 100, 343-351 (2012). doi: 10.1111/
j.1365-2745.2011.01903.x

M. G. Booth, J. D. Hoeksema, Mycorrhizal networks
counteract competitive effects of canopy trees on seedling
survival. Ecology 91, 2294-2302 (2010). doi: 10.1890/09-
1139.1; pmid: 20836451

D. P. Janos, J. Scott, C. Aristizabal, D. M. J. S. Bowman,
Arbuscular-mycorrhizal networks inhibit Eucalyptus
tetrodonta seedlings in rain forest soil microcosms. PLOS ONE
8, e57716 (2013). doi: 10.1371/journal.pone.0057716;

pmid: 23460899

V. Rinaudo, P. Barberi, M. Giovannetti,

M. G. A. van der Heijden, Mycorrhizal fungi suppress
aggressive agricultural weeds. Plant Soil 333, 7-20 (2010).
doi: 10.1007/511104-009-0202-z

C. Wagg, R. Veiga, M. G. A. van der Heijden, Facilitation and
antagonism in mycorrhizal networks. Ecol. Stud. 224,
203-226 (2015). doi: 10.1007/978-94-017-7395-9_7

A. Javaid, Allelopathic interactions in mycorrhizal
associations. Allelopathy J. 20, 29-42 (2007).

P. Kohout et al., Ericaceous dwarf shrubs affect
ectomycorrhizal fungal community of the invasive Pinus
strobus and native Pinus sylvestris in a pot experiment.
Mycorrhiza 21, 403-412 (2011). doi: 10.1007/500572-010-
0350-2; pmid: 21161550

K. A. Meinhardt, C. A. Gehring, Disrupting mycorrhizal
mutualisms: A potential mechanism by which exotic tamarisk
outcompetes native cottonwoods. Ecol. Appl. 22, 532-549
(2012). doi: 10.1890/11-1247.1; pmid: 22611852

D. Cipollini, C. M. Rigsby, E. K. Barto, Microbes as targets and
mediators of allelopathy in plants. J. Chem. Ecol. 38, 714-727
(2012). doi: 10.1007/510886-012-0133-7; pmid: 22585095
E. K. Barto et al., The fungal fast lane: Common mycorrhizal
networks extend bioactive zones of allelochemicals in soils.

84.

85.

86.

87.

88.

89.

90.

9L

92.

93.

94.

95.

96.

PLOS ONE 6, 27195 (2011). doi: 10.1371/journal.
pone.0027195; pmid: 22110615

M. C. Brundrett, Global diversity and importance of
mycorrhizal and nonmycorrhizal plants. Ecol. Stud. 230,
533-556 (2017). doi: 10.1007/978-3-319-56363-3_21

M. G. A. van der Heijden et al., Mycorrhizal fungal diversity
determines plant biodiversity, ecosystem variability and
productivity. Nature 396, 69-72 (1998). doi: 10.1038/23932
I. Hiiesalu et al., Species richness of arbuscular mycorrhizal
fungi: Associations with grassland plant richness and
biomass. New Phytol. 203, 233-244 (2014). doi: 10.1111/
nph.12765; pmid: 24641509

L. Tedersoo et al., Tree diversity and species identity effects
on soil fungi, protists and animals are context dependent.
ISME J. 10, 346-362 (2016). doi: 10.1038/ismej.2015.116;
pmid: 26172210

H. Maherali, J. N. Klironomos, Influence of phylogeny on
fungal community assembly and ecosystem functioning.
Science 316, 1746-1748 (2007). doi: 10.1126/
science.1143082; pmid: 17588930

J. Kohler et al., Ectomycorrhizal fungal diversity increases
phosphorus uptake efficiency of European beech.

New Phytol. 220, 1200-1210 (2018). doi: 10.1111/nph.15208;
pmid: 29770963

E. B. Allen et al., Patterns and regulation of mycorrhizal plant
and fungal diversity. Plant Soil 170, 47-62 (1995).

doi: 10.1007/BF02183054

M. Gerz, C. G. Bueno, M. Zobel, M. Moora, Plant community
mycorrhization in temperate forests and grasslands:
Relations with edaphic properties and plant diversity.

J. Veg. Sci. 27, 89-99 (2016). doi: 10.1111/jvs.12338

R. Bagchi et al., Pathogens and insect herbivores drive
rainforest plant diversity and composition. Nature 506,
85-88 (2014). doi: 10.1038/naturel2911; pmid: 24463522
B. D. Lindahl et al., Spatial separation of litter decomposition
and mycorrhizal nitrogen uptake in a boreal forest.

New Phytol. 173, 611-620 (2007). doi: 10.1111/}.1469-
8137.2006.01936.x; pmid: 17244056

H. Toju, O. Kishida, N. Katayama, K. Takagi, Networks
depicting the fine-scale co-occurrences of fungi in soil
horizons. PLOS ONE 11, e0165987 (2016). doi: 10.1371/
journal.pone.0165987; pmid: 27861486

M. F. Ahmad-Ramli, T. Cornulier, D. Johnson, Partitioning of
soil phosphorus regulates competition between Vaccinium
vitis-idaea and Deschampsia cespitosa. Ecol. Evol. 3,
4243-4252 (2013). doi: 10.1002/ece3.771; pmid: 24324874
S. Luo, B. Schmid, G. B. De Deyn, S. Yu, Soil microbes
promote complementarity effects among co-existing trees

21 February 2020

through soil nitrogen partitioning. Funct. Ecol. 32, 1879-1889
(2018). doi: 10.1111/1365-2435.13109

97. D. J. Read, Mycorrhizas in ecosystems. Experientia 47,
376-391 (1991). doi: 10.1007/BF01972080

98. L. Gémez-Aparicio et al., Spatial patterns of soil pathogens
in declining Mediterranean forests: Implications for tree
species regeneration. New Phytol. 194, 1014-1024 (2012).
doi: 10.1111/].1469-8137.2012.04108.x; pmid: 22428751

99. E. Laliberté, H. Lambers, T. I. Burgess, S. J. Wright,
Phosphorus limitation, soil-borne pathogens and the
coexistence of plant species in hyperdiverse forests and
shrublands. New Phytol. 206, 507-521 (2015). doi: 10.1111/
nph.13203; pmid: 25494682

100. I. A. Dickie, S. A. Schnitzer, P. B. Reich, S. E. Hobbie, Spatially
disjunct effects of co-occurring competition and facilitation.
Ecol. Lett. 8, 1191-1200 (2005). doi: 10.1111/}.1461-
0248.2005.00822.x; pmid: 21352443

101. W. H. van der Putten et al., Plant-soil feedbacks: The past, the
present and future challenges. J. Ecol. 101, 265-276 (2013).
doi: 10.1111/1365-2745.12054

102. R. H. Nilsson et al., Mycobiome diversity: High-throughput
sequencing and identification of fungi. Nat. Rev. Microbiol. 17,
95-109 (2019). doi: 10.1038/541579-018-0116-y;
pmid: 30442909

103. F. Z. Teng, N. Dauphas, J. M. Watkins, Non-traditional stable
isotopes: Retrospective and prospective. Rev. Mineral.
Geochem. 82, 1-26 (2017). doi: 10.2138/rmg.2017.82.1

104. M. D. Whiteside et al., Mycorrhizal fungi respond to resource
inequality by moving phosphorus from rich to poor patches
across networks. Curr. Biol. 29, 2043-2050.e8 (2019).
doi: 10.1016/j.cub.2019.04.061; pmid: 31178314

105. M. J. Roossinck, Evolutionary and ecological links between
plant and fungal viruses. New Phytol. 221, 86-92 (2019).
doi: 10.1111/nph.15364; pmid: 30084143

ACKNOWLEDGMENTS

We thank S. Juris for preparing figures. We thank J. Davison and
R.H. Nilsson for constructive comments on earlier versions of this
manuscript. Funding: This work was supported by the Estonian
Research Council PUT1399, PRG632, MOBERCL3, EMP442,
University of Tartu PLTOM20903, the Swedish Research Council
Vetenskapsradet (2017-05019), and by the European Regional
Development Fund (Centre of Excellence EcolChange). Author
contributions: L.T., M.B., and M.Z. contributed to design,
interpretation, and writing. Competing interests: The authors
declare no competing interests.

10.1126/science.abal223

9 of 9


http://dx.doi.org/10.1111/nph.16367
http://www.ncbi.nlm.nih.gov/pubmed/31837155
http://dx.doi.org/10.1146/annurev-ecolsys-121415-032123
http://dx.doi.org/10.1146/annurev-ecolsys-121415-032123
http://dx.doi.org/10.1111/nph.12840
http://www.ncbi.nlm.nih.gov/pubmed/24824576
http://dx.doi.org/10.1111/j.1365-2745.2011.01903.x
http://dx.doi.org/10.1111/j.1365-2745.2011.01903.x
http://dx.doi.org/10.1890/09-1139.1
http://dx.doi.org/10.1890/09-1139.1
http://www.ncbi.nlm.nih.gov/pubmed/20836451
http://dx.doi.org/10.1371/journal.pone.0057716
http://www.ncbi.nlm.nih.gov/pubmed/23460899
http://dx.doi.org/10.1007/s11104-009-0202-z
http://dx.doi.org/10.1007/978-94-017-7395-9_7
http://dx.doi.org/10.1007/s00572-010-0350-2
http://dx.doi.org/10.1007/s00572-010-0350-2
http://www.ncbi.nlm.nih.gov/pubmed/21161550
http://dx.doi.org/10.1890/11-1247.1
http://www.ncbi.nlm.nih.gov/pubmed/22611852
http://dx.doi.org/10.1007/s10886-012-0133-7
http://www.ncbi.nlm.nih.gov/pubmed/22585095
http://dx.doi.org/10.1371/journal.pone.0027195
http://dx.doi.org/10.1371/journal.pone.0027195
http://www.ncbi.nlm.nih.gov/pubmed/22110615
http://dx.doi.org/10.1007/978-3-319-56363-3_21
http://dx.doi.org/10.1038/23932
http://dx.doi.org/10.1111/nph.12765
http://dx.doi.org/10.1111/nph.12765
http://www.ncbi.nlm.nih.gov/pubmed/24641509
http://dx.doi.org/10.1038/ismej.2015.116
http://www.ncbi.nlm.nih.gov/pubmed/26172210
http://dx.doi.org/10.1126/science.1143082
http://dx.doi.org/10.1126/science.1143082
http://www.ncbi.nlm.nih.gov/pubmed/17588930
http://dx.doi.org/10.1111/nph.15208
http://www.ncbi.nlm.nih.gov/pubmed/29770963
http://dx.doi.org/10.1007/BF02183054
http://dx.doi.org/10.1111/jvs.12338
http://dx.doi.org/10.1038/nature12911
http://www.ncbi.nlm.nih.gov/pubmed/24463522
http://dx.doi.org/10.1111/j.1469-8137.2006.01936.x
http://dx.doi.org/10.1111/j.1469-8137.2006.01936.x
http://www.ncbi.nlm.nih.gov/pubmed/17244056
http://dx.doi.org/10.1371/journal.pone.0165987
http://dx.doi.org/10.1371/journal.pone.0165987
http://www.ncbi.nlm.nih.gov/pubmed/27861486
http://dx.doi.org/10.1002/ece3.771
http://www.ncbi.nlm.nih.gov/pubmed/24324874
http://dx.doi.org/10.1111/1365-2435.13109
http://dx.doi.org/10.1007/BF01972080
http://dx.doi.org/10.1111/j.1469-8137.2012.04108.x
http://www.ncbi.nlm.nih.gov/pubmed/22428751
http://dx.doi.org/10.1111/nph.13203
http://dx.doi.org/10.1111/nph.13203
http://www.ncbi.nlm.nih.gov/pubmed/25494682
http://dx.doi.org/10.1111/j.1461-0248.2005.00822.x
http://dx.doi.org/10.1111/j.1461-0248.2005.00822.x
http://www.ncbi.nlm.nih.gov/pubmed/21352443
http://dx.doi.org/10.1111/1365-2745.12054
http://dx.doi.org/10.1038/s41579-018-0116-y
http://www.ncbi.nlm.nih.gov/pubmed/30442909
http://dx.doi.org/10.2138/rmg.2017.82.1
http://dx.doi.org/10.1016/j.cub.2019.04.061
http://www.ncbi.nlm.nih.gov/pubmed/31178314
http://dx.doi.org/10.1111/nph.15364
http://www.ncbi.nlm.nih.gov/pubmed/30084143

RESEARCH

RESEARCH ARTICLE SUMMARY

IMMUNOGENOMICS
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INTRODUCTION: The thymus is the critical or-
gan for T cell development and T cell receptor
(TCR) repertoire formation, which shapes
the landscape of adaptive immunity. T cell
development in the thymus is spatially co-
ordinated, and this process is orchestrated
by diverse cell types constituting the thy-
mic microenvironment. Although the thymus
has been extensively studied using diverse
animal models, human immunity cannot be
understood without a detailed atlas of the
human thymus.

RATIONALE: To provide a comprehensive atlas
of thymic cells across human life, we performed
single-cell RNA sequencing (scRNA-seq) using
dissociated cells from human thymus during
development, childhood, and adult life. We
sampled 15 embryonic and fetal thymi span-
ning thymic developmental stages between
7 and 17 post-conception weeks, as well as
nine postnatal thymi from pediatric and
adult individuals. Diverse sorting schemes

Constructing the human Development & Aging Single-cell RNA-seq + TCR
thymus cell atlas. We ana-
lyzed human thymic cells

Thymus =

across development and post-
natal life using scRNA-seq and
spatial methods to delineate
the diversity of thymic-derived
T cells and the localization

of cells constituting the
thymus microenvironment.
With T cell development tra-
jectory reconstituted at single-
cell resolution combined with
TCR sequence, we investigated
the bias in the VDJ recombina-
tion and selection of human
TCR repertoires. Finally, we
provide a systematic compari-
son between human and
mouse thymic cell atlases.
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VDJ recombination and selection bias

were applied to increase the coverage on
underrepresented cell populations. Using
the marker genes obtained from single-cell
transcriptomes, we spatially localized cell
states by single-molecule fluorescence in
situ hybridization (smFISH). To provide a
systematic comparison between human and
mouse, we also generated single-cell data on
postnatal mouse thymi and combined this
with preexisting mouse datasets. Finally, to
investigate the bias in the recombination
and selection of human TCR repertoires, we
enriched the TCR sequences for single-cell
library generation.

RESULTS: We identified more than 50 different
cell states in the human thymus. Human
thymus cell states dynamically change in
abundance and gene expression profiles across
development and during pediatric and adult
life. We identified novel subpopulations of
human thymic fibroblasts and epithelial cells
and located them in situ. We computationally
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predicted the trajectory of human T cell de-
velopment from early progenitors in the
hematopoietic fetal liver into diverse mature
T cell types. Using this trajectory, we con-
structed a framework of putative transcription
factors driving T cell fate determination.
Among thymic unconventional T cells, we
noted a distinct subset of CD8oa™ T cells,
which is marked by GNG#4 expression and
located in the perimedullary region of the
thymus. This subset expressed high levels
of XCLI and colocalized with XCR1* dendritic

cells. Comparison of hu-
man and mouse thymic
Read the full article  Cells revealed divergent
at http://dx.doi. gene expression profiles
org/10.1126/ of these unconventional
science.aay3224 T cell types. Finally, we
.................................................. identified a strong bias in
human VDJ usage shaped by recombination
and multiple rounds of selection, including a
TCRa V-J bias for CD8* T cells.

CONCLUSION: Our single-cell transcriptome
profile of the thymus across the human life-
time and across species provides a high-
resolution census of T cell development within
the native tissue microenvironment. System-
atic comparison between the human and
mouse thymus highlights human-specific
cell states and gene expression signatures.
Our detailed cellular network of the thymic
niche for T cell development will aid the
establishment of in vitro organoid culture
models that faithfully recapitulate human
in vivo thymic tissue.

The list of author affiliations is available in the full article online.
*Corresponding author. Email: m.a.haniffa@newcastle.ac.uk
(M.H.); tom.taghon@ugent.be (T.T.); st9@sanger.ac.uk (S.A.T.)
Cite this article as J.-E. Park et al., Science 367, eaay3224
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A cell atlas of human thymic development defines
T cell repertoire formation

Jong-Eun Park’, Rachel A. Botting?, Cecilia Dominguez Conde, Dorin-Mirel Popescu?,

Marieke Lavaert®#, Daniel J. Kunz>®, Issac Goh?, Emily Stephenson?, Roberta Ragazzini’®,
Elizabeth Tuck®, Anna Wilbrey-Clark’, Kenny Roberts, Veronika R. Kedlian®, John R. Ferdinand®,
Xiaoling He'®, Simone Webb?, Daniel Maunder?, Niels Vandamme™'?, Krishnaa T. Mahbubani®3,
Krzysztof Polanski, Lira Mamanova', Liam Bolt!, David Crossland®*4, Fabrizio de Rita!*,

Andrew Fuller?, Andrew Filby?, Gary Reynolds?, David Dixon?, Kourosh Saeb-Parsy'3, Steven Lisgo?,
Deborah Henderson?, Roser Vento-Tormo', Omer A. Bayraktar', Roger A. Barker'5,

Kerstin B. Meyer', Yvan Saeys''?, Paola Bonfanti*®'®, Sam Behjati*"/, Menna R. Clatworthy*>¢,
Tom Taghon®**, Muzlifah Haniffa“>'°%, Sarah A. Teichmann®>*

The thymus provides a nurturing environment for the differentiation and selection of T cells, a process
orchestrated by their interaction with multiple thymic cell types. We used single-cell RNA sequencing
to create a cell census of the human thymus across the life span and to reconstruct T cell differentiation
trajectories and T cell receptor (TCR) recombination kinetics. Using this approach, we identified and
located in situ CD8aa* T cell populations, thymic fibroblast subtypes, and activated dendritic cell states.
In addition, we reveal a bias in TCR recombination and selection, which is attributed to genomic position
and the kinetics of lineage commitment. Taken together, our data provide a comprehensive atlas of

the human thymus across the life span with new insights into human T cell development.

he thymus plays an essential role in the

establishment of adaptive immunity and

central tolerance as it mediates the matu-

ration and selection of T cells. This organ

degenerates early during life, and the re-
sulting reduction in T cell output has been
linked to age-related incidence of cancer, in-
fection, and autoimmunity (7, 2). T cell precur-
sors from fetal liver or bone marrow migrate
into the thymus, where they differentiate into
diverse types of mature T cells (3, 4). The
thymic microenvironment cooperatively sup-
ports T cell differentiation (5, 6). Although
thymic epithelial cells (TECs) provide critical
cues to promote T cell fate (7), other cell types
are also involved in this process, such as den-
dritic cells (DCs), which undertake antigen
presentation, and mesenchymal cells, which
support TEC differentiation and maintenance
(8-11). Seminal experiments in animal models
have provided major insights into the func-
tion and cellular composition of the thymus
(12, 13). More recently, single-cell RNA se-

quencing (scRNA-seq) has revealed new
aspects of thymus organogenesis and new
types of TECs in mouse (14-16). However, the
human organ matures in a mode and tempo
that is unique to our species (17-19), calling
for a comprehensive genome-wide study for
human thymus.

T cell development involves a parallel pro-
cess of staged T cell lymphocyte differentiation
accompanied by acquisition of a diverse TCR
repertoire for antigen recognition (20). This is
achieved by the genomic recombination pro-
cess that selects variable (V), joining (J), and, in
some cases, diversity (D) gene segments from
the multiple genomic copies. This V(D)J gene
recombination can preferentially include cer-
tain gene segments, leading to the skewing of
the repertoire (27-23). To date, most of our
knowledge of VDJ recombination and reper-
toire biases has come from animal models and
human peripheral blood analysis, with little
comprehensive data on the human thymic TCR
repertoire (22, 24, 25).

Here, we applied scRNA-seq to generate a
comprehensive transcriptomic profile of the
diverse cell populations present in embryo-
nic, fetal, pediatric, and adult stages of the
human thymus, and we combined this with
detailed TCR repertoire analysis to recon-
struct the T cell differentiation process.

Cellular composition of the human thymus
across life

We performed scRNA-seq on 15 prenatal thymi
ranging from 7 PCW (post-conception weeks),
when the thymic rudiment can be dissected,
to 17 PCW, when thymic development is com-
plete (Fig. 1, A and B). We also analyzed nine
postnatal samples covering the entire period
of active thymic function. Isolated single cells
were sorted on the basis of CD45, CD3, or
epithelial cell adhesion molecule (EpCAM)
expression to sample thymocytes and enrich
for non-thymocytes, prior to single-cell tran-
scriptomic analysis coupled with TCRof pro-
filing. After quality control including doublet
removal, we obtained a total of 138,397 cells
from developing thymus and 117,504 cells
from postnatal thymus (table S1). If available,
other relevant organs were collected from the
same donor. We performed batch correction
using the BBKNN algorithm combined with
linear regression (fig. S1) (26).

We annotated cell clusters into more than
40 different cell types or cell states (Fig. 1, C
and D, and tables S2 and S3), which can be
clearly identified by the expression of specific
marker genes (fig. S2 and table S4). Differ-
entiating T cells are well represented in the
dataset, including double negative (DN), dou-
ble positive (DP), CD4" single positive (CD4™"),
CDS8" single positive (CD8"), FOXP3" regulatory
(Tyeg), CD8a0™, and v5 T cells. We also identified
other immune cells including B cells, natural
killer (NK) cells, innate lymphoid cells (ILCs),
macrophages, monocytes, and DCs. DCs can
be further classified into myeloid/conventional
DC1 and DC2 and plasmacytoid DC (pDC).

Our dataset also featured the diverse non-
immune cell types that constitute the thymic
microenvironment. We further classified them
into subtypes including TECs, fibroblasts, vas-
cular smooth muscle cells (VSMCs), endothe-
lial cells, and lymphatic endothelial cells (Fig.
1E). Thymic fibroblasts were further divided
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Fig. 1. Cellular composition of the developing human thymus. (A) Schematic
of single-cell transcriptome profiling of the developing human thymus.

(B) Summary of gestational stage/age of samples, organs (circles denote
thymus; rectangles denote fetal liver or adult bone marrow, adult spleen, and
lymph nodes), and 10x Genomics chemistry (colors). (C) UMAP visualization

of the cellular composition of the human thymus colored by cell type (DN,
double-negative T cells; DP, double-positive T cells; ETP, early thymic progenitor;
aDC, activated dendritic cells; pDC, plasmacytoid dendritic cells; Mono,
monocyte; Mac, macrophage; Mgk, megakaryocyte; Endo, endothelial cells;
VSMC, vascular smooth muscle cells; Fb, fibroblasts; Ery, erythrocytes).

(D) Same UMAP plot colored by age groups, indicated by post-conception weeks
(PCW) or postnatal years (y). (E) Dot plot for expression of marker genes in
thymic stromal cell types. Here and in later figures, color represents maximum-

Park et al., Science 367, eaay3224 (2020) 21 February 2020

normalized mean expression of marker genes in each cell group, and size
indicates the proportion of cells expressing marker genes. (F) RNA smFISH in
human fetal thymus slides with probes targeting stromal cell populations. Top
left: Fb2 population marker FBNI and general fibroblast markers PDGFRA

and CDH5. Top right: Fbl marker GDFI0, FBN1, and CDH5. Middle left: Fbl marker
COLECII and FBNI. Middle right: Fbl marker ALDHIA2, VSMC marker ACTA2,
and FBNI. Bottom left: TEC(myo) marker MYODI. Bottom right: Epithelial

cell marker EPCAM and TEC(neuro) marker NEUROGI. Data are representative
of two experiments. (G) Relative proportion of cell types throughout different age
groups. Dot size is proportional to absolute cell numbers detected in the dataset.
Statistical testing for population dynamics was performed by t tests using
proportions between stage groups. The x axis shows age of samples, which are
colored in the same scheme as (D).
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into two subtypes, neither of which has been
previously described: fibroblast type 1 (Fb1)
cells (COLECI11, C7, GDFI10) and fibroblast
type 2 (Fb2) cells (PI16, FN1, FBNI) (Fig. 1E).
Fbl cells uniquely express COLEC1I, which plays
an important role in innate immunity (27),
and ALDHIA2, an enzyme responsible for the
production of retinoic acid, which regulates
epithelial growth (28). In contrast, extracellu-
lar matrix (ECM) genes and semaphorins, which
regulate vascular development (29), are spe-
cifically detected in Fb2 (fig. S3A). To explore
the localization pattern of these fibroblast sub-
types, we performed in situ single-molecule
fluorescence in situ hybridization (smFISH)
targeting Fbl and Fb2 markers (COLECII
and FBNI) together with general fibroblast
(PDGFRA), endothelial (CDH5), and VSMC
(ACTA2) markers (Fig. 1F). The results show
that Fbl cells were perilobular, whereas Fb2
cells were interlobular and were often asso-
ciated with large blood vessels lined with
VSMCs, consistent with their transcriptomic
profile of genes regulating vascular develop-
ment. We confirmed the expression of GDFI10
and ALDHIA2 localized in the perilobular area
(Fig. 1F).

In addition to fibroblasts, we also identi-
fied subpopulations of human TECs (Fig. 1E
and fig. S4), such as medullary and corti-
cal TECs (mTECs and ¢TECs). To maximize
the coverage of epithelial cells, we enriched
for EpCAM-positive cells across several time
points (Fig. 1B). To annotate human TECs, we
compared our human dataset to the published
mouse TEC dataset (15) (figs. S5 to S7). We
were able to identify conserved TEC popula-
tions across species, including PSMBII-positive
CTECs, KRT14-positive mTEC(I)s, AIRE-expressing
mTEC(I)s, and KRTI-expressing mTEC(III)s
(Fig. 1E and fig. S4). Interestingly, cTECs were
more abundant during early development (7
to 8 PCW), and an intermediate population
(mcTECs), marked by expression of DLK2,
was evident in late fetal and pediatric human
thymi (fig. S4B). We identified a very rare pop-
ulation of mMTEC(IV)s in humans, which are
similar to tuft-like mTEC(IV)s described in the
mouse thymus. However, DCLKI or POU2F3,
the markers used to define mTEC(IV)s in
mouse (15, 16), were enriched but not specific
to this population in human (figs. S4B, S5, and
S6). We noted two EpCAM™ cell types that are
specific to human: (i) MYODI- and MYOG-
expressing myoid cells [TEC(myo)s] and (ii)
NEURODI-, NEUROGI-, and CHGA-expressing
TEC(neuro)s, which resemble neuroendocrine
cells (Fig. 1E and figs. S6 and S7). Notably,
CHRNAI, which has been associated with
the autoimmune disease myasthenia gravis
(30), was specifically expressed by both of these
cell types in addition to mTEC(II)s (Fig. 1E),
expanding the pool of candidate cell types
that may be involved in tolerance induction

Park et al., Science 367, eaay3224 (2020)

in myasthenia gravis (31, 32). In support of
this possibility, we detected MYODI- and
NEUROGTI-expressing cells preferentially lo-
cated in thymic medulla (Fig. 1F).

Lastly, we analyzed the expression pattern
of genes known to cause congenital T cell im-
munodeficiencies to provide insight into when
and where these rare disease genes may play a
role during thymic development (fig. S8).

Coordinated development of thymic stroma
and T cells

Next, we investigated the dynamics of the dif-
ferent thymic cell types across development
(Fig. 1G). In the early fetal samples (7 to 8 PCW),
the lymphoid compartment contained NK cells,
v6 T cells, and ILC3s, with very few differen-
tiating ofT cells. Differentiating T cells were
mostly found at DN stage in 7 PCW samples;
they gradually progressed through DP to SP
stages thereafter, reaching equilibrium around
12 PCW. Conversely, the proportion of innate
lymphocytes decreased.

Of note, the adult sample showed morpho-
logical evidence of thymic degeneration (fig.
S9). Comparison with spleen and lymph nodes
taken from the same donor showed the pres-
ence of terminally differentiated T cells in the
thymus, suggesting reentry into thymus or
contamination with circulating cells (Fig. 1G
and fig. S10). Notably, cytotoxic CD4"* T lym-
phocytes (CD4" CTLs) expressing ILI0, perforin,
and granzymes were enriched in the degener-
ated thymus sample (33) (fig. S10C). The trend of
increased memory T cells and B cells was also
confirmed in other samples (Fig. 1G; P = 9.3 x
1076 for memory T cells, P = 0.0096 for memory
B cells).

The trend in T cell development was mir-
rored by corresponding changes in thymic stro-
mal cells. We observed temporal changes in
TEC populations starting from enriched ¢cTECs
toward the balanced representation of ¢cTECs
and mTECs (Fig. 1G; P = 0.0054), aligned with
the onset of T cell maturation. This supports
the notion of “thymic cross-talk” in which
epithelial cells and mature T cells interact
synergistically to support their mutual differ-
entiation (34).

Moreover, fibroblast composition also changed
during development. The Fbl population men-
tioned above dominated early development,
with similar numbers of Fbl and Fb2 cells ob-
served at later developmental time points
(P =0.014) and areduction in the number of
cycling cells (Fig. 1G). This was also confirmed
by thymic fibroblast explant cultures, which
showed an increase in the Fb2 cell marker
PI16 by fluorescence-activated cell sorter (FACS)
analysis (fig. S3, B and C).

Finally, other immune cells also change dy-
namically over gestation and in postnatal life.
Macrophages were abundant during early ges-
tation, whereas DCs increased throughout de-

21 February 2020

velopment (Fig. 1G). DC1 was dominant after
12 PCW, and pDCs increased in frequency in
postnatal life (P = 2.7 x 10”8 for macrophage,
P =105 x 107 for DC, P = 4.86 x 10™° for DC2).

To further investigate the factors mediating
the coordinated development of thymic stroma
and T cells, we systematically investigated cel-
lular interactions using our public database
CellPhoneDB.org (35) to predict the ligand-
receptor pairs specifically expressed across
them (table S5). Among the predicted inter-
actions, we checked the expression pattern
of signaling factors known to be involved in
thymic development across different cell types
and developmental stages (fig. S11) (36-41).
Lymphotoxin signaling (LTB:LTBR) comes
from diverse immune cells and is received by
most of the stromal cell states. In contrast,
RANKIL-RANK (TNFRSFII:TNFRSFIIA) signal-
ing is confined between ILC3 and mTEC(II)s/
lymphatic endothelial cells. FGF signaling
(FGF7:FGFR2) comes from fibroblasts signal-
ing to TECs, with decreasing expression of
FGFR?2 in adult thymus. For Notch signaling,
NOTCH]I1 is the main receptor expressed in
early thymic progenitors (ETPs), and diverse
Notch ligands are expressed by different cell
types: ¢TECs and endothelial cells express both
JAG2 and DLL4, and other TECs broadly ex-
press JAGI (42, 43).

Conventional T cell differentiation trajectory

Because fetal liver is the main hematopoietic
organ and source of hematopoietic stem cells
and multipotent progenitors (HSCs/MPPs)
when the thymic rudiment develops, we anal-
yzed paired thymus and liver samples from
the same fetus (44), similar to what has been
described for early hematopoietic organs (45).
We merged the thymus and liver data, and
selected clusters including liver HSCs/MPPs,
thymic ETPs, and DN thymocytes for data
analysis and visualization (Fig. 2, A and B, and
fig. S12). This positioned thymic ETPs at the
isthmus between fetal liver HSCs/MPPs and
pre/pro-B cells. We integrated our liver/thymic
hematopoietic progenitor subset with the
single-cell transcriptomes of human hemato-
poietic progenitors sorted from bone marrow
using defined markers (46) (fig. S13). This anal-
ysis positions the ETPs next to the multi-
lymphoid progenitor (MLP) from bone marrow
and early lymphoid progenitor in fetal liver.
To investigate the downstream T cell differ-
entiation trajectory, we selected the T cell pop-
ulations and projected them using UMAP and
force-directed graph analysis (Fig. 2C, fig. S14.A,
and data S1), which showed a continuous tra-
jectory of differentiating T cells. To confirm the
validity of this trajectory, we overlaid hallmark
genes of T cell differentiation: CD4/CD8A/
CD8B genes (Fig. 2D), cell cycle (CDKI) and
recombination (RAGI) genes (Fig. 2E), and
fully recombined TCRas/TCRPs (Fig. 2F) (47).
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Fig. 2. Thymic seeding
of early thymic progeni-
tors (ETPs) and T cell
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The trajectory started from CD4 CD8 DN
cells, which gradually express CD4 and CD8
to become CD4"CD8"* DP cells, and then tran-
sitioned through a CCRo"eh Tof(entry) stage
to diverge into mature CD4" or CD8" SP cells
(Fig. 2D). We also noted a separate lineage of
cells diverging from the DN-DP junction cor-
responding to yd T cell differentiation. Addi-
tional T cell lineages identified in this analysis
are discussed below (Fig. 2C, gray). DN and DP
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cells were separated into two phases by the
expression of cell cycle genes (Fig. 2E). We
designated the early population with strong
cell cycle signature as proliferating (P) and the
later population as quiescent (Q) (Fig. 2C). Ex-
pression of VDJ recombination genes (RAGI and
RAG?2) increased from the late proliferative phase
and peaked at the quiescent phases. This pat-
tern reflects the proliferation of T cells that
precedes each round of recombination (48, 49).
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Next, we aligned the TCR recombination
data to this trajectory (Fig. 2F). In the DN
stage, recombined TCRP sequences were de-
tected from the late P phase, which coincides
with an increase in recombination signature
and the expression of pre-TCRa (PTCRA) (Fig.
2G and fig. S15). The ratio of nonproductive
to productive recombination events (nonprod-
uctivity score) for TCRB was relatively higher
in DN stages and dropped to a basal level as
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cells entered DP stages, demonstrating the
impact of beta selection (Fig. 2H). Notably, the
nonproductivity score for TCRB was highest in
the DN(Q) stage, which suggests that cells
failing to secure a productive TCRp recom-
bination for the first allele undergo recombi-
nation of the other allele. In the DP stage,
recombined TCRa chains were detected from
P stage onward. In contrast to TCRJ, non-
productive TCRo chains were not enriched
in the DP(Q) cells, but rather were depleted
(Fig. 2H).

To match the transcriptome-based cluster-
ing from this study to a published protein
marker-based sorting strategy, we compared
our data with repository data from FACS-
sorted thymocytes analyzed by microarray
(50) (fig. S16). On the basis of cell cycle gene
signature and marker gene expression, DN(P),
DN(Q), and DP(P) stages are closely matched
to CD34*CD1A*, ISP CD4*, and DP CD3™ pop-
ulations, respectively. Both our DP(Q)-stage
and Tof(entry)-stage cell signatures are en-
riched in the bulk transcriptome data from
the DP CD3" FACS-sorted cells. The enrich-
ment of pre-beta selection cells in DN(Q) cells
matches well with the characteristics of ISP
CD4" serving as a checkpoint for beta selec-
tion (Fig. 2F and fig. S15).

To model the development of conventional
ofT cells in more detail, we performed pseudo-
time analysis, which resulted in an ordering
of cells highly consistent with known marker
genes and transcription factors (Fig. 2G). In
addition, we identified T cell developmental
markers, including S718 for early DN, AQP3
for DP, and TOX2 for DP-to-SP transition.
To derive further insights into transcription
factors that specify T cell stages and lineages,
we created a correlation-based transcrip-
tion factor network, after imputing gene
expression (see materials and methods),
which demonstrated modules of transcrip-
tion factors specific for lineage commitment
(Fig. 20).

Development of T,zs and unconventional
Tcells

In addition to conventional CD4" or CD8"
T cells, which constitute the majority of T cells
in the developing thymus, our data identified
multiple unconventional T cell types, which
were grouped by the expression of signature
marker genes (Fig. 21 and Fig. 3, A and B).
Unconventional T cells have been suggested
to require agonist selection for development
(3). In support of this, we observed a lower ratio
of nonproductive TCR chains for these cells,
implying that they reside longer in the thymus
than do conventional T cells (Fig. 3C).

Next, we investigated whether development
of these unconventional T cells is dependent
on the thymus. We reasoned that if a popula-
tion is thymus-dependent, it would accumu-
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late after thymic maturation (~10 PCW) and
would be enriched in the thymus relative to
other hematopoietic organs. Consistent with
this idea, we found that all unconventional
T cells were enriched in the thymus, particu-
larly after thymic maturation, which suggests
that they are thymus-derived (Fig. 3D).

T\ egs Were the most abundant unconven-
tional T cells in the thymus. There was a clear
differentiation trajectory connecting ofT cells
and Ti.g. We defined the connecting popula-
tion as differentiating Tregs (Tregaitn) (Fig. 3A).
Relative to canonical Tyegs, Tregaitp cells dis-
played lower expression of FOXP3 and CTLA4
and higher expression of IKZF4, GNG8, and
PTGIR (Fig. 3B). These genes have been asso-
ciated with autoimmunity and T, differenti-
ation (51).

‘We also noted another population that shares
expression modules with Tiegaitn cells, but not
with terminally differentiated Ti.g cells. We
named this population—defined by the ex-
pression of a noncoding RNA, MIR155HG—as
Tiagonisyy (Fig. 3, A and B). Interestingly, this
population expressed IL2RA but has low
FOXP3 mRNA. These features are similar
to those of a previously described mouse
CD25"FOXP3™ T, progenitor (52) (fig. S17).
Further analysis showed that the signature of
tWo Teg Progenitors (CD25" and FOXP3' Tieq
progenitors) defined in previous studies are
expressed at a higher level in Tgonisty and
Tregcaitr POPulations, respectively (fig. S17B).
The UMAP and force-directed graph showed
that both of these populations are linked
to mature Tyees (fig. S17A), suggesting the
possibility of two T, progenitors in the
human thymus.

Other unconventional T cell populations in-
cluded CDS8oa* T cells, NKT-like cells, and
Tyl7-like cells (Fig. 3B). There were three
distinct populations of CD8ao* T cells: GNG4™*
CDS8ao.” T(I) cells, ZNF683" CD8oo™ T(II) cells,
and a CD8ao* NKT-like population marked by
EOMES (Fig. 3E). GNG4*CD8ao" T(I) cells and
ZNF683" CD8ao* T(II) cells shared PDCDI
expression at an early stage, which decreased
in their terminally differentiated state (fig.
S14B). Whereas GNG4" CD8oo™ T(I) cells dis-
play a clear trajectory diverging from late DP
stage (08T SP entry cells), ZNF683" CD8o.c.” T(IT)
cells have a mixed aff and yd T cell signatures,
and sit next to both GNG4"CD8aa" T(I) cells
and v4 T cells (Fig. 3A and fig. S14B).

EOMES"* NKT-like cells have a shared gene
expression profile with NK cells (NKG7, IFNG,
TBX2I) and are enriched in y§ T cells; that is,
their TCRs are yd rather than of (Fig. 3B and
fig. S14B). Interestingly, previously described
gene sets from bulk RNA sequencing of hu-
man thymic or cord blood CD8ao." T cells can
now be deconvoluted into our three CD8oa*
T cell populations using signature genes. These
results suggest that our three CD8oa" T cell
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populations are present in these previously
published thymic and cord blood samples at
different frequencies, as shown in fig. S18 (53).

Finally, we found another fetal-specific cell
cluster that we named “Ty17-like cells” based
on CD4, CD40LG, RORC, and CCR6 expression
(Fig. 3B). Tyy17-like cells and NKT-like cells ex-
pressed KLRBI and ZBTBI16, which are hall-
marks of innate lymphocytes (54, 55) (Fig. 3F).

As described above, many cell clusters con-
tained a mixed signature of off and yd T cells,
meaning that a single cluster contained some
cells with off TCR expression and others with
v6 TCR expression. To classify cells into oy and
v6 T cells, we analyzed the TCRa/d loci, where
recombination of TCRo excises TCRS, making
the two mutually exclusive (Fig. 3G). This clear-
ly showed that y3 T cells diverging between the
DN and DP populations are pure y3 T cells. In
contrast, CD8ao." T(II), NKT-like, and Tyl7-
like cells included both off and yé T cell pop-
ulations, suggesting transcriptomic convergence
of some of and yd T cells.

Interestingly, TRDV1 and TRDV2, the two
most frequently used TCRS V genes in human,
displayed clear usage bias: TRDV2 was used at
an earlier stage (DN), whereas TRDVI was
used exclusively in later T cell development
[DP(Q) and ofT entry] (Fig. 3H). On the basis
of this pattern, we can attribute the stage of
origin of vy T cell populations, which suggests
that CD8ao.* T(II) cells are derived from the
late DP stage, whereas NKT-like/Ty17-like
cells arise from earlier stages (Fig. 3H).

Discovery and characterization of
GNG4* CD8uo. T cells in the thymic medulla

Having identified unconventional T cells and
their trajectory of origin within thymic T cell
development, we focused on our newly iden-
tified GNG4"CD8ao.* T(I) cells, as they have a
unique gene expression profile (GNG4, CREB3L3,
and CD72). This is in contrast to CD8ao." T(IT)
cells, which express known markers of CD8a.o.*
T cells such as ZNF683 and MME (53). More-
over, the expression level of KLF2, a regulator
of thymic emigration, was extremely low in
CD8ao" T(I) cells, which suggests that they
may be thymic-resident (Fig. 3B). To locate
and validate CD8ao.* T(I) cells in situ, we per-
formed RNA smFISH targeting GNG4 in fetal
thymus tissue sections. The GNG4 RNA probe
identified a distinct group of cells enriched
in the thymic medulla, and colocalized with
CD8A RNA (Fig. 3I). TNFRSF9 (CD137) is a
marker shared between CD8ao." T(I) cells and
Tregs- When tested in situ, GNG4" cells were a
subset of TNFRSF9" cells, further confirming
the validity of the localization pattern.
Because CD137 is a surface marker of both
CD8aa™ T(I) cells and T, We enriched these
cells using this marker (fig. S19). Further refine-
ment using CD3"CD137°CD4~ FACS sorting
allowed us to specifically enrich for CD8oa™ T(I)
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Fig. 3. Identification of GNG4* CD8uo. T cells in the thymic medulla.

(A) UMAP visualization of mature T cell populations in the thymus. Axes

and coordinates are as in Fig. 2C. (The cell annotation color scheme used
here is maintained throughout this figure.) (B) Dot plot showing marker gene
expression for the mature T cell types. Genes are stratified according to
associated cell types or functional relationship. (C) Scatterplot showing the
ratio of nonproductive/productive TCR chains detected in specific cell types
in TCRa chain (x axis) and TCRB chain (y axis). The gray arrow indicates a
trendline for decreasing nonproductive TCR chain ratio in unconventional
versus conventional T cells. (D) Scatterplot showing the relative abundance
of each cell type between fetal liver and thymus (x axis) and before and after
thymic maturation (delimited at 10 PCW) (y axis). Gray arrow indicates
trendline for increasing thymic dependency. (E to H) Scatterplots comparing

cells and confirm their identity by Smart-seq2
scRNA sequencing, thereby providing addi-
tional transcriptomic phenotyping of these
cells (Fig. 3J).

To compare our findings in human thymus
to mouse thymus, we generated a comprehen-
sive mouse thymus single-cell atlas of postnatal
murine samples (4, 8, or 24 weeks old) and
combined these data with a published pre-
natal mouse thymus scRNA-seq dataset (14)
(fig. S20). Integrative analysis of mature T cells
from human and mouse showed that cell
states are well mixed across species (fig. S21).
This analysis showed that GNG4" CD8a.o." T(I)
cells in humans are most similar to the mouse
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intraepithelial lymphocyte precursor type A
(IELpA) cells (56) (fig. S21), sharing expression
of HIVEP3, NR4A3, PDCDI, and TNFRSF9 (fig.
S22). However, there were also highly differ-
entially expressed genes between them, in-
cluding GNG4 and XCLI in human and ZEB2
and CLDNIO in mouse, suggesting a potential
difference in function (fig. S23). Moreover, hu-
man CD8oa* T(I) cells fully mature into a
CDSA""/CD8B" phenotype, whereas mouse
IELpA cells become triple negative (CD8AY
CD8B'™"CD4!°%) cells (fig. $23). This shows
that human and mouse TNFRSFO™8" agonist-
selected cells in the thymus take on distinct
transcriptional characteristics.

21 February 2020

the characteristics of unconventional T cells based on CD8A versus CD8B
expression levels (E), KLRBI versus ZBTB16 expression levels (F), TCRa
productive chain versus TRDC detection ratio (G), and TRDVI versus TRDVZ2
expression levels (H). Gray arrows or lines are used to set boundaries
between groups [(E), (G), (H)] or to indicate the trend of innate marker
gene expression (F). (I) RNA smFISH showing GNG4, TNFRSF9, and CD8A

in a 15 PCW thymus. Lower right panel shows detected spots from the image
on top of the tissue structure based on 4',6-diamidino-2-phenylindole (DAPI)
signal. Color scheme for spots is the same as in the image. (J) FACS gating
strategy to isolate CD8owoi(l) cells (live/CD3*/CD4~/CD137") and Smart-seq2
validation of FACS-isolated cells projected to the UMAP presentation of total
mature T cells from the discovery dataset (lower left). GNG4 expression pattern
is overlaid onto the same UMAP plot (lower right).

Recruitment and activation of DCs for
thymocyte selection

Selection of T cells is coordinated by special-
ized TECs and DCs. We identified three pre-
viously well-characterized thymic DC subtypes:
DC1 (XCR1*CLEC9A"), DC2 (SIRPA*CLECI0A™),
and pDC (IL3BRA*CLEC4C") (6, 57, 58). We also
identified a population that was previously
incompletely described, which we call “acti-
vated DCs” (aDCs), characterized by LAMP3
and CCR?7 expression (Fig. 4, A and B) (59, 60).
aDCs expressed a high level of chemokines
and costimulatory molecules, together with
transcription factors such as AIRE and FOXD4,
which we validated in situ (Fig. 4B and fig. S24);
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these findings suggest that they may corre-
spond to the previously described AIRE*CCR7"
DCs in human tonsils and thymus (61).
Interestingly, our single-cell data revealed
three subsets within the aDC group, identified
by distinct gene expression profiles: aDCI1,
aDC2, and aDC3 (Fig. 4, A and B). aDC1 and
aDC2 subtypes shared several marker genes
with DC1 and DC2, respectively. To systemat-
ically compare aDC subtypes to canonical DCs,
we calculated an identity score for each DC
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Erte

Fig. 4. Recruitment and activation of dendritic cells for thymocyte selec-
tion. (A and B) UMAP visualization of thymic DC populations (A) and dot plot of
their marker genes (B). (C) Heat map of chemokine interactions among T cells,
DCs, and TECs, where the chemokine is expressed by the outside cell type and
the cognate receptor by the inside cell type. (D) Schematic model summarizing
the interactions of TECs, DCs, and T cells. The ligand is secreted by the cell
at the beginning of an arrow, and the receptor is expressed by the cell at the end

500um

population by summarizing marker gene ex-
pression. This demonstrated a clear relation-
ship between aDCI1-DC1 and aDC2-DC2 pairs,
which suggests that each aDC subtype derives
from a distinct DC population (fig S25). In-
terestingly, aDC1 and aDC2 displayed distinct
patterns of chemokine expression, suggesting
functional diversification of these aDCs (Fig.
4B). Moreover, aDC3 cells had decreased major
histocompatibility complex (MHC) class IT and
costimulatory molecule expression relative to

21 February 2020

of that arrow. (E) Left: RNA smFISH detection of GNG4, XCRI, and FOXP3 in
15 PCW thymus. Right: Computationally detected spots are shown as solid circles
over the tissue structure based on DAPI signal. Color schemes for circles are
the same as in the image. (F to H) Sequential slide sections from the same
sample are stained for the detection of LAMP3, AIRE, and XCRI (F), LAMP3,
ITGAX, and CD80 (G), and LAMP3 and FOXP3 (H). Spot detection and
representation are as in (E). Data are representative of two experiments.

other aDC subsets, which may reflect a post-
activation DC state.

Having identified two canonical TECs and a
variety of DC subsets, we used CellPhoneDB
analysis to identify specific interactions
between these antigen-presenting cells and dif-
ferentiating T cells (35). We focused on inter-
actions mediated by chemokines, which enable
cell migration and anatomical colocalization
(Fig. 4C). This demonstrated the relay of dif-
ferentiating T cells from the cortex to the
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medulla, which is orchestrated by CCL25:CCR9
and CCLI19/21:CCRY interactions between ¢cTEC/
mTEC and DP/SP T cells, respectively (62).
Interestingly, aDCs expressed CCR7, together
with CCL1I9, enabling attraction to and recruit-
ment of T cells into the thymic medulla.
Moreover, they strongly expressed the chemo-
kines CCL17 and CCL22, whose receptor CCR4
was enriched in CD4* T cells and particularly
Tyegs- aDCs also potentially recruit other DCs
and mature T,.gs via CXCL9/10:CXCR3 inter-
actions and are able to provide a strong costim-
ulatory signal, which suggests a role in Teg
generation. We also noted that GNG4*CD8a.o.*
T(I) cells expressed XCL1, which may be in-
volved in the recruitment of XCR1-expressing
DCI cells (63). Our analysis shows that XCL1
is expressed most highly by CD8oa" T(I) cells
and at a lower level by NK cells (fig. S26). The
location of CD8ao." T(I) cells in the perimedul-
lary region suggests a potential relay of signals
from CD8oo™ T(I) cells to recruit XCR1* DC1
cells into the medulla, where these cells are
activated and up-regulate CCR7 (Fig. 4D).

To confirm our in silico predictions, we per-
formed smFISH to identify the anatomical loca-
tion of CD8oa* T(I) cells (GNG4), DC1s (XCRI),
aDCs (LAMP3, CD80), and T,ees (FOXP3). A
generic marker of nonactivated DCs (ITGAX)
and mTECs (A/RE) was also used to provide a
reference for the organ structure. Imaging of
consecutive sections of fetal thymus (15 PCW)
revealed the zonation of CD8oo™ T(I) cells,
DC1s, and nonactivated DCs located in the
perimedullary region, and aDCs and Tiegs €n-
riched in the center of the medulla (Fig. 4, E
to H). All localization patterns are support-
ive of our in silico model, demonstrating the
power of single-cell transcriptomics coupled
with CellPhoneDB predictions.

Bias in human TCR repertoire formation
and selection

Because our data featured detailed T cell tra-
jectories combined with single-cell resolution
TCR sequences, it provided an opportunity to
investigate the kinetics of TCR recombination.
TCR chains detected from the TCR-enriched
5' sequencing libraries were filtered for full-
length recombinants and were associated with
our cell type annotation. This allowed us to
analyze patterns in TCR repertoire formation
and selection (Fig. 5, A and B).

For TCRp, we observed a strong bias in VDJ
gene usage that persisted from the initiation
of recombination (DN cells) to the mature
T cell stage (Fig. 5A). This bias is not explained
by recombination signal sequence (RSS) score
(fig. S27). The bias does correlate well with
genomic position (fig. S27), and this is con-
sistent with a looping structure of the locus,
which has been observed in the mouse (Fig.
5C) (64). However, the V gene usage bias that
we observe in human is not found in mouse
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(25). We also observed a preferential associ-
ation of D2 genes with J2 genes, whereas D1
genes can recombine with J1 and J2 genes
with similar frequency (fig. S28). There was
no clear association between TCR V-D or V-J
pairs (fig. S28A).

Although the initial recombination pattern
largely shapes the repertoire, selection also
contributes to the preference in TCRp reper-
toire. We observed that several TRBV genes
were depleted or enriched after beta selec-
tion (DP cells) relative to before beta selection
(DN cells). This suggests that there are germline-
encoded differences between the different
VB genes’ ability to respond to peptide-MHC
(PMHC) stimulation (fig. S29A). This result is
in line with the molecular finding that V8
makes the most contacts with pMHC molecule
versus DJ (and also Va) (65).

For the TCRo locus, we found a clear asso-
ciation between developmental timing and
V-J pairing, as previously described (66): Prox-
imal pairs were recombined first, followed by
recombination of distal pairs (Fig. 5B), which
in turn restricted the pairing between V and J
genes (fig. S28B). This provides direct evidence
for progressive recombination of the TCRa
locus (Fig. 5D). Notably, proximal pairs were
depleted in mature T cells relative to DP cells,
showing a further bias in the positive selection
step (fig. S28B).

To investigate whether differential TCR
repertoire bias exists between cell types, we
compared the TCR repertoire of different cell
types by running a principal components anal-
ysis (Fig. 5E). Notably, we observed a clear
separation of CD8" T cells and other cell types.
The trend was consistent in all individual
donor samples. Statistical testing of the differ-
ence in odds ratios identified several TCR
genes responsible for this phenomenon (fig.
S29B). The observed trend was largely sim-
ilar to that seen in naive CD4*/CD8" T cells
isolated from peripheral blood (22, 23). No-
tably, relative to other cell types, the TRAV-TRAJ
repertoire of CD8" T cells was biased toward
distal V-J pairs (Fig. 5F). Considering that dis-
tal repertoires are generated at a later stage of
progressive TCRo recombination, this might
be due to slower or less efficient commitment
toward the CD8" T lineage (Fig. 5D). There
was also a slight bias toward proximal V-J
pairs for CD8ao T(I) cells that was much
more evident in the postnatal thymic sample
compared to fetal samples (fig. S29C) (53).

Discussion

We reconstructed the trajectory of human
conventional and unconventional T cell dif-
ferentiation combined with TCR repertoire
information, which revealed a bias in the
TCR repertoire of mature conventional T cells.
Because TCR repertoire bias predisposes our
reactivity to diverse pMHC combinations, this
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may have profound implications for how we
respond to antigenic challenges.

Our analysis of the thymic microenviron-
ment revealed the complexity of cell types con-
stituting the thymus, as well as the breadth of
interactions between stromal cells and innate
immune cells to coordinate thymic develop-
ment to support T cell differentiation. The
intercellular communication network that
we describe between thymocytes and sup-
porting cells can be used to enhance in vitro
culture systems to generate T cells, and will
influence future T cell therapeutic engineering
strategies.

Materials and methods
Tissue acquisition and processing

All tissue samples used for this study were
obtained with written informed consent from
all participants in accordance with the guide-
lines in the Declaration of Helsinki 2000 from
multiple centers. All tissues were processed
immediately after isolation using consistent
protocols with variation in enzymatic diges-
tion strength. Tissue was transferred to a
sterile 10-mm? tissue culture dish and cut into
segments (<1 mm?®) before being transferred
to a 50-ml conical tube. For mild digestion,
tissues were digested with collagenase type IV
(1.6 mg/ml, Worthington) in RPMI (Sigma-
Aldrich) supplemented with 10% (v/v) heat-
inactivated fetal bovine serum (FBS; Gibco),
penicillin (100 U/ml, Sigma-Aldrich), strep-
tomycin (0.1 mg/ml, Sigma-Aldrich), and 2 mM
1-glutamine (Sigma-Aldrich) for 30 min at 37°C
with intermittent shaking. For stringent diges-
tion, tissue was digested with Liberase (0.2 mg/ml,
Roche)/0.125 KU DNasel (Sigma-Aldrich)/
10 mM HEPES in RPMI for 30 min at 37°C with
intermittent shaking. The dissociated cells
were separated and remaining undigested
tissue were digested again with fresh media.
This procedure was repeated until the tissue
was completely dissociated. Digested tissue
was passed through a 100-um filter, and cells
collected by centrifugation (500g for 5 min
at 4°C). Cells were treated with 1x red blood
cell [RBC lysis buffer (eBioscience)] for 5 min
at room temperature and washed once with
flow buffer [PBS containing 5% (v/v) FBS and
2 mM EDTA] prior to cell counting.

Single-cell RNA sequencing experiment

For FACS sorting of isolated thymus cells,
dissociated cells were stained with a panel
of antibodies prior to sorting based on
CD45 or CD3 expression gate. Enrichment
of EpCAM-positive cells was performed using
CD326 (EpCAM) microbeads (Miltenyi Biotec,
130-061-101) according to manufacturer’s
protocol. CD45 depleted cells were obtained
using CD45 microbeads (Miltenyi Biotec, 130-
045-801) according to manufacturer’s proto-
col. Cell number and viability were checked
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Fig. 5. Intrinsic bias in
human TCR repertoire
formation and selection.
(A) Heat map showing the
proportion of each TCRB V, D,
and J gene segment present at
progressive stages of T cell
development. Gene segments
are positioned according to
genomic location. (B) Same
scheme as in (A) applied to
TCRa V and J gene segments.
Although there is a usage bias of
segments at the beginning of
development, segments are
evenly used by the late devel-
opmental stages, indicating
progressive recombination
leading to even usage of
segments. (C and D) Sche-
matics illustrating a hypotheti-
cal chromatin loop that may
explain genomic location bias in
recombination of TCR locus
(C) and the mechanism of
progressive recombination of
TCRa locus leading to even
usage of segments (D).

(E) Principal components anal-
ysis plots showing TRBV or
TRAV and TRAJ gene usage
pattern in different T cell types.
Arrows depict T cell develop-
mental order. For TRBV, there is
a strong effect from beta selec-
tion, after which point the CD4*
and CD8" repertoires diverge.
The development for TRAV+
TRAJ is more progressive, with
stepwise divergence into the
CD4" and CD8" repertoires.

(F) Relative usage of TCRa V
and J gene segments according
to cell type. The z-score for
each segment is calculated
from the distribution of normal-
ized proportions stratified by
the cell type and sample.

P value is calculated by com-
paring z-scores in CD4* T and
CD8" T cells using t test,

and false discovery rate (FDR)
is calculated using Benjamini-
Hochberg correction: *P < 0.05,
**FDR < 10%. Gene names and
asterisks are colored by signifi-
cant enrichment in CD4"* T cells
(blue) or CD8" T cells (orange).

after the enrichment to ensure that no sig-
nificant cell death has been caused by the

process.

For the droplet-encapsulation scRNA-seq ex-
periments, 8000 live, single, CD45* or CD45~
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FACS-isolated cells or MACS-enriched cells
were loaded on to each of the Chromium Con-
troller (10x Genomics). Single-cell cDNA syn-
thesis, amplification, and sequencing libraries
were generated using the Single Cell 3’ and 5’

21 February 2020

Reagent Kit following the manufacturer’s
instructions. The libraries from up to eight loaded
channels were multiplexed together and se-
quenced on an Illumina HiSeq 4000. The li-
braries were distributed over eight lanes per
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flow cell and sequenced using the follow-
ing parameters: Readl: 26 cycles, i7: 8 cycles,
i5: 0 cycles; Read2: 98 cycles to generate
75-bp paired-end reads. For the plate-based
scRNA-seq experiments, a slightly modified
Smart-Seq2 protocol was used. After cDNA
generation, libraries were prepared (384 cells
per library) using the Illumina Nextera XT
kit. Index v2 sets A, B, C, and D were used
per library to barcode each cell for multi-
plexing. Each library was sequenced (384
cells) per lane at a sequencing depth of 1 to
2 million reads per cell on HiSeq 4000 using
v4 SBS chemistry to create 75-bp paired-end
reads.

Single-cell RNA sequencing data analysis

Droplet-based sequencing data were aligned
and quantified using the Cell Ranger Single-
Cell Software Suite (version 2.0.2 for 3’ chem-
istry and version 2.1.0 for 5’ chemistry, 10x
Genomics Inc.) using the GRCh38 human ref-
erence genome (official Cell Ranger reference,
version 1.2.0). Cells with fewer than 2000 UMI
counts and 500 detected genes were consid-
ered as empty droplets and removed from the
dataset. Cells with more than 7000 detected
genes were considered as potential doublets
and removed from the dataset.

Smart-seq2 sequencing data were aligned
with STAR (version 2.5.1b), using the STAR
index and annotation from the same reference
as the 10x data. Gene-specific read counts were
calculated using htseq-count (version 0.10.0).
Scanpy (version 1.3.4) python package was
used to load the cell-gene count matrix and
perform downstream analysis. Doublet detec-
tion, clustering, annotation, batch alignment,
trajectory analysis, cell-cell interaction, and
repertoire analysis is performed using the tools
in Scanpy package complemented with some
custom codes.

RNA smFISH

Samples were fixed in 10% NBF, dehydrated
through an ethanol series, and embedded in
paraffin wax. Samples (5 um) were cut, baked
at 60°C for 1 hour, and processed using
standard pre-treatment conditions, as per the
RNAscope multiplex fluorescent reagent kit
version 2 assay protocol (manual) or the
RNAscope 2.5 LS fluorescent multiplex assay
(automated). TSA-plus fluorescein, Cy3, and
Cy5 fluorophores were used at 1:1500 dilution
for the manual assay, or 1:300 dilution for the
automated assay. Slides were imaged on dif-
ferent microscopes: Hamamatsu Nanozoomer
S60 or 3DHistech Pannoramic MIDI. Stained
sections were also imaged with a Perkin
Elmer Opera Phenix High-Content Screen-
ing System, in confocal mode with 1 um z-
step size, using 20x (NA 0.16, 0.299 um/pixel)
and 40x (NA 11, 0.149 um/pixel) water-immersion
objectives.
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REFERENCES AND NOTES

1. S. Palmer, L. Albergante, C. C. Blackburn, T. J. Newman,
Thymic involution and rising disease incidence with age.
Proc. Natl. Acad. Sci. U.S.A. 115, 1883-1888 (2018).
doi: 10.1073/pnas.1714478115; pmid: 29432166

2. H. E. Lynch et al., Thymic involution and immune
reconstitution. Trends Immunol. 30, 366-373 (2009).
doi: 10.1016/.it.2009.04.003; pmid: 19540807

3. G. L. Stritesky, S. C. Jameson, K. A. Hogquist, Selection of
self-reactive T cells in the thymus. Annu. Rev. Immunol. 30,
95-114 (2012). doi: 10.1146/annurev-immunol-020711-075035;
pmid: 22149933

4. M. J. Sanchez et al., Putative prethymic T cell precursors within
the early human embryonic liver: A molecular and functional
analysis. J. Exp. Med. 177, 19-33 (1993). doi: 10.1084/
jem.177.1.19; pmid: 8418199

5. L. Sun et al., FSP1(*) fibroblast subpopulation is essential for
the maintenance and regeneration of medullary thymic
epithelial cells. Sci. Rep. 5, 14871 (2015). doi: 10.1038/
srepl4871; pmid: 26445893

6. L. Wu, K. Shortman, Heterogeneity of thymic dendritic cells.
Semin. Immunol. 17, 304-312 (2005). doi: 10.1016/
j.smim.2005.05.001; pmid: 15946853

7. G. Anderson, Y. Takahama, Thymic epithelial cells: Working
class heroes for T cell development and repertoire selection.
Trends Immunol. 33, 256-263 (2012). doi: 10.1016/
}.it.2012.03.005; pmid: 22591984

8. Y.-J. Liu, A unified theory of central tolerance in the thymus.
Trends Immunol. 27, 215-221 (2006). doi: 10.1016/
J.it.2006.03.004; pmid: 16580260

9. J. Gameiro, P. Nagib, L. Verinaud, The thymus
microenvironment in regulating thymocyte differentiation.
Cell Adhes. Migr. 4, 382-390 (2010). doi: 10.4161/
cam.4.3.11789; pmid: 20418658

10. W. E. Jenkinson, S. W. Rossi, S. M. Parnell, E. J. Jenkinson,
G. Anderson, PDGFRa-expressing mesenchyme regulates
thymus growth and the availability of intrathymic niches. Blood
109, 954-960 (2007). doi: 10.1182/blood-2006-05-023143;
pmid: 17008543

11. S. Inglesfield, E. J. Cosway, W. E. Jenkinson, G. Anderson,
Rethinking Thymic Tolerance: Lessons from Mice.
Trends Immunol. 40, 279-291 (2019). doi: 10.1016/j.it.2019.01.011;
pmid: 30803714

12. J. F. A. P. Miller, The golden anniversary of the thymus.
Nat. Rev. Immunol. 11, 489-495 (2011). doi: 10.1038/nri2993;
pmid: 21617694

13. J. Gordon, N. R. Manley, Mechanisms of thymus organogenesis
and morphogenesis. Development 138, 3865-3878 (2011).
doi: 10.1242/dev.059998; pmid: 21862553

14. E. M. Kernfeld et al., A Single-Cell Transcriptomic Atlas of
Thymus Organogenesis Resolves Cell Types and
Developmental Maturation. Immunity 48, 1258-1270.e6
(2018). doi: 10.1016/j.immuni.2018.04.015; pmid: 29884461

15. C. Bornstein et al., Single-cell mapping of the thymic
stroma identifies IL-25-producing tuft epithelial cells. Nature
559, 622-626 (2018). doi: 10.1038/541586-018-0346-1;
pmid: 30022162

16. C. N. Miller et al., Thymic tuft cells promote an IL-4-enriched
medulla and shape thymocyte development. Nature
559, 627-631 (2018). doi: 10.1038/541586-018-0345-2;
pmid: 30022164

17. J. Mestas, C. C. W. Hughes, Of mice and not men: Differences
between mouse and human immunology. J. Immunol. 172,
2731-2738 (2004). doi: 10.4049/jimmunol.172.5.2731;
pmid: 14978070

18. A. M. Farley et al., Dynamics of thymus organogenesis and
colonization in early human development. Development 140,
2015-2026 (2013). doi: 10.1242/dev.087320;
pmid: 23571219

19. B. V. Kumar, T. J. Connors, D. L. Farber, Human T Cell

Development, Localization, and Function throughout Life.

Immunity 48, 202-213 (2018). doi: 10.1016/j.immuni.2018.01.007;

pmid: 29466753

J. Nikolich-Zugich, M. K. Slifka, I. Messaoudi, The

many important facets of T cell repertoire diversity.

Nat. Rev. Immunol. 4, 123-132 (2004). doi: 10.1038/nri1292;

pmid: 15040585

R. Jores, T. Meo, Few V gene segments dominate the T cell

receptor B-chain repertoire of the human thymus. J. Immunol.

151, 6110-6122 (1993). pmid: 8245454

J.A. Carter et al., T cell receptor af chain pairing is associated

with CD4" and CD8" lineage specification. bioRxiv 293852

[preprint]. 3 April 2018.

2

IS

21.

~

2

N

21 February 2020

23.

24.

2

26.

27.

28.

29.

30.

3L

=

32.

33.

34.

35.

3

fo}

37.

38.

39.

40.

41.

=

4

)

43.

o

P. L. Klarenbeek et al., Somatic Variation of T cell Receptor
Genes Strongly Associate with HLA Class Restriction. PLOS ONE
10, e0140815 (2015). doi: 10.1371/journal.pone.0140815;
pmid: 26517366

R. L. Warren et al., Exhaustive T cell repertoire sequencing of
human peripheral blood samples reveals signatures of antigen
selection and a directly measured repertoire size of at least

1 million clonotypes. Genome Res. 21, 790-797 (2011).

doi: 10.1101/gr.115428.110; pmid: 21349924

S. Gopalakrishnan et al., Unifying model for molecular
determinants of the preselection VB repertoire. Proc. Natl.
Acad. Sci. U.S.A. 110, E3206-E3215 (2013). doi: 10.1073/
pnas.1304048110; pmid: 23918392

K. Polanski et al., BBKNN: Fast Batch Alignment of Single Cell
Transcriptomes. Bioinformatics btz625 (2019). doi: 10.1093/
bioinformatics/btz625; pmid: 31400197

S. Hansen et al., Collectin 11 (CL-11, CL-K1) is a MASP-1/3-
associated plasma collectin with microbial-binding activity.

J. Immunol. 185, 6096-6104 (2010). doi: 10.4049/
jimmunol.1002185; pmid: 20956340

K. M. Sitnik et al., Mesenchymal cells regulate retinoic acid
receptor-dependent cortical thymic epithelial cell homeostasis.
J. Immunol. 188, 4801-4809 (2012). doi: 10.4049/
jimmunol.1200358; pmid: 22504647

C. Gu, E. Giraudo, The role of semaphorins and their receptors
in vascular development and cancer. Exp. Cell Res. 319,
1306-1316 (2013). doi: 10.1016/j.yexcr.2013.02.003;

pmid: 23422037

H. J. Garchon, F. Djabiri, J. P. Viard, P. Gajdos, J. F. Bach,
Involvement of human muscle acetylcholine receptor a-subunit
gene (CHRNA) in susceptibility to myasthenia gravis.

Proc. Natl. Acad. Sci. U.S.A. 91, 4668-4672 (1994).

doi: 10.1073/pnas.91.11.4668; pmid: 7910962

L. Mesnard-Rouiller, J. Bismuth, A. Wakkach, S. Poga-Guyon,
S. Berrih-Aknin, Thymic myoid cells express high levels of
muscle genes. J. Neuroimmunol. 148, 97-105 (2004).

doi: 10.1016/j.jneuroim.2003.11.013; pmid: 14975590

A. Zéttowska et al., Myoid cells and neuroendocrine markers in
myasthenic thymuses. Arch. Immunol. Ther. Exp. 46, 253-257
(1998). pmid: 9779292

V. S. Patil et al., Precursors of human CD4" cytotoxic

T lymphocytes identified by single-cell transcriptome analysis.
Sci. Immunol. 3, eaan8664 (2018). doi: 10.1126/sciimmunol.
2an8664; pmid: 29352091

N. Lopes, A. Sergé, P. Ferrier, M. Irla, Thymic Crosstalk
Coordinates Medulla Organization and T cell Tolerance
Induction. Front. Immunol. 6, 365 (2015). doi: 10.3389/
fimmu.2015.00365; pmid: 26257733

R. Vento-Tormo et al., Single-cell reconstruction of the
early maternal-fetal interface in humans. Nature 563,
347-353 (2018). doi: 10.1038/541586-018-0698-6;

pmid: 30429548

. D. Elewaut, C. F. Ware, The unconventional role of LTap in

T cell differentiation. Trends Immunol. 28, 169-175 (2007).

doi: 10.1016/.it.2007.02.005; pmid: 17336158

S. W. Rossi et al., RANK signals from CD4*3" inducer cells
regulate development of Aire-expressing epithelial cells in the
thymic medulla. J. Exp. Med. 204, 1267-1272 (2007).

doi: 10.1084/jem.20062497; pmid: 17502664

J. M. Revest, R. K. Suniara, K. Kerr, J. J. Owen, C. Dickson,
Development of the thymus requires signaling through the
fibroblast growth factor receptor R2-Ilb. J. Immunol. 167,
1954-1961 (2001). doi: 10.4049/jimmunol.167.4.1954;

pmid: 11489975

M. J. Garcia-Ledn, P. Fuentes, J. L. de la Pompa,

M. L. Toribio, Dynamic regulation of NOTCHI activation and
Notch ligand expression in human thymus development.
Development 145, dev165597 (2018). doi: 10.1242/
dev.165597; pmid: 30042180

G. E. Desanti et al., Developmentally regulated availability of
RANKL and CD40 ligand reveals distinct mechanisms of
fetal and adult cross-talk in the thymus medulla. J. Immunol.
189, 5519-5526 (2012). doi: 10.4049/jimmunol.1201815;
pmid: 23152561

E. J. Cosway et al., Redefining thymus medulla specialization
for central tolerance. J. Exp. Med. 214, 3183-3195 (2017).
doi: 10.1084/jem.20171000; pmid: 28830910

. |. Van de Walle et al., Jagged? acts as a Delta-like Notch ligand

during early hematopoietic cell fate decisions. Blood 117,
4449-4459 (2011). doi: 10.1182/blood-2010-06-290049;
pmid: 21372153

I. Van de Walle et al., Specific Notch receptor-ligand
interactions control human TCR-af/y5 development by

10 of 11


http://dx.doi.org/10.1073/pnas.1714478115
http://www.ncbi.nlm.nih.gov/pubmed/29432166
http://dx.doi.org/10.1016/j.it.2009.04.003
http://www.ncbi.nlm.nih.gov/pubmed/19540807
http://dx.doi.org/10.1146/annurev-immunol-020711-075035
http://www.ncbi.nlm.nih.gov/pubmed/22149933
http://dx.doi.org/10.1084/jem.177.1.19
http://dx.doi.org/10.1084/jem.177.1.19
http://www.ncbi.nlm.nih.gov/pubmed/8418199
http://dx.doi.org/10.1038/srep14871
http://dx.doi.org/10.1038/srep14871
http://www.ncbi.nlm.nih.gov/pubmed/26445893
http://dx.doi.org/10.1016/j.smim.2005.05.001
http://dx.doi.org/10.1016/j.smim.2005.05.001
http://www.ncbi.nlm.nih.gov/pubmed/15946853
http://dx.doi.org/10.1016/j.it.2012.03.005
http://dx.doi.org/10.1016/j.it.2012.03.005
http://www.ncbi.nlm.nih.gov/pubmed/22591984
http://dx.doi.org/10.1016/j.it.2006.03.004
http://dx.doi.org/10.1016/j.it.2006.03.004
http://www.ncbi.nlm.nih.gov/pubmed/16580260
http://dx.doi.org/10.4161/cam.4.3.11789
http://dx.doi.org/10.4161/cam.4.3.11789
http://www.ncbi.nlm.nih.gov/pubmed/20418658
http://dx.doi.org/10.1182/blood-2006-05-023143
http://www.ncbi.nlm.nih.gov/pubmed/17008543
http://dx.doi.org/10.1016/j.it.2019.01.011
http://www.ncbi.nlm.nih.gov/pubmed/30803714
http://dx.doi.org/10.1038/nri2993
http://www.ncbi.nlm.nih.gov/pubmed/21617694
http://dx.doi.org/10.1242/dev.059998
http://www.ncbi.nlm.nih.gov/pubmed/21862553
http://dx.doi.org/10.1016/j.immuni.2018.04.015
http://www.ncbi.nlm.nih.gov/pubmed/29884461
http://dx.doi.org/10.1038/s41586-018-0346-1
http://www.ncbi.nlm.nih.gov/pubmed/30022162
http://dx.doi.org/10.1038/s41586-018-0345-2
http://www.ncbi.nlm.nih.gov/pubmed/30022164
http://dx.doi.org/10.4049/jimmunol.172.5.2731
http://www.ncbi.nlm.nih.gov/pubmed/14978070
http://dx.doi.org/10.1242/dev.087320
http://www.ncbi.nlm.nih.gov/pubmed/23571219
http://dx.doi.org/10.1016/j.immuni.2018.01.007
http://www.ncbi.nlm.nih.gov/pubmed/29466753
http://dx.doi.org/10.1038/nri1292
http://www.ncbi.nlm.nih.gov/pubmed/15040585
http://www.ncbi.nlm.nih.gov/pubmed/8245454
https://www.biorxiv.org/content/10.1101/293852v1.article-info
http://dx.doi.org/10.1371/journal.pone.0140815
http://www.ncbi.nlm.nih.gov/pubmed/26517366
http://dx.doi.org/10.1101/gr.115428.110
http://www.ncbi.nlm.nih.gov/pubmed/21349924
http://dx.doi.org/10.1073/pnas.1304048110
http://dx.doi.org/10.1073/pnas.1304048110
http://www.ncbi.nlm.nih.gov/pubmed/23918392
http://dx.doi.org/10.1093/bioinformatics/btz625
http://dx.doi.org/10.1093/bioinformatics/btz625
http://www.ncbi.nlm.nih.gov/pubmed/31400197
http://dx.doi.org/10.4049/jimmunol.1002185
http://dx.doi.org/10.4049/jimmunol.1002185
http://www.ncbi.nlm.nih.gov/pubmed/20956340
http://dx.doi.org/10.4049/jimmunol.1200358
http://dx.doi.org/10.4049/jimmunol.1200358
http://www.ncbi.nlm.nih.gov/pubmed/22504647
http://dx.doi.org/10.1016/j.yexcr.2013.02.003
http://www.ncbi.nlm.nih.gov/pubmed/23422037
http://dx.doi.org/10.1073/pnas.91.11.4668
http://www.ncbi.nlm.nih.gov/pubmed/7910962
http://dx.doi.org/10.1016/j.jneuroim.2003.11.013
http://www.ncbi.nlm.nih.gov/pubmed/14975590
http://www.ncbi.nlm.nih.gov/pubmed/9779292
http://dx.doi.org/10.1126/sciimmunol.aan8664
http://dx.doi.org/10.1126/sciimmunol.aan8664
http://www.ncbi.nlm.nih.gov/pubmed/29352091
http://dx.doi.org/10.3389/fimmu.2015.00365
http://dx.doi.org/10.3389/fimmu.2015.00365
http://www.ncbi.nlm.nih.gov/pubmed/26257733
http://dx.doi.org/10.1038/s41586-018-0698-6
http://www.ncbi.nlm.nih.gov/pubmed/30429548
http://dx.doi.org/10.1016/j.it.2007.02.005
http://www.ncbi.nlm.nih.gov/pubmed/17336158
http://dx.doi.org/10.1084/jem.20062497
http://www.ncbi.nlm.nih.gov/pubmed/17502664
http://dx.doi.org/10.4049/jimmunol.167.4.1954
http://www.ncbi.nlm.nih.gov/pubmed/11489975
http://dx.doi.org/10.1242/dev.165597
http://dx.doi.org/10.1242/dev.165597
http://www.ncbi.nlm.nih.gov/pubmed/30042180
http://dx.doi.org/10.4049/jimmunol.1201815
http://www.ncbi.nlm.nih.gov/pubmed/23152561
http://dx.doi.org/10.1084/jem.20171000
http://www.ncbi.nlm.nih.gov/pubmed/28830910
http://dx.doi.org/10.1182/blood-2010-06-290049
http://www.ncbi.nlm.nih.gov/pubmed/21372153

RESEARCH |

RESEARCH ARTICLE

44,

4

4

47.

~

4

49.

50.

5L

52.

53.

54.

55.

56.

57.

Park et al., Science 367, eaay3224 (2020)

o

=

o

inducing differential Notch signal strength. J. Exp. Med. 210,
683-697 (2013). doi: 10.1084/jem.20121798; pmid: 23530123
D.-M. Popescu et al., Decoding human fetal liver
haematopoiesis. Nature 574, 365-371 (2019). doi: 10.1038/
541586-019-1652-y; pmid: 31597962

Y. Zeng et al., Single-Cell RNA Sequencing Resolves
Spatiotemporal Development of Pre-thymic Lymphoid
Progenitors and Thymus Organogenesis in Human

Embryos. Immunity 51, 930-948.e6 (2019). doi: 10.1016/
j.immuni.2019.09.008; pmid: 31604687

D. Pellin et al., A comprehensive single cell transcriptional
landscape of human hematopoietic progenitors. Nat. Commun.
10, 2395 (2019). doi: 10.1038/541467-019-10291-0;

pmid: 31160568

D. K. Shah, J. C. Zufiga-Pfliicker, An overview of the intrathymic
intricacies of T cell development. J. Immunol. 192, 4017-4023
(2014). doi: 10.4049/jimmunol.1302259; pmid: 24743636

H. T. Petrie, M. Tourigny, D. B. Burtrum, F. Livak, Precursor
thymocyte proliferation and differentiation are controlled by
signals unrelated to the pre-TCR. J. Immunol. 165, 3094-3098
(2000). doi: 10.4049/jimmunol.165.6.3094; pmid: 10975821
M. R. Tourigny, S. Mazel, D. B. Burtrum, H. T. Petrie, T cell
receptor (TCR)-B gene recombination: Dissociation from

cell cycle regulation and developmental progression during

T cell ontogeny. J. Exp. Med. 185, 1549-1556 (1997).

doi: 10.1084/jem.185.9.1549; pmid: 9151892

W. A. Dik et al., New insights on human T cell development by
quantitative T cell receptor gene rearrangement studies and
gene expression profiling. J. Exp. Med. 201, 1715-1723 (2005).
doi: 10.1084/jem.20042524; pmid: 15928199

B. J. Schmiedel et al., Impact of Genetic Polymorphisms on
Human Immune Cell Gene Expression. Cell 175, 1701-1715.e16
(2018). doi: 10.1016/j.cell.2018.10.022; pmid: 30449622

D. L. Owen et al., Thymic regulatory T cells arise via two
distinct developmental programs. Nat. Immunol. 20, 195-205
(2019). doi: 10.1038/541590-018-0289-6; pmid: 30643267

G. Verstichel et al., The checkpoint for agonist selection precedes
conventional selection in human thymus. Sci. Immunol. 2, eaah4232
(2017). doi: 10.1126/sciimmunol.aah4232; pmid: 28783686

J. R. Fergusson, V. M. Fleming, P. Klenerman, CD161-expressing
human T cells. Front. Immunol. 2, 36 (2011). doi: 10.3389/
fimmu.2011.00036; pmid: 22566826

E. S. Alonzo, D. B. Sant'Angelo, Development of PLZF-expressing
innate T cells. Curr. Opin. Immunol. 23, 220-227 (2011).

doi: 10.1016/}.c0i.2010.12.016; pmid: 21257299

R. Ruscher, R. L. Kummer, Y. J. Lee, S. C. Jameson,

K. A. Hogquist, CD8aa intraepithelial lymphocytes arise from
two main thymic precursors. Nat. Immunol. 18, 771-779
(2017). doi: 10.1038/ni.3751; pmid: 28530714

J. Oh, J.-S. Shin, The Role of Dendritic Cells in Central Tolerance.
Immune Netw. 15, 111-120 (2015). doi: 10.4110/in.2015.15.3.111;
pmid: 26140042

[}
0o

. A.-C. Villani et al., Single-cell RNA-seq reveals new types of
human blood dendritic cells, monocytes, and progenitors.
Science 356, eaah4573 (2017). doi: 10.1126/science.aah4573;
pmid: 28428369
N. Watanabe et al., Hassall's corpuscles instruct dendritic cells
to induce CD4"CD25" regulatory T cells in human thymus.
Nature 436, 1181-1185 (2005). doi: 10.1038/nature03886;
pmid: 16121185
P. J. Fairchild, J. M. Austyn, Thymic dendritic cells: Phenotype
and function. Int. Rev. Immunol. 6, 187-196 (1990).
doi: 10.3109/08830189009056629; pmid: 2152502
61. J. R. Fergusson et al., Maturing Human CD127* CCR7* PDL1*
Dendritic Cells Express AIRE in the Absence of Tissue
Restricted Antigens. Front. Immunol. 9, 2902 (2019).
doi: 10.3389/fimmu.2018.02902; pmid: 30692988
62. Z. Hu, J. N. Lancaster, L. I. R. Ehrlich, The Contribution of
Chemokines and Migration to the Induction of Central
Tolerance in the Thymus. Front. Immunol. 6, 398 (2015).
doi: 10.3389/fimmu.2015.00398; pmid: 26300884
63. Y. Lei et al., Aire-dependent production of XCL1 mediates
medullary accumulation of thymic dendritic cells and
contributes to regulatory T cell development. J. Exp. Med.
208, 383-394 (2011). doi: 10.1084/jem.20102327;
pmid: 21300913
64. J. A. Skok et al., Reversible contraction by looping of the Tcra
and Terb loci in rearranging thymocytes. Nat. Immunol. 8,
378-387 (2007). doi: 10.1038/ni1448; pmid: 17334367
65. R. J. Mallis et al., Pre-TCR ligand binding impacts thymocyte
development before aBTCR expression. Proc. Natl. Acad.
Sci. U.S.A. 112, 8373-8378 (2015). doi: 10.1073/
pnas.1504971112; pmid: 26056289
66. Z. M. Carico, K. Roy Choudhury, B. Zhang, Y. Zhuang,
M. S. Krangel, Tcrd Rearrangement Redirects a Processive
Tcra Recombination Program to Expand the Tcra Repertoire.
Cell Rep. 19, 2157-2173 (2017). doi: 10.1016/j.celrep.2017.05.045;
pmid: 28591585

5

©

6

=]

ACKNOWLEDGMENTS

We gratefully acknowledge the Sanger Flow Cytometry Facility,
Newcastle University Flow Cytometry Core Facility, Sanger
Cellular Generation and Phenotyping (CGaP) Core Facility, and
Sanger Core Sequencing pipeline for support with sample
processing and sequencing library preparation. We thank the
MRC/Engineering and Physical Sciences Research Council
Newcastle Molecular Pathology Node for support on paraffin
embedding fetal tissues; J. Eliasova for graphical images, J. Choi
for helpful discussions, and S. Aldridge for editing the manuscript.
The human embryonic and fetal material was provided by the
Joint MRC/Wellcome (MR/R006237/1) Human Developmental
Biology Resource (www.hdbr.org). The material from the deceased
organ donor was provided by the Cambridge Biorepository for
Translational Medicine. Pediatric thymus material was provided

21 February 2020

by Ghent University Hospital. We are grateful to the donors and
donor families for granting access to the tissue samples. This
publication is part of the Human Cell Atlas: www.humancellatlas.
org/publications. Funding: Supported by Wellcome Human Cell
Atlas Strategic Science Support (WT211276/Z/18/Z) and the Chan
Zuckerberg Initiative (CZF2019-002445); Wellcome (WT206194),
ERC Consolidator (no. 646794), and EU MRG-Grammar awards
(S.A.T.); Wellcome (WT107931/2/15/Z), the Lister Institute for
Preventive Medicine and NIHR and Newcastle-Biomedical Research
Centre (M.H.); Research Foundation Flanders (FWO grant
G053816N) and Ghent University Special Research Fund (BOF18-
GOA-024) (T.T.); an EMBO Long-Term Fellowship (J.-E.P.); the
Wellcome Trust under grants 203828/2/16/A and 203828/2/16/2
(D.J.K.); and the European Research Council (ERC-Stg 639429),
the Rosetrees Trust (M362; M362-F1), the UCL Therapeutic
Acceleration Support Fund, and the GOSH BRC (P.B.). R.A.B. is an
NIHR Senior Investigator and is also supported by NIHR funding
of the Cambridge Biomedical Research Centre. Cambridge fetal
tissue was collected in part from funding from the WT MRC
Cambridge Stem Cell Institute. Author contributions: J.-E.P.,
S.AT., MH., and T.T. designed the experiments; J.-E.P., R.AB.,
D-MP., ES., ML, CD.C, JRF, NV, KTM, LG, LB, D.C,

F.D., and X.H. performed sampling and library prep with help from
SW., DM, AFu, AFi, LM, GR., DD, S.L, D.H, KS.-P., and
RV.-T.; J-EP., DJK, KP., ML, CD.C., and V.RK. analyzed the
data; J-E.P., C.D.C, ET, 0.B., KR., AW.-C., RAB, and RR.
performed validation experiments; J.-E.P., C.D.C., S.AT., MH., and
T.T. wrote the manuscript with contributions from R.A.B., KB.M.,
Y.S., MR.C, PB, S.B., RV.-T., KS.-P., and D.J.K. All authors read
and approved the manuscript. Competing interests: J.-E.P. and
S.A.T. are inventors on a patent application (GB1918902.6)
submitted by Genome Research Limited that covers a defined set
of transcription factors. Data and materials availability: All
sequencing data have been deposited to ArrayExpress (accession
number E-MTAB-8581) and can be accessed online through a
web portal (https://developmentcellatlas.ncl.ac.uk). All codes
used for data analysis are available from Zenodo repository

(DOI: 10.5281/zenod0.3572422).

SUPPLEMENTARY MATERIALS
science.sciencemag.org/content/367/6480/eaay3224/suppl/DC1
Materials and Methods

Supplementary Text

Figs. S1 to S29

Tables S1 to S8

Data S1

References (67-72)

View/request a protocol for this paper from Bio-protocol.

8 June 2019; accepted 16 January 2020
10.1126/science.aay3224

11 of 11


http://dx.doi.org/10.1084/jem.20121798
http://www.ncbi.nlm.nih.gov/pubmed/23530123
http://dx.doi.org/10.1038/s41586-019-1652-y
http://dx.doi.org/10.1038/s41586-019-1652-y
http://www.ncbi.nlm.nih.gov/pubmed/31597962
http://dx.doi.org/10.1016/j.immuni.2019.09.008
http://dx.doi.org/10.1016/j.immuni.2019.09.008
http://www.ncbi.nlm.nih.gov/pubmed/31604687
http://dx.doi.org/10.1038/s41467-019-10291-0
http://www.ncbi.nlm.nih.gov/pubmed/31160568
http://dx.doi.org/10.4049/jimmunol.1302259
http://www.ncbi.nlm.nih.gov/pubmed/24748636
http://dx.doi.org/10.4049/jimmunol.165.6.3094
http://www.ncbi.nlm.nih.gov/pubmed/10975821
http://dx.doi.org/10.1084/jem.185.9.1549
http://www.ncbi.nlm.nih.gov/pubmed/9151892
http://dx.doi.org/10.1084/jem.20042524
http://www.ncbi.nlm.nih.gov/pubmed/15928199
http://dx.doi.org/10.1016/j.cell.2018.10.022
http://www.ncbi.nlm.nih.gov/pubmed/30449622
http://dx.doi.org/10.1038/s41590-018-0289-6
http://www.ncbi.nlm.nih.gov/pubmed/30643267
http://dx.doi.org/10.1126/sciimmunol.aah4232
http://www.ncbi.nlm.nih.gov/pubmed/28783686
http://dx.doi.org/10.3389/fimmu.2011.00036
http://dx.doi.org/10.3389/fimmu.2011.00036
http://www.ncbi.nlm.nih.gov/pubmed/22566826
http://dx.doi.org/10.1016/j.coi.2010.12.016
http://www.ncbi.nlm.nih.gov/pubmed/21257299
http://dx.doi.org/10.1038/ni.3751
http://www.ncbi.nlm.nih.gov/pubmed/28530714
http://dx.doi.org/10.4110/in.2015.15.3.111
http://www.ncbi.nlm.nih.gov/pubmed/26140042
http://dx.doi.org/10.1126/science.aah4573
http://www.ncbi.nlm.nih.gov/pubmed/28428369
http://dx.doi.org/10.1038/nature03886
http://www.ncbi.nlm.nih.gov/pubmed/16121185
http://dx.doi.org/10.3109/08830189009056629
http://www.ncbi.nlm.nih.gov/pubmed/2152502
http://dx.doi.org/10.3389/fimmu.2018.02902
http://www.ncbi.nlm.nih.gov/pubmed/30692988
http://dx.doi.org/10.3389/fimmu.2015.00398
http://www.ncbi.nlm.nih.gov/pubmed/26300884
http://dx.doi.org/10.1084/jem.20102327
http://www.ncbi.nlm.nih.gov/pubmed/21300913
http://dx.doi.org/10.1038/ni1448
http://www.ncbi.nlm.nih.gov/pubmed/17334367
http://dx.doi.org/10.1073/pnas.1504971112
http://dx.doi.org/10.1073/pnas.1504971112
http://www.ncbi.nlm.nih.gov/pubmed/26056289
http://dx.doi.org/10.1016/j.celrep.2017.05.045
http://www.ncbi.nlm.nih.gov/pubmed/28591585
http://www.hdbr.org
http://www.humancellatlas.org/publications
http://www.humancellatlas.org/publications
https://developmentcellatlas.ncl.ac.uk
http://science.sciencemag.org/content/367/6480/eaay3224/suppl/DC1
https://en.bio-protocol.org/rap.aspx?eid=10.1126/science.aay3224

RESEARCH

RESEARCH ARTICLE SUMMARY

VACCINES

Pulmonary surfactant-biomimetic nanoparticles
potentiate heterosubtypic influenza immunity

Ji Wang*, Peiyu Li%, Yang Yu*, Yuhong Fu, Hongye Jiang, Min Lu, Zhiping Sun, Shibo Jiang,

Lu Lut, Mei X. Wut

INTRODUCTION: Current influenza vaccines must
be refreshed annually to address constant mu-
tations of viral hemagglutinin (HA) and neur-
aminidase (NA) genes because the vaccines
induce primarily neutralizing antibodies against
these surface antigens. Even with annual up-
dates, there have been years in which influenza
vaccines were ineffective because of mismatched
HA and/or NA antigenicity between the vaccine
viral strains and strains in circulation. Thus,
resources have been poured into developing
“universal” influenza vaccines that can pro-
tect the population from divergent influenza
viruses. However, none of these have passed
human clinical trials thus far. Broad immunity
can be evoked by natural viral infections or
live vector-engineered and attenuated influ-
enza vaccines, which all induce lung resident
memory T cells (Tgy cells) apart from hu-
moral immunity. However, a delicate balance
must be struck between safety and immuno-
genicity of these “replicating” vaccines. More-
over, these vaccines are suitable for only some
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populations. Thus, safe and potent mucosal
adjuvants are urgently needed as part of non-
replicating vaccines in order to stimulate lung
Try cells and engender strong heterosubtypic
immunity.

RATIONALE: Type I interferons (IFN-Is) are the
chief immune mediators for protective immu-
nity against viral infections and can be vig-
orously induced by influenza viral infection of
alveolar epithelial cells (AECs) as well as im-
mune cells. Thus, the activation of stimulator of
interferon genes (STING) in these two cell types
may recapitulate the immune responses pro-
voked by viral infection or replicating vaccines.
However, delivery of STING agonists into the
cytosol of AECs without breaching the integrity
of the pulmonary surfactant (PS) layer remains
a substantial challenge because the PS layer
forms a strong barrier to prevent nanoparticles
and hydrophilic molecules from accessing them.
To address this challenge, we encapsulated
2 3"-cyclic guanosine monophosphate-adenosine

Alveolus

PS-GAMP-mediated adjuvanticity. In alveoli, PS-GAMP associates with SP-A or SP-D before entering AMs
by means of SP-A- or SP-D-mediated endocytosis. cGAMP is subsequently released into the cytosol and
fluxes into AECs by way of gap junctions. It then activates STING in these cells, resulting in the vigorous
production of type 1 immune mediators. These mediators facilitate the recruitment and differentiation of
CD11b* DCs, which in turn direct robust antiviral CD8* T cell and humoral immune responses.

Wang et al., Science 367, 869 (2020)

21 February 2020

monophosphate (¢cGAMP), a natural and po-
tent STING agonist, with PS-biomimetic lipo-
somes (PS-GAMP) in an attempt to increase the
breadth of nonreplicating influenza vaccines
toward universality.

RESULTS: In mice, PS-GAMP entered alveolar
macrophages (AMs) in concert with lung-
specific surfactant protein-A (SP-A) and SP-D
because of its resemblance to PS. Its cargo was
released into the cytosol followed by a flux
from AMs into AECs through gap junctions.
Disguised as “self,” PS-
GAMP escaped immune
surveillance after intranasal
Read the full article  jmmunization, activating
at http:/dx.dol. the STING pathway in
org/10.1126/ .
science.aau0810 both AMs and AECs with-
out breaching PS and
alveolar epithelial barriers.
Through this mechanism, PS-GAMP averted
viral infection-provoked immunopathology
while robustly augmenting the recruitment
and differentiation of CD11b" dendritic cells
(DCs) and CD8™ T cell and humoral responses
of influenza vaccines such as those induced
by viral infection in terms of both timing and
magnitude. The adjuvant in conjunction with
inactivated HIN1 vaccine generated wide-
spectrum cross-protection against distant HIN1
and heterosubtypic H3N2, H5N1, and H7N9
viruses as early as 2 days after a single immu-
nization. This cross-protection lasted for at
least 6 months, concurrent with durable lung
CD8" Tgy cells in mice. The effectiveness of
this vaccine approach was also demonstrated
in a U.S. Food and Drug Administration-
approved ferret model. PS-GAMP-mediated
adjuvanticity was abrogated in vivo when AECs
were deficient in Sting or when mice were
administered gap junction inhibitors.

CONCLUSION: Nonreplicating influenza vaccines
or conventional adjuvants primarily activate
immune cells, but this approach appears to
be inadequate to induce lung Tgy; cells, a key
element of heterosubtypic immunity. By con-
trast, PS-GAMP activated immune cells as well
as AECs without breaching PS and AEC barriers,
effectively averting exaggerated inflammation
in the lung. STING activation in both immune
cells and AECs resulted in a broad spectrum
of immune protection against heterosubtypic
influenza viruses. The study sheds light on the
pivotal role AECs play in generating broad
cross-protection against various influenza vi-
ruses. Thus, PS-GAMP is a promising mucosal
adjuvant for “universal” influenza vaccines.

The list of author affiliations is available in the full article online.
*These authors contributed equally to this work.
tCorresponding author. Email: mwu5@mgh.harvard.edu
(M.X.W.); lul@fudan.edu.cn (L.L.)
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Pulmonary surfactant-biomimetic nanoparticles
potentiate heterosubtypic influenza immunity

Ji Wang“?*, Peiyu Li*3*, Yang Yu'*, Yuhong Fu®, Hongye Jiang', Min Lu', Zhiping Sun®, Shibo Jiang®,

Lu Lu3t, Mei X. Wu't

Current influenza vaccines only confer protection against homologous viruses. We synthesized
pulmonary surfactant (PS)-biomimetic liposomes encapsulating 2',3'-cyclic guanosine monophosphate-
adenosine monophosphate (cGAMP), an agonist of the interferon gene inducer STING (stimulator

of interferon genes). The adjuvant (PS-GAMP) vigorously augmented influenza vaccine-induced humoral
and CD8* T cell immune responses in mice by simulating the early phase of viral infection without
concomitant excess inflammation. Two days after intranasal immunization with PS-GAMP-adjuvanted
HIN1 vaccine, strong cross-protection was elicited against distant HIN1 and heterosubtypic H3N2, H5N1,
and H7N9 viruses for at least 6 months while maintaining lung-resident memory CD8"* T cells.
Adjuvanticity was then validated in ferrets. When alveolar epithelial cells (AECs) lacked Sting or gap
junctions were blocked, PS-GAMP-mediated adjuvanticity was substantially abrogated in vivo. Thus,
AECs play a pivotal role in configuring heterosubtypic immunity.

urrent influenza vaccines protect against

viral infections primarily by inducing

neutralizing antibodies specific for viral

surface hemagglutinin (HA) and neur-

aminidase (NA). However, these surface
proteins undergo constant antigenic drift or
shift, greatly limiting the efficacy of these vac-
cines (I). Studies demonstrating the essential
role of lung CD8™ resident memory T cells
(Tru cells) in heterosubtypic immunity may
provide an explanation to this limitation (2, 3).
Induced sufficiently by natural viral infections,
these cells not only recognize highly conserved
internal proteins that are shared among het-
erosubtypic influenza viruses but are also
capable of clearing viruses at the site of viral
entrance when their numbers are low (4-6). Sim-
ilarly, live vector-engineered and attenuated
influenza vaccines can induce lung CD8" Try
cells (7, 8), but a delicate balance must be
struck between their safety and immuno-
genicity. Moreover, these replicating vaccines
are often compromised by preexisting immu-
nity and consequently are suitable in only
some populations (9). By contrast, nonrep-
licating influenza vaccines induce poor T cell
immunity in the respiratory tract and require
potent mucosal adjuvants to overcome the

Wellman Center for Photomedicine, Massachusetts General
Hospital, Department of Dermatology, Harvard Medical
School, Boston, MA 02114, USA. ®Precision Medicine
Institute, The First Affiliated Hospital of Sun Yat-Sen
University, Sun Yat-Sen University, Guangzhou 510080,
China. 3Key Laboratory of Medical Molecular Virology (MOE/
NHC/CAMS), School of Basic Medical Sciences and Shanghai
Public Health Clinical Center, Biosafety Level 3 Laboratory,
Fudan University, Shanghai 200032, China.
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immunoregulatory mechanisms of the res-
piratory mucosa. However, there continues
to be a dearth of effective mucosal adjuvants
despite decades of investigation.

2' 3'-cyclic guanosine monophosphate-
adenosine monophosphate (cGAMP), a natu-
ral agonist of the stimulator of interferon genes
(STING), is a secondary messenger generated
in response to DNA viral infections or tissue
damage (10, 1I). It stimulates the production
of type I interferons (IFN-Is), which help de-
termine the magnitude of type 1 immune
responses, particularly those of CD8" T cells
(12, 13). STING agonists are potent adjuvants
capable of eliciting robust antitumor immu-
nity after intratumoral administration and
augmenting intradermal influenza vaccines
(13, 14). Using these small, water-soluble ago-
nists as mucosal adjuvants, however, is a
challenge. They must be delivered into the
cytosol of antigen (Ag)-presenting cells (APCs)
and/or alveolar epithelial cells (AECs) with-
out breaching the integrity of the pulmonary
surfactant (PS) layer, a mixture of lipids and
proteins secreted by type II AECs. This PS
layer forms a strong barrier, which separates
exterior air from internal alveolar epithe-
lium in alveoli and prevents nanoparticles
and hydrophilic molecules from accessing
AECs (15, 16).

cGAMP-containing liposomes are fabricated
with PS constituents

We synthesized a series of liposomes, based on
PS constituents (17), to encapsulate cGAMP
(fig. S1A). The negatively charged nano4 was
closest to PS in terms of lipid composition and
charge. It was the only liposome that, when
intranasally administered with whole inacti-
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vated A/Vietnam/1203/2004(VN04) H5N1 vac-
cine, vigorously stimulated the production of
serum immunoglobulin G (IgG) and broncho-
alveolar lavage fluid (BALF) IgA, concomitant
with no body weight loss over vaccine-alone
controls (fig. S1, B to E). By contrast, liposomes
that were neutral (such as nanol), replaced
anionic phosphatidylglycerol (DPPG) with
cationic 1,2-dipalmitoyl-3-trimethylammonium-
propane (DPTAP) (such as nano3 or naon5), or
lacked polyethylene glycol, molecular weight
2000 (PEG-2000) (such as nano2 and nano3)
showed substantially less adjuvanticity while
causing significant loss in body weight (fig. S1,
A to E). This was despite the similar size and
encapsulation rate of these preparations to
nano4 (fig. S1, F to G). Thus, negative charge
and PEG-2000 appear to play an important
role in the function and safety of the liposomes.
Unexpectedly, bone marrow (BM)-derived den-
dritic cells (BMDCs) stimulated in vitro with
c¢GAMP encapsulated in positively charged
liposomes (nano3 or nano5) expressed higher
levels of Ifnbl than when stimulated with
negatively charged liposomes (nano2 and nano4)
(fig. SIH). An analogous pattern emerged for
BM-derived macrophages (BMMs) when sim-
ilarly stimulated (fig. S1I). We next added
trehalose to the liposome suspension before
lyophilization to increase nano4 stability (fig.
S1A). The resultant nano6 liposome, which
we termed PS-GAMP, was stable at —20°C for
at least 6 months and exhibited similar £ po-
tential, size, function, and safety as those of
freshly prepared nano4 (fig. S1, A, B to E, F,
and J). Moreover, high Ag-specific IgG titers
induced by PS-GAMP-adjuvanted influenza
vaccine in wild-type (WT) but not in Sting-
deficient mice confirmed that cGAMP, rather
than any other constituents, was responsible
for PS-GAMP adjuvanticity (fig. S1K).

PS-GAMP uptake by alveolar macrophages
requires surfactant proteins A and D

We next studied cellular targets of nano4 and
its cargo by labeling nano4 and nano5 mem-
branes with DiD, a fluorescent lipophilic carbo-
cyanine, and packaging another fluorescent
dye with a molecular mass and net negative
charge comparable with that of cGAMP [sulfo-
rhodamine B (SRB)] within the liposomes
(Fig. 1A). The nasal tissue, brains, mediastinal
lymph nodes (MLNs), and lungs of mice were
analyzed by means of flow cytometry at var-
ious time points after intranasal administra-
tion of these liposomes. The lung was the
only tissue in which SRB* signals were higher
than that in controls (Fig. 1B and fig. S2A).
There, alveolar macrophages (AMs), recog-
nized as CD11bCDI11c¢"CD24~, were SRB*DiD",
whereas CD11b CD11lc EpCAM "'MHC II* AECs
were SRB* but DiD™(Fig. 1, B to D, and fig. S4A)
(18). This suggests that only the former took up
nano4 directly (Fig. 1E). SRB*AMs represented
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Fig. 1. PS-GAMP uptake by AMs requires SP-A and SP-D. (A) A schematic
diagram of PS-liposomes labeled with SRB and DiD. (B to E) Free SRB (20 ug) or
SRB-DiD-nano4 or SRB-DiD-nano5 (20 ug SRB) was intranasally administered to
mice, followed 12 hours later by flow cytometry analysis of SRB* and/or DiD*
pulmonary cells. The percentages of SRB* cells that were also CD11c* AMs (red)
or CD1lc™ AECs (blue) were analyzed (B) and quantitated [(C) and (D)] (n = 4
mice). (E) A representative overlay flow cytometry plot of AM and AEC staining
for DiD and SRB. (F) AMs were isolated from MHC 1I-GFP mice and incubated
with DiD-nano4 or DiD-nano5 for 4 hours after preincubation with (bottom) or
without (top) PS for 30 min. Scale bar, 10 um. (1) Alternatively, AMs were isolated
from wild-type (WT) mice and incubated for 4 hours with DiD-nano4 that was

pretreated with WT or Sftpal ™ ~Sftpd ™~ PS for 30 min. (G and 1) The cells
were imaged by means of fluorescent microscopy and quantified for DiD
fluorescence intensity in individual cells with Image J; n = 18 to 36 cells.

(H) Lungs were visualized by means of fluorescent microscopy 12 hours after
receiving DiD-nano4 or DiD-nanob. Scale bar, 50 um. (J) DiD-nano4 was
intranasally administered to WT or Sftpal™”~Sftpd™~ mice. CD11¢*CD11b"CD24~
AMs were analyzed 12 hours later for DiD*; n = 6 mice. Each symbol represents
individual mice in (C), (D), and (J) or cells in (G) and (l). The results were
presented as means + SEM. Statistical analysis, one-way ANOVA for (C), (D), (G),
and (I) and Student's t test for (J). **P < 0.01 and ***P < 0.001 between
indicated groups. All experiments were repeated three times with similar results.

>95% of CD11c*SRB" cells (fig. S4A, middle) or
44% of total AMs in the lung (fig. S4B, left). The
proportions of SRB* AMs and SRB* AECs
peaked in the lung at 12 hours and 18 hours,
respectively, returning to basal levels within
36 hours (fig. S2B). In marked contrast, very
few pulmonary CD103" dendritic cells (DCs)
(<2%) and CD11b* DCs (<2%) were DiD* and
SRB™*, which ruled out the direct uptake of
the liposomes by these cells (fig. S4B). The
ability of PS-GAMP to deliver cGAMP into
AMs was functionally verified through CD40
up-regulation in DiD* AMs after intranasal
inoculation with DiD-labeled and cGAMP-
encapsulated nano4 (DiD-PS-GAMP). The
same nanoparticle lacking cGAMP (DiD-PS)
had no effect on CD40 expression (fig. S5, A
and B) (79). In contrast with nano4, nano5
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did not significantly associate with either AMs
or AECs when compared with free SRB (Fig. 1,
B to D, and fig. S2C). Thus, AM activation ap-
pears to result directly from PS-GAMP up-
take rather than through a bystander effect
(fig. S5C).

Surprisingly, AMs isolated from lung lavage
did not efficiently ingest nano4 ex vivo. AMs
took up more nano5 than nano4, as evidenced
by higher DiD fluorescence (Fig. 1, F and G),
which complemented our earlier observation
that nano5 induced higher IfinbI expression in
BMDCs and BMMs (fig. S1, H and I). Differ-
ences between in vivo and ex vivo uptake of
these liposomes may have been due to the lack
of PS in ex vivo cultures. We therefore purified
PS from BALF and incubated the PS with
nanoparticles for 30 min before adding them
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to AMs. Nano4 uptake increased substantially,
whereas nano5 uptake was diminished (Fig. 1,
F and G). Positively charged nano5 aggregated
on the negatively charged PS, explaining its
poor entry into AMs (fig. S6). No such aggre-
gates were formed when PS was incubated
with nano4 under similar conditions (fig. S6).
Similar results were obtained when AMs and
PS were isolated from nonhuman primates
(fig. S7). Thus, PS may play an evolutionarily
conserved role in PS-GAMP endocytosis.
Consistent with these ex vivo observations,
DiD-nano4 localized within individual cells
positive for Siglec F, a biomarker for AMs,
after intranasal administration (Fig. 1H and
fig. S8). By contrast, positively charged nano5
electrostatically interacted and fused with neg-
atively charged PS, exhibiting diffuse staining
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Fig. 2. Adjuvanticity of PS-GAMP. (A and B) Swiss
Webster mice were intranasally immunized with
VNO4 H5N1 vaccine plus 20 g of free cGAMP or
PS-GAMP containing an indicated amount of
cGAMP. Ag-specific serum HAI (A) and BALF IgA (B)
titers were measured 2 weeks later; n = 8 mice.

(C to E) C57BL/6 mice were intranasally immunized
with VNO4 H5N1 vaccine in presence or absence of
PS-GAMP (20 ug cGAMP) on day O and boosted

on day 14. Sera were collected on day 14 (Prime) or
21 (Boost) and measured for Ag-specific IgG (C),
IgG2c (D), and IgGl (E) titers; n = 4 mice.

(F to L) C57BL/6 mice were intranasally immunized
with CAO9 HIN1 vaccine with or without 20 ug of
PS-GAMP or poly(l:C). Serum IgG (F), BALF IgA (G),
and serum HAI (H) titers were measured 2 weeks
later. [(1) to (J)] Splenocytes were isolated 7 days
after immunization and stimulated with the CAO9
HIN1 vaccine. CD8* (1) and CD4* (J) T cells
producing IFN-y after viral Ag stimulation were
determined by means of flow cytometry. [(K) and
(L)] Survival curves (K) and changes in body weight
(L) of unimmunized mice (black) or mice receiving a
single immunization of vaccine alone (green), the
vaccine combined with poly(l:C) (blue), or PS-GAMP
(red), which were challenged 28 days later with

10 x LDso CAQ9 HIN1 virus; n = 6 mice. The results
are presented as means + SEM. Each symbol
represents individual mice in (A) to (J). Statistical
analysis, one-way ANOVA for (A) to (J), two-way
ANOVA for (L), and log-rank test for (K). *P < 0.05,
**P < 0.01, and ***P < 0.001 in the presence or
absence of PS-GAMP. ns, no significance. All
experiments were repeated twice with similar results.

along the alveolar surface (Fig. 1H). Distinct
localizations of nano4 and nano5 were corro-
borated by means of transmission electron mi-
croscopy (TEM) using nanogold-labeled nano5
and nano4 (fig. S9). In vitro validation of effec-
tive uptake of nano4 only in the presence of PS
hinted that surfactant protein A (SP-A) and
SP-D (termed “collectins”) played a role in this
uptake. In support, PS isolated from Sﬁpa]'/ -
Sftpd™ /= mice failed to enhance nano4 uptake
by WT AMs in vitro over controls, in marked
contrast to PS isolated from WT mice (Fig. 1I).
Moreover, nano4 uptake was severely impeded
in Sftpal ™~ Sftpd '~ mice (Fig. 1J), which was
not due to any defect of Sftpal’~Sfipd '~ AMs
because Sftpal’~Sfipd '~ AMs took up compa-
rable amounts of nano4 as did WT AMs after
preincubation in vitro with WT PS (fig. S10).

PS-GAMP transiently activates innate
immunity in the lung

Reliance on SP-A and SP-D in nano4 uptake
suggested that a natural and molecule-specific
mechanism of particle clearance in the lung
was involved, which would be the best ap-
proach to sustain the integrity of PS and al-
veolar epithelial barriers (20). Two days after
PS-GAMP, whole inactivated VNO4H5N1 vac-
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cine, or a combination of both was intranasally
administered, mouse lungs, nasal tissue, and
brains were indistinguishable, by means of
histology, from phosphate-buffered saline (PBS)
controls (fig. S11, A and B). There was no cell
death, damage to the epithelial barrier, or overt
infiltration of inflammatory cells in these tis-
sues (fig. S11). Only modest and transient in-
filtration of monocytes was found in the lung
on day 3, which was markedly less severe than
the monocyte response to viral infection (fig.
S12E). We also did not observe any significant
cytokine production in the brain over controls
(fig. S11C). By contrast, administration of a
VNO04 H5N1 vaccine formulated with cholera
toxin (CT) resulted in substantial inflamma-
tory cell infiltration of the lung and measur-
able cytokine mRNA expression in the brains
of some mice (fig. S11).

Although there was a lack of overt lung
inflammation over time observed with histol-
ogy (fig. S13A), PS-GAMP rapidly and robustly,
but only transiently, activated innate immu-
nity. [fnbl, Gmesf, and Tnfas well as Ccl2, Ccl3,
Ccl5, and Cacll0 expression peaked 12 hours
after stimulation and resolved within 48 hours
(fig. S14)). By contrast, a low-dose infection with
CAO09 HIN1 influenza virus induced substan-
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Days post challenge

Days post challenge

tially higher levels of these mediators (fig. S14),
giving rise to overt lung inflammation that
worsened over the course of viral infection,
despite robust 1110 expression (figs. S13, B
and C, and S14). Transient IFN-B protein was
also found in BALF, but tumor necrosis
factor-o (TNF-0) and interleukin-10 (IL-10)
levels were below the limit of detection (fig.
S15). Substantially higher levels of these cyto-
kines were produced on days 2 to 6 as infection
proceeded (fig. S15). The transient activation of
innate immunity was confined to the lung;
serum IFN-f, IFN-y, IL-6, IL-10, and TNF-a
levels did not differ from those of controls
(fig. S16, C to G). This accorded with the lack
of adjuvant side effects on mouse body weight
and temperature (fig. S16, A and B).

PS-GAMP is a potent adjuvant for both
humoral and cellular immune responses

Although PS-GAMP only transiently activated
innate immunity, it was sufficient to augment
both humoral and cellular immune responses,
which is consistent with our previous findings
that prolonged activation of innate immunity
was not necessary for strong adaptive immu-
nity (13, 21, 22). PS-GAMP elevated serum
hemagglutination inhibitory (HAI) antibody
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Fig. 3. CD8* T cell responses are induced by PS-GAMP. (A) Numbers of
CD4"* and CD8" T cells, NK cells, and CD11b* and CD11b~ DCs in the lung (top)
and MLN (bottom) were analyzed by means of flow cytometry at an indicated
day after mice were intranasally administered with PS-GAMP; n = 4 mice.

(B) CD11b* mono-DCs and CD11b* tDC were quantified by means of flow
cytometry in the lung and MLN at an indicated day after mice were intranasally
immunized with PS-GAMP or infected with 1 x LDsg CAO9 HINI virus; n = 4 mice.
(C to E) Mice were intranasally vaccinated with OVA-AF647 with or without
PS-GAMP. (C) DCs capturing OVA were enumerated in the MLN 36 hours after
immunization; n = 6 mice. The mean fluorescence intensity (MFI) of CD40 (D) or
CD86 (E) on these DCs was quantified by means of flow cytometry; n = 4 mice.
(F and G) Mice were intranasally immunized with CAO9 HIN1 vaccine with

or without PS-GAMP or PBS alone as unimmunized controls. CD8" T cells in the
lung and MLN were analyzed on the indicated day after immunization for their

and BALF IgA titers in a dose-dependent
manner (Fig. 2, A and B). The adjuvant had
potent effects on both primary and booster
immune responses, raising Ag-specific 1gG1l
10-fold, IgG more than 100-fold, and IgG2c
~1000-fold over VNO4 H5N1 vaccine alone in
the serum (Fig. 2, C to E). In addition to the
whole inactivated VNO4 H5N1 vaccine, PS-
GAMP also exhibited strong adjuvanticity
when combined with split virion (SV) vac-
cines such as the A/California/7/2009 (CA09)
HIN1 vaccine. The adjuvant augmented HAI
titers 10-fold, BALF IgA 60-fold, and IgG

Days post immunization

10,000-fold over the SV vaccine alone (Fig. 2,
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Days post immunization

F to H). Under similar conditions, polyinosinic:
polycytidylic acid [poly(I:C)] showed substan-
tially less efficacy in augmenting HALI titers,
BALF IgA, and serum IgG production (Fig. 2,
F to H). PS-GAMP not only augmented hu-
moral immune responses but also profoundly
enhanced cellular immune responses. PS-
GAMP-adjuvanted CA09 HIN1 vaccine in-
creased IFN-y*CD8" T cells 24-fold compared
with vaccine alone or eightfold over the vac-
cine formulated with poly(I:C) (Fig. 21 and
fig. S20A). This combination also induced the
highest proportion of IFN-y “CD4" T cells among
all vaccination groups (Fig. 2J and fig. S20A).
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Ag-specificity by staining with NP3gg.374 tetramer; n = 4 to 8 mice.
Representative flow cytometry plots are shown in fig. S20A. (H) Mice were
immunized as described in (F) and (G) and challenged 2 days later with

10 x LDgg CAQ9 HINI virus. BALF and lung cells were enumerated for
GZMB*CD8* T cells at indicated days after immunization; n = 4 mice. (I) Mice
were similarly immunized and challenged as in (H), except that 20 ug of
poly(l:C) or Pam2CSK4 was used in place of PS-GAMP for immunization.
GZMB*CD8" T cells were counted 4 days after challenge as in (H); n = 4 mice.
Each symbol represents individual mice in (A), (C) to (E), and (I). The results
were presented as means + SEM. Statistical analysis, one-way ANOVA for (A),
(B), and (I); two-way ANOVA for (F) to (H); and Student's t test for (C) to (E).
*P < 0.05; **P < 0.01, and ***P < 0.001 compared with day O [(A) and (B)],
influenza vaccine alone [(F) to (H)], or between indicated groups. All experiments
were repeated twice with similar results.

These robust immune responses translated
into full protection against 10x the median
lethal dose (LLD5o) CAO9 H1NT1 viral challenge,
concurrent with only mild to no body weight
loss (Fig. 2, K and L). By contrast, poly(I:C)-
adjuvanted CAO9HIN1 vaccine conferred only
partial (33%) protection against the viral chal-
lenge, with severe body weight loss.

PS-GAMP elicits robust CD8* T cell responses

After intranasal administration of PS-GAMP,
CD11b* DCs but not CDI11b- DCs were ele-
vated 14-fold and 36-fold on day 3 relative to
day 0 in the lung (Fig. 3A, top) and MLN

4 of 12



RESEARCH | RESEARCH ARTICLE

A CAO09 (H1IN1)/CA09 (H1N1) B CA09 (H1N1)/CA09 (H1N1) c Vaccine
100 ® sk & 20, - Vaccine+PS-GAMP
. o Vaccine+PS-GAMP
= = 0 Vaccine 2 +anti-CD8
= < -~ 0 PS-GAMP S omm e i
— E . e *%k
S 2 50 - -2 Vaccine =
s ; - -2 PS-GAMP 2
@ 7] -2 Vaccine g™
+PS-GAMP -
<]
0 0+—— 2
0 2 4 6 8-14 0 2 4 6 8 10 12 14 0 2 4 6 8
Immunization timepoint (day) Days post challenge Days post challenge
E VNO04 (H5N1)/rgVN04 (H5N1) F H7-Re1 (H7N9)/SH13 (H7N9)
100 - Vaccine+PS-GAMP 1001 E
9 ' > Ps-cAwp 9 - Vaccine
< -¥ Vaccine < l_
S 50l - Vaccine+free cGAMP S 50l .
< -~ Vaccine+CT s
H] l . i 5 —
a Un-immunized » =
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Days post challenge Days post challenge
G Ferrets H | J
g 3 e
[] * (] =)
2 2 Dl 2 &
< 8 2 s o
= @ =
£ 3 < z
:5’ - § 1 § }
2 @2 © =]
s a b 3]
> o [=
B £
o -20+ T T T T T J 0 o -2+ - - r r -
0 2 4 6 8 10 12 0 2 4 6 8 10 12 0 2 4 6 8 10

Days post challenge

Days post challenge

Fig. 4. PS-GAMP mediates early protection. (A and B) Survival rates of
immunized C57BL/6 mice after 10 x LDsg CAO9 HIN1 viral challenge. (A) The
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immunized with H7-Rel H7N9 vaccine and 20 ug of PS-GAMP or poly(l:C) and
challenged 2 days later with a clinically isolated SH13 H7N9 virus at 40 x LDsp;

mice were intranasally immunized with CAO9 HIN1 vaccine (0.5 ug HA) and
PS-GAMP (20 ug cGAMP) on day 2, 4, 6, 8, or 14 before viral challenging
(fig. S22A); n = 6 to 11 mice. (B) Mice were immunized and challenged either
on the same day (0) or 2 days (-2) after immunization; n = 6 mice. (C) Mice
were immunized and challenged 2 days later as in (A). CD8" T cells were

depleted in some mice through injections of antibody to CD8 2 days before and

0, 2, and 4 days after vaccination; n = 4 mice. (D) Survival rates of mice
immunized with VNO4 H5N1 vaccine plus PS-GAMP at indicated day before

n = 8 to 12 mice. (G to J) Ferrets were intranasally immunized with CAO9 HIN1
vaccine (9 pg) with or without 200 ug of PS-GAMP and challenged with 10°
TCIDsg CAQ9 HINI virus 2 days later. Body weight (G), disease score (H),
temperature (1), and nasal wash viral titers (J) were monitored for 12 days; n = 4
ferrets. The results were presented as means + SEM. *P < 0.05, **P < 0.01, and
**¥P < 0.001 compared with day O [(A) and (D)], vaccine alone [(B), (E), and (F)],
or in the presence or absence of antibody to CD8 (C). Mouse experiments were

challenge on day O with 10 x LDsq rgVNO4 H5N1 virus (fig. S22A); n =4 to 8
mice. (E) Survival rates of mice immunized with VNO4 H5N1 vaccine, PS-GAMP,
or the vaccine plus free cGAMP, CT, or PS-GAMP, followed with rgVNO4 H5N1
viral challenge 2 days later; n = 4 to 8 mice. (F) Mice were intranasally

(Fig. 3A, bottom), respectively. Among CD11b*
DCs, monocyte-derived CD11b* DCs (Mono-
DCs), and tissue-resident CD11b* DCs (tDCs)
were distinguished through major histocom-
patibility complex II (MHC II) and Ly6C ex-
pression (fig. S3B) (23, 24). MHC II"'CD11b*
tDCs are the main lung DC population that
cross-presents to CD8" T cells during influenza
viral infection (23). After PS-GAMP admin-
istration, tDCs expanded to levels matching
those seen during the first 3 days of viral in-
fection. By contrast, pro-inflammatory mono-
DCs increased only slightly during the same
experimental period (Fig. 3B). CD11b" tDCs
declined thereafter in the lung and MLN, in
marked contrast to the continued increase of
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these cells in both the lung and MLN during
the 6 days of infection (Fig. 3B). Various other
immune cell populations were characterized
in the lungs, MLNs, nasal tissue, and brains
after immunization or infection (fig. S12). In
addition to DCs, only natural killer (NK) cell
and CD4" T cell numbers were briefly elevated
for 1 or 2 days in the lung (Fig. 3A).

These CD11b" DCs appeared to efficiently
cross-prime CD8 T cells and induce robust
proliferation. When fluorescently labeled oval-
bumin (OVA) was intranasally administered,
very few lung CD11b" DCs (0.3%) showed
OVA uptake. The proportion of these DCs
ingesting OVA, however, rose substantially
from 3% at 12 hours to 26% at 36 hours after
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repeated twice with similar results. For ferrets, asterisks indicate significance
between PBS and vaccine+PS-GAMP, and pound signs (#) indicate significance
between vaccine and vaccine+PS-GAMP. *#P < 0.05; **##P < 0.01; and

*** ###P < 0.001. Statistical analysis, two-way ANOVA for (C), (G), (1), and (J);
Kruskal-Wallis test for (H); and the log-rank test for (A), (B), and (D) to (F).

immunization in the presence of PS-GAMP
(fig. S17A). This translated into a 10-fold in-
crease in MLN OVA* (mostly CD11b*) DCs
compared with that in mice receiving OVA
alone (Fig. 3C and fig. S17B). These DCs had
matured and were activated, as suggested by
CD40 and CD86 up-regulation (Fig. 3, D and
E). This effect was presumably secondary to
AEC and AM activation because most MLN
DCs were PS-GAMP-negative (fig. S17, C and
D). The increase in Ag-specific CD11b* DCs
did not result from altered Ag processing or
uptake because OVA uptake or its proteolytic
cleavage was unaffected by PS-GAMP (fig. S18,
D and E). Thus, the enhanced proliferation
of transferred OVA-specific OT-I cells in the
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presence of PS-GAMP was likely due to the
augmented differentiation and maturation of
CD11b* DCs. These cells, in turn, gave rise to a
greater than sixfold increase in highly pro-
liferating OT-I cells in both the lungs and
MLNSs (fig. S19, A to D).

A large number of nucleoprotein (NP)sg6.574—
specific CD8" T cells were observed in the lung
and, to a lesser extent, in the MLN, as early as
4 days after immunization with PS-GAMP-
adjuvanted influenza vaccine (Fig. 3, F and G,
and fig. S20B). NP346.374 Was the dominant
CDS8™ T cell epitope, and CD8" T cells specific
for other epitopes, such as PAggy 533 Or PBlygz711,
were undetectable in these animals, probably
because of a low copy number of these pro-
teins in inactivated influenza vaccine (fig. S20C)
(25). These virus-specific CD8" T cells expressed
the early activation biomarker, granzyme B
(GZMB), upon viral challenge (fig. S21A) (26).
The proportion of GZMB*CD8" T cells rose
significantly 4 days in BALF and 6 days in the
lung after receiving PS-GAMP-adjuvanted
CA09 HIN1 vaccine (Fig. 3H). More than
65% of these GZMB*CDS8™ T cells were also
positive for NP3g6 374, Whereas only ~3% of the
cells were positive for PAgsy o33 or PBlyosm
(fig. S21B). Under similar conditions, vaccine
alone failed to expand GZMB*CD8" T cells
significantly (Fig. 3H). The CD8"* T cell re-
sponse evoked by PS-GAMP was superior to
poly(I:C) or Toll-like receptor 2 (TLR2) agonist
Pam2CSK4 (Fig. 31) (27, 28). Although T cell
immune responses were induced soon after
immunization, Ag-specific BALF IgA and IgM
were undetectable on day 6 after immuniza-
tion (fig. S21C). Thus, PS-GAMP mimics crucial
events of viral infection such as CD8" T cell in-
duction without provoking excessive lung inflam-
mation or immunopathology (figs. S11 to S16).

PS-GAMP offers robust protection as early as
2 days after immunization

The rapid induction of CD8" T cells prompted
us to determine how quickly protection could
be achieved with PS-GAMP. To this end, mice
were challenged on day 0, 2, 4, 6, 8, or 14 after
immunization (fig. S22A). Inclusion of PS-
GAMP in the vaccination fully protected mice
from homologous viral challenges as early as
2 days after immunization (Fig. 4A). At all
early challenge time points (days —2, —4, and
—6), mice experienced only minor reductions
in body weight (<10%) (fig. S22B), and all
mice survived (Fig. 4A). When challenged 8 days
after immunization, mice showed no body
weight loss, with 100% survival (Fig. 4A and
fig. S22B). This early protection did not result
directly from innate immunity because PS-
GAMP alone given on day O or 2 prior did not
confer any protection (Fig. 4B and fig. S22C).
To determine whether CD8" T cells were re-
sponsible for the early protection, CD8"* T cells
were depleted by intraperitoneal injections
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of antibodies to CD8 every other day starting
2 days before and ending 4 days after immu-
nization. Depletion of CD8" T cells abolished
the early protection, as evidenced by a precip-
itous body weight loss and 100% mortality
similar to those of mice receiving vaccine alone
(Fig. 4C and fig. S22D). To ensure that this early
protection was not specific to the CA09 HIN1
vaccine, we administered the H5N1 vaccine,
which is an immunogenically weak vaccine by
comparison. PS-GAMP conferred 75 to 100%
protection against rgVN0O4 H5N1 viral chal-
lenge for mice immunized 2 to 8 days prior
in an adaptive-immune-dependent manner
(Fig. 4D and fig. S22E) because no protection
was attained with PS-GAMP alone (Fig. 4E
and fig. S22F). Under similar conditions, the
vaccine combined with CT provided no early
protection (Fig. 4E and fig. S22F), arguing
persuasively that the heightened inflamma-
tion is not necessarily required for strong
adaptive immune responses (fig. S11). Mice
were also significantly or fully protected from
a lethal challenge of a clinical isolate of pre-
pandemic A/Shanghai/4664T/2013 (SH13) H7N9
virus 2 or 14 days after immunization with PS-
GAMP-adjuvanted inactivated H7N9 vaccine
(H7-Rel) (Fig. 4F and fig. S22, G to I). Vaccine
adjuvanted by poly(I:C) provided no benefit
over vaccine alone under similar conditions
(Fig. 4F and fig. S22I).

The ability of PS-GAMP to quickly establish
protection was then validated in a U.S. Food and
Drug Administration-approved ferret model.
Ferrets receiving PS-GAMP-adjuvanted CA09
HIN1 vaccine 2 days prior experienced <5%
body weight loss when infected with homol-
ogous CAO9HIN1 virus, which is concomitant
with mild to no clinical symptoms and only a
brief and limited spike in body temperature
on day 2 after viral challenges (Fig. 4, G to I).
Viral shedding was significantly blunted from
day 4 onward (Fig. 4J). By contrast, CAO9HIN1
vaccine alone failed to prevent substantial
weight loss after a similar viral challenge and
did not improve clinical symptoms or reduce
viral shedding over controls, despite showing
milder increases in body temperature com-
pared with that of controls (Fig. 4, G to J).

AECs are indispensable for PS-GAMP-
mediated adjuvanticity

cGAMP can be readily transferred by way of
gap junctions presented between AMs and
AECs (29, 30). A dynamic flux from AMs to
AECs was marked by the gradual loss of SRB
in AMs, concurrent with the continuous gain
of SRB in AECs from 12 to 18 hours after in-
tranasal administration of SRB-nano4 (fig.
S23A). The loss of SRB in AMs could not be
ascribed to a loss of the liposomes because
the number of DiD" cells was unaltered up
to 18 hours later (fig. S23B). The entry of SRB
into AECs was blocked by carbenoxolone (CBX)
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(Fig. 5, A and C), a gap-junction blocker (29),
which did not affect SRB uptake by AMs (Fig. 5,
A and B). In AMs and AECs sorted from lungs
receiving PS-GAMP, CBX greatly diminished
the transcription of IfnbI and Gmesfin AECs
while increasing [fnbl transcription in AMs
(fig. S24, B and C). This was most likely a
consequence of elevated cGAMP levels in the
cells. Thus, there is a gap junction-mediated
flux of cGAMP to AECs from AMs. By contrast,
poly(I:C) remained primarily within AMs (>97%)
after intranasal immunization (fig. S25A). Only
0.4% of total AECs and 4% of total DCs took up
poly(I:C) in the lung (fig. S25, B and C). MLN and
nasal tissue DCs as well as nasal epithelial cells
rarely internalized poly(I:C) (fig. S25, D and E).

PS-GAMP induced 100-fold-higher IgG2c
titers than did poly(I:C) (Fig. 5D). However,
the adjuvanticity was blunted substantially
when mice were treated with CBX or two
other gap junction inhibitors, tonabersat and
meclofenamate, before and during immuni-
zation (Fig. 5D) (31, 32). By contrast, these in-
hibitors had few effects on poly(I:C)-mediated
adjuvanticity (Fig. 5D), which is consistent
with the inability of poly(I:C), a large mole-
cule, to enter the neighbor cells by way of gap
junctions (fig. S25A). The blockade on the
entry of cGAMP into AECs reduced recruit-
ment of CD11b" DCs by 50% (Fig. 5E) and
exhibited more profound effects on the early
CDS8" T cell responses in both the BALF and
lung (Fig. 5, F and G). Moreover, chimeric
mice (ST—WT) comprising Sting-deficient
(Sting'/ “ or ST) BM cells and WT AECs had
similar BALF and lung CD8"* T cell numbers
as those of WI—WT mice (Fig. 5, H to J, and
fig. S26) (33). By contrast, significantly lower
numbers of Ag-specific CD8" T cells were re-
covered from the BALF and lungs of chimeras
with Sting-deficient AECs and a WT hema-
topoietic compartment (WT—ST mice) (Fig. 5,
I and J). WT—ST mice showed poor protec-
tion by PS-GAMP-adjuvanted CA09 HIN1 vac-
cine, as suggested by body weight loss and high
lung viral titers, in contrast to the similarly
observed protection between ST->WT and
WT—-WT mice (Fig. 5, K and L). There was
an inverse correlation between viral titers and
the number of GZMB*CDS8" T cells in the
BALF and lung, supporting the notion that
GZMB'CDS8" T cells play a pivotal role in the
control of viral infections (Fig. 5, M and N).
Thus, AECs rather than AMs appear to be
essential for determining the potency of PS-
GAMP, which is consistent with their critical
role in orchestrating innate and adaptive
immune responses in the respiratory system
during viral infection (24, 34-36).

PS-GAMP broadens protection against
heterosubtypic influenza viruses

Mice that received CAO9HINI vaccine (Fig. 6,
A to F) or A/Shanghai/37T/2009 (SH09) HIN1
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Fig. 5. AECs make an indispensable contribution to PS-GAMP adjuvanticity.
(A) Mice were intraperitoneally administered CBX once a day for

3 consecutive days, after which SRB-nano4 was intranasally administered

to the mice. (B and C) Percentages of SRB* AMs (red) and AECs (blue)
that were analyzed 12 hours after (A); n = 6 mice. (D) Mice were
intraperitoneally administered CBX, tonabersat, or meclofenamate and
intranasally immunized with CAO9 HINI vaccine with or without 20 ug of
poly(l:C) or PS-GAMP. Sera were collected 14 days later and analyzed for
1gG2c; n = 6 mice. (E) Mice were immunized with CAO9 HINI vaccine and
PS-GAMP in the presence or absence of CBX as in (D). Lung CD11b* DCs were
counted 24 hours later; n = 4 mice. (F and G) Mice receiving an indicated gap
junction inhibitor were immunized as in (D) and challenged with 10 x LDsq
CA09 HIN1 virus 2 days later. GZMB*CD8" T cells in BALF (F) and the lung (G)

were analyzed by means of flow cytometry; n = 4 mice. (H) A schematic
diagram of generating chimeric mice. Mice were administered lethal
irradiation before BM cell transfer. Chimeras were confirmed after 3 months
(fig. S26), immunized, and challenged as in (F). (I and J) Four days after
challenge, GZMB*CD8" T cells were enumerated by means of flow cytometry
in BALF (1) and lung (J). (K and L) Changes in body weight relative to

day 0 (K) and lung viral titers (L) were also measured; n = 4 to 7 mice.

(M and N) A correlation between the number of GZMB*CD8" T cells and viral
titers was determined by means of regression analysis. The results were
presented as means + SEM. Each symbol represents individual mice.
Statistical analysis, one-way ANOVA for (D), (F), (G), and (I) to (L); Student's
t test for (B), (C), and (E). *P < 0.05, **P < 0.01, and ***P < 0.001. All
experiments were repeated twice with similar results.

vaccine (Fig. 6, G and H), together with PS-
GAMP, were highly protected from lethal
challenges with distinct PR8 HIN1 virus and
heterosubtypic A/Aichi/2/1968 (Aichi) H3N2,
rgVNO04 H5N1, or the highly pathogenic SH13
H7N9 virus, irrespective of whether the ani-
mals were infected at either 2 days (Fig. 6, A,
C, E, and G) or 14 days (Fig. 6, B, D, F, and H)
after immunization (fig. S27, A to H). This
vaccination strategy also protected mice from
an oseltamivir-resistant A/North Carolina/
39/2009 HINI1 virus with an H275Y mutation
(NCO09) [in which histidine (H) at position 275
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was replaced with tyrosine (Y)] (Fig. 61 and
fig. S27I), which emerged during 2009 HIN1
pandemic and H7N9 epidemic (37, 38). The
resistance of this virus to oseltamivir was ver-
ified by the ability of oseltamivir to effectively
control CAO9HINT, but not NCO09, viral infec-
tion (Fig. 61). Under similar conditions, HIN1
vaccines alone provided little to no protection
against challenges with these heterosubtypic
variants (Fig. 6, A to I, and fig. S27, A to I). In
contrast to PS-GAMP, poly(I:C)-adjuvanted
SHO09 HIN1 vaccine failed to generate signif-
icant heterosubtypic protection against H7N9
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virus (Fig. 6, G and H, and fig. S27, G and H).
In addition to monovalent vaccines, PS-GAMP
enhanced the breadth of immune responses
induced by trivalent 2018-2019 seasonal influ-
enza vaccines (SIV18-19) against mismatched
reassortant A/Guizhou/54/1989 H3N2 (rgGZ89)
virus (Fig. 6J and fig. S27J) or Florida/4/2006
influenza B virus from Yamagata-lineage (fig.
S28). Thus, PS-GAMP appears to be similar-
ly effective for both influenza A and B viral
vaccines.

Long-lived Ag-specific memory CD8" T cells
capable of rapid recall upon viral infection are
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Fig. 6. PS-GAMP broadens cross-protection against heterosubtypic influenza
A viruses. (A to H) Mice were intranasally immunized with CAOS HIN1 vaccine
except for SHO9 HINI vaccine in (G) and (H) or the vaccine plus PS-GAMP and
challenged 2 days (top row) or 2 weeks (bottom row) later with 5 x LDsq
distant PR8 HIN1 virus [(A) and (B)] and heterosubtypic Aichi H3N2 [(C) and (D)],
rgVNO4 H5N1 [(E) and (F)], or SH13 H7NS virus [(G) and (H)]; n = 6 to 7 mice
for (A) to (F) and n = 8 to 13 mice for (G) and (H). (I) Mice were immunized as in
(A) and challenged 2 days later with 10 x LDsq oseltamivir-resistant NCO9 HIN1
virus. Unimmunized mice were treated with oseltamivir (20 mg/kg/day) 6 hours
before challenge and then daily after viral challenge until the end of the study. The
treated mice were challenged with either 10 x LDsg CAO9 HIN1 or NCO9 HIN1
virus; n = 6 mice. (J) Mice were immunized with 2018-2019 trivalent seasonal
influenza vaccine (SIV18-19) alone or alongside PS-GAMP and challenged 1 month
later with 5 x LDsg mismatched GZ89 H3N2 virus; n = 6 to 12 mice. (K) Mice were
immunized with CAO9 HIN1 vaccine alone or together with PS-GAMP and

Days post challenge Days post challenge

challenged 6 months later with 5 x LDsg heterosubtypic rgVNO4 H5N1 virus.
Alternatively, mice were infected with 1 x LDsq PR8 HIN1 virus, and the mice
that survived the infection were challenged again 6 months later with 5 x LDsq
rgVNO4 H5NL virus for comparison (preinfection); n = 6 to 7 mice. (L to O) Ferrets
were intranasally immunized with inactivated Perth H3N2 vaccine (15 ug) with

or without PS-GAMP (200 ug). Thirty days after immunization, ferrets were
challenged with 10° TCIDso heterosubtypic Michigan15 HINI virus. Body weight (L),
disease score (M), temperature (N), and nasal wash viral titers (O) were monitored
for 12 days; n = 4 ferrets. The results were presented as means + SEM. Mice,

*P < 0.05, **P < 0.01, and ***P < 0.001 compared with unimmunized mice.
Experiments with mice were repeated twice with similar results. For ferrets, asterisks
indicate significance between PBS and Vaccine+PS-GAMP, and pound signs (#)
indicate significance between Vaccine and Vaccine+PS-GAMP. *#P < 0.05;

**##P < 0.01, and ***###P < 0.001. Statistical analysis, two-way ANOVA for (L),
(N), and (0); Kruskal-Wallis test for (M); and the log-rank test for (A) to (K).

critical for the control of viral replication in
the lung (2, 3). In mice that received OT-I cells,
the number of lung CD8"CD103*CD49a"CD69*
Try cells rose 20-fold after immunization with
OVA combined with PS-GAMP relative to OVA
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alone (fig. S29, A to C). Moreover, PS-GAMP-
adjuvanted CAO9 HIN1 vaccine fully protected
mice from heterosubtypic rgVN04 H5N1 viral
challenge 6 months after a single immuni-
zation (Fig. 6K and fig. S27K). This long-
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term cross-protection concurred with dura-
ble influenza-specific CD8" Tgy cells in the
lung, which could also be readily detected
6 months after immunization (fig. S29, D
and E). These CD8" Tgy cells, rather than
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circulating memory CD8" T cells, contributed
to the long-term protection observed because
their function was not compromised by T cell
egress inhibitor FTY720 (fig. S30) (3).

Heterosubtypic immunity was further cor-
roborated in ferrets by means of immuni-
zation with PS-GAMP alongside inactivated
rgPerthH3N2 vaccine. The body weight and
temperature of these animals did not differ
from those receiving PBS or the vaccine alone,
demonstrating a good safety profile for PS-
GAMP in ferrets (fig. S31, A and B). The im-
munization induced 40-fold higher serum IgG
titers and fivefold higher HAI titers against
homologous Perth H3N2 virus than vaccine
alone did 28 days after immunization (fig. S31,
C and D), but no HAI antibody was detected
against heterosubtypic A/Michigan/45/2015
HINI1 (Michigan HIN1) virus, as anticipated
(fig. S31E). Ferrets receiving the vaccine and
PS-GAMP, when challenged with Michigan
H1N1 virus, showed significantly less body
weight loss and milder clinical symptoms,
especially in the late phase (>7 days) of the
infection, and normalized their temperature
more quickly compared with animals that
received PBS or vaccine alone (Fig. 6, L to N).
PS-GAMP-treated ferrets also shed signif-
icantly lower amounts of virus 2 days after
infection (Fig. 60). Thus, the ability to induce
heterosubtyptic immunity in ferrets by PS-
GAMP-adjuvanted inactivated influenza vac-
cines suggests the potential for PS-GAMP use
in humans.

Discussion

The development of a universal influenza vac-
cine that confers protection against not only
intrasubtypic variants but other subtypes of
influenza viruses as well would be highly
desirable. However, despite decades of exten-
sive investigation, whether such universal in-
fluenza vaccines are achievable remains unclear.
It has been long recognized in both humans
and animal models that viral infection can
stimulate heterosubtypic immunity primarily
mediated by CD8" T cells (2, 3, 6). In this work,
a single immunization with inactivated HIN1
vaccine adjuvanted with PS-GAMP confers pro-
tection against lethal challenges with HIN1,
H3N2, H5N1, or H7NO viruses as early as 2 days
after immunization. This cross-protection was
sustained for at least 6 months, concurrent
with durable virus-specific CD8" Tgy cells in
the lung. This was largely due to the fact that
PS-GAMP-adjuvant influenza vaccine simu-
lated viral infection-induced immunity, char-
acterized by AEC activation, rapid CD11b* DC
recruitment and differentiation, and robust
CD8" T cell responses in the respiratory sys-
tem. PS-GAMP is a standalone adjuvant, com-
patible with not only inactivated influenza
viral vaccines but also vaccines comprising
cocktails of multiple B and T cell epitopes or
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influenza vaccine subunits. The ability of
PS-GAMP to potentiate nonreplicating influ-
enza vaccines for strong heterosubtypic im-
munity makes it a promising adjuvant for
“universal” influenza vaccines if its efficacy
can be shown in humans. As such, it would
offer a substantial advantage over “replicat-
ing” vaccines.

Distinct from conventional vaccine adju-
vants that target primarily APCs, PS-GAMP
activated both AMs and AECs, with activation
of the latter appearing to be crucial for its
adjuvanticity. Pharmacological inhibition of
gap junctions and Sting deficiency in AECs
both diminished the adjuvanticity of this prep-
aration considerably. By contrast, Sting defi-
ciency in myeloid cells did not. The pivotal
role played by AECs over AMs in orchestrat-
ing innate and adaptive immune responses is
in agreement with what has been described
during the early phase of influenza viral in-
fection (24). The ability of cGAMP to enter AECs
without breaching the PS layer was ascribed
to SP-A/D-receptor-mediated endocytosis after
incorporation of SP-A and SP-D into PS-
biomimetic liposomes, which is not feasible
in any non-PS-biomimetic liposomes (39-41).
Additionally, this adjuvant could induce robust
protection within just 2 days after immuniza-
tion, which is in sharp contrast to current
influenza vaccines, which require at least 10 to
14 days to be effective. Early cross-protection is
extremely important to protect first respond-
ers and high-risk individuals, especially when
antiviral drug-resistant viruses or highly path-
ogenic viruses such as H5N1 and H7N9 viruses
emerge to become pandemics. Because viral
spreading can accelerate exponentially after a
transition from an epidemic to pandemic, early
protection would be the most effective means
to confine viral spreading during an epidemic
phase and prevent pandemics, potentially
saving millions of lives (42).

Materials and methods
PS-GAMP synthesis

All lipids were purchased from Avanti Polar
Lipids, including 1,2-dipalmitoyl-sn-glycero-3-
phosphocholine (DPPC), 1,2-dipalmitoyl-sn-
glycero-3-phospho-(1'-rac-glycerol) (DPPQG),
1,2-dipalmitoyl-3-trimethylammonium-propane
(DPTAP), and 1,2-dipalmitoyl-sn-glycero-3-phos-
phoethanolamine-N-[methoxy(polyethylene
glycol)-2000] (DPPE-PEG2000). Cholesterol
was obtained from Sigma Aldrich. The mass
ratio of nano4 and nano6 was DPPC/DPPG/
DPPE-PEG/Chol at 10:1:1:1. The lipids were dis-
solved in 3 ml of chloroform and mixed with
1 ml cGAMP solution (200 ug cGAMP, 13.7 mM
NaCl, 0.27 mM KCl, 0.43 mM Na,HPO4, and
0.147 mM KH,PO4). Alternatively, cGAMP was
replaced with SRB (Sigma Aldrich) and/or
0.5 umol DiD dye (Life Technologies) was
added to the lipid mixture to label cargo or
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liposome membrane, respectively. The liposomes
were synthesized by reverse-phase evaporation
(43). In brief, the mixture of lipids and cGAMP
was sonicated to achieve a water-in-oil emul-
sion under N, for 30 min at 50°C, followed by
gentle removal of the solvent via rotary evapo-
ration at a speed of 220 rpm. An excess amount
of buffer was added to the mixture and con-
tinuously rotated for another 5 min at 50°C.
Resultant liposomes were extruded through
400- and 200-nm membranes (Avanti Polar
Lipids) at 50°C. The size and zeta potential of
liposomes were measured by Zetasizer (Malvern).
Encapsulation efficiency was determined by UV
absorption of cGAMP at 260 nm in Nanodrop
(Life Technologies) and confirmed by liquid
chromatography-mass spectrometry (LC-MS)
(Agilent). Free cGAMP was removed by a size-
exclusion column G-50 (GE Healthcare). To
stabilize the liposomes, trehalose was added
to the liposome suspension at a final concen-
tration of 2.5%. The resultant suspension was
frozen in dry ice/ethanol bath and then lyo-
philized at —45°C under vacuum by Freezone
4.5 (Labconco). The lyophilized liposome (PS-
GAMP) was stored at —20°C until use and
used in all in vivo studies unless otherwise
specified.

Animals

C57BL/6J and BALB/c mice were purchased
from Jackson Laboratories or Shanghai SLAC
Laboratory Animal Co. Sting-deficient mice
(C57BL/6J-Tmem173 gt/J), Sftpal ' ~Sftpd '~
mice (B6.Cg-Sftpaltm2Haw Sftpdtm2Haw/J),
C57BL/6 CD45.1 mice (B6.SJL-Ptprca Pepcb/
BoylJ), and Swiss Webster mice were attained
from Jackson Laboratories or Charles River
Laboratories. MHC II-EGFP mice expressing
MHC class IT molecule infused into enhanced
green fluorescent protein (EGFP) was a kind
gift of H. Ploegh, Massachusetts Institute of
Technology. Influenza-free 4-month-old female
ferrets were purchased from Marshall Bio-
Resources. Healthy naive 6-year-old male
rhesus macaques were obtained from Beijing
Institute of Xieerxin Biology Resource, China.
The animals were housed in the pathogen-
free animal facilities of Massachusetts Gen-
eral Hospital (MGH) or Fudan University in
compliance with institutional, hospital, and
NIH guidelines. The studies were reviewed
and approved by the MGH or Fudan University
Institutional Animal Care and Use Committee.

Influenza viruses and vaccines

SH13 H7NO virus (A/Shanghai/4664T/2013),
SHO09 HIN1 virus (A/Shanghai/37T/2009), and
reverse-genetically (rg) modified GZ89 H3N2
(rgGZ89 H3N2) virus consisting of H3 and N2
of A/Guizhou/54/1989 H3N2 virus and A/Puerto
Rico/8/1934 (PR8) viral backbone were obtained
from Fudan University. Pandemic CA09 HIN1
virus was requested from the American Type
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Culture Collection (ATCC, #FR-201). PR8 (NR-
348), A/Aichi/2/68 H3N2 (Aichi, NR-3177),
rgPerth H3N2 (NR-41803), and B/Florida/
4/2006 (Florida06, NR-9696) viral strains were
obtained from BEI Resources, NIAID. rgVNO04
H5N1 virus was a kind gift of R. Webby,
St. Jude Children’s Research Hospital, which
comprised H5 and N1 genes from A/Vietnam/
1203/2004 H5N1 virus and a PR8 viral back-
bone. A/Michigan/45/2015 HIN1 (Michigani5,
FR-1483) and antiviral drug-resistant A/North
Carolina/39/2009 HIN1 viruses (NC09, FR-488)
were acquired from International Reagent Re-
sources, CDC. Viruses were expanded in 10-day-
old embryonated chicken eggs (Charles River
Laboratories) at 35°C for 3 d, harvested, pu-
rified by sucrose gradient ultracentrifugation,
and frozen at —80°C. To challenge mice, the
virus was adapted in mice for three cycles of
intranasal instillation-lung homogenate prep-
aration, and their infectivity in mice was assayed
by the LDj5, following a standard protocol.

Monovalent CAO9 HIN1 vaccine (NR-20347,
Sanofi Pasteur) and whole inactivated H5N1
vaccine (NR-12148, Baxter AG) were obtained
from BEI Resources, NIAID. H7-Rel H7N9
whole inactivated vaccine was a kind gift from
Harbin Veterinary Research Institute, Chinese
Academy of Agricultural Sciences. Trivalent
seasonal influenza vaccine 2018-2019 (SIV 18-19)
was attained from Hualan Biological Bacterin
Co., China. SHO9 HIN1 and Perth H3N2 inac-
tivated vaccines were made by inactivation of
the viruses with 0.02% formalin for 24 hours
at 37°C and purified as above. Ag concentra-
tion was quantified by the BCA protein assay
and SDS-polyacrylamide gel electrophoresis
based on HA content.

Mouse immunizations and challenges

Mice were sedated with ketamine/xylazine and
intranasally inoculated with 30 ul (15 ul per
nostril) of an indicated influenza vaccine or a
mixture of the vaccine and an adjuvant. VNO4
H5N1, SIV 18-19, and CA09 HIN1 SV vaccines
were employed at a corresponding dose of
1 ug (HA content), 1 pg, or 0.5 ug per mouse,
respectively, whereas H7-Rel and SHO9 HIN1
vaccines each were administered at 0.25 ug or
3 ug per dose, respectively. Poly(I:C) (Invivogen),
Pam2CSK4 (Invivogen), and cholera toxin
(Sigma) each were administered at 20, 20, or
10 pg per mouse, respectively. To block gap
junctions, CBX, tonabersat, and meclofena-
mate were obtained from Sigma Aldrich and
intraperitoneally injected into individual mice
for 4 consecutive days (from 2 days prior to
1 day after immunization) at corresponding
dosages of 25, 10, or 20 mg/kg/day, respec-
tively (31, 32). To deplete CD8" T cells during
vaccination and challenge, mice were admin-
istered anti-CD8o: (53-6.7, BioLegend) antibody
2 days prior and in 0, 2, and 4 days after im-
munization at a dose of 200 ug/day. C57BL/6
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mice were used for the challenge studies, ex-
cept for Aichi H3N2, Florida06 influenza B,
and GZ89 viruses which challenged Swiss
Webster mice or BALB/c mice instead unless
otherwise indicated, because C57BL/6 mice
were relatively less susceptible to these viruses.
To verify antiviral drug resistance of the NC09
virus, unimmunized mice were treated with
oseltamivir (20 mg/kg/day) at 6 hours before
the challenge and then daily until the end of
the study. Immunized and control mice were
challenged with intranasal instillation of 10 x
LD;, mouse-adapted homologous virus at an
indicated day after immunization, except for
H7NO9 virus at 40 x LD, However, heterologous
viruses each at 5 x LDs, were utilized for
challenges except for FloridaO6 influenza B
virus at a dose of 4 x10° median tissue culture
infectious dose (TCIDs5) as this virus is not
lethal to mice. Body weight and survival were
monitored daily for 12 days after the challenge.

Ferret immunizations and challenges

Four-month-old female ferrets negative to anti-
influenza virus antibody were anesthetized
by ketamine/xylazine/atropine and intranasally
immunized with a vehicle, an influenza vaccine,
or a mixture of the vaccine and PS-GAMP. To
assay early protection, each ferret receiving 9 ug
of CA09 HINT1 vaccine alone or alongside 200 pg
of PS-GAMP was challenged with 10° TCID5,
CA09 HIN1 viruses 2 days post-immunization.
To evaluate cross-protection, each ferret
was intranasally immunized with 15 ug of
PerthH3N2 vaccine in the presence or absence
of 200 pg of PS-GAMP and challenged with
10° TCIDs, heterosubtypic Michigan15 HIN1
viruses 30 days after immunization. Body tem-
perature was monitored by two microchips
implanted in each animal (BioMedic Data Sys-
tems) and clinical symptoms were scored ac-
cording to a published protocol (table S1) (4.
Animals were euthanized humanely 2 weeks
after viral challenge by sedation and injection
of 0.5 ml of Euthanasia-III into the heart.

Tissue processing and flow cytometry

Lungs, nasal tissues, MLNs, and spleens were
dissected from indicated mice and processed
into single-cell suspensions for analysis by flow
cytometry. Specifically, the lung and nasal tis-
sues were minced into 1-mm? pieces, digested
with 1 ml of collagenase D (2 mg/ml)/DNase I
(5 mg/ml), both from Roche, at 37°C for 60 min,
and then passed through 40-um cell strainers
(18). To collect BALF, mice were first perfused
thoroughly with ice-cold PBS followed by in-
tratracheal lavage with 0.5% BSA in PBS. Single-
cell suspensions of the spleen and MLN were
prepared by passing the tissues through 40-um
cell strainers directly. After removal of red blood
cells in ACK buffer, the remaining cells were
washed, blocked by anti-CD16/CD32 antibody
(clone 93,10 ug/ml, BioLegend) for 20 min, and
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stained with fluorescently conjugated antibodies
for 30 min on ice or NPsgg 374, PAsos 933, PBlyosmy
MHC I tetramers for 1 hour on ice. Activated
T cells were fixed and permeabilized after
surface staining, followed by intracellular
staining with anti-granzyme B antibody at
4°C overnight. Stained cells were acquired
on a FACSAria IT (BD) and analyzed using
FlowJo software (Tree Star). Cell populations
and subsets in the mouse respiratory system
were gated and analyzed as described (I8).
The information of various antibodies is pro-
vided in table S2.

Cytokine and chemokine measurements

C57BL/6 mice were intranasally administered
20 pg of PS-GAMP or infected with 1 x LDso
CAO09 H1IN1 virus. Lungs were harvested at
indicated times and prepared for total RNA
extraction with an RNA purification kit (Roche).
To measure cytokines in brains, mice were in-
tranasally administered VN04 H5N1 vaccine
(1 ug HA) alone or together with PS-GAMP
(20 pg) or CT (10 pg) and sacrificed 48 hours
later to collect the brain tissue for RNA ex-
traction as above. The RNA was reverse-
transcribed (Life technologies) and amplified
by real-time PCR using an SYBR Green PCR kit
(Roche). Glyceraldehyde 3-phosphate dehydro-
genase (GAPDH) served as an internal control.
All primers used are listed in table S3. Mouse
GM-CSF (eBioscience), IFN-$ (Invivogen), TNF-o.
(BioLegend), IFN-y (eBioscience), I11-6 (eBio-
science), and I1-10 (BioLegend) levels in BALF
and serum were measured by specific ELISA Kits.

Histology

Swiss Webster mice were intranasally admin-
istered PBS, PS-GAMP (20 ug), H5N1 vaccine
(1 ug HA), or the vaccine plus PS-GAMP or CT
(5 ug). Some mice were infected by CAO9 HIN1
virus (250 PFU) as positive controls. Lungs,
nasal tissue, and brains were dissected at in-
dicated days after immunization or infection,
fixed, and stained using a standard H&E. pro-
cedure. The slides were scanned and analyzed
using a NanoZoomer (Hamamatsu).

Confocal microscopy

To track DiD-labeled liposomes in the lung,
C57BL/6 mice were intranasally administered
an equal amount of DiD-nano4 or DiD-nano5.
Lungs were excised after 12 hours, embedded
in an optimal cutting temperature (OCT) com-
pound (Sakura Finetek), and cut into 5-um
frozen sections. The slides were mounted with
a ProLong Antifade Mountant containing DAPI
(Life Technologies) and imaged by confocal mi-
croscopy (Olympus FV1000, UPLSAPO 60XW).
To visualize AM uptake of nanoparticles ex vivo,
mouse lungs were lavaged six times with 1 ml
of PBS containing 0.5% BSA and 5 mM EDTA.
The lung lavage was pooled and centrifuged
at 220 x g. The cells were collected, washed
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thoroughly by PBS, and cultured in RPMI 1640
medium for 45 min, followed by removal of
nonadherent cells. The adherent cells were
collected as AMs, suspended at 2 x 10° cells/ml
in medium, and added to 96-well-plates at
200 pl/well. To purify PS, lung lavage was
prepared by washing the lung for six times
with 1 ml of PBS and centrifuged at 220 x g
for 10 min to remove cell debris and then at
100,000 x g for 1 hour to pellet PS. The super-
natant (6 ml) was concentrated to 200 ul by
3-kDa Amicon Ultra Centrifugal Filter Units
(Merk Millipore) and mixed with PS pellet
prepared above. The resultant PS (100 ug total
protein) was then mixed with DiD-nano4 or
DiD-nano5 (12 ug lipid content in nanopar-
ticles) for 30 min before added to AM cell
culture with 4 x 10* cells in 200 pl of medium.
After 4 hours incubation under 5% CO, at
37°C, cells were stained with a vital dye
Calcein-AM (Life Technologies). Uptake of lip-
osomes was quantified by confocal microscopy
(Olympus FV1000, UPLSAPO 60XW) followed
by ImageJ software analysis.

Statistical analysis

A two-tailed Student’s ¢ test was used to ana-
lyze differences between two groups. analysis
of variance (ANOVA) or Kruskal-Wallis test
was used to analyze differences among mul-
tiple groups by PRISM software (GraphPad).
A Pvalue of <0.05 was considered statistically
significant. Sample sizes were determined on
the basis of preliminary experiments to give a
statistical power of 0.8. Most experiments were
repeated at least twice with similar results. The
investigators were not blinded to the experi-
ments which were carried out under highly
standardized and predefined conditions, ex-
cept for microscopy images and H&E slide
examinations, which were evaluated in an
investigator-blind manner.
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DEVELOPMENTAL BIOLOGY

Vertebrate diapause preserves organisms long term
through Polycomb complex members

Chi-Kuo Hu', Wei Wang?3*, Julie Brind’Amour**, Param Priya Singh’, G. Adam Reeves'?®,
Matthew C. Lorincz*, Alejandro Sanchez Alvarado®3, Anne Brunet6t

Diapause is a state of suspended development that helps organisms survive extreme environments.
How diapause protects living organisms is largely unknown. Using the African turquoise killifish
(Nothobranchius furzeri), we show that diapause preserves complex organisms for extremely long
periods of time without trade-offs for subsequent adult growth, fertility, and life span. Transcriptome
analyses indicate that diapause is an active state, with dynamic regulation of metabolism and organ
development genes. The most up-regulated genes in diapause include Polycomb complex members. The
chromatin mark regulated by Polycomb, H3K27me3, is maintained at key developmental genes in
diapause, and the Polycomb member CBX7 mediates repression of metabolism and muscle genes in
diapause. CBX7 is functionally required for muscle preservation and diapause maintenance. Thus,
vertebrate diapause is a state of suspended life that is actively maintained by specific chromatin
regulators, and this has implications for long-term organism preservation.

o survive extreme conditions, many spe-

cies have evolved specific states of sus-

pended life in the form of hibernation,

torpor, and diapause. Diapause suspends

embryonic development when environ-
mental conditions are harsh, enabling birth in
favorable conditions. The African turquoise
killifish (Nothobranchius furzert) has been
proposed as a vertebrate model to study em-
bryonic diapause (7, 2). This killifish lives in
transient ponds that are only present during
the rainy season and entirely desiccate during
the dry season (3-6). To survive the long drought
and enable perpetuation of the species, African
killifish embryos enter diapause (7, 2) (Fig. 1A).
Although features of diapause have been des-
cribed in Killifish species (6, 7), the mecha-
nisms by which diapause protects organisms
remain unknown.

Diapause protects complex organs with no
trade-offs for future life

‘We characterized African Killifish diapause and
investigated whether diapause comes with
trade-offs for subsequent life. More than 70%
of African Killifish embryos enter diapause and
they stay in this state for 5 to 6 months before
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naturally exiting (Fig. 1B and fig. S1). Some
embryos remain in diapause for >10 months
and occasionally 2 years (Fig. 1B, inset, and
table S1). Hence, diapause is longer than the
adult life of African Killifish and may reflect
a programmed adaptation to survive the an-
nual drought while also protecting against
unpredictable weather. Diapause embryos have
muscles, a heart, primordial germ cells, a brain
comprising stem and differentiated cells, as
well as complex systems such as neuromus-
cular junctions (Fig. 1, C and D, and fig. S2).
Staying in diapause for 5 months (a period
equivalent to their adult life span) did not neg-
atively affect subsequent adult growth, fertil-
ity, or subsequent life span of these Killifish
(Fig. 2, A to C, and fig. S3). Thus, the time spent
in diapause does not come with observed trade-
offs for future life, and diapause confers pro-
tective mechanisms to complex organs against
damage caused by the passage of time.

Diapause is an active state with dynamic
gene regulation

To understand how diapause preserves a
complex organism, we first performed a tran-
scriptomic time course in diapause. Using the
change in heartbeat pattern as an early di-
apause hallmark, we collected synchronized
populations of killifish embryos for RNA
sequencing (RNA-seq): embryos in diapause
for 3 days, 6 days, and 1 month, and embryos
in development right before and after the time
corresponding to diapause onset (Fig. 3A, figs.
S4-and S5A, and table S2). Diapause time points
were easily separated by principal component
analysis and clustering (Fig. 3B, fig. S5B, and
table S3). The transcriptome was substantially
reprogrammed in diapause: >33% of the tran-
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scripts changed more than twofold in diapause
(fig. S5C) and had dynamic expression patterns
(fig. S5D). Genes involved in cell proliferation
and organ development were down-regulated
throughout or late in diapause, respectively
(Fig. 3C and fig. S5E). One notable exception was
muscle. Genes implicated in muscle develop-
ment and function were up-regulated early
and down-regulated late in diapause (Fig. 3D
and table S4), suggesting that muscle might be
maintained in a different manner in diapause.
Finally, genes involved in autophagy and meta-
bolic pathways (e.g., nucleotides and amino
acids) were up-regulated throughout diapause
(Fig. 3D, fig. S5E, and table S4). Thus, diapause
is an active state, with up-regulation of meta-
bolic genes and dynamic regulation of organ
development genes.

Switch to specific Polycomb complex
members in diapause

To identify candidate regulators of organ main-
tenance in diapause, we focused on the most
up-regulated genes in diapause. Although sev-
eral of them relate to amino acid metabolism,
three of the 10 most up-regulated genes are
implicated in chromatin regulation: EZHI,
CBX7(10f2) (hereafter CBX7), and PCGF5 (Fig.
3E and table S4). EZH1 is a core Polycomb
complex enzyme that trimethylates lysine 27
in histone H3 (H3K27me3), whereas CBX7
binds to H3K27me3 and mediates specific
transcriptional repression (8-12) (Fig. 4A).
Overall, diapause was accompanied by a switch
to members of the canonical Polycomb repres-
sive complex 1 (PRCI) (Fig. 3F and fig. S6), sug-
gesting that a specialized Polycomb complex
may be important for the diapause state.

H3K27me3, a mark regulated by Polycomb
complex members, is maintained at key organ
genes in diapause

Polycomb complex members are critical for
stem cell identity, development, and cancer,
and they act by depositing or binding to his-
tone marks, notably H3K27me3 (10-12) (Fig. 4A).
We first assessed the global H3K27me3 land-
scape in diapause by performing H3K27me3
chromatin immunoprecipitation sequencing
(ChIP-seq) in diapause or developing (with-
out diapause) embryos (fig. S7). Despite the
substantial transcriptomic changes in dia-
pause, the H3K27me3 landscape was very
similar in diapause compared with devel-
opment (Fig. 4B). Genes with maintained
H3K27me3 (~7000 genes) were mostly involved
in organ development, whereas genes that
were not marked (~14,000 genes) were in-
volved in cellular processes (e.g., autophagy)
(Fig. 4B and fig. S7QG), suggesting mainte-
nance of developmental identity in diapause.
Overall, H3K27me3 did not correlate with gene
repression in diapause (fig. S7D). However,
genes with maintained H3K27me3 (e.g., organ
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Fig. 1. Diapause lasts for long
periods of time and diapause
embryos have complex
organs. (A) African Kkillifish life
cycle. [Natural habitat images:
copyright 2015 from The
Evolutionary Ecology of African
Annual Fishes by M. Reichard.]
Scale bar in embryo image,
200 um. (B) Percentage of
embryos that stayed in diapause
for the indicated length of time
(1463 embryos). Boxes show
the median and interquartile
ranges. Whiskers indicate maxi-
mum 1.5 interquartile range.
Red indicates the Gaussian
curve fitted to the distribution.
About 1% of embryos stayed in
diapause for >300 days (inset)
(table S1). (C and D) Killifish
embryos in diapause have
muscle, heart, brain, germ cells,
and neuromuscular junctions.
Muscle: Alexa Fluor-647-labeled
phalloidin. Heart: Transgenic line
expressing cardiac-specific
mCherry. Brain: Antibodies to
SOX2, GFAP, and acetylated
tubulin (Ac-Tub). Germ cells:
Antibodies to VASA. Scale bars,
50 um. Arrows indicate neuro-
muscular junctions.

A Diapause in nature and in the laboratory B Length of diapause

Rainy season Dry season

median 160 days

2%

1%

| Extreme habitat

0%

— ®
Exit ®
diapause ®o—>e
Enter diapause

Adaptation

Diapause

Time in diapause (days) (n=1463)

C Organs and tissues in diapause
Mesoderm

D Neuromuscular junction in diapause
Diapause 1 month

Muscle

Ectoderm Germline

Germ cells

A Growth B Fertility C Lifespan (from hatching to death)
n.s. i
5. n.s. 8 100- 100 I
=3 S 35.79 + 14.06 3
BN 3.20+0.28 5. o0 = = 75 ¥\_\_\
c Sope S o S
= e . (6] =
2 34 Tl 7:-’3'-:...‘-’5 o= 604 ®eq0® 2 504 L, With diapause
22l £ 8 40 T @ (166 days, n=37)
8 £ 20 > 2%
m 1 ©] et h,
0 : ; 0 T r 0 T 4
With With 0 100 200
diapause diapause Ade (davs
(n230) (n=29) ge (days)

Fig. 2. Diapause protects complex organisms with no trade-offs for future
life. (A) Mean + SD of body length of adult male fish originating from 47 embryos
that developed directly (without diapause; orange) or 30 embryos that stayed in
diapause for 5 months (with diapause; blue). Each dot represents an individual
fish. P = 0.73, Mann-Whitney unpaired nonparametric test. n.s., nonsignificant (see
table S1). (B) Mean + SD of offspring number from 3 breeding pairs originating

from embryos without diapause (orange) or in diapause for 5 months (blue). Each
dot represents a weekly collection of offspring. P = 0.95, Mann-Whitney unpaired
nonparametric test (table S1). (C) Kaplan—-Meier survival curves of 47 adults
originating from embryos without diapause (one censored) and 37 adults from
embryos that stayed 5 months in diapause. Log-rank (Mantel-Cox) test, P = 0.84.
Median life spans are shown in parentheses (table S1).

development genes, including muscle genes)
tended to be down-regulated late in diapause
(Fig. 4, C and D; fig. S7, E and F; and table S5),
and a few genes with H3K27me3 loss were up-
regulated in diapause (e.g., CDKNIB) (fig. S7,

Hu et al., Science 36'7, 870-874 (2020)

H and I). Thus, the switch to specific Polycomb
complex members may serve to maintain
H3K27me3 at genes involved in organ devel-
opment and may mediate their repression late
in diapause.
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Polycomb complex member CBX7 mediates

repression of lipid metabolism and muscle genes
Because H3K27me3 is maintained in diapause,
we next investigated whether Polycomb mem-
bers that act downstream of H3K27me3 could
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Fig. 3. Dynamic gene regulation in diapause and switch to specific
Polycomb complex members. (A) Heartbeat patterns of embryos developing
without diapause (orange) or entering diapause (blue) (see also fig. S4, A and B).
Each colored circle represents a time point for RNA-seq selected on the basis
of heartbeat onset and pattern. (B) Principal component analysis on log2-
transformed transcripts per million (TPM) of all genes. Each dot represents

the transcriptome from pooled embryos. (C and D) Left: Heat map of gene
ontology (GO) terms enriched by differentially expressed genes with false
discovery rate (FDR) < 0.01 in at least one of the time points (table S4 and data

S1). Enriched GO terms are clustered based on P values (blue, down-regulated;
red, up-regulated). Right: Heat maps of key gene families of development or
muscle. Z-scores are based on the normalized expression value of each gene
(TPM). (E) Genes most up-regulated in diapause (fold change > 2, FDR < 0.01,
TPM > 25 in all 3 diapause conditions) but not during development (without
diapause) (fold change < 2) (table S4). (F) Heat map showing the expression
profile of select Polycomb complex members (see also fig. S6, A and B). Z-scores
are based on the normalized expression value of each gene (TPM). Paralog
numbers are shown in parentheses.

mediate the repression of specific genes. We
focused on CBX7 because it binds H3K27me3
(8,9, 13-16) and is highly up-regulated through-
out diapause. Using CRISPR-Cas9 genome edit-
ing (17), we generated two independent CBX7
killifish mutants predicted to give rise to pre-
mature stop codons (Fig. 5A and fig. S8). RNA-
seq analysis of wild-type (WT) and CBX7
mutant embryos in diapause revealed that
up-regulated (i.e., derepressed) genes in CBX7
mutant embryos were enriched for metabo-
lism and cytokine and hormone regulation
processes, whereas down-regulated genes were
enriched for muscle and neurotransmission
processes (Fig. 5B; fig. S9, A to C; and table S7).
Of the derepressed genes in CBX7 mutant
embryos, 142 also exhibited H3K27me3 main-
tenance in diapause and could therefore rep-
resent direct targets of CBX7. These targets
are implicated in lipid metabolism (e.g., PLTP)
and organ development (e.g., SOX9), and one
of them, UBE2H, is involved in muscle atrophy
(18, 19) (Fig. 5, C and D, and fig. S9, D and E).
The other gene expression changes in CBX7
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mutants, down-regulation of muscle assembly
genes (e.g., NEBL), could be indirect conse-
quences or reflect phenotypic differences in
CBX7 mutants (Fig. 5, C and D, and fig. S9C).
Thus, CBX7 could mediate the repressive
effect of H3K27me3 on specific lipid metab-
olism and muscle genes.

CBX7 is required for muscle preservation and
diapause maintenance

We next tested the functional importance of
CBX7 in diapause. CBX7 mutant embryos en-
tered diapause normally and initially were
similar to their WT counterparts. However,
CBX7 mutant embryos from both lines exhib-
ited deterioration in their muscles after a
month in diapause (Fig. 6, A and B). This is
consistent with the up-regulation of the muscle
atrophy gene UBE2H and the down-regulation
of several muscle assembly genes in CBX7
mutants. Muscle defects in CBX7 mutant
embryos were specific to diapause (Fig. 6, B
and C), consistent with the selective expression
of CBX7 in diapause (fig. S6B). CBX7 mutants
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did not exhibit overt defects in neurons or neuro-
muscular junctions (Fig. 6, D and E, and fig. S10,
A and B). But these CBX7 mutants could not
stay in the diapause state as long as their WT
counterparts did, although they were viable af-
terward (Fig. 6F and fig. S10C). Thus, CBX7 is
required for long-term preservation of muscles in
diapause and for the maintenance of this state.

Our results show that Killifish diapause pre-
serves organs, complex systems such as neu-
romuscular junctions, and various cell types
for long periods of time without trade-offs for
future life. Diapause is an active and dynamic
state, with genes involved in organ develop-
ment being down-regulated late. We identify
specific members of the Polycomb complex,
notably CBX?7, as functional regulators of long-
term organ preservation in diapause. CBX7 may
maintain muscles by directly and indirectly
regulating specific genes involved in muscle
function and metabolism (fig. S10D). It will be
interesting to determine how CBX7 deficiency
in diapause affects subsequent adult life. The
role of CBX7 and other specialized Polycomb
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A Polycomb complex and H3K27me3

B H3K27me3-marked genes in diapause
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Fig. 4. H3K27me3 is main-
tained at key organ genes in
diapause. (A) Selected mem-
bers of the Polycomb complex
and their interaction with
H3K27me3. (B) Number of
genes marked by H3K27me3
that are maintained, lost, or
gained in diapause or not
marked in either state. GO terms
associated with maintained
H3K27me3 or unmarked

genes in embryos in diapause
(table S6; see also fig. S7G).
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Fig. 5. The Polycomb complex member CBX7 mediates repression of a subset
of lipid metabolism and muscle genes. (A) Two independent CBX7 mutant lines
were generated by CRISPR-Cas9 genome editing. (B) GO terms (FDR < 0.01)
enriched by differentially expressed genes (fold change > 1.5, FDR < 0.01) of CBX7
Mutant 1 embryos in diapause for 2 months. Relevant genes were clustered into
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(Lipid metabolism) (Muscle atrophy)

(Development) (Muscle assembly)

heat maps on the basis of expression level (TPMs) across 11 WT and 17 CBX7
Mutant 1 embryos. Representative genes are shown on the right (red, up-regulated;
blue, down-regulated; see also fig. S9C). (C) Number of genes up-regulated in CBX7
Mutant 1 embryos and marked by H3K27me3 (potential direct targets) and their
associated GO terms. (D) Example loci (as in Fig. 4C). Scale bars, 2 kb.
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A Muscle of the posterior somites during diapause

B Muscle long-term diapause
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Fig. 6. The Polycomb complex member CBX7 is required for muscle preser-
vation and diapause maintenance. (A) Example of muscle deterioration in
CBX7 mutant embryos in diapause for 5 months. Muscle: Alexa Fluor-647-
labeled phalloidin. Red arrows: posterior somites lacking muscle fiber bundles.
Yellow dots: somites with muscle fiber bundles. Scale bar, 50 um. (B and

C) Mean + SD of the number of the last somite with intact muscle in WT and
CBX7 mutant embryos at different times in diapause (B) or without diapause (C).
Each dot represents an embryo. Embryo numbers are shown in parentheses.

complex members could extend to other or-
ganisms and forms of long-term preservation
(20-22) or to longevity (23, 24). Indeed, Polycomb
complex genes are involved in insect diapause
and seasonal responses in plants (20-22). Finally,
because the metabolic pathways up-regulated
during diapause in Kkillifish are similar to those
up-regulated in Caenorhabditis elegans Dauer
(25), longevity mutants (26, 27), and mamma-
lian hibernation (28, 29), a switch in metabolic
and chromatin states could coordinate longev-
ity and suspended life. Our study has important
implications for long-term organism preserva-
tion and resistance to extreme environments.
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STRUCTURAL BIOLOGY

Structure of nucleosome-hound human BAF complex

Shuang He"%*, Zihan Wu'?*, Yuan Tian>?*, Zishuo Yu'?, Jiali Yu?, Xinxin Wang'?, Jie Li,

Bijun Liu?, Yanhui Xu»?34+

Mammalian SWI/SNF family chromatin remodelers, BRG1/BRM-associated factor (BAF) and polybromo-
associated BAF (PBAF), regulate chromatin structure and transcription, and their mutations are linked
to cancers. The 3.7-angstrom-resolution cryo—electron microscopy structure of human BAF bound

to the nucleosome reveals that the nucleosome is sandwiched by the base and the adenosine
triphosphatase (ATPase) modules, which are bridged by the actin-related protein (ARP) module. The
ATPase motor is positioned proximal to nucleosomal DNA and, upon ATP hydrolysis, engages with and
pumps DNA along the nucleosome. The C-terminal o helix of SMARCBL, enriched in positively charged
residues frequently mutated in cancers, mediates interactions with an acidic patch of the nucleosome.
AT-rich interactive domain-containing protein 1A (ARID1A) and the SWI/SNF complex subunit SMARCC
serve as a structural core and scaffold in the base module organization, respectively. Our study provides
structural insights into subunit organization and nucleosome recognition of human BAF complex.

he adenosine triphosphate (ATP)-dependent

chromatin remodeling complexes (also

known as chromatin remodelers) reg-

ulate the chromatin packing state by

sliding, ejecting, and restructuring the
nucleosome to enable dynamic regulation of
chromatin structure (7, 2). As prototype chro-
matin remodelers, the SWI/SNF complexes
demonstrate nucleosome sliding activity and
distinctive ejection activity, by which they
create nucleosome-depleted regions (NDRs)
that are essential for transcriptional regulation
(3-10). Mammalian SWI/SNF (mSWI/SNF)
complexes, BRG1/BRM-associated factor (BAF)
and polybromo-associated BAF (PBAF), consist
of up to 15 subunits encoded by more than
29 genes, generating more than 1400 possible
complexes (6, 7, 11, 12). Up to 20% of malig-
nancies contain mutations of BAF and/or PBAF
subunits, making these complexes among the
most frequently dysregulated targets in human
cancer (4, 7, 13).

Although the compositions and subunit
functions of SWI/SNF complexes have been
extensively studied (8, 11, 14-19), the structural
studies of SWI/SNF complexes have been lim-
ited to the low-resolution electron microscopy
(EM) structures of yeast SWI/SNF complexes
(20-23) and structures of isolated domains
(15, 24-27). A recent study reported an ~7-
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A-resolution structure of RSC (yeast homolog
of PBAF) bound to the nucleosome with the
substrate recruitment module refined to 3.4-A
resolution (28). However, the molecular mech-
anisms of subunit organization and nucleo-
some recognition of mammalian BAF complex
remain largely unknown.

Structure determination

We reconstituted human BAF complex con-
sisting of the catalytic subunit SMARCA4
(BRG1) and nine auxiliary subunits (Fig. 1A,
figs. S1 and S2, and table S1). The purified
BAF complexes exhibited nucleosome sliding
activities (fig. S1, D and H to J) and were com-
plexed with nucleosome core particle (NCP) in
the absence of ATP and adenosine diphosphate
(ADP) (fig. S1ID). The cryo-EM structure of the
BAF-NCP complex (~1.2 MDa) was determined
at an overall resolution of 3.7 A, with the map of
the base module locally refined to 3.0-A res-
olution (Figs. 1, B to F, and 2A; figs. S3 and S4;
table S2; and movies S1 to S5). The structural
models were built by fitting available struc-
tures into the cryo-EM maps (15, 24, 26, 27, 29)
followed by manual model building aided by
cross-linking mass spectrometry (XL-MS) (fig.
S2, A and B, and data S1 and S2). The 3.7-
A-resolution map and corresponding model
were used hereafter unless otherwise specified.

BAF sandwiches the nucleosome

The human BAF complex sandwiches the nu-
cleosome, and its nucleosome-binding manner
is distinct from that of other representative
chromatin remodelers, including Chd1l, SWR1,
and INO8O (30-32) (Fig. 1, B to D, and fig. S5).
These remodelers primarily bind nucleosomal
DNA and/or histone tails but have fewer con-
tacts with core histones. The sandwiched
nucleosome binding of BAF may provide a
structural basis to support nucleosome ejec-
tion activity (discussed below). The nucleoso-
mal DNA tends to be detached or disordered
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at both entry and exit sites (Fig. 1, E and F,
and movie S5), which may allow the DNA
translocation to occur more efficiently owing
to fewer restraints.

The BAF complex consists of three modules:
the adenosine triphosphatase (ATPase) module,
the actin-related protein (ARP) module, and the
base module (Fig. 1A). A large portion of the
catalytic subunit SMARCA4 (residues 521 to
1647) forms the ATPase module, which grasps
the nucleosome with the ATPase motor par-
tially wrapping around the nucleosomal DNA
(Fig. 1, B to D). Within the ARP module, the
helicase-SANT-associated region (HSA; resi-
dues 446 to 520) of SMARCA4 binds the het-
erodimer formed by ACTL6A (BAF53A) and
ACTB (B-actin) (Fig. 1, A and B). The pre-HSA
(residues 350 to 445) of SMARCA4 is anchored
into the base module, in which the SMARCB1
(BAF47, hSNF5, or INI1) packs against the
bottom surface of the nucleosome (Fig. 1, A
and B).

The ARP module bridges the ATPase and
base modules

The ARP module is formed by the ACTL6A-
ACTB heterodimer and the long o helix of the
HSA of SMARCA4 (Fig. 1G), revealing a fold
similar to the yeast HSAS™-arp7-arp9-Rtt102
structure (27). The ARP module has no direct
contact with the nucleosome, but it associates
with and bridges the ATPase and base mod-
ules (Fig. 1, B, C, and G). A cryo-EM map re-
veals considerable contacts between lobe 1 of
the SMARCA4 ATPase domain and subdo-
main 4 (residues 266 to 305) of ACTL6A (Fig. 1,
B and G). Moreover, the pre-HSA in the base
module and post-HSA in the ATPase module
are directly connected by the HSA helix. Thus,
the ARP module maintains a rigid conforma-
tion of the HSA helix and likely couples the
motions of the ATPase and base modules
during chromatin remodeling. This obser-
vation is consistent with the essential role of
the ARP module both in “coupling” the DNA
translocation and ATP hydrolysis and in the
assembly of functional SWI/SNF complexes
(8, 18, 27).

The ATPase motor engages with
nucleosomal DNA

The cryo-EM density of the ATPase motor is
relatively weak and reveals a tilted and open
conformation (angle of ~90° between the two
ATPase lobes), indicating that the structure
represents a pre-engaged conformation (fig. S6),
which is consistent with the lack of ATP and
ADP in the BAF-NCP structure. The ATPase
motor is positioned at nucleosomal DNA near
superhelical location (SHL) 2.5, and the posi-
tioning is likely guided by the HSA-associated
ARP module and ATPase-associated Snf2 ATP
coupling (SnAC) domain. We observed weak
cryo-EM density stretching across the top
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Fig. 1. Cryo-EM structure of human BAF bound to NCP. (A) Schematic
architecture of BAF complex organization and domain structure of BAF
subunits. Color scheme for BAF subunits is indicated in (G) and used
throughout all figures. (B to D) The 3.7-A-resolution cryo-EM map of
BAF-NCP in the absence of ADP in three different views. The map at a
higher threshold level [(B), right panel] reveals more details, with the
ATPase module fading out. The map at lower threshold level [(B), left
panel] reveals density (likely derived from SnAC) packing across the top
surface of nucleosome. The intermodular contacts and BAF-NCP contacts

surface of the nucleosome (Fig. 1D and fig.
S6A). This region is likely derived from the
SnAC and/or bromodomain, which have
been shown to bind DNA and/or histone
(25, 33, 34).

The structure of BAF-NCP in the presence of
ADP was refined to 10.3-A resolution, showing
that the ATPase motor adopts a relatively
closed conformation (~70°) and has tight con-
tacts to nucleosomal DNA around SHL 2 (fig.
S6B and movie S6). Thus, ATP or ADP would
promote conformational transition of the BAF
complex from a pre-engaged to an engaged
state, with the ATPase engaging with nu-

He et al., Science 36'7, 875-881 (2020)
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SMARCC2°
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DNA

cleosomal DNA and, upon ATP hydrolysis,
pumping DNA toward the nucleosome dyad
and generating DNA translocation.

The organization of the base module

The pre-HSA of SMARCA4 is anchored into
the base module, which consists of seven ad-
ditional auxiliary subunits: two BAF-specific
subunits, ARID1A (BAF250A) and DPF2
(BAF45D); and five BAF/PBAF-shared subunits,
SMARCBI1, SMARCD1 (BAF60A), SMARCE1
(BAF57), and two copies of SMARCC (8, 11, 15-19)
(Figs. 1 and 2). These auxiliary subunits exist
exclusively in the base module and account
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are indicated with white circles. (E and F) Two different views of the
cryo-EM map of the nucleosome showing detached and disordered DNA
at entry (E) and exit (F) sites. The positions of nucleosomal DNA are
labeled with SHL numbers. (G) Cartoon model of BAF-NCP structure
shown in two different views. RPT, repeat domain; Req, Requiem
domain; SWIRM, SWI3, RSC8, and MOIRA; SANT, Swi3, Ada2, N-Cor,

and TFIIB; ARM, armadillo repeats; CC, coiled coil; HSA, helicase-SANT-
associated; ARP, actin-related protein; BR, bromodomain; WH, winged
helix; SWIB, SWI/SNF complex B/MDM2.

for ~80% of the total molecular mass of the
BAF complex (fig. S4).

The base module reveals a compact fold and
can be divided into five closely associated sub-
modules: the head, thumb, palm, bridge, and
fingers (Fig. 2). The head and bridge bind the
nucleosome and the ARP module, respectively,
generating intermodular contacts (Fig. 1G).
The thumb is formed by a SANT domain of
SMARCC, the pre-HSA of SMARCA4, and the
C-terminal helices of SMARCDI1 (Fig. 2). The
fingers submodule reveals a characteristic
Y-shaped five-helix bundle formed by coiled-
coil (CC) domains of SMARCD1, SMARCEI],
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Fig. 2. Structure of the base module. (A) The cryo-EM map of the base module locally refined to 3.0-A resolution. The submodules and elements involved in
complex assembly are indicated. (B) Cartoon model of the base module in two different views. Regions that are involved in nucleosome recognition and complex
formation are indicated. CC-C2%* and CC-C2°* represent the possibility of two CCs of SMARCC2 because of a disconnected cryo-EM map.

and two SMARCC subunits. The palm con-
nects pre-HSA, SMARCD1, SMARCE]1, and
SMARCC, which merge at a four-way junction.

Nucleosome recognition by SMARCBL in the
head submodule

The head directly binds the histone octamer
on the bottom (Fig. 1, B and C, and fig. S7A).
It consists of two repeat (RPT) domains
and a C-terminal o (aC) helix of SMARCBI,
the requiem (Req) domain of DPF2, two SWIRM
domains of SMARCCs, and an insert derived
from ARIDIA (ARID1A-insert) (Fig. 3A and
fig. S7B). The two SWIRM domains bind the
RPT1 and RPT2 domains, respectively. The
two RPT-SWIRM complexes adopt a similar
fold and asymmetrically bind each other, with
the intermolecular interactions buttressed by
the ARID1A-insert (residues 1802 to 1862) and
Req domain (residues 13 to 82) of DPF2 (Fig. 3,
A and B). The head merges with the bridge
and thumb at a three-way junction, and the
interactions are mediated by the interwoven
loops from DPF2, ARID1A, and two SMARCCs
(Fig. 3A). The Req domain of DPF2 is almost
identical to that of DPF1 and DPF3 in primary

He et al., Science 36'7, 875-881 (2020)

sequence, indicating a similar role of DPFI,
DPF2, and DPF3 in BAF complex organization
(fig. S2D).

SMARCBI is required for structural integ-
rity and function of the SWI/SNF complex
(16, 17, 35), and inactivation of SMARCB1
was reported in almost all malignant rhabdoid
tumors (14, 36-38). The oC helix, which is
enriched in residues that are frequently mu-
tated in human cancers, packs against the
bottom H2A-H2B heterodimer and serves as a
hinge to connect the base module and nu-
cleosome (Fig. 3C and fig. S7A). The four most
frequently mutated arginine residues (R370,
R373, R374, and R377) together form a pos-
itively charged cluster and pack against an
acidic patch on the bottom of the nucleosome
(Fig. 3D). The four arginine residues are in-
variant across species, from yeast to humans
(Fig. 3E), and were clearly visualized in the
cryo-EM map (Fig. 3F). This observation high-
lights the importance of the aC helix of
SMARCBI in binding of the nucleosome and
is consistent with recent studies (14, 28). Al-
though the oC helix of Sfhl (yeast homo-
log of SMARCBI) is disordered in the yeast

21 February 2020

RSC-NCP complex structure, the deletion of
this helix impairs nucleosome ejection activ-
ity (28).

The RPT1 domain of SMARCBI is in close
proximity to the a2 helix of histone H2A and
likely causes steric clash between the histone
octamer and DNA (Figs. 1, B and G, and 3C;
and fig. S5A), suggesting that RPT1 serves as a
“wedge” that favors DNA detachment around
the exit site. The N-terminal winged helix (WH)
domain of SMARCBI binds the ARM domain
of ARIDIA and is located more than 40 A away
from nucleosomal DNA (Fig. 1, C and G), sug-
gesting a role independent of its previously
reported DNA binding ability (26). The WH
domain is in close proximity to the ARP module,
suggesting a role in regulating ARP-base in-
termodular interactions (Fig. 1, B and C).

ARIDI1A serves as a rigid core to stabilize the
base module

ARIDI1A is the largest subunit of the BAF
complex. A large portion of ARIDI1A, includ-
ing the characteristic AT-rich interacting do-
main (ARID), was invisible in the complex
structure, possibly owing to intrinsic flexibility

3of7
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Fig. 3. Structure of the head submodule and role of SMARCB1 in
nucleosome recognition. (A) Close-up view of the head submodule and its
interactions with the bridge and thumb submodules. The sandwiched loops
located in a three-way junction are indicated with a dashed blue circle.

(B) Close-up view of interactions between the Req domain of DPF2 shown in
cartoon and RTP2-SWIRM® shown in surface representation (red, negative
charge; blue, positive charge). (C) Close-up view of the contacts between
SMARCBI and the bottom surface of the nucleosome. Four histone-contacting
arginine residues on the aC helix are shown in stick representation.

(fig. S2D). The modeled C-terminal ARM do-
main consists of seven ARM repeats arranged
in a superhelical conformation and serves as
a rigid core to bind SMARCA4 and all other
base subunits (Fig. 4A). A zinc finger is formed
with a zinc atom coordinated with residues
H2019 and H2021 on ARM3 and residues H2090
and C2094 on ARM4 (Fig. 4B). The zinc finger
stabilizes two ARM repeats and the associ-
ated loop regions. The ARM domain is lo-
cated in the center of the base module, with
the bottom associating with the fingers, one
end joining with the head and thumb, and
the other end capped by the SWIB domain of
SMARCDI1. The N-terminal helical turns of
HSA and the preceding loop pack against the
concave surface of the ARM domain. The sur-
face residues of ARM contacting SMARCA4
and SMARCDI are highly conserved, suggest-
ing evolutionarily conserved functions in sta-
bilizing the base module.

He et al., Science 36'7, 875-881 (2020)
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We found that, in a manner consistent with
the central role of the ARM domain in base
module organization, ARIDIA bound to other
base subunits and the purified base subcom-
plex (fig. S8, A to C). ARIDI1A is one of the most
frequently mutated mSWI/SNF subunits in
human cancer, and frameshift mutations occur
near the C terminus (7, 39), supporting the im-
portance of the C-terminal ARM domain in BAF
structure and function. The structure showed
that the overall fold of the BAF complex would
not be properly maintained in the absence of
ARIDIA (Fig. 4C), although other BAF subunits
would remain associated with SMARCC1 and
SMARCC2 because the BAF*R®PIA complex sur-
vived ion-exchange chromatography (fig. S1C).
The sliding activity of BAF*RP'A was con-
siderably enhanced by the addition of larger
amounts of purified ARIDIA (Fig. 4D and
fig. S8D), indicating that ARIDI1A is required
for efficient nucleosome sliding activity.
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Single-letter abbreviations for the amino acid residues are as follows: A, Ala;

C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, lle; K, Lys; L, Leu; M, Met;

N, Asn; P, Pro; Q, GIn; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr. (D) Basic
residues of the aC helix pack against the acidic surface of the histone

octamer. The positively charged residues are shown as sticks. (E) Conservation
of the aC helix of SMARCBL. The invariant and highly conserved residues are
highlighted with dark-green and green backgrounds, respectively. (F) The
cryo-EM map around the aC helix is shown in mesh in two views. The side chains
of the abovementioned residues are well covered by the map.

ARIDI1A and ARIDIB share highly similar
primary sequences and are mutually exclusive
in the BAF complex, suggesting that ARID1B-
containing BAF is assembled in a similar
manner (fig. S2D). As a PBAF-specific subunit,
ARID2 is not a paralog of ARID1A or ARID1B
and shows a distinct domain architecture.
However, the N-terminal helical region (res-
idues 150 to 470) of ARID2 is predicted to form
a seven-repeat ARM domain (40). Thus, the
N-terminal ARM domain of ARID2 and the
C-terminal ARM domain of ARID1A may play
a similar role in organizing PABF and BAF,
respectively.

SMARCCs compose base module scaffold, and
SMARCD1 and SMARCEI facilitate organization
As the scaffold of the base module, the two
SMARCC subunits bind all other base sub-
units and thread through the head, thumb,
palm, and fingers submodules (Fig. 4C). The
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Fig. 4. Subunit organization in the base module. (A) Cartoon model of
interactions between ARIDIA and other subunits is shown in two views. (Left middle
panel) The surface of the ARM domain is shown and colored according to the
conservation scores. (Right middle panel) Seven ARM repeats are shown, with front
helices colored in yellow, back helices colored in green, and ridge helices and loops
colored in blue. (B) Close-up view of the zinc finger connecting ARM3 and ARM4,
with zinc-coordinating residues shown in sticks and zinc atom shown as a gray ball.
The location of the zinc finger is indicated with a blue rectangle in the upper panel of

(A). (C) Cartoon of the base module with ARIDIA and SMARCA4 omitted. The lack of
ARIDIA would lead to a clash of the base module, although other subunits remain
associated by the scaffold subunits, SMARCC1 and SMARCC2. The three-pronged
yellow and blue shape indicates a three-way junction of the head, thumb, and bridge.
(D) In vitro nucleosome sliding assay performed using purified BAF**RP complex
and increasing amounts of purified ARIDIA. Note that BAF**R™A demonstrates
nucleosome sliding activity in higher protein concentration (fig. S8D). 45N45, a
center-positioned nucleosome with two 45-base pair flanking DNA fragments.

BAF complexes containing SMARCCI and
SMARCC2 (BAF-CC1/CC2) and two SMARCC2
subunits (BAF-CC2/CC2) generated almost
identical cryo-EM maps (fig. S3). SMARCC1
and SMARCC2 behave similarly in binding
other BAF subunits and subcomplexes (fig. S9,
D to I, and supplementary text). This obser-
vation is consistent with a previous study
showing that SMARCC1 and SMARCC2 are
functionally similar and play critical roles in the
early stage of mSWI/SNF complex assembly (71).

SMARCDI1 adopts an elongated conforma-
tion and runs alongside the two SMARCC
subunits (Fig. 4C). The SWIB domain adopts
a compact globular fold and binds the ARM7
of ARID1A and the CC of SMARCC (Fig. 4A).
The a9 helix of SMARCDI1 packs against the
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o1 helix of SMARCEI and a loop of ARIDIA,
generating a “pillar” that connects to the
bridge (Figs. 2 and 4A). The «10, all, and
012 helices of SMARCDI1 interact with the
SANT® domain and pre-HSA with the 012
helix protruding out of the intersection of the
head, bridge, and thumb (Fig. 4, A and C). Thus,
SMARCD1 and SMARCEI assist SMARCCI and
SMARCC2 in organizing the base module.

Comparison of BAF-NCP and RSC-NCP
complex structures

The yeast RSC complex is the homolog of the
mammalian PBAF complex, consisting of ARID2
(instead of ARIDIA and ARIDIB) and a PBAF-
specific subunit, polybromo-1 (PBRM1, or
BAF180). Comparison of our BAF-NCP struc-

21 February 2020

ture and a recently published yeast RSC-NPC
structure (28) revealed a similar nucleosome-
binding mode (fig. S10). Unexpectedly, the
nucleosome is mainly bound by the ATPase
domain, and the oC helix of Sfh1 is invisible
in the RSC-NCP structure (28). In contrast,
the nucleosome is sandwiched by BAF with
H2A-H2B dimer stably associated with the aC
helix of SMARCBI. The two complexes may
represent different conformational states, or
this difference might result from different ex-
perimental conditions. Structural comparison
also revealed considerable differences in the
base module organization. ARID1A, SMARCCI,
SMARCC2, SMARCD1, and SMARCEI exhibit
conformations distinct from their counter-
parts in the RSC complex. The comparison
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SMARCA2/4

ARID1A/B

@Bromodomain YPHD finger domain & ATP/ADP

‘l’ DNA binding domain (ARID, HMG, WH)

Free DNA

Model 1a

Fig. 5. Models of chromatin remodeling of the BAF complex. (A) BAF
subunits are shown in cartoon model. The indicated paralogs of BAF subunits are
mutually exclusive in the BAF complex. The nucleosome is sandwiched by
SMARCA2/4 and SMARCBL. The ATPase of SMARCA2/4 grasps nucleosomal
DNA and generates DNA translocation in an ATP-dependent manner. PHD, plant

also suggested that Rsc7 and Htll in RSC are
equivalents of DPF2 and SMARCEI of BAF,
respectively. BAF has no histone tail-binding
lobe, which may exist exclusively in RSC and
PBAF complexes. Homologs of yeast DNA
interaction subunits, RSC3 and RSC30, do
not exist in mammals, suggesting that PBAF
is also structurally different from RSC.

Model of chromatin remodeling of the
BAF complex

Our structural and biochemical analyses illus-
trated the mechanisms of organization and
nucleosome recognition of the human BAF
complex, the prototype mSWI/SNF remodeler
(Fig. 5A). BAF ejects the nucleosome and cre-
ates and maintains NDRs that are essential
for transcription. Two non-mutually exclusive
models of nucleosome ejection have been
proposed (2). The BAF-NCP structure could
fit both models (Fig. 5B). In the first model,
the BAF-bound histone octamer, and more
possibly the H2A-H2B dimer, could be evicted
because of DNA tension resulting from either
strong DNA translocation (Fig. 5B, model 1a;
independent of the adjacent nucleosome) or
collision with the adjacent nucleosome (Fig. 5B,
model 1b). In the second model, BAF sand-
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strong DNA translocation and
high DNA tension lead to
E ejection independent

of adjacent nucleosome

DNA tension is resolved by
ejection of BAF-bound histone
octamer or dimer

wiches the nucleosome to ensure that the
ATPase domain stably engages with DNA and
“peels” the DNA off of the adjacent nucleo-
some. In both cases, the two nucleosome-
sandwiching regions, the SnAC domain of
SMARCA4 and the aC helix of SMARCBI,
likely play important roles in nucleosome
ejection, which has been experimentally dem-
onstrated (14, 16, 28, 33). The DNA detachment
may facilitate efficient DNA translocation of
the BAF-associated nucleosome because of
fewer DNA-histone contacts. The chromatin
ejection may also be promoted by the DNA-
interacting ARID domain of ARID1A and/or
acetylated histone tail-binding bromodomain
of SMARCA4, which were not observed in the
cryo-EM map, owing to flexibility.
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Molecular mechanism of biased signaling in a
prototypical G protein-coupled receptor

Carl-Mikael Suomivuori®>3** Naomi R. Latorraca™?3*5+, Laura M. Wingler®”,
Stephan Eismann®?3*2, Matthew C. King">3*, Alissa L. W. Kleinhenz®"°, Meredith A. Skiba'°,
Dean P. Staus®’, Andrew C. Kruse'®, Robert J. Lefkowitz®”™, Ron 0. Dror*>345¢

Biased signaling, in which different ligands that bind to the same G protein—coupled receptor
preferentially trigger distinct signaling pathways, holds great promise for the design of safer and
more effective drugs. Its structural mechanism remains unclear, however, hampering efforts to
design drugs with desired signaling profiles. Here, we use extensive atomic-level molecular dynamics
simulations to determine how arrestin bias and G protein bias arise at the angiotensin Il type 1 receptor.
The receptor adopts two major signaling conformations, one of which couples almost exclusively

to arrestin, whereas the other also couples effectively to a G protein. A long-range allosteric
network allows ligands in the extracellular binding pocket to favor either of the two intracellular
conformations. Guided by this computationally determined mechanism, we designed ligands

with desired signaling profiles.

inding of an extracellular agonist to a G

protein-coupled receptor (GPCR) gen-

erally stimulates multiple intracellu-

lar signaling pathways by causing the

GPCR to couple to both G proteins and
arrestins. GPCRs represent the targets of
roughly one-third of all drugs (7), and, in many
cases, the desired effects of a drug stem from
arrestin signaling and the undesired ones
from G protein signaling, or vice versa. Intrigu-
ingly, certain GPCR ligands preferentially
stimulate either arrestin or G protein signal-
ing, a phenomenon known as biased signal-
ing (2).

The molecular mechanism of biased sig-
naling remains unknown, hindering the
discovery and optimization of biased lig-
ands that are more effective and have fewer
side effects than conventional drugs. Bio-
physical studies indicate that ligands with
distinct bias profiles stabilize distinct recep-
tor conformations (3, 4), but these studies
do not identify what these conformations
are or how ligands induce them. The recep-
tor adopts similar conformations in experi-
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mental structures of GPCR-G protein (5-9)
and GPCR-arrestin (10-12) complexes, leav-
ing unclear what intracellular conforma-
tions are responsible for biased signaling
and how ligands in the extracellular bind-
ing pocket select among the relevant signal-
ing conformations.

The angiotensin II (AnglII) type 1 receptor
(AT;R) is a model system for studies of biased
signaling (13-15). It stimulates both G protein-
mediated and arrestin-mediated signaling
pathways upon binding of its native ligand,
the octapeptide AngII. Small modifications
to AnglI can result in either arrestin-biased
or G protein-biased ligands, which induce a
higher or lower ratio of arrestin signaling to
G protein signaling than AngII, respectively
(13, 14). ATR is also a major drug target, and
there is interest in developing arrestin-biased
AT,R ligands as drugs for heart failure be-
cause such ligands can increase cardiac con-
tractility without undesired hypertensive effects
(16-18).

The companion manuscript (Z9) presents
crystal structures of AT;R bound to Angll
and to arrestin-biased agonists. The intra-
cellular conformations in these structures
and in the previously published active-state
structure (20) are essentially identical, most
likely because they are all stabilized for crys-
tallography by binding to the same high-affinity
nanobody on the intracellular side. To deter-
mine how differences in intracellular confor-
mation relate to the bias profile of the bound
ligand, we performed extensive molecular dy-
namics (MD) simulations of AT;R without
the nanobody.

AT;R transitions between two active
intracellular conformations

Our simulations were initiated from the pre-
viously published active-state AT;R structure
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(20), with the nanobody removed. In most of
these simulations, the cocrystallized ligand
was removed, and different ligands were mod-
eled in its place, including AnglI, four arrestin-
biased ligands, and two G protein-biased
ligands (fig. S1 and table S1). We also per-
formed control simulations from the struc-
tures reported in the companion manuscript
(19), and these simulations converged to the
same behavior.

In simulations with the nanobody removed,
agonist-bound AT;R transitions between
two intracellular conformations that differ
primarily in transmembrane helix 7 (TM7)
(Fig. 1 and fig. S2). One of these, the “canon-
ical active” conformation, closely resembles
previously determined structures of GPCRs
in complex with G proteins (5-9) as well as
the active-state structure of the AngII type 2
receptor (AT,R) (21). The other—the “alter-
native” conformation—differs in several re-
gards. Viewed from the extracellular side,
TM?7 is twisted counterclockwise above its
proline kink, causing N1.50 (Asn*®) to switch
its preferred hydrogen-bond acceptor from
N7.46 (Asn®®) to C7.47 (Cys>?%). [We use the
Ballesteros-Weinstein numbering scheme, where
the digit before the decimal point specifies
the TM helix (22).] As a result of this twist, the
intracellular portion of TM7 shifts toward TM3,
causing the side chains of Y7.53 (Tyr*°2) of the
NPXXY motif (N, Asn; P, Pro; X, any residue;
Y, Tyr) and R3.50 (Arg'®®) of the DRY motif
(D, Asp; R, Arg) to adopt “downward” rota-
mers pointing toward the intracellular side.
Interestingly, the nanobody-bound AT;R struc-
tures resemble the alternative intracellular con-
formation, except that Y7.53 adopts the upward
rotamer of the canonical active conformation
because its downward rotamer would clash
with the nanobody. Both the alternative and
canonical active conformations retain the
TM6 conformation observed in the nanobody-
bound AT;R structures (19, 20), which is char-
acteristic of active-state GPCR structures in
that it is shifted outward relative to inactive-
state structures (23, 24).

Unlike the canonical active conformation,
the alternative conformation has not been
observed in experimental GPCR structures.
The alternative conformation of TM7 closely
resembles several GPCR structures (fig. S2)
(25-30), including the serotonin 2B receptor
(5-HT,5R) bound to arrestin-biased ligands.
However, these structures exhibit more inactive-
like positions of TM6, likely owing to the
absence of intracellular binding partners. In
previous simulations of the ,-adrenergic re-
ceptor (B,AR) transitioning from its canonical
active to inactive conformation, we observed
a rare intermediate in which both TM6 and
TM7 match the alternative conformation, but
we did not suggest a connection to biased sig-
naling (31).

lof7



RESEARCH | RESEARCH ARTICLE

alternative
conformation

crystal structure

canonical active conformation
alternative conformation

canonical active
conformation

extracellular

2 ™2

™1

N
o

[d
o
|

N A <
l
N7.46-N1.50
distance (A)
L

" helix 8 TM7 backbone position

o

intracellular

Y7.53 x1
dihedral (°)

N

[=3

S
I

Y7.53 rotamer

o
o

Fig. 1. In simulation, AT;R adopts two major signaling conformations. In a
representative simulation with the nanobody removed, ATiR (left, with
magnified views in the middle) first adopts the alternative conformation and
then transitions to the canonical active conformation. During this transition,
TM7 twists above its proline kink, leading the intracellular portion of TM7

to shift away from TM2 and TM3. The twisting motion causes N1.50 to switch
its preferred hydrogen bond acceptor from C7.47 to N7.46 (top trace, distance
between N1.50 side-chain nitrogen and N7.46 backbone oxygen). The conformational

The alternative conformation appears to

timé (us) ‘

canonical active conformation

transition also leads to rearrangements of side chains, including those of Y7.53
and R3.50, which are oriented downward (toward the intracellular side) in the
alternative conformation and more upward in the canonical active conformation
(bottom trace; see also fig. S3). Thick traces represent moving averages, whereas
thin traces represent original, unsmoothed values (see methods). Dashed hori-
zontal lines indicate values for the nanobody-bound crystal structures. Super-
imposed views of the canonical active and alternative conformations are
shown on the right.

alternative conformation Fig. 2. Structural models

accommodate B-arrestins but not Gq

To determine whether these two conforma-
tions couple differently to G proteins and ar-
restins, we prepared structural models of AT;R
in complex with its preferred partners, Gq
and B-arrestins 1 and 2 (Fig. 2). These models
suggest that, although the canonical active
conformation couples well to both Gq and
B-arrestins, the alternative conformation couples
well to B-arrestins but not Gq. The alternative

Gq

Gqas5 helix

suggest that the
alternative conformation
couples preferentially to
B-arrestins, whereas the
canonical active conforma-
tion couples well to both
Gq and B-arrestins. In the
alternative conformation,
R3.50 adopts an orientation
that clashes with a tyrosine

conformation stabilizes R3.50 in a downward
rotamer, which clashes with the o5 helix of
Gq. R3.50 shifts upward on transition to the
canonical active conformation, accommodat-
ing insertion of the Go subunit. Both the
alternative and canonical active conformations
appear to readily accommodate the B-arrestin
finger loop.

In simulations of rhodopsin bound to visual
arrestin, rhodopsin occasionally transitions spon-

B-arrestin

p-arrestin finger loop

on the o5 helix of Gq (top
right). The bottom row shows
models with B-arrestin 1;
models with B-arrestin 2 yield
essentially identical results
(see methods).

restin finger loop

taneously from the canonical active conforma-
tion to the alternative conformation, with both
R3.50 and Y7.53 forming interactions with back-

Intracellular TM7 conformation is allosterically
coupled to the ligand-binding pocket

eral residues that form an allosteric network
between the ligand-binding pocket and the

bone atoms on the finger loop (fig. S4). This in-
dicates that both canonical active and alternative
conformations of rhodopsin couple to arrestin.

Suomivuori et al., Science 36'7, 881-887 (2020)

In simulations that transition between the
alternative and canonical active conforma-
tions, we observed rearrangements in sev-
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intracellular side of the receptor (Fig. 3A
and fig. S5). The intracellular TM7 conforma-
tion is closely coupled to the position of Y7.43
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Fig. 3. Allosteric network allows ligands to favor either intracellular
conformation. (A) Three coupled regions of AT;R connect the ligand-binding
pocket to the intracellular surface. Key residues for the three regions

are shown in turquoise, orange, and purple. (B) Mechanism for coupling
between the three regions. In simulations that transition from the
alternative conformation to the canonical active conformation, a rotation of
TM3 at the binding pocket triggers subsequent rearrangements in other
regions of the protein (top row, left and middle). Such transitions typically
begin when L3.36 moves closer to TM2 (top turquoise trace) and N3.35
flips outward from the helical bundle (bottom turquoise trace). The

outward displacement of N3.35 creates space for F2.53 to switch positions
with Y7.43 (orange traces) (top row, middle and right). The motion of

Y7.43 leads TM7 to twist just above its proline kink (bottom row, left,
middle, and right), such that N7.46 replaces C7.47 as the hydrogen

favors alternative TM7

B Allosteric network allows ligand-binding pocket conformation to

determine intracellular conformation

top-down view

favors canonical active TM7
conformation

conformation intermediate

L8336

canonical active TM7
backbone position

alternative TM7
backbone position

L3.36 position

N3.35 position

2.0
1.0 time (us) 3.0

lighter shades: residue arrangement favors alternative conformation
darker shades: residue arrangement favors canonical active conformation

bonding partner of N1.50 (purple traces). This TM7 twist also leads to an
outward shift of TM7 on the intracellular side, as measured by increasing
P7.50-to-L2.46 Co-to-Ca distances; these distances are shown in black
rectangles in the bottom row of molecular renderings. See also fig. S5.
(C) In simulation, the fraction of time spent in the alternative TM7
conformation correlates with the ligand's bias profile. B-Arrestin-biased
ligands favor this conformation much more than Gg-biased ligands

(P = 0.0006, two-sided Welch's t test; see methods) and also more

than the balanced ligand Angll (P = 0.007), which favors it more than
Gg-biased ligands (P = 0.04). Reported values are based on REMD
simulations of AT;R bound to each ligand. We performed two REMD
simulations for Angll (with very similar results of 0.32 and 0.33) and one
for each other ligand shown. Each REMD simulation consists of 36 coupled
MD simulations, each 3.6 ps in length (see methods).

(Tyr*®?) higher on TM7. The alternative con-
formation is favored when Y7.43 points toward
TM3, and the canonical active conformation is
favored when Y7.43 points toward TM2 (Fig. 3B).

Y7.43 is coupled to the ligand via two ad-
jacent residues on TM3, N3.35 (Asn'™) and
L3.36 (Leu™) (Fig. 3, A and B). When N3.35

Suomivuori et al., Science 36'7, 881-887 (2020)

points inward (toward the center of the
helical bundle), Y7.43 nearly always points
toward TM3. N3.35 must point outward for
Y7.43 to point toward TM2, which requires
that the side chains of Y7.43 and F2.53 (Phe™)
swap positions (Fig. 3B). L3.36, which is often
in direct contact with ligands, influences the

21 February 2020

position of neighboring residue N3.35: TM5-
and TM2-proximal positions of 1.3.36 favor
the inward- and outward-pointing positions
of N3.35, respectively. L3.36 and Y7.43 can
also interact directly, so repositioning of
L3.36 also has some direct effect on Y7.43
conformation.
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Arrestin-biased ligands favor the alternative
conformation, and Gqg-biased ligands favor the
canonical active conformation
In replica-exchange MD (REMD) simulations de-
signed to sample efficiently the conformational
ensemble of AT,R bound to each ligand, we
found that TM7 adopted the alternative con-
formation more frequently with arrestin-biased
ligands bound than with AngII bound and more
frequently with AngIl bound than with Gg-
biased ligands bound (Fig. 3C). Combined with
our observation that the alternative confor-
mation preferentially binds arrestin, this sug-
gests that ligands achieve arrestin bias by
favoring the alternative conformation and
G protein bias by favoring the canonical active
conformation.

Ligands select among the alternative and
canonical active conformations through the

A Representative AT R ligands

B-arrestin-  balanced Gg-biased
biased
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o9 1 - |
A8 .
F8 F8
\ J P J . y,
TRV023 Angll TRV055

allosteric network described above. In sim-
ulation, L.3.36 of the ligand-binding pocket
was shifted toward TM2 more frequently with
AnglI than with arrestin-biased ligands and
even more frequently with Gg-biased ligands
(Fig. 4B). The arrestin-biased ligands extend
much less deeply into the binding pocket
(Fig. 4A and fig. S1), so they cannot readily
push L3.36 toward TM2. By contrast, Angll
and the Gg-biased ligands possess a bulky
phenylalanine at position 8 (F8) and thus
tend to push L3.36 toward TM2.

Our simulations indicate that the F8 residue
of AnglII and the Gg-biased ligands adopts
distinct orientations with distinct effects on
1.3.36 (Fig. 4B and figs. S6 and S7). When L3.36
is in the TM5-proximal position that favors
the alternative conformation, F8 tends to be
vertical (i.e., the ring plane is perpendicular

to the membrane plane), packing tightly
above L3.36 (Fig. 4B and fig. S6). When F8
instead adopts a horizontal orientation, it
forces 1.3.36 toward TM2, which in turn favors
the canonical active conformation as described
above.

In simulation, Gg-biased ligands adopted
the horizontal F8 orientation more frequently
than AnglI (fig. S7). This is likely because, at
AnglII and arrestin-biased ligands, a positively
charged arginine at position 2 (R2) engages
negatively charged binding pocket residues
D6.58 (Asp?®®) and D7.32 (Asp®®), pulling the
extracellular end of TM6 inward. The Gg-biased
ligands lack a positively charged residue at
position 2, and as a result, the extracellular end
of TM6 tends to move outward, creating more
space within the binding pocket for F8 to adopt
a horizontal orientation (Fig. 4C).

B Bias profile correlates with conformation of binding pocket
Angll Angll
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C G-protein-biased ligands lack positively charged groups at position 2, allowing TM6 to move outward near binding pocket

TM6 outward motion in binding pocket
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Fig. 4. Arrestin-biased, balanced, and G protein-biased ligands favor
distinct binding-pocket conformations. (A) Structures of representative
B-arrestin-biased, balanced, and Gg-biased AT;R ligands. All ligands studied
in this work are shown in fig. S1. A, Ala; F, Phe; H, His; V, Val. (B) In
comparison to B-arrestin-biased ligands, Angll drives L3.36 of the binding
pocket toward its TM2-proximal position, which favors the canonical active
conformation, and Gg-biased ligands do so even more (P = 0.002 for
B-arrestin-biased versus Gg-biased ligands, two-sided Welch's t test; see
methods) (left; the bar plot shows means and standard errors across five
independent 2-us simulations per ligand). When the F8 residue of Angll and
Gg-biased ligands adopts a horizontal orientation, it pushes L3.36 toward the
TM2-proximal position (right; gray and pink dashed lines indicate values for

Suomivuori et al., Science 367, 881-887 (2020) 21 February 2020

TRV023- and Angll-bound structures, respectively; traces are for a simulation
with Angll bound, and additional simulation traces are shown in fig. S6). RMSD
is root-mean-square deviation (see methods). (C) Angll and B-arrestin-biased
ligands stabilize more inward TM6 positions in the binding pocket compared
with positions favored by Gg-biased ligands (P = 0.005 for Gg-biased

ligands versus Angll; P = 0.001 for Gg-biased ligands versus B-arrestin-biased
ligands), as shown by the box plot at left (boxes extend from the 25th to

the 75th percentile of simulation frames), because the ligand R2 residue
interacts with D6.58 and D7.32 (right; dashed lines correspond to distance
plotted at left). The more outward position of the extracellular portion of
TM6 observed for Gg-biased ligands allows their F8 residue to adopt a
horizontal orientation more frequently than that of Angll (see also fig. S7).

4 of 7



RESEARCH | RESEARCH ARTICLE

The crystal structures in the companion
manuscript (19) support this biased signal-
ing mechanism, which we identified using
simulations initiated from the previously pub-
lished active-state structure (20). These crystal
structures are locked into a single intracel-
lular conformation, but in the structures with
arrestin-biased ligands bound, residues near the
binding pocket—N3.35, L.3.36, and Y7.43—adopt
positions that favor the alternative confor-
mation in simulation. In the AnglI-bound
structure, on the other hand, N3.35 adopts a
position (fig. S8) that favors the canonical ac-

tive conformation in simulation. The density
for 1.3.36 in this structure is weak, suggesting
that this residue adopts multiple conforma-
tions, and Y7.43 is so mobile that it cannot be
resolved at all.

In agreement with our computational re-
sults, our recent double electron-electron reso-
nance (DEER) spectroscopy study of AT;R (4)
suggested that arrestin-biased, balanced, and
G protein-biased ligands stabilize subtly dif-
ferent intracellular TM7 conformations. The
DEER data also show differences in helix 8
position, which are likely due to these con-

A Rational design of an arrestin-biased ligand

Angll derivative with topological restraint (Ind8-Angll) abolishes horizontal ring orientation
that favors canonical active conformation
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Fig. 5. Rational design of ligands with desired signaling profiles. (A) The addition of a single connecting
methylene group to the phenyl moiety of Angll restrains the C-terminal ring to remain vertical, producing
a strongly arrestin-biased ligand, Ind8-Angll, which barely couples to Gq. IP1, inositol monophosphate;
Barr2, B-arrestin 2. (B) S1I8 has partial activity toward both the Gg-mediated and B-arrestin-mediated
pathways. S1A2I8, which was designed to increase Gq signaling relative to S1I8 by favoring outward motion
of TM6 in the binding pocket, shows increased Gq efficacy without any corresponding increase in p-arrestin
efficacy. SIA2I8 is the R2A (Arg°—Ala) mutant of S1I8. Error bars represent standard error from three to
four independent experiments. See also table S2.
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formational changes in TM7. Differences in
TM6 position might be due to adoption of
the TM6-bent conformation discussed below.
The DEER data suggest that the receptor un-
dergoes additional ligand-dependent confor-
mational changes on time scales longer than
those of our simulations, although changes in
other receptor regions may not be relevant to
biased signaling. For example, although the
various arrestin-biased ligands stabilize di-
verse conformations in DEER experiments,
these ligands have very similar pharmaco-
logical bias profiles. Their pharmacological
profiles are consistent with our simulations,
which indicate that the various arrestin-biased
ligands stabilize the alternative TM7 confor-
mation to a similar degree.

Computational design of ligands with desired
biased signaling profiles

To further validate our computationally de-
termined mechanism, we used it to design
ligands with desired biased signaling pro-
files (Fig. 5), a long-standing challenge in
GPCR drug discovery.

Decreasing the size of the C-terminal AngIl
residue is known to result in arrestin bias, but
our simulations indicate that the conforma-
tion of the C-terminal peptide residue—not
just its size—is a key determinant for bias. We
predicted that a variant of Angll with the
C-terminal aromatic ring constrained in a ver-
tical orientation would favor the alternative
intracellular conformation, leading to arrestin
bias. We thus prepared an AnglI analog with
a 2-aminoindan-2-carboxylic acid substitu-
tion at F8 (Ind8-Angll, Fig. 5A). Ind8-AngII
is structurally identical to AnglII except that
the C-terminal phenyl moiety is tied back to
the Co atom by the addition of a single con-
necting methylene group. Our simulations
show that this modification restricts the phenyl
ring to remain vertical. Indeed, experimental
characterization of Ind8-AnglII shows that it
is strongly arrestin-biased despite having a
C-terminal residue even larger than that of
AngII and the Gg-biased ligands (Fig. 5A and
table S2).

On the basis of our finding that outward
motion of TM6 near the binding pocket is
associated with the increased Gq signaling
of Gg-biased ligands, we hypothesized that an
alanine substitution at R2 would recover Gq
activity for the partial agonist S1I8, which lacks
a C-terminal phenylalanine but has another
relatively large residue, isoleucine, at this posi-
tion. Indeed, mutating R2 of S1I8 to alanine in-
creases Gq activity without increasing B-arrestin
activity (Fig. 5B and table S2).

Discussion

To what extent does the molecular mechanism
of biased signaling that we have identified for
AT;R generalize to other GPCRs? Several lines
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Fig. 6. Observed intracellular conformations of AT;R. Simulations

indicate that AT,R adopts at least five distinct conformations that differ
substantially in the intracellular positions of TM6 and TM7 and may have
distinct cellular signaling profiles. In the inactive conformation [gray; illustrated
by crystal structure (24)], TM6 occludes the transducer-binding pocket,
hindering coupling to either G proteins or arrestins. The remaining four
conformations all exhibit more outward positions of TM6 but differ
substantially in the conformation of TM7, as illustrated by representative
frames from our AT;R simulations. In the middle row, we show TM6

and TM7 of these four conformations (colored) overlaid on all TMs of the

of evidence suggest that similar intracellular
conformations may be involved in biased sig-
naling at other GPCRs. The key residues on
the intracellular side of the receptor are highly
conserved (32), with R3.50 found in 95% of
class A GPCRs and Y7.53 in 89%. Studies of
B.AR and 5-HT,5R (3, 26, 29, 33) have sug-
gested that arrestin-biased ligands modu-
late the conformation of TM?7, albeit without
capturing the specific signaling conformations
leading to bias or identifying how ligands
select among these conformations. The R3.50
and Y7.53 rotamers associated with the ca-
nonical active and alternative AT;R confor-
mations have been observed in experimental
structures and simulations of other GPCRs
(25-30, 34-36). Residues near the binding
pocket are much less conserved across GPCRs,
however, suggesting that the specific interac-
tions ligands form to stabilize different intra-
cellular conformations will vary substantially
among receptors.

Other intracellular conformations likely
also play a role in biased signaling at cer-
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tain GPCRs. The canonical active and alter-
native conformations, which both appear
to allow arrestin coupling, are sufficient to
explain how bias arises at AT;R, where all
known agonists substantially promote ar-
restin recruitment despite a great deal of
variation in G protein stimulation. At GPCRs
such as the p-opioid receptor (UOR), how-
ever, ligands have been identified that es-
sentially eliminate arrestin signaling while
stimulating G protein signaling (37, 38). This
suggests the existence of one or more con-
formations that couple effectively to G pro-
teins but not arrestins.

Our AT,R simulations suggest two can-
didate conformations. First, we observed a
conformation in which the intracellular end
of TM6 moves even farther away (4 to 5 A)
from the center of the helical bundle while
TM?7 remains in its canonical active confor-
mation, resulting in an intracellular con-
formation that closely resembles Gs-bound
class A GPCR structures (5, 6, 39) (Fig. 6
and fig. S9). The larger intracellular cavity

21 February 2020

signaling profile speculative

inactive structure (gray). Our results suggest that in the alternative
conformation (orange), the intracellular surface hinders coupling to

G proteins but allows for arrestin coupling, whereas the canonical active
conformation (blue) couples to both G proteins and arrestins. Two other
conformations that AT;R adopts in simulation—the TM6-bent and non-canonical
conformations in purple and pink, respectively—have been observed in

G protein—-bound structures of other GPCRs but might hinder arrestin
coupling by increasing the volume of the transducer-binding pocket,
preventing the arrestin finger loop from packing tightly against

in this TM6-bent conformation might hin-
der efficient B-arrestin coupling by reduc-
ing the ability of the arrestin finger loop to
pack favorably against the intracellular sur-
face of the receptor (40). Second, TM7 some-
times adopts an inactive-like conformation,
with the NPXXY motif shifted farther away
from the helical bundle, while the intracellular
end of TM6 remains in the outward position
of the canonical active and alternative con-
formations (Fig. 6). This “non-canonical” in-
tracellular conformation, which has been
observed in a Gi-bound neurotensin receptor
structure (47) and in B,AR simulations (31),
also has a larger intracellular cavity than the
canonical active conformation and could thus
hinder efficient B-arrestin coupling.

‘We note that a counterclockwise twist (seen
from the extracellular side) of TM7 above its
proline kink favors the alternative conforma-
tion, which couples preferentially to arrestins,
whereas a clockwise twist favors the canonical
active, TM6-bent, and non-canonical confor-
mations, all of which couple effectively to
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G proteins. Modulating the orientation of TM7
might thus represent a general strategy for
developing biased ligands.

The intracellular conformations we have
identified may also confer signaling bias by
affecting coupling to GPCR kinases (GRKSs)
(42). In particular, each of these conformations
might promote or hinder GRK-mediated re-
ceptor phosphorylation, thus favoring or dis-
favoring arrestin coupling, respectively.

At AT\R, abolishing arrestin signaling while
promoting G protein signaling has proven
more difficult than abolishing G protein sig-
naling while promoting arrestin signaling.
Why is the reverse true at certain other GPCRs,
such as pOR? First, sequence differences be-
tween GPCRs likely stabilize different signal-
ing conformations. For example, as discussed
in the companion manuscript (19), most class
A GPCRs have a serine at position 7.46, which
forms a key part of the sodium-binding site.
In the same position, AT;R has an asparagine
(N7.46), which not only prevents sodium bind-
ing but also stabilizes the alternative confor-
mation by forming polar contacts with TM3.
Second, propensity to achieve particular sig-
naling profiles may depend on the specific
G proteins and arrestins to which a GPCR
couples. For example, at the position on the a5
helix where Gq and Gs have a tyrosine that
clashes with the downward R3.50 rotamer in
AT R’s alternative conformation, Gi and Go
have a smaller cysteine residue. This cysteine
could avoid severe clashes with the downward
R3.50 rotamer in some (but not all) of the a5
helix orientations observed in GPCR-Gi and
GPCR-Go complexes (fig. S10), so the alterna-
tive conformation would likely disfavor Gi and
Go coupling less than Gq or Gs coupling.
This may contribute to the difficulty of elim-
inating G protein signaling at uOR, whose
cognate G protein is Gi. Indeed, a recent
study indicates that, at AT;R, arrestin-biased
ligands reduce Gq coupling more than Gi cou-
pling (43).

Suomivuori et al., Science 367, 881-887 (2020)

Our results provide a detailed mechanism
for biased signaling at AT;R, allowing the
rational design of biased ligands. Our findings
also suggest a general framework for achieving
bias at other GPCRs, but further work will be
necessary to elucidate detailed mechanisms of
bias at these receptors.
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STRUCTURAL BIOLOGY

Angiotensin and biased analogs induce structurally
distinct active conformations within a GPCR

Laura M. Wingler*?*, Meredith A. Skiba®*, Conor McMahon®, Dean P. Staus'?,
Alissa L. W. Kleinhenz">*, Carl-Mikael Suomivuori®”, Naomi R. Latorraca®>®"2+, Ron 0. Dror>672,

Robert J. Lefkowitz?°+, Andrew C. Kruse3t

Biased agonists of G protein—coupled receptors (GPCRs) preferentially activate a subset of downstream
signaling pathways. In this work, we present crystal structures of angiotensin Il type 1 receptor (ATIR)
(2.7 to 2.9 angstroms) bound to three ligands with divergent bias profiles: the balanced endogenous
agonist angiotensin Il (Angll) and two strongly B-arrestin—biased analogs. Compared with other
ligands, Angll promotes more-substantial rearrangements not only at the bottom of the ligand-binding
pocket but also in a key polar network in the receptor core, which forms a sodium-binding site in
most GPCRs. Divergences from the family consensus in this region, which appears to act as a biased
signaling switch, may predispose the ATIR and certain other GPCRs (such as chemokine receptors) to
adopt conformations that are capable of activating B-arrestin but not heterotrimeric G protein signaling.

gonist binding to an extracellular-facing
pocket of G protein-coupled receptors
(GPCRs) initiates conformational changes
that are propagated to the intracellular
regions of the receptor. GPCR activation
by agonists typically not only activates hetero-
trimeric G proteins but also promotes receptor
phosphorylation by G protein-coupled recep-
tor kinases (GRKSs) and subsequent binding of
B-arrestins (7). In addition to promoting GPCR
desensitization and endocytosis, B-arrestins
initiate additional signaling cascades (2). Al-
though most agonists activate both G protein
and B-arrestin pathways, it has been well es-
tablished that many GPCR ligands show pro-
nounced bias and can preferentially—or, in the
limiting case, exclusively—activate particular
downstream pathways (3).
The angiotensin II type 1 receptor (AT1R) is
a particularly compelling model system for
investigating biased agonism because small
structural modifications to the angiotensin II
(AngII) octapeptide agonist lead to strongly
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biased signaling. In particular, alteration of the
C-terminal F8 of AnglII profoundly attenuates
Gg-mediated signaling but not B-arrestin cou-
pling (4, 5). For example, TRV026, which lacks
an eighth residue, and TRV023, which has an
F8—A (F8A) substitution, are deficient in G4-
dependent inositol phosphate generation; how-
ever, both of these p-arrestin-biased ligands
robustly promote B-arrestin-dependent endo-
cytosis (Fig. 1, A to C) (6, 7). These B-arrestin-
biased ligands are of interest for the treatment
of heart failure, as they have the same antihy-
pertensive effects as clinically used AT1R antag-
onists (angiotensin receptor blockers) but also
improve cardiac function through B-arrestin-
mediated pathways (8, 9).

To date, the molecular mechanisms of biased
agonist action remain unclear. Although sev-
eral structures of GPCRs bound to ligands ex-
hibiting varying degrees of bias have been
reported (10, 1I), it has been challenging to
trace how the conformational changes in-
duced by biased agonists are transmitted from
the extracellular ligand-binding site to the
intracellular transducer-binding pocket. This
question is best addressed through the use of
several complementary techniques. Using dou-
ble electron-electron resonance spectroscopy,
we have previously demonstrated that AnglII,
TRV023, and TRV026 each promote distinct
sets of intracellular conformations of the ATIR
(12). Because this approach can only report on
conformational changes in the intracellular
regions that are accessible to chemical label-
ing, we turned to crystallography to delineate,
at high resolution, the structural rearrange-
ments induced by AngII and biased ligands
elsewhere in the receptor. Molecular dynamics
simulations, presented in a companion man-
uscript (13), capture the same structural re-
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arrangements and relate them to distinct
intracellular conformations that affect trans-
ducer binding.

We recently reported an active-state crystal
structure of the AT1R bound to the high-
affinity partial agonist S1I8 (Fig. 1A) in com-
plex with an active state-stabilizing synthetic
nanobody, AT110il (74). Compared with the
strongly B-arrestin-biased ligands TRV026
and TRV023, S1I8 activates G, signaling more
potently and, thus, shows less bias toward
B-arrestin pathways (Fig. 1, B and C). AT110i1
shows a positive allosteric interaction with
Angll, TRV026, and TRV023, increasing their
affinity for the ATIR, as assessed by radio-
ligand binding (Fig. 1D and table S1), and
stabilizing the receptor-ligand complex, as mea-
sured by thermal shift assays (fig. S1 and table
S2). Likewise, AnglI and the B-arrestin-biased
ligands promote interaction of the AT1R with a
lower-affinity variant of AT110i1 (Fig. 1E), which
suggests that AT110i1 would be a suitable crys-
tallographic chaperone for AT1R bound to
all of these ligands. Consistent with these data,
when the nanobody is removed from the AT1R-
S1I8-AT110i1 structure in molecular dynamics
simulations, the intracellular side of the ATIR
relaxes to a conformation that is highly similar
to that observed crystallographically, even when
the ligand is replaced with AnglII, TRV026, or
TRV023 (13).

For crystallography efforts, we employed a
previously described ATIR construct (14). The
construct contains an insertion of thermo-
stabilized apocytochrome b562RIL (BRIL) in
the third intracellular loop and a C-terminal
truncation, which is compatible with AT110i1
complex formation in the presence of AnglII and
B-arrestin-biased ligands (table S1). Diffraction-
quality crystals of AT1R-AT110i1 with AnglIl
(2.9 &), TRV026 (2.7 A), and TRV023 (2.8 A)
(table S3) were obtained in several distinct
crystal forms by lipidic mesophase crystalliza-
tion (I5) under similar conditions to those used
for AT1R-AT110i1-S1I8 (fig. S2). Globally, all
three AT1R structures are similar to each other
and to the S1I8 structure in their backbone
conformations [0.39 A root mean square de-
viation (RMSD) to AT1R-AnglI for 271 Co. atoms
in the seven transmembrane (TM) helices]. In
the extracellular regions, we observe a marked
contraction of the ligand-binding pocket rela-
tive to small molecule antagonist-bound ATIR
structures (fig. S3) (14, 16, 17). AT110i1 binding
to the transducer pocket stabilizes an intra-
cellular conformation with features character-
istic of GPCR activation, such as the outward
displacement of TM6 (Fig. 2A). Extracellular
and intracellular conformational changes are
linked by the rearrangement of conformational
locks in the receptor (Fig. 2A). Notably, as re-
ported in our companion manuscript (13), the
crystallographically observed conformation
is almost identical to one of the two major
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Fig. 1. Endogenous and
biased ATIR ligands. (A) Pep-
tide ligands crystallized with
the ATIR. Bold residues indi-
cate mutations relative to
Angll, the endogenous agonist.
NMe, N-methyl. (B) Ligand
activation of Gg-mediated ino-
sitol monophosphate increases
and B-arrestin2 endocytosis. M,
Molar. (C) Bias factors of
ligands relative to Angll,
determined from the data
shown in panel (B) as
described in the materials and
methods. A bias factor of

1 represents a 10-fold
difference in the ligand's ability
to activate the B-arrestin
pathway compared with the
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Gq pathway. (D) Nanobody ATI110il allosterically increases the binding of Angll, TRV026, and TRV023 to purified ATIR [K; (inhibition constant) values are

in table S1]. (E) Angll, TRV026, and TRV023 promote interaction of FLAG-ATIR and AT110S-His6, the lower-affinity, parental clone of AT110il, by AlphaScreen.
Data are normalized to signal without ligand. In (B), (D), and (E), the means + SE from three independent experiments are shown. In (C), error bars represent
the SE in bias factors derived from curve fit parameters from (B).

Fig. 2. Comparison of Angll- and g-arrestin-biased ligand-bound ATIR.

(A) Activated ATIR (orange) bound to Angll (yellow) displays characteristic TM6
and TM7 movements stabilized by TM6 conformational locks (shown in stick
representation). ATIR bound to TRV023 (0.43 A RMSD for 264 Ca atoms)

and TRV026 (0.42 A RMSD for 264 Ca atoms) is nearly identical in overall
conformation. ECL, extracellular loop. (B to D) Similar binding modes of
TRV023 (B), TRV026 (C), and Angll (D). Dashed lines indicate hydrogen bonds.
(E) Angll-ATIR ligand-binding pocket colored by Ca B-factors, highlighting the
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B-arrestin-biased agonists

Endogenous agonist

mobility of F8. (F to H) Electron density (gray mesh shows 2F,-F. electron
density map contoured at 1o) of C-terminal regions of TRV023 (F), TRV026 (G),
and Angll (H) and the surrounding ATIR residues. Weak density for Angll F8
and Y292 (H) indicates that the residues are structurally heterogeneous
within the crystal lattice, likely because they are dynamic (13). Single-letter
abbreviations for the amino acid residues are as follows: A, Ala; C, Cys; D, Asp;
E, Glu; F, Phe; G, Gly; H, His; I, lle; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gin;
R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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Fig. 3. Angll-ATIR exhibits dis-
tinct configurations of confor-
mational locks. (A) View of
Angll-ATIR, with key residues
highlighted. (B) Movement of
111233 accommodates the
position of Angll F8. The con-
comitant rotation of TM3 repo-
sitions N1113° outside the
receptor core. TRV026 binding
does not have this effect. (C and
D) Change in affinity of ATIR
ligands for ATIR L112A%3° (C)
and Y292A7*3 (D) versus
wild-type ATIR. Losartan is a
small-molecule antagonist;
TRV055 is a Gq-biased agonist
with a C-terminal phenylalanine
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(7). Error bars represent the SE of the difference in the log K; values determined from three to four independent experiments. See also fig. S6 and table S4.
For (C) and (D), the asterisk symbol indicates statistically significant difference (*P < 0.05) for mutant versus wild-type K; values, as determined by a t test with
Holm-Sidak correction for multiple comparisons. (E) Both Angll-bound and TRV026-bound structures exhibit the outward rotation of TM6 and inward rotation
of TM7, rearranging the conformational locks. (F) Angll-induced rotation of N111>° alters the polar network at the canonical s