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EDITORIAL

I
n February, the American Association for the Ad-

vancement of Science (AAAS, the publisher of Sci-

ence) and the scientific community will come to-

gether in Seattle, Washington, for the 2020 AAAS 

annual meeting under the theme of Envisioning 

Tomorrow’s Earth. This convergence of a vast geo-

graphically dispersed community comes at a time of 

great opportunity and challenge. 

These are my first weeks as the new chief executive 

officer of AAAS and executive publisher of the Science 

family of journals. As part of the leadership of the 

world’s largest multidisciplinary scientific society and 

nonprofit publisher, I will put my energy, skills, and 

passion to work in service to our 

mission of advancing science and 

serving society. I join a multitude 

of members who also believe that 

this is not a moment for stewards, 

but for leaders. We envision tomor-

row’s Earth to be a place where our 

children and their descendants will 

see science as a key to good decision-

making, be awed by the fundamental 

discoveries under their feet and in the 

night sky, and be inspired to imagine 

the future that they want and take ac-

tion to make it so. As the father of three school-aged 

children, I am completely committed to this vision.

In the pages of Science and elsewhere, we see the 

extraordinary advances of our era: the potential to 

not just treat, but cure diseases; computing and tech-

nology advances that may serve as the basis for life-

improving products; and deepening understanding of 

the universe through exquisite images of objects in the 

outer reaches of the solar system and beyond. But we 

also see that the percentage of Americans who believe 

that vaccines are unsafe continues to grow; that new 

technologies raise transcendent questions around pri-

vacy and access; and that a small, but substantial and 

growing number believe Earth is flat.

These challenges to the relationship between sci-

ence and society are most consequential when they be-

come entangled with policy-making. Many examples 

face us today, from human germline gene editing to 

climate change. With the consequences so far-reach-

ing, science must be integral to decision-making at ev-

ery policy table and kitchen table.

AAAS must take on the critical topics of our time. We 

will lead when appropriate and collaborate with like-

minded organizations always. As a voice for all sciences, 

AAAS must take a leadership role in issues that affect 

the entire scientific enterprise. Areas where you will 

see AAAS’s commitment include global engagement. As 

more nations take their rightful place at the frontiers of 

science, a global scientific culture is evolving that must 

incorporate the best from all and value integrity, inclu-

sivity, and ingenuity. We will continue to invigorate the 

United States as a welcoming cross-

roads where the best and brightest 

scientists converge to build the fu-

ture while protecting science from 

unacceptable influence and un-

ethical appropriation of intellectual 

property and ideas. AAAS will also 

advocate for safeguarding the scien-

tific ecosystem for diverse voices and 

inclusivity and leverage the power of 

all great minds. AAAS will continue 

to be a leading voice for ensuring 

that evidence-based science is at the 

decision-making table at the international, national, 

and local levels to address preeminent challenges like 

climate change. And we will always stand up for invest-

ments in science and science education. On issues spe-

cific to individual disciplines, AAAS will collaborate and 

coordinate its activities with the leading organizations 

in that space. We look to our members for input, guid-

ance, and leadership and encourage others to join in 

strengthening society’s relationship with science.

This is a pivotal moment. Rarely have the opportuni-

ties for progress been as exciting, yet the challenges so 

existential. We must rise to the challenges of our time 

to ensure that the next generation has the opportunity 

to rise to theirs.

I look forward to Envisioning Tomorrow’s Earth and 

to the privilege of working with all of you.

–Sudip Parikh

Envision a future, make it so

Sudip Parikh

is the chief 

executive officer 

of the American 

Association for 

the Advancement 

of Science (AAAS) 

and executive 

publisher of the 

Science journals. 

sparikh@aaas.org

10.1126/science.abb0218
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a moment for 

stewards, 
but for leaders.”
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China ties snare Harvard chemist
FOREIGN INFLUENCE | The chair of Harvard 

University’s chemistry department was 

arrested and charged this week with lying 

to authorities about his involvement in 

China’s Thousand Talents Program, which 

recruits foreign scientists. Charles Lieber has 

received more than $15 million in U.S. fed-

eral research funding since 2008 for his lab’s 

work in nanoscience, according to prosecu-

tors. From 2012 to 2017, he also participated 

in the Thousand Talents Program, which paid 

him up to $50,000 monthly plus additional 

living expenses and more than $1.5 mil-

lion to establish a lab at Wuhan University 

of Technology, the U.S. Attorney’s Office in 

Boston said. Lieber told investigators in 

2018 and 2019 he had never been asked to 

participate in the program, the office said. 

He is one of the highest profile researchers 

to be caught up in a wide-ranging U.S. 

government effort to crack down on what 

officials have alleged is a systematic effort 

by China to take unfair advantage of feder-

ally funded research. In a similar case, 

Turab Lookman, a theoretical physicist at 

Los Alamos National Laboratory, last week 

pleaded guilty to denying his participation 

in China’s program. Neither Lookman 

nor Lieber has been accused of espionage.

Creationist leads Brazil agency
LEADERSHIP | Brazilian scientists are up in 

arms about the appointment of a creationism 

advocate to head CAPES, the federal agency 

responsible for regulating all graduate-level 

programs at Brazilian universities. Benedito 

Guimarães Aguiar Neto, appointed CAPES 

director on 24 January, previously served 

as the rector of Mackenzie Presbyterian 

University. The private religious school in 

São Paulo supports intelligent design (ID), an 

argument without scientific basis that pres-

ents creationist critiques of Charles Darwin’s 

theory of evolution. The university hosted 

the second Congress on Intelligent Design 

in October 2019, and Aguiar Neto recently 

said ID should be introduced in Brazil’s basic 

education curricula as “a counterpoint to the 

theory of evolution.” Brazilian President Jair 

Bolsonaro enjoys strong support from Brazil’s 

evangelical Christians, many of whom advo-

cate the teaching of creationism in schools. 

NEWS “
Wake up, America! Wake up, world!

”Jerry Brown, former governor of California and executive chair of the Bulletin of the 

Atomic Scientists, as the group moved up its Doomsday Clock to 100 seconds until midnight, 

the closest ever, because of threats from military conflict and climate change.

A
U.S. advisory committee last week agreed to review how to balance 

security and transparency in research that tweaks risky patho-

gens in ways that could make them more dangerous to humans. 

Gain-of-function research that makes pathogens more potent or 

likely to spread in people could help experts prepare for pandem-

ics. But critics worry that a labmade virus could escape and cause 

an outbreak. The critics want more transparency, noting that more than 

1 year ago, a Department of Health and Human Services (HHS) panel that 

weighs the risks and benefits of such experiments approved new work 

on the H5N1 bird flu virus in secret (Science, 15 February 2019, p. 676). At 

last week’s meeting of a separate federal committee that offers guidance 

for such research—the National Science Advisory Board for Biosecurity, 

which includes academic scientists—HHS officials said they were open 

to greater disclosure. But meeting participants also noted that the emer-

gence of a new virus in China (p. 492)  underscores the need for prompt 

approvals. The board is to develop recommendations by early summer.

A microbiologist studies the H5N1 avian influenza virus in a biosafety lab.

INFECTIOUS DISEASE

Biosecurity panel to consider openness
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EU court backs data releases
DRUG DEVELOPMENT |  The European 

Union’s highest court last week upheld 

decisions by the European Medicines 

Agency to publish corporate data submit-

ted in applications for drug approvals. Two 

drugmakers, Merck and PTC Therapeutics, 

had challenged the disclosures, arguing 

that they revealed confidential infor-

mation and could give competitors an 

unfair advantage. But on 22 January, the 

European Court of Justice upheld the 

agency’s requirements for transparency, 

ruling that exceptions should be allowed 

only if a company can prove tha t disclosure 

might cause it concrete harm.

WHO’s vaping stand raises ire
PUBLIC HEALTH |  New warnings about 

vaping issued last week by the World Health 

Organization (WHO) prompted strong 

pushback from public health experts in the 

United Kingdom, who charged that WHO 

was spreading “blatant misinformation” 

about the potential risks and benefits of 

e-cigarettes. The pointed exchange comes 

amid growing controversy over the hazards 

of e-cigarettes and their value in smoking 

cessation. U.K. public health officials 

have generally supported regulated vaping 

products as a safer alternative to traditional 

cigarettes. In contrast, WHO’s admonitions 

echo those voiced by the U.S. Centers for 

Disease Control and Prevention (CDC). After 

an outbreak of severe lung disease that’s 

still being investigated and is linked to tetra-

hydrocannabinol-containing e-cigarettes, 

CDC now recommends that e-cigarettes of 

all kinds “never be used by youths.” 

Michigan suspends provost
#METOO |  The University of Michigan 

(UM), Ann Arbor, last week placed Provost 

Martin Philbert on administrative leave 

and began an investigation after receiving 

on 16 and 17 January “several allegations of 

sexual misconduct” against him. Philbert, 

a toxicologist, studied the effects of nerve 

toxins on the brain and worked to develop 

early detection methods for brain cancer. 

He was dean of the UM School of Public 

Health before he was made provost in 2017.

TB work resumes in North Korea 
PUBLIC HEALTH |  A critical lifeline for 

combatting infectious diseases in North 

Korea is being restored. On 23 January, the 

Global Fund to Fight AIDS, Tuberculosis, 

and Malaria announced an agreement with 

the North Korean government to spend 

$41.7 million over 3 years on efforts against 

tuberculosis (TB)—including multidrug-

resistant strains—and malaria. North 

Korea has one of the world’s highest TB 

rates, and its stockpile of first-line TB 

drugs was expected to run out by summer. 

The agreement reverses the Global Fund’s 

much-criticized decision in 2018 to suspend 

operations in North Korea; the fund had 

cited the difficulty of managing grants in the 

country’s “unique operating environment.”

Wandering albatrosses 

float near a toothfish 

longline fishing vessel.

CONSERVATION

Seabirds outfitted to spot lawbreakers

A 
new type of eye in the sky is on the lookout for illegal fishers 

on the ocean. Vessels of a certain size are required to 

broadcast their locations to avoid collisions, but some turn 

off satellite transponders so they can break fishing laws. 

But the crews continue to use radar to avoid obstacles, and 

albatrosses fitted with small radar scanners can detect the signals, 

researchers report this week in the Proceedings of the National 

Academy of Sciences. Albatrosses are attracted to fishing vessels, 

where they prey on fish. The authors taped scanners to the feath-

ers of 169 albatrosses on three remote islands in the southern 

Indian Ocean. They estimate that up to one-third of vessels in the 

southern Indian Ocean are sailing incognito, backing concerns 

about illegal fishing. In the future, the large patrolling seabirds 

might help guide fishing enforcement. The birds might also aid 

conservation of their own species, many of which are listed as 

threatened, in part because of illegal fishing operations.
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B
arely 1 month after Chinese health 

authorities reported the first cases 

of a mysterious new pneumonia in 

the city of Wuhan, the world may be 

on the cusp of a new pandemic. As 

Science went to press, the number of 

confirmed cases of the novel coronavirus, 

dubbed 2019-nCoV, had shot up to more 

than 4500, most of them in mainland China 

but more than 80 in 17 other countries and 

territories. China has quarantined 35 mil-

lion people in Wuhan and several other 

cities in a desperate attempt to slow the 

spread of the virus. But as the case numbers 

keep soaring, the realization has set in that 

it may be too late to have much impact.

Even seasoned epidemiologists are as-

tonished at the virus’s dizzying spread. 

Early estimates of the number of infected 

people—thought to far exceed the number 

of confirmed cases—became obsolete over-

night. “Our original results are NO LONGER 

VALID,” University of Hong Kong epidemio-

logist Gabriel Leung tweeted on 22 Janu-

ary, 1 day after his group had posted its first 

mathematical model of the epidemic. Leung 

is now estimating that Wuhan alone had 

43,590 infections by 25 January—and that 

the number is doubling every 6 days. “How 

widespread does this go?” asks Marion 

Koopmans, a virologist at Erasmus Medical 

Center. “This deserves our full attention.”

Early this week, the World Health Orga-

nization (WHO) had not yet declared the 

outbreak a Public Health Emergency of In-

ternational Concern (PHEIC), the loudest 

alarm the agency can sound. In meetings 

on 22 and 23 January, a special WHO com-

mittee that includes Koopmans was divided 

on whether a PHEIC was warranted, in part 

because there was no evidence the disease 

was spreading between people outside of 

China. But by 28 January, several countries 

had reported local human-to-human trans-

mission, which may change the equation.

So far 2019-nCoV appears to be milder than 

its cousin, severe acute respiratory syndrome 

(SARS), which had a mortality rate of 10%. 

Only 106 deaths have been recorded to date. 

But hundreds more people are seriously ill, 

and their fate is unclear. And countless other 

questions remain. Scientists don’t know how 

long the incubation period lasts or whether 

infected people who show no symptoms can 

transmit the virus. China’s state-run news 

agency Xinhua reported on 26 January that 

a seemingly healthy man appeared to have 

infected “a few colleagues.” If asymptomatic 

people frequently infect others, it could vastly 

complicate efforts to contain 2019-nCoV.

The virus’s explosive spread has been met 

by an unprecedented rush by scientists to 

uncover its origins, find treatments, and 

develop vaccines that could save millions 

of lives if the world really does face a pan-

demic. Here are some of the ways research-

ers are attempting to better understand 

2019-nCoV and reduce its harm.

WHERE DID THE VIRUS COME FROM?

Almost certainly from animals, but when 

and how are mysteries. Genetic analyses 

are starting to yield some clues. Chinese re-

searchers first shared a genomic sequence 

of 2019-nCoV on 11 January. Labs in China 

and abroad have since announced nearly 

three dozen additional sequences of the 

virus—“a stellar job,” Koopmans says. 

A team led by Shi Zheng-Li of the Wuhan 

Institute of Virology reported on 23 January 

that 2019-nCoV’s sequence was 96.2% iden-

tical to that of a bat coronavirus and 79.5% 

identical to the SARS coronavirus. That 

doesn’t mean 2019-nCoV jumped directly 

from bats to humans, says evolutionary 

biologist Kristian Andersen of Scripps Re-

search. SARS, for example, probably moved 

from bats to civets—sold as a delicacy in 

many markets—to humans.

From the start, the Huanan Seafood 

Wholesale Market in Wuhan—which sold 

mammals as well as fish—was considered 

a likely source of the outbreak because 

most of the early patients had visited it. On 

27 January, Xinhua reported that research-

ers have found evidence of the new corona-

virus in 33 of 585 environmental samples 

INFECTIOUS DISEASES

I N  D E P T H

An ambulance crosses a deserted 

bridge in Wuhan, China, which has been 

cordoned off from the outside world.

New coronavirus threat galvanizes scientists

By Jon Cohen

As China outbreak spreads worldwide, researchers probe its origins and how to fight it
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taken at the market on 1 January—the day 

it was closed—and on 12 January. They all 

came from the western end, which had a 

concentration of booths selling wildlife.

That indicates the market played a role 

in spreading the virus, says Daniel Lucey, 

an infectious disease specialist at George-

town University—but he says other data 

suggest it wasn’t the origin. The first known 

patient became ill on 1 December 2019 and 

had no links to the market, according to a 

paper published by Chinese researchers in 

The Lancet on 24 January that offered de-

tails about the first 41 patients in Wuhan. 

In that group, 12 others also had no links to 

the market. Lucey contends the virus was 

already circulating silently among 

humans before it contaminated the 

seafood market, possibly by infected 

animals, humans, or both.

The genomic data cannot pinpoint 

the origin, but they do show that the 

jump from animals to humans hap-

pened recently, Koopmans says. An 

analysis of the first 30 publicly posted 

sequences shows they differ from each 

other by no more than seven nucleo-

tides (see graphic, right). Using these 

differences and presumed mutation 

rates, several groups have calculated 

that the virus began to spread around 

mid-November 2019—which sup-

ports the thesis that spread may 

have occurred before any of the cases 

linked to the market. One group put 

the origin of the outbreak as early as 

18 September 2019.

Bin Cao, a pulmonary specialist at 

Capital Medical University in Beijing 

and the corresponding author of The 

Lancet article, agrees the story is more 

complicated than many thought. “Now 

it seems clear that [the] seafood 

market is not the only origin of the 

virus,” he wrote in an email to Sci-

ence. “But to be honest, we still do 

not know where the virus came from now.”

COULD EXISTING DRUGS WORK?

It may take years to develop treatments spe-

cifically designed for 2019-nCoV, but research-

ers hope existing drugs can help. Wuhan’s 

Jin Yintan Hospital has already launched a 

randomized, controlled trial of the anti-HIV 

drug combination of lopinavir and ritonavir, 

according to the report in The Lancet. The 

duo targets the protease enzyme used by HIV 

to copy itself, and it might thwart the corona-

virus’s protease as well. There’s a precedent 

from the SARS outbreak: In a nonrandom-

ized trial published in 2004, researchers saw 

an “apparent improved outcome” from the 

same two protease inhibitors, combined with 

a third drug, ribavirin, in SARS patients.

Saudi Arabia is now conducting a trial 

with the same protease inhibitors, combined 

with interferon beta-1b, against Middle East 

respiratory syndrome (MERS), a coronavirus 

distantly related to SARS and 2019-nCoV that 

is occasionally spread by camels. But in a re-

cent mouse study by Ralph Baric of the Uni-

versity of North Carolina, Chapel Hill, this 

cocktail had lackluster results against MERS.

The same study showed better outcomes 

for remdesivir, an experimental drug made 

by Gilead and previously tested against 

Ebola that interferes with the viral poly-

merase enzyme. Remdesivir combined with 

interferon slowed viral replication in MERS-

infected mice, and their lung function im-

proved. “Remdesivir has had activity against 

every coronavirus we’ve tested, and I’d be 

surprised if it didn’t have activity against” 

2019-nCoV, says co-author Mark Denison, a 

virologist at Vanderbilt University.

Development of entirely new treatments 

has started as well. U.S. biotech Regeneron is 

trying to identify monoclonal antibodies ef-

fective against 2019-nCoV, as it did previously 

for MERS and Ebola. The ideal treatment for 

2019-nCoV may well be a drug like remde-

sivir plus monoclonal antibodies, Denison 

says. “The idea of using those in combination 

would have profoundly good prospects.”

CAN VACCINES BE DEVELOPED IN TIME?

In the stock pandemic movie, scientists 

develop a vaccine just in time to save the 

world. In real life, new vaccines have never 

been developed fast enough to have a sig-

nificant impact on an emerging virus. But in 

the case of 2019-nCoV, scientists are trying to 

work at Hollywood speed.

The Coalition for Epidemic Preparedness 

Innovations (CEPI), a nonprofit formed in 

2016 to fund and shepherd the development 

of new vaccines against emerging infectious 

diseases, has already given two companies 

and an academic group a total of $12.5 mil-

lion to develop 2019-nCoV vaccines. The ef-

forts began hours after Chinese researchers 

first published a viral sequence 3 weeks ago.

One is a collaboration between the U.S. 

National Institute of Allergy and Infectious 

Diseases (NIAID) and U.S. biotech 

Moderna, which makes vaccines 

by converting viral sequences into 

messenger RNA (mRNA). (When in-

jected into the body, mRNA causes 

the body to produce a viral protein, 

which triggers immune responses.) 

Moderna and NIAID have worked 

on a vaccine against MERS that con-

sists of mRNA coding for a protein 

on the viral surface called the spike; 

in theory, all the team needs to do 

now is swap in the genetic sequence 

for 2019-nCoV’s spike.

CEPI funded a second company, 

Inovio, to produce vaccines that 

work in a similar way but are made 

of DNA. It, too, has a template for 

a 2019-nCoV vaccine: another can-

didate MERS vaccine that relies on 

the spike protein. CEPI’s third grant 

went to researchers at the University 

of Queensland who are developing a 

vaccine made of viral proteins pro-

duced in cell cultures. Vaccine proj-

ects are also underway in mainland 

China, Hong Kong, Belgium, and 

Germany. Once candidate vaccines 

are available, researchers will test 

them in animals, then seek approval 

for phase I human trials. “We’re building 

the airplane as we’re flying,” says Inovio 

CEO Joseph Kim.

NIAID Director Anthony Fauci says the 

first clinical trial of the Moderna vaccine 

could start within 3 months. In the best-case 

scenario, Barney Graham, who leads the 

project for NIAID, says the Moderna vac-

cine could be ready for larger, real-world ef-

ficacy tests in humans by summer. Even if it 

works, mass-producing it or any other vac-

cine quickly would present a huge challenge.

With luck, however, the outbreak will 

fade by summer, and with it the urgency 

of having a vaccine at the ready. “No-

body knows what’s going to happen,” says 

Stéphane Bancel, Moderna’s CEO. “We’re all 

hoping we’ll never need this vaccine.” j

NEWS

Genomes offer clues about virus’s past 
A phylogenetic tree of viral sequences from dozens of patients shows 

very few differences between them, indicating the new virus began to 

spread in humans recently. 
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A
fter one referendum, two snap elec-

tions, and more than 3 years of 

dithering and debate, the United 

Kingdom this week becomes the 

first country ever to withdraw from 

the European Union. But rather 

than marking the end of a process, Brexit 

will start another clock: an 11-month tran-

sition during which the U.K. and Europe 

will negotiate their future relation-

ship on everything from trade to 

immigration to clinical trials. “We’re 

not out of the woods yet,” says 

Martin Smith, a policy manager at 

the Wellcome Trust, a U.K. charity.

For researchers, the top issue is 

U.K. participation in Europe’s re-

search program, Horizon Europe, 

which will run from 2021 to 2027. 

At about €90 billion, it is likely 

to be the bloc’s biggest ever. U.K. 

researchers now receive about 

£1.5 billion per year from the 

current 7-year program, Horizon 

2020, and during the transition, 

they will get the remaining year 

of grant money owed under the 

scheme. To join Horizon Europe, 

however, the United Kingdom will 

have to pay to access it in the same 

way as 16 other non-EU countries, 

including Switzerland, Norway, 

and Israel. 

Although U.K. and EU scientists 

both want such a deal, European 

politicians may use it as a bargain-

ing chip in trickier negotiations, 

such as over border arrangements, says 

James Wilsdon, a science policy special-

ist at the University of Sheffield. “In what 

possible sense is it in [Europe’s] inter-

est to stitch up a neat package on science 

and put a bow on it for London?” Indeed, 

the EU research commissioner, Mariya 

Gabriel, indicated in an interview this 

month that the European Union would not 

offer a separate deal on research.

If the United Kingdom is left out of 

Horizon Europe, the impact will be un-

equal, says Graeme Reid, a science policy 

researcher at University College London. 

Money from Horizon 2020 amounts to just 

3% of total U.K. R&D spending overall, but 

in some disciplines, such as archaeology 

and software engineering, it is more than 

30%. The loss of those funds “is going to 

make the research base in this country 

look like a Swiss cheese: It’s going to be 

solid overall but will have holes punched 

in it in unpredictable places,” Reid says.

In November 2019, the U.K. government 

released a report, co-authored by Reid, on 

options if it does not join Horizon Europe. 

The report called for mimicking some as-

pects of the European program—such as 

creating an organization that disburses 

long-term grants, like the European Re-

search Council—but not all. “We think we 

should start again and optimize around 

U.K. interests,” he says.

Making sure EU scientists are free to live 

and work in the United Kingdom is also a 

priority, Smith says. “Mobility will be a big 

part of what we’re interested in in the next 

11 months.” Prime Minister Boris Johnson 

this week announced new fast-track visas 

for researchers that will begin on 20 Feb-

ruary. There will be no cap on them, and 

they will be managed by UK Research and 

Innovation instead of the Home Office.

Cat Ball, head of policy at the Associa-

tion of Medical Research Charities, has 

concerns for the clinical trials her orga-

nization supports in the United Kingdom. 

Now that an exit deal is in place, she isn’t 

as worried as before about the delivery of 

experimental medicines for ongoing trials. 

But she fears Brexit’s long-term fallout will 

make the United Kingdom a less attractive 

place for clinical trials.

Much depends on whether the United 

Kingdom ends up outside a new European 

system for clinical trials that it helped 

shape. The system allows trial 

leaders to apply for approval only 

once, through a central portal, 

rather than through multiple na-

tional bodies. If the U.K. no longer 

participates, EU researchers may 

not want to include U.K. patients 

in pan-EU clinical trials, or may 

avoid leading trials in the nation, 

Ball says. “This extra layer of bur-

den will disincentivize people,” 

she says.

Researchers also fear that the 

flow of data between the U.K. and 

Europe may be choked off. The 

European Union’s general data 

protection regulation, a 2018 law, 

allows data to be freely exchanged 

between the United Kingdom 

and other EU countries. Once 

the transition period ends, how-

ever, the European Commission’s 

Directorate-General for Justice 

and Consumers will have to de-

clare U.K. data protection as 

“adequate” for free exchanges to 

continue. “If arrangements for 

that aren’t put in place by the end 

of the year, then lots of things will start to 

grind to a halt,” Smith says.

The U.K. government, meanwhile, has 

tried to allay researchers’ concerns by an-

nouncing its intention to increase spend-

ing on research to 2.4% of gross domestic 

product, putting U.K. spending near the 

top for developed countries. “We won’t 

know how much of this is theater over sub-

stance for a while,” Wilsdon says. The next 

budget, set to be announced on 11 March, 

will give a clearer sense of what will hap-

pen, he says. “If they start to really put 

proper extra money behind all of this rhe-

torical commitment, then that will further 

water down opposition and concern over 

the European funding question.” j

By Kai Kupferschmidt

EUROPE 

After Brexit, a long road to mend ties with Europe
U.K. scientists want to join EU research program, but Europe may balk
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A
t the center of nearly every galaxy 

lies a monster, a giant black hole mil-

lions or even billions of times heavier 

than the Sun. Some, known as qua-

sars or active galactic nuclei, shine 

brightly from across the universe as 

they continuously devour surrounding gas. 

But most are dormant, lurking invisibly for 

thousands of years—until a star passes too 

close and is ripped to shreds. That triggers 

a monthslong tidal disruption event (TDE), 

which can shine as brightly as a supernova.

Until a few years ago, astronomers had 

spotted only a handful of TDEs. But now, 

a new generation of wide-field surveys 

is catching more of them soon after they 

start—yielding new insights into the violent 

events and the hidden population of black 

holes that drives them.

“We’re still in the trenches, trying to un-

derstand the physical mechanisms power-

ing these emissions,” says Suvi Gezari of 

the University of Maryland, College Park. 

Earlier this month at the annual meeting 

of the American Astronomical Society in 

Honolulu, Gezari presented an analysis of

39 TDEs: 22 from recent years and 17 de-

tected in the first 18 months of operation 

of the Zwicky Transient Facility (ZTF), a 

1.2-meter survey telescope in California.

In the standard TDE picture, the gravity 

of the black hole shreds an approaching star 

into strands like spaghetti . The black hole 

immediately swallows half the star’s matter 

while the rest arcs away in long streamers. 

These rapidly fall back and settle into an ac-

cretion disk that steadily feeds material into 

the black hole, growing so hot that it emits 

copious x-rays. 

An x-ray mapping satellite spotted the 

first TDEs in the 1990s. Now, optical sur-

veys like the ZTF are picking up the fast-

changing events and capturing telltale 

details of the visible glow. They are also 

alerting other observatories, such as NASA’s 

Swift telescope, to make follow-up observa-

tions at ultraviolet and x-ray wavelengths. 

The fingerprints of certain gases in the 

spectra of the visible light can reveal what 

kind of star went down the black hole’s maw. 

Gezari and her colleagues found that the 

TDE spectra fell into three classes, domi-

nated by hydrogen, helium, or a mixture of 

gases. Hydrogen likely signals large, young 

stars, whereas helium events could point 

to the cores of older stars whose hydrogen 

shells were stripped away—perhaps by an 

earlier brush with the black hole. She says 

the proportions reveal something about the 

populations of stars at the very centers of 

galaxies, at distances from Earth that would 

otherwise be impossible to probe.

If astronomers could turn the light into 

a reading of how quickly material is being 

sucked in, they might be able to determine 

a black hole’s mass—something usually es-

timated crudely by measuring the size of 

its galaxy. For that, however, “We need to 

understand the astrophysics of the process 

with greater clarity,” says Tsvi Piran of the 

Hebrew University of Jerusalem. For a few 

TDEs, astronomers have been able to com-

pare the rise and fall of the visible glow with 

x-ray measurements made from space—and 

puzzlingly, the two don’t match. The x-rays 

often flare irregularly, appear late, or are ab-

sent altogether.

The x-rays could be steady but obscured by 

a cloud of gas, hundreds of times bigger than 

the black hole, that forms from a backlog of 

material, says Kate Alexander of the Harvard-

Smithsonian Center for Astrophysics. “It’s 

like the black hole gets indigestion because it 

eats too much too fast.” Piran thinks it’s more 

likely that the x-rays are generated in bursts, 

as clumps of matter fall into the black hole. 

Either way, astronomers aren’t ready to glean 

a black hole’s mass from a TDE’s brilliance.

Theory does suggest black holes can be-

come too massive to trigger TDEs. Above a 

mass of 100 million suns, black holes should 

swallow stars whole rather than tearing 

them apart as they approach. So far, all of 

the growing number of TDEs come from 

smaller galaxies, suggesting the limit is real.

TDEs could even provide a window into 

a more elusive black hole characteristic: its 

spin. Dheeraj Pasham of the Massachusetts 

Institute of Technology has studied the soft 

x-ray emissions of three TDEs that pulse in 

semiregular beats. He says similar, higher 

frequency beats have been observed com-

ing from smaller, stellar-mass black holes, 

and he suspects the pulsing reflects the 

black hole’s spin. Constraints on this prop-

erty could help solve an enduring mystery: 

whether giant black holes form by slowly ac-

creting stellar matter over their lifetime—a 

process expected to produce a fast spin—or 

by merging with the giant black holes from 

other galactic cores, which would result in a 

slower spin. An x-ray survey of many TDEs 

could reveal which process dominates.

With the tally of captured TDEs growing 

fast, and hundreds or even thousands of 

discoveries per year expected from new sur-

veys, researchers are hopeful that the events 

will answer more questions. “My dream is 

for TDEs to be some kind of ruler or scale 

for black hole mass,” Gezari says. “We’re not 

there yet but we’re getting closer.” j

By Daniel Clery

ASTROPHYSICS

Black holes caught in the act of swallowing stars 
Dozens of tidal disruption events found in galaxy surveys shed light on violent events

Models suggest black 

holes can stretch devoured 

stars into long streamers.
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wonder material could soon become a 

bulk commodity. Researchers at Rice 

University report in Nature this week 

that they can zap virtually any source 

of solid carbon, from food scraps to 

car tires, and turn it into graphene—

sheets of carbon atoms prized for use in 

high-strength plastic and flexible electron-

ics. Current techniques yield tiny amounts of 

picture-perfect graphene or up to tons of less-

prized graphene chunks; the new method 

already produces grams per day of near-

pristine graphene in the lab, and researchers 

are now scaling it up to kilograms per day.

“This work is pioneering from a scien-

tific and practical standpoint,” says Ray 

Baughman, a chemist at the University 

of Texas, Dallas, as it promises graphene 

cheap enough to strengthen asphalt or 

paint. “I wish I had thought of it.” Already 

the Rice team has founded a company, Uni-

versal Matter, to commercialize the waste-

to-graphene process.

With atom-thin sheets of carbon atoms ar-

ranged like chicken wire, graphene is stron-

ger than steel, conducts electricity and heat 

better than copper, and can serve as an im-

permeable barrier. But since its 2004 discov-

ery, high-quality graphene—in single sheets 

or a few stacked layers—has remained expen-

sive to make and purify on an industrial scale. 

That’s not a problem for making diminutive 

devices such as transistors and light-emitting 

diodes. But current techniques, which make 

graphene by depositing it from a vapor, are 

too costly for high-volume applications. And 

higher throughput approaches, such as peel-

ing graphene from chunks of graphite, pro-

duce flecks composed of up to 50 graphene 

layers that are not ideal for most applications.

In 2014, James Tour, a chemist at Rice, 

and his colleagues found they could make 

a more pure form of graphene—each piece 

just a few layers thick—by zapping a form of 

amorphous carbon called carbon black with a 

laser. Brief pulses heated the carbon to more 

than 3000 kelvins, snapping the bonds be-

tween carbon atoms. As the carbon cooled, 

it coalesced into graphene. But the approach 

used a lot of energy to make tiny quantities.

Then, Luong Xuan Duy, one of Tour’s 

graduate students, read that other research-

ers had created metal nanoparticles by zap-

ping a material with electricity, creating 

the same brief blast of heat as the laser. So 

Duy put a dash of carbon black in a glass 

vial and zapped it with 400 volts for up to 

200 milliseconds. Initially he got junk. But 

after tweaks, he saw a yellowish white flash, 

indicating the temperature in the vial was 

about 3000 kelvins. Chemical tests revealed 

he had produced graphene.

It was a type of graphene ideal for bulk 

uses: “turbostatic” graphene, with its layers 

at all angles atop one another. “That’s a good 

thing,” Duy says. In water or other solvents, 

turbostatic graphene remains suspended 

instead of clumping, allowing each fleck to 

interact with the composite it’s added to.

“This will make it a very good material 

for applications,” says Monica Craciun, 

a materials physicist at the University of 

Exeter. In 2018, she and her colleagues 

reported that adding graphene to con-

crete more than doubled its compressive 

strength. Tour’s team saw much the same 

result. When it added just 0.05% by weight 

of flash-produced graphene to concrete, the 

compressive strength rose 25%; graphene 

added to polydimethylsiloxane, a common 

plastic, boosted its strength by 250%. Other 

research suggests it can improve the dura-

bility of asphalt and paint. 

These applications would require high-

quality graphene by the ton. Fortunately, 

the starting point for flash graphene could 

hardly be cheaper or more abundant: Vir-

tually any organic matter, including coffee 

grounds, food scraps, old tires, and plastic 

bottles, can be vaporized to make the mate-

rial. “We’re turning garbage into graphene,” 

Duy says. j

A
prominent neuroscientist whose lab 

in Germany was targeted by animal 

rights activists is heading to China, 

where he says he will be freer to pur-

sue research on macaques and other 

monkeys. Nikos Logothetis, one of 

the directors at the Max Planck Institute 

for Biological Cybernetics in Tübingen, also 

says leaders of the Max Planck Society did 

not defend him strongly enough when he 

faced the activists and subsequent legal 

problems in Germany. 

“I would still consider staying here [in 

Tübingen], continuing with rodents,” he 

says, while doing primate work elsewhere. 

But Germany’s widespread skepticism of 

animal research and his disappointment 

with Max Planck “made this impossible.”

Logothetis, who studies the brain’s vi-

sual system, told colleagues last week that 

several group leaders from his department 

will move in the coming months to a new 

International Center for Primate Brain Re-

search (ICPBR) in Shanghai. Logothetis will 

co-direct the center with neuroscientist 

Poo Mu-Ming, scientific director of the Chi-

nese Academy of Sciences’s Center for Ex-

cellence in Brain Science and Intelligence 

Technology; he will follow after remaining 

lab members finish their projects. ICPBR 

will house as many as 6000 nonhuman pri-

Monkey facility 
in China lures 
neuroscientist
Animal rights conflict spurs 
move of major German lab

ANIMAL RESEARCH

MATERIALS SCIENCE

Nikos 

Logothetis 

Electricity turns garbage
into high-quality graphene
Method could supply graphene in bulk, opening new uses

By Robert F. Service

An electric jolt provides abundant graphene in a flash.
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F
or 10 years, geneticists have told the 

story of how Neanderthals—or at least 

their DNA sequences—live on in to-

day’s Europeans, Asians, and their de-

scendants. Not so in Africans, the story 

goes, because modern humans and 

our extinct cousins interbred only outside of 

Africa. A new study overturns that notion, 

revealing an unexpectedly large amount of 

Neanderthal ancestry in modern popula-

tions across Africa. It suggests much of that 

DNA came from Europeans migrating back 

into Africa over the past 20,000 years.

“That gene flow with Neanderthals exists 

in all modern humans, inside and outside of 

Africa, is a novel and elegant 

finding,” says anthropologist 

Michael Petraglia of the Max 

Planck Institute for the Sci-

ence of Human History. The 

work, reported in this week’s 

issue of Cell, could also help 

clear up a mysterious dispar-

ity: why East Asians appear 

to have more Neanderthal 

ancestry than Europeans.

As members of Homo sa-

piens spread from Africa into 

Eurasia some 70,000 years 

ago, they met and mingled with Neander-

thals. Researchers knew that later back-

migrations of Europeans had introduced a 

bit of Neanderthal DNA into African popu-

lations, but previous work suggested it was 

a just a smidgen. In contrast, modern Euro-

peans and East Asians apparently inherited 

about 2% of their DNA from Neanderthals.

Previous efforts simply assumed that Af-

ricans largely lacked Neanderthal DNA. To 

get more reliable numbers, Princeton Uni-

versity evolutionary biologist Joshua Akey 

compared the genome of a Neanderthal 

from Russia’s Altai region in Siberia, se-

quenced in 2013, to 2504 modern genomes 

uploaded to the 1000 Genomes Project, a 

catalog of genomes from around the world 

that includes five African subpopulations. 

The researchers then calculated the prob-

ability that each stretch of DNA was inher-

ited from a Neanderthal ancestor.

The researchers found that African in-

dividuals on average had significantly 

more Neanderthal DNA than previously 

thought—about 17 megabases (Mb) worth, 

or 0.3% of their genome. They also found 

signs that a handful of Neanderthal genes 

may have been selected for after they en-

tered Africans’ genomes, including genes 

that boost immune function and protect 

against ultraviolet radiation.

The results jibe with as-yet-unpublished 

work by Sarah Tishkoff, an evolutionary ge-

neticist at the University of Pennsylvania. 

She told Science she has also found higher-

than-expected levels of apparent Neander-

thal DNA in Africans.

The best fit model for where Africans 

got all this Neanderthal DNA suggests 

about half of it came when Europeans—

who had Neanderthal DNA 

from previous matings—

migrated back to Africa in 

the past 20,000 years. The 

model suggests the rest of 

the DNA shared by Africans 

and the Altai Neanderthal 

might not be Neanderthal 

at all: Instead, it may be 

DNA from early modern 

humans that was simply re-

tained in both Africans and 

Eurasians—and was picked 

up by Neanderthals, per-

haps when moderns made a failed migra-

tion from Africa to the Middle East more 

than 100,000 years ago.

Akey’s study might help explain another 

“head scratcher,” says computer biologist 

Kelley Harris of the University of Wash-

ington, Seattle. Studies had suggested 

East Asians have 20% more Neanderthal 

DNA than Europeans, she notes. “Europe 

is where Neanderthal remains are found, 

so why wouldn’t Europeans have more Ne-

anderthal ancestry than any other group?”

By suggesting that Europeans introduced 

Neanderthal sequences into Africa, the new 

study points to an explanation: Researchers 

previously assumed that Neanderthal se-

quences shared by Europeans and Africans 

were modern and subtracted  them out. Af-

ter correcting for that bias, the new study 

found similar amounts of Neanderthal DNA 

in Europeans and Asians—51 and 55 Mb, re-

spectively. It’s a “convincing and elegant” 

explanation, Harris says. j

Ancient Europeans took Neanderthal DNA back to Africa

HUMAN EVOLUTION

By Michael Price
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“Gene flow with 
Neanderthals 

exists in all modern 
humans, inside and 
outside of Africa …” 

Michael Petraglia, 

Max Planck Institute for the 

Science of Human History

mates, including many transgenic monkeys. 

Poo hopes it will become an international 

destination for primate neurobiology, akin 

to CERN for the particle physics community.

“Scientifically it’s incredible,” Logothetis 

says. “They have excellent groups work-

ing with CRISPR and genetic engineering.” 

And, he adds, the acceptance of nonhuman 

primate research by authorities and the 

public in China is much higher than in Eu-

rope. They “know that no other brain (be-

sides that of humans themselves) can be a 

true help in making progress.”

The move is another sign that China’s 

investment in neuroscience research, es-

pecially involving primates, is paying off, 

says Stefan Treue, director of the German 

Primate Center. “China has made incredible 

progress in an unbelievably short period of 

time. That is the positive side of a political 

system that is able to move very quickly.”

For nearly 2 decades Logothetis worked 

primarily with macaques, sometimes im-

planting electrodes in their brains. In 2014, 

a German TV program broadcast footage 

from an undercover animal rights activist 

showing one animal lame and vomiting and 

another with blood on its head. Logothetis 

and colleagues denied any wrongdoing and 

said the video was misleading and staged. 

But it triggered an investigation, includ-

ing a police raid on offices at the institute. 

Logothetis received death threats. In 2015, 

he said he would stop work with primates.

Initial legal investigations found no vio-

lation of animal regulations at his lab. But 

in 2017, a Tübingen prosecutor charged that 

Logothetis and two colleagues had violated 

Germany’s animal protection laws by wait-

ing too long to euthanize ill monkeys. Max 

Planck removed Logothetis from direct 

oversight of animal research at the lab. 

All charges against him and his colleagues 

were later dropped and the society lifted 

all restrictions on his leadership. During 

the episode, major neuroscience organiza-

tions published open letters critical of Max 

Planck’s handling of the situation.

Max Planck spokesperson Christina Beck 

says Logothetis had already informed the 

society of his move, but not the specific 

timing. “It’s a pity that the vital discussion 

about whether such research should be left 

up only to China has been overshadowed by 

the 2014 case,” she says.

Logothetis has been in negotiations with 

Poo since at least 2018. All five group lead-

ers in his department plan to move with him, 

he says, along with about half of the roughly 

40 current lab members. Other international 

researchers are considering ICPBR, he adds, 

including several in Germany. j

With reporting by Dennis Normile in Shanghai.

Africans, too, carry Neanderthal 
genetic legacy 
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n 1 January, California became the 

first U.S. state to screen for adverse 

childhood experiences (ACEs)—early 

life hardships such as abuse, neglect, 

and poverty, which can have devastat-

ing health consequences in later life. 

The project is not just a public health initia-

tive, but a vast experiment. State officials aim 

to cut the health impacts of early life ad-

versity by as much as half within a genera-

tion. But critics say the health benefits of 

screening are unproven, and it could create 

demand for services the state cannot provide.

The $160 million initiative applies to 

7 million children on Medi-Cal, California’s 

insurance for low-income people. 

Health care providers who com-

plete 2 hours of online training are 

encouraged to screen children up to 

age 18 for ACEs. The questionnaire, 

filled out by children’s caregivers 

or teenagers themselves, includes 

10 categories of ACEs, such as do-

mestic violence, neglect, and sub-

stance abuse, with questions such 

as “Has your child ever seen or 

heard a parent/caregiver being 

screamed at, sworn at, insulted  or 

humiliated by another adult?” and 

“Have you ever felt unsupported, 

unloved and/or unprotected?”

If a child has a worrying score, 

the provider is instructed to give 

information about helpful re-

sources such as food stamps or 

housing assistance, discuss how 

trauma and stress affect the developing 

body and brain, and, if necessary, make re-

ferrals to specialists, such as psychologists.

“The overwhelming body of data … tells 

us that early detection and early interven-

tion improves outcomes” for children with 

high ACEs scores, says California Surgeon 

General Nadine Burke Harris, who is lead-

ing the initiative. “We have the science 

to act.” 

Burke Harris notes that toxic stress can 

set a child on a lifelong trajectory of ill 

health. A 1998 study by researchers at Kai-

ser Permanente, for example, found that of 

9500 adults, those who remembered high 

numbers of ACEs had a four- to 12-fold 

increased risk of alcoholism, drug abuse, 

depression, and suicide attempts. A follow-

up study of more than 17,000 people found 

that those who recalled six or more ACEs 

died 20 years earlier than people who re-

ported none. To try to stem the toll, Medi-

Cal also pays for adults to be screened 

for ACEs, so that doctors can recommend 

treatments for stress-related conditions 

such as addiction and depression.

The evidence that ACEs affect health in 

adulthood is “pretty indisputable,” says 

Aric Prather, a psychologist at the Univer-

sity of California, San Francisco (UCSF). 

But some researchers caution that the 

California screen could have unintended 

consequences. Because state law requires 

providers to report child abuse and neglect, 

David Finkelhor, director of the Crimes 

against Children Research Center at the 

University of New Hampshire, Durham, 

worries that screening could “tremendously 

increase the number of minor or unneces-

sary referrals to the child protection sys-

tem.” Burke Harris says that pilot studies 

haven’t shown a significant uptick in such 

reports, but the state is monitoring for that. 

“We take those concerns seriously.” 

Finkelhor points out that many ambi-

tious screening projects have failed to show 

benefit, and some actually caused harm. 

Universal domestic violence screenings for 

women, for example, haven’t been shown to 

improve health or quality of life, he says—

perhaps because providers don’t know 

how to help those who report abuse. The 

evidence about what to do for a child with 

many ACEs is also quite scant, Finkelhor 

says—especially if the trauma was not re-

cent and the child shows no symptoms. 

“It’s not clear to me that [we should treat] 

a kid who was abused 5 or 6 years ago but 

doesn’t have symptoms or problems.”

To test the screen and find out what in-

terventions work, pediatrician Dayna Long 

of UCSF is running a clinical trial of the 

new screen with 550 families. Researchers 

know that those with a stable, supportive 

caregiver are more resistant to the nega-

tive health effects of ACEs, so supporting 

caregivers is a top priority, she says. And 

other pilot studies suggest basic services 

such as food and shelter, counseling, and 

instruction in techniques such as medita-

tion can also help children over-

come trauma.

Yet California may not be capa-

ble of providing such wraparound 

services to all who need them. If 

doctors start to refer all Medi-Cal 

enrollees with a history of ACEs to 

specialists, it could “open a flood-

gate,” Prather says. On the other 

hand, he says, the program could 

underscore the need “to ensure the 

safety of our youngest and most 

vulnerable” and prompt California 

to develop new services.

For researchers, Prather says, 

the screening program offers a 

chance to study why some people 

are more resilient to ACEs, and 

how different adverse experiences 

affect the brain and body. The state 

plans to fund studies with $9 mil-

lion from the private-public California Ini-

tiative to Advance Precision Medicine. “My 

hope is that as we start to generate data as 

a state, there’s an investment in both the 

quality and rigor of science so that we can 

continue to drive policy,” Long says. “Ulti-

mately, we want to be able to look across 

the generations and ask, ‘How did we do?’”

How will Burke Harris know whether 

her state’s ambitious plan to reduce child-

hood trauma has worked? One measure is 

money, she says. In 2013, for example, ACEs 

cost Californians $10.5 billion, she and her 

colleagues report this week in PLOS ONE. 

If spending on ACEs-related conditions 

such as asthma, depression, and heart dis-

ease falls in coming years, she says, she 

will count the effort as a success. j

By Emily Underwood

PUBLIC HEALTH 

Screen for childhood trauma triggers debate
Testing across California could have unexpected downsides, critics say

California aims to reduce childhood trauma’s harmful health effects.
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O
n a clear, windy autumn afternoon 

last October, Willy van Wingerden 

spent a few free hours before 

work walking by the sea not far 

from the Dutch town of Monster. 

Here, in 2013, the cheerful nurse 

found her first woolly mammoth 

tooth. She has since plucked more 

than 500 ancient artifacts from 

the broad, windswept beach known as the 

Zandmotor, or “sand engine.” She has found 

Neanderthal tools made of river cobbles, 

bone fishhooks, and human remains thou-

sands of years old. Once, she plucked a 

tar-covered Neanderthal tool from the wa-

ter’s edge, earning a co-author credit in the 

Proceedings of the National Academy of Sci-

ences (PNAS) a few months ago.

“Sun, wind, rain, snow—I’m here 5 or 

6 days a week,” she says. “I find something 

every day, almost.” 

Van Wingerden’s favorite beachcombing 

spot is no ordinary stretch of sand. Nearly 

half a kilometer wide, the beach is made 

of material dredged from the sea bottom 

13 kilometers offshore and dumped on the 

existing beach in 2012. It’s a €70 million 

experimental coastal protection measure, 

its sands designed to spread over time to 

shield the Dutch coast from sea-level rise. 

And the endeavor has made 21 million 

cubic meters of Stone Age soil accessible 

to archaeologists.

That soil preserves traces of a lost world. 

During the last ice age, sea levels were 

70 meters lower, and what is now the 

North Sea between Great Britain and the 

Netherlands was a rich lowland, home to 

modern humans, Neanderthals, and even 

Aided by dedicated amateurs and new methods, scientists reconstruct 
a now-submerged ancient landscape—and the people who lived there

By Andrew Curry, in Monster, the Netherlands; Photography by Manon Bruininga

EUROPE’S LOST FRONTIER 
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A sharp-eyed collector 

spotted this translucent 

flint blade—crafted by 

hunter-gatherers about 

8000 years ago—on 

a Dutch beach. 
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earlier hominins. It all disappeared when 

glaciers melted and sea level rose about 

8500 years ago.

That vast continental shelf has been a 

blank spot on the map of prehistoric Eu-

rope because archaeologists can’t mount 

traditional excavations underwater. Now, 

thanks to the Zandmotor and construc-

tion work on a harbor extension in nearby 

Rotterdam, van Wingerden and a dedicated 

cadre of amateur beachcombers are amass-

ing an impressive collection of artifacts 

from that vanished landscape. Scientists 

on both sides of the North Sea are apply-

ing precise new methods to date the arti-

facts and sequence any genetic traces, as 

well as mapping the sea floor and analyz-

ing sediment cores. The effort is bringing to 

light the landscape and prehistory of a lost 

homeland of ancient Europeans.

The finds show that the region was an 

inviting place in the few thousand years be-

fore it vanished, with forests and river val-

leys rich in game. “It’s not a blank area, it’s 

not a land bridge, it’s probably one of the 

best areas for hunter-gatherers in Europe,” 

says Vincent Gaffney, an archaeologist at 

the University of Bradford. 

The dark, cold waters that now hide 

the region add to its allure because they 

preserve organic material for DNA analy-

sis and radiocarbon dating better than on 

land. And the techniques now being tested 

to explore the area could aid research on 

submerged landscapes elsewhere, such as 

Beringia, the vanished land between Asia 

and North America inhabited by the first 

Americans. “It really is a pioneer field and 

will make a huge difference to our under-

standing of prehistory,” retired University 

of York archaeologist Geoff Bailey says.

CLAD IN A BRIGHT YELLOW windbreaker and 

blue rubber boots, van Wingerden kept her 

eyes on the sand as she crunched across ra-

zor clamshells and bits of driftwood. To the 

south, the cranes of Rotterdam harbor—

Europe’s largest port—were just visible on 

the horizon. To the north, oversize kites 

bobbed in the sky, pulling kitesurfers along 

far below. “Sometimes things are on dry 

sand; sometimes they’re near the water,” 

van Wingerden said of her finds. “There’s 

really no logic to it.”

Fifty thousand years ago, the landscape 

looked different. Doggerland—which Uni-

versity of Exeter archaeologist Bryony 

Coles named in the 1990s after the Dog-

ger Banks, a productive North Sea fish-

ing spot—extended from Amsterdam 

up to Scotland and southern Norway. 

The region once encompassed at least 

180,000 square kilometers of dry land, 

four times the size of the Netherlands to-

day (see map, p. 501). But until the Zand-

motor was built in 2011, archaeologists had 

glimpsed only the outlines of Doggerland. 

Fishermen had dragged up isolated bones, 

tusks, and stone tools. 

In calmer seas, archaeologists might 

have dived to the sea floor for follow-up 

searches. But the rough, cold, murky wa-

ters of the North Sea, crisscrossed with 

busy shipping lanes, ruled that out.

“The technology [to explore the sea 

floor] wasn’t available, nobody knew what 

might have survived sea-level rise, and it all 

seemed hopelessly expensive and useless,” 

Bailey says. Archaeologists were also re-

luctant to be seen chasing after “lost conti-

nents,” he adds, lest they be associated with 

fringe theories such as Atlantis.

That’s changing fast, thanks in part to 

beachcombers like van Wingerden. In his 

office at the National Museum of Antiqui-

ties, archaeologist Luc Amkreutz opens his 

email and scrolls through messages, some 

just hours old. “This morning a fisherman 

sent in photos of an elk antler with a shaft 

hole,” he says, opening an attachment. “It 

just goes on and on.”

Using email and a WhatsApp group 

with the straightforward name “Stone 

Age Finds,” Amkreutz and Marcel Niekus, 

an independent archaeologist, keep in 

constant contact with amateurs scouring 

beaches all along the Dutch coast. The 

archaeologists help identify prehistoric 

artifacts from photos and get access to 

dozens of specimens in exchange. “We’re 

easy to approach, and people can bring us 

finds,” Amkreutz says.

Other researchers are reaping similar 

bonanzas. In late 2018, Leiden University 

Medical Center archaeogeneticist Eveline 

Altena was part of a research group that in-

vited van Wingerden and other amateurs to 

an open house, asking them to bring human 

bones for identification. The response was 

overwhelming: In a single day, beachcomb-

ers brought more than 50 human skeletal 

fragments, many suitable for dating and 

DNA analysis. “Now, we’re getting new frag-

ments on a weekly basis,” she says. “I can’t 

keep up anymore.”

In 2015, van Wingerden found a flint 

flake with a gob of tar stuck to one end to 

form a simple handle. Niekus and Amkreutz 

recognized it as a Neanderthal hand tool at 

least 50,000 years old. Chemical analysis 

helped show how Neanderthals used com-

plex methods to process birch bark into tar, 

as a team including Niekus, Amkreutz, and 

van Wingerden reported in PNAS.

Archaeologists can’t know exactly where 

on the sea floor an artifact found on the 

beach originated, so the context they prize 

is missing. But because coastal reclamation 

efforts such as the Zandmotor dredge from 

specific locations, archaeologists know 

the artifacts’ sources to within a few kilo-

meters. “There are complete cemeteries 

being sucked up and sprayed on beaches,” 

Amkreutz says. “Even though these finds 

aren’t in their original find spot, they can 

say something about a huge area.”

Those findings suggest several phases of 

occupation. Tools and other relics 800,000 

years old or more harken back to when 

this part of Europe was likely occupied by P
H

O
T

O
: 

M
A

N
O

N
 B

R
U

IN
IN

G
A

Willy van Wingerden has found hundreds of ancient artifacts on beaches near her home in the Netherlands. 
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4  Perforated antler ax, 
9000 to 6000 B.C.E.  
This shaft for an ax, crafted 
by early European hunter-
gatherers, dates to the final 
millennia before Doggerland 
sank below the North Sea. 

1  Large flint core ax, 
9000 to 6000 B.C.E.
Found in a fisher’s net 
in the 1980s, this ax 
was shaped and used 
by Mesolithic European 
hunter-gatherers.

5  Neanderthal hand ax
Found in sediments dredged 
off the Dutch coast south 
of Rotterdam, this stone tool 
may be 250,000 years old. 
Part of a Neanderthal bone 
was found nearby. 

3  Neanderthal flake 
with birch tar grip
About 50,000 years ago, 
a Neanderthal used a 
complex process to make  
birch tar and affix it 
to the point. 

2  Barbed bone points, 
9000 to 6000 B.C.E. 
Found in sand and gravel 
recovered from off the Dutch 
coast, these points likely helped 
humans bag fish and birds in 
Doggerland’s rich wetlands. 

A vanished landscape
Over the millennia, Doggerland has been an icy wasteland, verdant valleys and forests, and now the bottom of the cold North Sea. Various kinds of humans 

have adapted to all these changes, with Homo antecessor, Neanderthals, and H. sapiens likely making use of the land’s bounty at different times. 
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Homo antecessor, an early human thought 

by many researchers to be an evolutionary 

dead end. One set of footprints, found in a 

layer of compressed sand on a beach in the 

United Kingdom and dated by its geological 

context, recorded children and adults appar-

ently migrating across a mudflat.

Long cold spells then covered parts of the 

region in ice. About 100,000 years ago, small, 

hardy bands of Neanderthals arrived on the 

trail of megafauna such as mammoths and 

woolly rhinoceros. Hundreds of tools and a 

lone skull fragment offer evidence of a popu-

lation living on the fringes of habitable Eu-

rope, resourceful enough to eke out a living 

in small groups under what Amkreutz calls 

“extreme” conditions on the edge of glaciers.

Neanderthals died out about 45,000 years 

ago—about when anatomically modern 

humans entered Europe. A few flint tools, 

found among stones dredged from the sea 

floor to create artificial sea walls for the 

Rotterdam harbor, suggest H. sapiens may 

have been active in Doggerland even as 

early as 40,000 years ago, when it was still 

an icy steppe. (More conclusive tools have 

turned up in the United Kingdom and Bel-

gium, on each side of Doggerland.) About 

20,000 years ago, a severe cold spell made 

the entire region too cold to be habitable. 

But the end of the last ice age, about 

15,000 years ago, brought a brief idyll: Pollen 

samples, DNA evidence, and fossilized wood 

fragments recovered from the sea floor sug-

gest a fertile landscape of forests and rivers, 

with plentiful birds, fish, and mammals. Hu-

man remains and finely worked stone, bone, 

and antler tools suggest modern humans 

made the most of the area, occupying it even 

as rising waves transformed large parts into 

a coastal wetland.

The seafloor bones are filling in the pic-

ture of Europe’s genetic past. Studies of an-

cient and modern DNA indicate that certain 

groups of hunter-gatherers entered northern 

Europe from the south and east perhaps 

about 14,000 years ago, after much of the ice 

had melted; modern European populations 

still carry their genetic legacy. 

The trove of human bones that amateurs 

turned over to Altena for sampling promises 

to add to the picture. Of the bones amassed 

in June 2019, 90 were well-preserved enough 

for radiocarbon dating and DNA analysis. 

Altena and researchers from the Max Planck 

Institute for the Science of Human History 

(SHH) in Jena, Germany, identified teeth 

and bones between 8000 and 10,000 years 

old, when modern human hunter-gatherers 

occupied Doggerland. They have started to 

extract DNA, and so far have recovered it 

from more than five individuals. “In some 

ways the context is limited, but we can 

still do so much more than anyone ever ex-

pected,” Altena says.

Drawn from the outer limits of hunter-

gatherer expansion in the fringes of Europe 

at that time, those samples “are fascinat-

ing,” says Cosimo Posth, an SHH geneticist. 

He notes that the DNA could illuminate 

how these early populations mixed with 

others in Europe.

MOST DOGGERLAND FINDS have been acci-

dental. A long-term goal is to learn enough 

about the past landscape so researchers 

can go to sea and look for sites instead of 

waiting for evidence to wash ashore. “Until 

you have reliable maps, you can’t do much,” 

Gaffney says. “We’re dealing with a com-

pletely unexplored country we can’t visit.”

More than 10 years ago, Gaffney set out 

to do the next-best thing, persuading oil, 

gas, and wind power companies to pass 

on data gathered in seismic surveys done 

to plan offshore oil and gas wells. Initial 

maps were coarse, but over the past sev-

eral years, Gaffney and colleagues used 

€2.5 million in funding from the European 

Research Council to deploy side-scan sonar 

and other undersea imaging technologies 

to make their own maps, in what they call 

the Europe’s Lost Frontiers project. Maps 

in hand, the researchers looked for ancient 

areas suited to human habitation.

More than a decade of work paid off last 

year when Gaffney and Belgian researchers 

headed to the Brown Banks, about 50 kilo-

meters off the U.K. coast. Mapping had sug-

gested that between 7000 and 13,000 years 

ago, the spot was an elevated area 30 kilo-

meters long, overlooking a river.

Researchers aboard the Belgian research 

vessel Belgica took core samples, scooped 

up sediment, and made “grabs” with a 

metal claw. Among the finds were traces 

of a fossilized forest 32 meters beneath the 

waves, including tree roots, terrestrial snail 

shells, and peat—plus a small flint flake and 

part of a broken flint hammerstone shaped 

by hunter-gatherers. “We went to the place 

where we thought [human artifacts] would 

be and recovered them,” Gaffney says. 

“That’s a first.” P
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Archaeologist Luc Amkreutz cultivates contacts 

with local beachcombers, who bring him finds like 

this Neanderthal tool with a birch tar grip (left). 

Published by AAAS



31 JANUARY 2020 • VOL 367 ISSUE 6477    503SCIENCE   sciencemag.org

Putting those maps together with the 

sheer number of samples emerging from 

the North Sea, researchers are beginning to 

answer a question particularly relevant to 

humanity’s future: What do people do when 

sea levels rise?

About 8500 years ago, a massive fresh-

water lake in North America called Lake 

Agassiz, formed by melting glaciers, 

drained suddenly into the sea. What had 

been gradual sea-level rise accelerated, and 

seas rose a few meters within decades. Dog-

gerland transformed from a temperate, for-

ested plain into an estuarial wetland dotted 

by drier highlands. Core samples collected 

along river valleys by the Lost Frontiers 

team traced the flooding, amounting to a 

“transect through time,” Gaffney says.

To explore the impact on people, 

Amkreutz analyzed dozens of human bones 

dragged up by fishing boats as well as finds 

plucked off the Zandmotor and other Dutch 

beaches. He traced the bones to 18 offshore 

sites around the prehistoric Rhine River es-

tuary and dated them with radiocarbon to a 

precision of about 100 years; all were about 

8500 years old.

He and Niekus then used chemical sig-

natures from collagen preserved in dozens 

of the bones to analyze what people in 

Mesolithic Doggerland were eating before 

and during that transition. As the land-

scape changed, the diet of its residents did, 

too, shifting from land animals to fresh-

water fish. “It shows their flexibility in the 

face of climate change,” Amkreutz says. 

“They didn’t leave as sea levels rose; they 

changed their diet.”

Eventually, that, too, came to an end. On 

the basis of sediments and computer mod-

els, researchers think a tsunami originating 

off modern-day Norway around 6150 B.C.E. 

devastated Doggerland with waves at least 

10 meters high. Soon the landscape van-

ished as global sea levels continued to rise.

At his lab at the University of Warwick, 

Robin Allaby is tracing the changes by 

searching 60 of the core samples collected 

by Gaffney and his team for what’s called 

environmental DNA, shed into water and 

soil by ancient species. The team scoops 

up and analyzes all the DNA in a sample, 

using next-generation sequencing methods 

that capture millions of DNA fragments, 

and compares it with libraries of known 

genomes. “The surprising thing is just how 

much DNA is still down there,” Allaby says. 

The results chronicle changes in Dogger-

land’s ecosystems as seas rose.

In the older, earlier layers, “We can see 

quite a broad range of DNA that’s clearly 

terrestrial,” he says. Allaby has picked out 

terrestrial species, including bears, boars, 

birds, spiders, and mosquitoes. He has iden-

tified plant species, too, including hazel and 

linden trees and meadow grasses. “It’s obvi-

ously a lowland, very fertile and probably 

more attractive than the British uplands 

and adjacent Europe,” he says.

Higher up, in the younger core samples, 

the DNA tells a tale of inexorable transfor-

mation. “We can see the rise of an estuarine 

environment and a slow switch to marine 

taxa,” Allaby says, as bears and boars give 

way to sea grasses and fish.

Researchers say the techniques being pio-

neered or perfected in the North Sea could 

be applied to far-flung hot spots of human 

migration, including Beringia and the wa-

ters that surround the archipelagos of Ocea-

nia. “There are big questions about human 

dispersal and development which can only 

be answered by looking at submerged land-

scapes,” Bailey says. “These same landscapes 

were probably good places to provide step-

ping stones into new territory.”

At the end of van Wingerden’s afternoon 

walk, all she had to show for 2 hours of 

searching were a few pieces of animal bone 

and a wide smile. But the next day, her luck 

turned. Tucked in among a pile of seashells, 

she found a carefully worked tool with char-

acteristic Neanderthal handiwork, dating 

back at least 45,000 years: one more piece 

of a lost landscape, rediscovered. j

Andrew Curry is a journalist in Berlin.P
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This 13,000-year-old skull fragment of a modern 

human was fished up off Rotterdam, the Netherlands.
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By Robert J. Paxton

T
he western honey bee (Apis mellifera) 

brings tangible benefits to humans as 

an important pollinator and insights 

into social evolution as a model organ-

ism. Yet, despite close scientific scrutiny, 

it is under global threat from a range of 

stressors (1) that are unlikely to diminish with 

global change. Chief among these are pests 

and pathogens, remedies to which are either 

ineffective, short-term, expensive, or imprac-

tical. On page 573 of this issue, Leonard et 

al. (2) reveal a hidden microbiological key to 

fight these pests and pathogens: genetically 

modified honey bee gut bacteria tailored to 

induce host RNA interference (RNAi)–based 

defense (3) that is effective, long-term, poten-

tially cheap, and easy to apply. This important 

approach may not only provide a solution to 

many of the honey bee’s woes, it also offers 

a new functional genomic toolkit with which 

to dissect the molecular intricacies of honey 

bees and their societies.

MICROBIAL ENGINEERING

A microbiome silver bullet for honey bees

PERSPECTIVES

A genetically engineered honey bee gut bacterium knocks down two major bee threats

INSIGHTS
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Originally brought to the Americas by 

early European settlers, the honey bee is 

now globally distributed and indispens-

able in agriculture. Yet its success—and in-

tercontinental transport—has been accom-

panied by the spread of its numerous pests 

and pathogens, foremost among which 

are the exotic Varroa destructor (hereafter 

“varroa”) ectoparasitic mite and deformed 

wing virus (DWV), a killer pathogen trans-

mitted by varroa mites (4). The varroa-

DWV nexus is widely blamed for increased 

honey bee mortality across the temperate 

world and both mite and virus are nowa-

days ubiquitous, infecting more or less 

every hive (5); colony collapse is the out-

come. Current treatments include a range 

of natural and synthetic miticides to kill 

varroa or high-tech solutions that induce 

a natural innate host defense mechanism, 

RNAi, to reduce pathogen (including viral) 

burden (6). But the former has limited effi-

cacy because mites soon evolve resistance; 

moreover, miticides can enter the human 

food chain through contamination of 

honey. The latter, by contrast, has proven 

effective in controlling DWV (7) but is ex-

pensive and the benefits are temporary—on 

the order of days or weeks. Now, Leonard 

et al. have genetically modified one honey 

bee gut bacterium, Snodgrassella alvi, 

thereby refining a system to induce RNAi 

within hosts. This approach seems to offer 

bees sustainable protection from varroa or 

DWV. Could this be a silver bullet for the 

honey bee?

RNAi is a biological process found in 

most eukaryotes that regulates endogenous 

as well as exogenous (foreign) RNA, such 

as that of viruses. Introducing exogenous 

double-stranded RNA (dsRNA) into a host 

cell causes that cell’s molecular machinery 

to degrade like-sequenced RNA. This can 

reduce the expression of a corresponding 

host gene (so-called gene “knockdown”) or 

lead to the destruction of a viral RNA, re-

sulting in viral control (3). But there is a 

catch—dsRNA is expensive to produce in 

large quantities, inherently unstable, and 

difficult to direct into host cells, where it 

is needed.

Whitten et al. (8) demonstrated that an 

insect’s gut bacteria—its microbiome—can 

be engineered to express copious dsRNA in 

a stable manner that acts systemically in 

insect hosts. Leonard et al. have perfected 

this approach by engineering S. alvi to ex-

press varroa or viral genes and feeding the 

engineered bacteria to honey bees. When 

the corresponding varroa or viral dsRNA 

was produced by the ingested bacteria 

(and then taken up by the host—in the case 

of varroa, even passed on to mites feeding 

on honey bee tissue), the host’s RNAi ma-

chinery was activated to destroy those RNA 

sequences—self-destruction in the case 

of varroa. Thus, when treated honey bees 

were subsequently challenged with varroa 

or DWV, mites died and viral replication 

was suppressed: a major breakthrough in 

their control (see the figure).

Leonard et al.’s laboratory-based experi-

ments used handfuls of worker honey bees. 

The next step is to scale up with full-sized 

colonies, which contain up to 50,000 indi-

viduals, to demonstrate field-realistic feasi-

bility. Furthermore, during spring and sum-

mer, varroa mites exert their most serious 

effects when feeding on honey bee pupae, 

upon which they also reproduce and to 

which they efficiently transmit DWV. If the 

honey bee larval microbiome reflects that 

of the adult, then a mechanism of delivery 

of RNAi from adult to larva exists, though 

whether RNAi-based varroa-virus defense 

can be passed on from larva to ensuing 

pupa awaits confirmation.

Leonard et al. also wisely advocate for 

further research to improve dsRNA produc-

tion and transfer from gut bacteria to honey 

bee and to optimize the design of the ge-

netically engineered target RNA sequence. 

Target sequence is of particular relevance 

for RNA viruses, such as DWV, because of 

their extremely high mutation rates (9). 

DWV itself comes in two widely distributed 

genotypes, A and B, the latter of which ex-

hibits higher virulence (10) and is currently 

spreading across honey bee populations in 

the United States (11). Methods to optimize 

sequences that more efficiently target viral 

RNA [e.g., (12)] and that of other pathogens 

are likely to improve protection offered by 

Leonard et al.’s approach.

However, the major ethical issue of gene 

escape needs to be addressed before engi-

neered bacteria are applied to honey bees 

in the field. The honey bee gut harbors a 

species-specific and astoundingly consis-

tent core set of bacteria, its microbiome 

Pests and pathogens threaten a major pollinator, 

the honey bee (Apis mellifera).  

Institute for Biology, Martin Luther University Halle-
Wittenberg, Hoher Weg 8, 06120 Halle (Saale), Germany. 
Email: robert.paxton@zoologie.uni-halle.de
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Improving honey bee survival 
Symbiotic bee gut bacteria were genetically modified (GM) to release specific RNA that triggers an immune response in the host 

involving RNA interference (RNAi). Once RNAi was activated, honey bees survived infection by a particular virus or parasitic mite. 

Whether this RNAi-based defense can be passed from adult to larva or via flowers has yet to be determined.
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(13), which Leonard et al. demonstrated to 

be shared among nestmates while groom-

ing and cleaning. This theoretically facili-

tates the treatment of an entire colony’s 

workforce (and potentially those of neigh-

boring hives) while limiting the probabil-

ity that genetically modified microbiota 

colonize other animals. But bacteria are re-

nowned for horizontal gene transfer. From 

an ecological perspective, the consequences 

of gene escape need to be scrutinized and 

the potential for release robustly evaluated. 

From an evolutionary perspective, high mu-

tation rates confer considerable adaptive 

potential on RNA viruses, and the conse-

quences of RNAi treatment for the evolu-

tion of virulence also warrant attention.

Although sociality—like that exhibited by 

honey bees—is a very successful ecological 

strategy, many social insects are invasive 

pests, such as fire ants (Solenopsis invicta) 

and Formosan termites (Coptotermes formo-

sanus) in the southern United States. Could 

the silver bullet be turned onto these pest 

species by genetically modifying their core 

microbiota for effective, species-specific 

biocidal control? Research is still needed to 

determine whether their gut microbiota are 

highly conserved yet differ from those of na-

tive ants and termites.

Other major problems facing honey bees 

include insecticide (mis)use and loss of 

flower-rich habitat (1, 6). Honey bee gut bac-

teria engineered to alter host expression of 

genes involved in detoxification or pollen di-

gestion might go some way to resolving these 

problems, too. As well as promising insights 

into fundamental aspects of biology, Leonard 

et al.’s approach has great potential to im-

prove bee—and even our own—health (14). j
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Nested hybrid nanotubes
Material made with atom-thin tubular crystals 
portends the creation of inventive nanodevices

By Yury Gogotsi1 and Boris I. Yakobson2

F
rom the Stone Age to the Silicon Age, 

humans have crafted tools by carving 

them out of large pieces of material, 

such as bones or silicon crystals. In 

the nanotechnology era, scientists be-

gan creating—atomic layer by atomic 

layer—materials, building blocks, struc-

tures, or even entire devices that do not 

exist in nature but offer new combinations 

of properties. On page 537 of this issue, 

Xiang et al. (1) report on the synthesis of 

one-dimensional (1D) van der Waals hetero-

structures that stack in ways reminiscent of 

traditional Russian dolls.

Atoms-small zero-dimensional (0D), atoms-

thin 1D, and two-dimensional (2D) materi-

als were first made from carbon (fullerenes, 

nanotubes, graphene) and later from other 

elements and compounds. With the current 

availability of numerous 2D materials, it is 

possible to combine them into heterostruc-

tures by mechanical transfer, self-assembly in 

solution, or vapor-phase growth. Mixing and 

matching 2D crystals with different proper-

ties produces van der Waals–bonded stacks 

with new functionalities (2). Unlike 2D lay-

ers, 0D cages and 1D tubules are topologically 

protected from being stack-nested and, until 

recently, were difficult to grow.

Xiang et al. created 1D heterostructures by 

depositing perfect boron nitride (BN) or mo-

lybdenum disulfide (MoS
2
) shells onto single-

walled carbon nanotubes. Unlike the results 

of early attempts to produce 1D heterostruc-

tures (3), the outer shells of BN and MoS
2
 are 

single-crystalline seamless perfect cylinders. 

Moreover, the authors showed that a couple 

of layers of BN and then a layer of MoS
2
 can

be grown on a carbon tube, creating stacked 

tubular structures (see the figure).

Scientists have envisioned 1D heterostruc-

tures in theory, but until now, synthetic at-

tempts have produced only disordered shells 

on multiwall nanotubes (3). The chemical va-

por deposition (CVD)–based growth method 

demonstrated by Xiang et al. extends the con-

cept of van der Waals heterostructures to 1D 

1Department of Materials Science and Engineering and 
A. J. Drexel Nanomaterials Institute, Drexel University, 
Philadelphia, PA 19104, USA. 2Department of Materials 
Science and Nano-Engineering and Department of 
Chemistry, Rice University, Houston, TX 77005, USA. 
Email: gogotsi@drexel.edu; biy@rice.edu

coaxial materials. This opens 

up an entirely new realm of 

1D heterostructures. Beyond BN 

and MoS
2
, other transition metal

dichalcogenides (MoS
2
-like com-

pounds of metal with sulfur, selenium, 

or tellurium) and borides (such as TiB
2
), ox-

ides, and potentially carbides and nitrides (4) 

can be grown by CVD on carbon nanotube 

cores. Carbon nitride, silicene, borophene 

(5), and other materials made as 2D layers 

might be added as well, including predicted 

nanotubes that have not yet been produced 

[e.g., MXenes (6)]. Although Xiang et al. used 

single-walled nanotubes as a template, their 

available double- and triple-wall analogs of-

fer a larger diameter (d) and lower curvature 

(1/d), which ease overgrowth by heterolayers. 

Also, the core tubes of noncarbon composi-

tions [e.g., BN or dichalcogenides (7)] can be 

tried for coaxial growth. The combination of 

insulator BN with carbon tubes (which, de-

pending on their chirality, can be either semi-

conducting or metallic) might result in new 

electronic functionalities, leading to versatile 

nanodevices and even nanoscale machines.

The newly described synthesis of 1D het-

erostructures has several implications for 

future research. The surface-to-surface tem-

plating, rather than atom-to-atom epitaxy, 

supports 1D tubular crystal growth; this 

might also be true for syntheses of many 2D 

materials wherein the interactions between 

crystalline layers are too weak to support the 

growth of new crystalline layers well-aligned 

with the substrate (epitaxy). Recently, it was 

shown that strong lateral interactions at the 

layers’ edges alone are sufficient to guide pla-

nar BN growth on metals (8) without registry 

to the substrate; this growth shares simi-

larities with that observed by Xiang et al. in 

which the outer shell can grow in a crystal di-

rection that is different from that of the core 

nanotube. Moreover, no catalyst was present 

at the growing edge during nanotube shell 

growth in the study of Xiang et al. Again, 

this approach is transferable to planar 2D 

heterostructures. A further notable aspect of 

the new study is the role of curvature, which 

adds strain energy (~h3/d2) to the chemical 

potential of added atoms; this suppresses 

growth, on nanometer-thin core tubes, of 

both very narrow tubes and more rigid shells 

of greater thickness (h), as seen with MoS
2
.

Not merely a fascinating concept, nested 

ystals 
ces

s. This opens 

new realm of 

res. Beyond BN 

transition metal

(MoS
2
-like com-

with sulfur, selenium, 

d borides (such as TiB
2
), ox-

ally carbides and nitrides (4) 

y CVD on carbon nanotube 

itride, silicene, borophene 

aterials made as 2D layers 

as well, including predicted 

have not yet been produced 

. Although Xiang et al. used

notubes as a template, their 

and triple-wall analogs of-

eter (d) and lower curvaturedd
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Liquid but not 
contactless
The endoplasmic reticulum 
makes molecular contact with 
membraneless organelles

By Benoît Kornmann1 and Karsten Weis2

I
n the past decade, the understanding 

of cellular organization has undergone 

two major paradigm shifts. On the one 

hand, it was demonstrated that mem-

brane-bound compartments exchange 

their contents not only through vesicu-

lar transport but also by means of direct 

membrane tethering at specific contact sites 

(1), revealing a new layer of connectivity 

in eukaryotic cells. On the other hand, the 

discovery of membraneless organelles, such 

as processing bodies (P-bodies) and stress 

granules, has revealed that proteins and 

RNAs can self-assemble and condense into 

liquid-like droplets through weak and mul-

tivalent interactions (2). This indicates that 

the cytosol is not a randomly dispersed soup 

of macromolecules but that it is subcompart-

mentalized. On page 527 of this issue, Lee 

et al. (3) bring these two exciting fields to-

gether by showing that a membrane-bound 

organelle, the endoplasmic reticulum (ER), 

contacts at least two membraneless com-

partments, P-bodies and stress granules, and 

influences their behavior.

By imaging live human cells expressing 

markers for the ER and for membraneless 

organelles, Lee et al. found that P-bodies 

and stress granules were in contact with the 

ER much more frequently than expected by 

chance (see the photo). Membraneless or-

ganelles are biomolecular condensates that 

form by coalescence of macromolecules. 

P-bodies and stress granules are archetypi-

cal membraneless organelles found in the

cytoplasm of eukaryotic cells. Membrane-

less organelles also occur in the nucleus,

including the nucleolus (4), a factory for

ribosome assembly, and Cajal bodies that

function in small RNA processing. Interac-

tions within membraneless organelles are

driven by low-affinity, multivalent protein-

protein, RNA-protein, and RNA-RNA in-

teractions. These weak interactions cause

1Department of Biochemistry, University of Oxford, Oxford 
OX1 3QU, UK. 2Institute of Biochemistry, ETH Zurich, 8093 
Zürich, Switzerland. Email: benoit.kornmann@bioch.ox.ac.uk

1D heterostructures offer tangible benefits. 

The oxidation or chemical resistance of 

carbon nanotubes can be improved by the 

protective BN sheath (1, 3). A plethora of 

opportunities arises when stacking 1D crys-

tals coaxially, such as interesting 1D physics 

in heterostructure electronics. The hybrid 

shells of 1D heterostructures can be cho-

sen with an electronic band alignment such 

that interlayer excitons—electrically neutral, 

short-lived particles normally caused by 

light—become favored even in the ground 

state, reaching Bose-Einstein condensation 

into an excitonic superfluid (9). This enables 

scientists to build low-power logic devices or 

direct-current electrical transformers.

Furthermore, the strain gradient from the 

outer to the inner surface of the tube curva-

ture leads to flexoelectric polarization (10) 

and a voltage shift inside the tube, which 

changes the offset of electron energy bands 

from straddling to staggered. This enables 

charge separation under light, which gives 

rise to an electrical current at the junction 

of the coaxial shells and along the tubes. 

New devices such as tunneling diodes and 

transistors can be fabricated with hetero-

structures of semiconducting, dielectric, or 

metallic coaxial nanotubes.

All of the materials studied by Xiang et al.—

graphitic carbon, MoS
2
, and BN—are widely

used as solid lubricants in their planar 2D 

state. The lack of intershell registry between 

the disparate materials suggests negligible 

friction (superlubricity) (11). This property 

invites the use of 1D heterostructures as na-

noscale bearings (12), which brings scientists 

a step closer to tiny gears and other nano-

machines (13). However, before the industry 

realizes such applications, it must overcome 

certain challenges, such as the ability to grow 

1D heterostructures in forests (nanotubes 

vertically aligned on a substrate), in large 

quantities in fluidized bed reactors, or in a 

predetermined location on a silicon chip.

The prospect of developing 1D materi-

als of various compositions can motivate a 

combinatorial exploration guided by density 

functional theory computations or artificial 

intelligence models that predict the best syn-

thesis protocols for 1D heterostructures with 

attractive properties. This in turn might lead 

to a new wave of interest in nanotubes, which 

have been overshadowed in the past decade 

by 2D materials and their heterostructures. 

Flat, planar stacks of 2D materials now can 

retain one dimension only, while having an-

other fold onto itself. Even in “Flatland” the 

world turns out to be round. j
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A cornucopia of new 

one-dimensional materials

 is now possible, structured 

as nested nanotubes.  

Illustrated here is a 

heterostructure of a carbon 

nanotube, inside two layers 

of boron nitride, inside 

molybdenum disulfide.
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phase separation but do not 

lead to a fixed position or stoi-

chiometry of the components 

within the organelle, unlike in 

a classical protein complex (2). 

Current models posit that P-

bodies store messenger RNAs 

(mRNAs) that are not actively 

translated, whereas stress gran-

ules serve a similar purpose 

but only form when a stress re-

presses translation.

Membrane contact sites are 

established and maintained by 

protein complexes that tether 

two membranes stably and 

keep organelles in proximity for 

hours. Lee et al. found that most 

of the interactions between the 

ER and P-bodies or stress gran-

ules are stable, akin to mem-

brane contact sites. This raises 

numerous questions. What is 

the molecular nature of the 

tethering between the ER and 

membraneless organelles? One 

possibility is that liquid drop-

lets attach to the ER through 

translating mRNAs and ribo-

somes bound to the ER surface. However, P-

bodies and stress granules appear to repress 

translation and exclude ribosomes. Further-

more, inhibition of ER translation did not 

detach P-bodies from the ER. Therefore, the 

specific nature of the interactions between 

ER tubules and P-bodies or stress granules 

implies the existence of a dedicated ma-

chinery, currently unknown, that serves as 

molecular glue between these structures.

What is the role of attaching RNA-con-

taining membraneless organelles to the 

ER? Connection between the ER and P-

bodies seems to be evolutionary conserved 

from yeast to mammals (5, 6). Moreover, in 

yeast, the nucleolus is tethered to the ER-

derived nuclear membrane (4, 7). Although 

their physiological role is unclear, the evo-

lutionary conservation of contacts between 

ER and membraneless organelles suggests 

that this is important. Organelle tethering 

is largely considered to create a platform 

that allows the exchange of metabolites 

and information. For example, the proxim-

ity between organelles allows transport-

ers to shuttle hydrophobic lipid molecules 

from one membrane to the other through 

the hydrophilic cytosol. Organelle proxim-

ity also allows exchange of calcium ions 

from one compartment (for example, the 

ER) to another (for example, mitochon-

dria), with minimal disturbance of cyto-

solic calcium concentration (1). Because 

substantial translation occurs at the ER 

and because P-bodies and stress granules 

can be sites of mRNA storage, Lee et al. 

speculated that these connections serve to 

exchange mRNAs from the droplet, where 

they are translationally silent, to their site 

of expression on the ER. However, the P-

body and stress granule transcriptomes (5, 

6, 8) are not obviously enriched in mRNAs 

that are destined to be translated at the 

ER (that is, mRNAs encoding secreted pro-

teins). Future experiments will likely re-

veal whether such mRNAs are enriched in 

droplets attached to the ER; whether teth-

ering facilitates the transition from trans-

lationally silent to active, and vice versa; 

and whether specific regulatory processes 

govern the handover of mRNAs from P-

bodies to ER according to cellular needs.

An interesting observation by Lee et al. 

unveils one potential role of the ER-drop-

let tether: Liquid droplets undergo divi-

sion at sites where ER tubules are present. 

This parallels the previous discovery by the 

same laboratory that the sites of division 

for two membrane-bound organelles, the 

endosomes and the mitochondria (9, 10), 

are also characterized by the nearby pres-

ence and perhaps tethering of ER tubules. 

This suggests that contacting the ER is a 

prerequisite for liquid droplets to split. 

Conventional liquid droplets do not split 

spontaneously. However, in the dynamic 

cytoplasm, could ER motion simply apply 

mechanical forces onto membraneless or-

ganelles, causing their division? Mechani-

cal forces appear to be an important factor 

in deciding where and when 

mitochondrial division take 

place. Actin filaments nucle-

ated at the ER were shown to 

be particularly important for 

mitochondrial fission (11), and 

mechanical forces are sufficient 

to cause this phenomenon (12). 

It is thus conceivable that the 

ER-nucleated actin filaments 

could forcibly divide mem-

braneless organelles. Alterna-

tively, the surface of the ER 

membrane may act like a sur-

factant that helps to disperse 

membraneless organelles. The 

ER membrane is charged, and 

specific ER-localized proteins 

might influence local ionic 

strength, which could trig-

ger local dissolution of liquid 

droplets. Or, perhaps the ER 

recruits a specific division ma-

chinery. Because division of a 

liquid droplet requires energy, 

candidate fission enzymes 

include adenosine triphos-

phatases (ATPases) such as mo-

lecular chaperones or members 

of the DEAD-box family (13, 14), which are 

enriched in P-bodies and stress granules.

As for mitochondria and endosomes, the 

advantage of making droplet fission coincide 

with the ER is unknown and requires further 

investigation. Does it prevent membraneless 

organelles from getting entangled with the 

ER? Or, perhaps the ER is involved in con-

trolling droplet numbers for other reasons. 

To answer these questions, it will be essential 

to uncover the molecular machines that con-

nect the ER to P-bodies and stress granules 

and mediate organelle fission.        j
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In human cells, the endoplasmic reticulum (red) forms stable contacts with stress 

granules (green) and processing bodies (P-bodies; not shown).
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By Jianyu Xu and Mary P. Watson

T
ransition metal–based catalysts can 

chaperone carbon-carbon (C–C) bond 

formation between an electrophilic 

and a (usually) nucleophilic partner. 

Reactions such as the palladium (Pd)–

based Suzuki–Miyaura cross-coupling 

rival amide-bond formation in frequency 

of use (1). Such Pd-based cross-couplings 

join unsaturated carbon atoms, as in aryl-

aryl couplings, but many recent efforts have 

focused on alkyl-alkyl cross-couplings (2). 

Chiral nickel (Ni)–based catalysts 

have enabled both efficient C–C 

bond formation as well as con-

trol over the stereochemistry of a 

stereocenter on the electrophilic-

partner alkyl group. Similar control 

has only been demonstrated for a 

single cyclic nucleophilic partner, 

and this nucleophile has also been 

needed for the selective formation 

of stereocenters on both alkyl frag-

ments. On page 559 of this issue, 

Huo et al. (3) demonstrate that a 

single chiral Ni catalyst can join 

two alkyl groups with high levels of 

control over the orientations of the 

neighboring stereocenters.

Alkyl-alkyl bonds are found in 

most synthetic targets of pharma-

ceutical and agrichemical interest, 

but forming these linkages remains 

challenging in many synthetic 

contexts (4). Classic alkylation re-

actions that proceed through ca-

nonical S
N
1 and S

N
2 mechanisms

have several drawbacks, including 

the need for harsh carbon nucleo-

philes and specific steric require-

ments, the presence of competitive 

elimination pathways, and a dearth 

of opportunities for controlling the 

stereochemistry of the products. By 

changing the reaction mechanism, 

transition-metal catalysis can over-

come these limitations but presents 

its own challenges. In particular, 

the alkylmetal intermediates can 

decompose through competitive 

pathways to form alkenes instead of 

the desired cross-coupling products. Such 

decomposition pathways are theoretically 

possible with each alkyl reagent, so alkyl-

alkyl couplings have double the potential 

for this fate.

Through appropriate choice of ligand and 

control of the redox potentials of the cata-

lyst, these undesired reactions can be miti-

gated. Zultanski and Fu demonstrated that 

alkyl electrophiles could be used effectively 

in cross-couplings (5). This work, along with 

studies by other groups, established that 

these reactions proceed through a mecha-

nism distinct from Pd-catalyzed aryl-aryl 

couplings. The alkyl electrophiles are ac-

tivated through single-electron transfer to 

form configurationally unstable radical in-

termediates. Recognizing that this instability 

presented the opportunity for having the cat-

alyst control which radical proceeds, Fischer 

and Fu demonstrated that chiral ligands can 

induce asymmetry in these cross-couplings 

(6). This approach allowed both enantio-

mers of a chiral electrophile to be converted 

stereoconvergently to a single enantiomer of 

the product (see the figure, top).

By contrast, the development of a 

stereoconvergent cross-coupling of a 

racemic chiral alkyl nucleophile has 

proven more challenging. Although 

such methods have been developed 

to form alkyl-vinyl and alkyl-aryl 

bonds (7), only a single alkyl nucleo-

phile had been successfully used in 

stereoconvergent alkyl-alkyl cross-

couplings. In the coupling of this 

nucleophile, the chiral catalyst dif-

ferentiated a methylene (CH
2
) versus

a tert-butyl carbamate (NBoc) in a 

cyclic substrate (8).

The method of Huo et al. over-

comes this restriction by using acy-

clic b-zincated amide nucleophiles 

and a Ni catalyst equipped with a 

chiral bidentate ligand (see the fig-

ure, middle). The authors hypoth-

esize that the bidentate nature of 

the ligand enables coordination of 

the substrate amide to Ni and that 

this coordination allows differentia-

tion of two alkyl groups. The varia-

tion possible within this family of 

b-zincated amides is notable and 

shows a broad tolerance for many 

different functional groups.

In addition to this dramatic ad-

vance in the nucleophilic partner, 

Huo et al. demonstrate a solution to 

an even greater challenge in alkyl-

alkyl cross-couplings. The coupling 

of two secondary alkyl groups has 

proven difficult, and only limited 

examples have been reported. The 

increased steric demand of both al-

kyl groups often prevents them from 

being effectively loaded onto the Ni 

catalyst. With a related Ni catalyst, 

again equipped with a bidentate li-

gand, Huo et al. coupled two second-

ORGANIC CHEMISTRY

Stitching two chiral centers with one catalyst
A single catalyst joins alkyl groups with control over stereochemistry of both fragments
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Chiral electrophilic partners
In prior alkyl-alkyl cross-couplings, both enantiomers of a chiral 
electrophile (E+) were converted to a single orientation of product.

Chiral nucleophilic partners
Huo et al. now show that a chiral catalyst is efective in stereoconvergent 
couplings of a whole family of chiral nucleophilic partners.

Double control
The catalyst delivers one stereoisomer of the four possibilities.
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Orienting alkyl-alkyl cross-couplings 
Carbon-carbon bond formation between chiral alkyl centers (bearing 

different groups shown in color; Br, bromine, Zn, zinc) with nickel (Ni) 

catalysts is extended to a variety of nucleophile (Nuc) partners.
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ary alkyl groups. Moreover, when they used 

a propargylic bromide as the electrophilic 

partner, the products were obtained in high 

yields and with high selectivity for a single 

orientation. The catalyst delivers one stereo-

isomer of the four possibilities (see the figure, 

bottom). This type of doubly stereoconver-

gent cross-coupling has only been achieved 

once before and only worked for the cyclic 

pyrrolidine nucleophile described above (9).

The synthetic implications of this ap-

proach are exciting. In synthesis courses, 

students are taught to “retrosynthetically” 

disconnect target molecules into simpler 

intermediates by “clearing” stereocenters 

through bond disconnections (10). The op-

portunity to clear two stereocenters and dis-

connect the molecule into two much simpler 

racemic starting materials is powerful. Al-

though this method requires the products to 

have amide and alkyne groups, these are ripe 

for elaboration and derivatization through 

straightforward manipulations.

In addition, the limits of this strategy are 

not yet defined. Deeper understanding of 

the mechanism and the role of the amide 

in coordinating the catalyst will help define 

the other groups that can be used to orga-

nize the key catalytic intermediates and 

transition states, along with the lengths of 

the tether that are effective. Given the im-

portance of all-carbon quaternary stereo-

centers, there will be a demand to increase 

the size limits of the alkyl groups and to 

explore whether a single catalyst can cross-

couple tertiary alkylating agents to set vici-

nal stereocenters in which one or both are 

quaternary (11). Last, a catalyst has been 

discovered to deliver only one of the two 

possible diastereomers. Given that each 

diastereomer may elicit a different biologi-

cal response, it will be of interest to see if a 

complementary catalyst can be discovered 

to deliver the other diastereomer in equally 

high enantiomeric excess and yield (12). j
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Monitoring neuronal health
A multiscale imaging approach reveals a neuroimmune 
communication pathway

By Axel Nimmerjahn

 N
eurodegenerative disorders, most 

commonly stroke, Alzheimer’s dis-

ease, and Parkinson’s disease, affect 

millions of people worldwide (1). 

Despite their different etiologies, a 

frequent feature of neurodegenera-

tive disorders is the persistent activation 

of the innate immune system (2). Control-

ling this inflammatory response in a way 

that positively affects clinical outcomes 

for cognition and behavior is a current 

major challenge and requires deeper un-

derstanding of the cellular and molecular 

mechanisms that govern neuroimmune 

interactions. On page 528 of this issue, 

Cserép et al. (3) identify a pathway through 

which microglia, the innate immune sen-

sors of the central nervous system (CNS), 

monitor and influence neuronal health.

Microglia are damage sensors for the 

CNS. They continually surveil the paren-

chyma with highly motile processes and 

rapidly respond to tissue disturbances. 

However, the cellular and molecular mech-

anisms that control this structural and 

functional plasticity remain incompletely 

understood (4, 5). Much attention has fo-

cused on the interaction between microglial 

processes and neuronal synapses; this work 

has uncovered their important roles in 

activity-dependent synaptic plasticity and 

synapse elimination in health and neuro-

degenerative disorders (6). However, much 

less attention has focused on microglial 

interactions with other cell compartments, 

including the soma (cell body), where most 

of a neuron’s function is controlled. Cserép 

et al. show that targeted contact of microg-

lial processes with neuronal somas (see the 

photo) is a prevalent feature of the mouse 

and human brain, rooted in specialized ul-

trastructure, and provides neuroprotection 

after injury. Inhibiting this protective re-

sponse results in increased cell loss.

The death of a sufficient number of neu-

rons can have devastating consequences for 

quality of life, as is evident in patients liv-

ing with the effects of stroke, Parkinson’s 

disease, or spinal cord injury. Furthermore, 

given the limited regenerative capacity of the 

CNS, neurons and their thousands of synap-

tic connections are typically not replaced 

when these cells die prematurely (7). A key 

role of immune sentinels such as microglia 

is to protect neurons against intrinsic and 

extrinsic threats, such as disruption of the 

blood-brain barrier (which restricts extrava-

sation of blood-borne substances into the 

brain) or viral infection. If the threat cannot 

be eliminated or contained and a neuron 

becomes critically injured or dysfunctional, 

microglia face a difficult decision: Should re-

sources be directed toward rescuing this cell, 

or should the cell be removed to prevent fur-

ther damage to neighboring and connected 

neurons? To help guide this cell fate deci-

sion, microglia rely on a number of soluble 

and membrane-bound signals (8).

One important messenger in this context 

is adenosine triphosphate (ATP) and its 

metabolites, including adenosine diphos-

phate (ADP). High extracellular concentra-

tions of ATP and ADP generated by injured 

and stressed cells are detected by puriner-

gic receptors, including P2Y purinoceptor 

12 (P2Y12 receptor), that are expressed on 

microglia. Thus, high extracellular ATP 

and ADP concentrations constitute a “find 

me” signal that guides microglia to the site 

of tissue damage. Lower concentrations of 

ATP are generally released under physi-

ological conditions—for example, as a co-

neurotransmitter at synapses (4, 5). The 

study of Cserép et al. shows that the ac-

tivity-dependent release of ATP from ana-

tomical specializations on neuronal somas 
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Biological Studies, La Jolla, CA 92037, USA.
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A microglial process (green) with P2Y purinoceptor 

12 (black) contacts a neuron cell body (pink) in mouse.
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is a ubiquitous feature of 

cortical and deep brain 

regions and serves to con-

tinually communicate with 

nearby microglia.

These “somatic puriner-

gic junctions” comprise a 

distinct combination of pro-

teins and organelles, includ-

ing mitochondria, reticular 

membrane structures, in-

tracellular tethers, vesicle-

like membrane structures, 

and clusters of the voltage-

gated potassium channel 

Kv2.1 (see the figure). Kv2.1 

clusters localize to the soma 

and proximal dendrites of 

excitatory and inhibitory 

neurons, and functionally 

tether the plasma mem-

brane to the endoplasmic 

reticulum, thereby provid-

ing sites of endocytosis and 

exocytosis  (9). The authors 

show that ATP released 

through this machinery, and 

likely converted to ADP in 

the extracellular space, at-

tracts microglial processes 

and controls their con-

tact duration in a P2Y12 

receptor–dependent man-

ner. Junctional contact by 

microglial processes cor-

related with the amount of 

nicotinamide adenine di-

nucleotide (NADH) in nearby neuronal 

mitochondria, which suggests active com-

munication, albeit through an unknown 

mechanism. Because P2Y12 receptor inhi-

bition reduced contact lifetime but did not 

prevent cellular interactions, additional 

factors may regulate microglial sampling.

Cserép et al. investigated how the mi-

croglia-neuron interaction is altered in dis-

ease. After inducing middle cerebral artery 

occlusion (MCAo) in mice, which causes 

ischemia as well as neuron stress and in-

jury (as occurs in stroke), they found that 

microglia in penumbral regions markedly 

increased the process coverage of stressed 

but morphologically intact neurons hours 

after reperfusion. This was inhibited by 

administration of the P2Y12 receptor an-

tagonist PSB0739 before or immediately 

after MCAo, resulting in a larger region of 

neuron damage. Additionally, they show 

that ischemia led to degradation of the 

purinergic junctions in neurons, including 

mitochondrial fragmentation and Kv2.1 

declustering. Increased microglial process 

coverage was also found in post-mortem 

stroke patient tissue.

Although P2Y12 receptor–mediated sig-

naling in the microglial response to injury 

is important, the findings of Cserép et al. 

raise the question of what role the puriner-

gic junctions play at different time points 

after stroke. Initially, neuronal hyperexcit-

ability likely causes massive ATP release 

that attracts microglia to stressed neurons. 

However, as purinergic junctions disin-

tegrate and ATP concentration drops, the 

mechanisms that sustain microglial con-

tact remain unknown. Changes in extra-

cellular ATP and ADP concentration are 

likely insufficient, and they may not allow 

microglia to discriminate neurons that can 

be rescued. Instead, such discrimination 

likely involves the integration of a variety 

of soluble and membrane-bound factors, 

including those derived from mitochon-

drial stress. Microglial ensheathment likely 

provides neuroprotection through various 

mechanisms, such as limiting the exposure 

of neurons to excitotoxic substances (e.g., 

high glutamate concentrations or leaked 

blood plasma components), controlling the 

ion flux of neurons, or providing them with 

trophic factors.

The identification by 

Cserép et al. of somatic pu-

rinergic junctions broad-

ens our knowledge of the 

mechanistic basis underlying 

neuroimmune communica-

tion in the CNS. Alterations 

in this pathway may have 

implications for other dis-

orders. For example, Kv2.1 

declustering occurs in re-

sponse to neuronal hyperac-

tivity (9) and may therefore 

modulate neuron-microglia 

communication in epilepsy 

or neuropathic pain. Ad-

ditionally, the neuroprotec-

tive abilities of microglia are 

likely impaired by dysregula-

tion of their function during 

aging or neurodegenerative 

disease. Recent genetic anal-

yses have revealed that many 

of the genes associated with 

the risk of neurodegenera-

tive diseases are expressed 

in the CNS predominantly or 

exclusively by microglia (e.g., 

in Alzheimer’s disease, which 

is associated with prominent 

down-regulation of P2Y12 re-

ceptor expression) (6).

Perhaps the most im-

portant question is how 

this new knowledge can be 

translated into better treat-

ments. In stroke, the timing 

and route of drug administration can make 

the difference between protective and det-

rimental treatment outcomes (10). Better 

understanding of this spatiotemporal in-

teraction will facilitate the design of treat-

ments that either augment the beneficial 

effects or reduce the pathogenic effects of 

immune responses, ultimately improving 

the lives of patients. j
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Microglia

NeuronMicroglia protect neurons
During homeostasis, low amounts of ATP released from 

active neurons are converted to ADP and detected by 

microglial processes through P2Y12 receptors, leading 

to increased contact time with cell bodies and NADH 

in neurons. After neuronal injury, high concentrations 

of extracellular ATP increase coverage by microglial 

processes that protect viable neurons from cell death, 

although the precise mechanisms remain unknown.
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R
ecently, the throughput of single-cell 

RNA-sequencing (transcriptomics) 

and genomics technologies has in-

creased more than a 1000-fold. This 

increase has powered new analy-

ses: Whereas traditional analysis 

of bulk tissue averages all differences be-

tween the diverse cells comprising such 

samples, single-cell analysis characterizes 

each individual cell and thus has enabled 

the discovery and classification of previ-

ously unknown cell states. Yet, the nucleic-

acid–based technologies are effectively 

blind to an important group of biological 

regulators: proteins. Fortunately, emerging 

mass-spectrometry (MS) technologies that 

identify and quantify proteins promise to 

deliver similar gains to single-cell protein 

analysis. These proteomic technologies 

will enable high-throughput investigation 

of key biological questions, such as signal-

ing mechanisms based on protein binding, 

modifications, and degradation, that have 

long remained elusive.

The abundance and activity of many 

proteins are regulated by degradation and 

posttranslational modifications (PTMs) 

that cannot be inferred from genomic and 

transcriptomic measurements. Moreover, 

genomic and transcriptomic sequencing 

cannot report directly on protein-protein 

interactions and protein localization, which 

are critical for numerous signaling path-

ways (1–3). The extracellular matrix sur-

rounding each cell is composed of proteins 

whose chemical and physical properties, 

such as stiffness, can also play vital roles in 

regulating cellular behavior, including pro-

liferation, migration, metastasis, and aging 

(4). Yet, current single-cell sequencing tools 

provide little information about the protein 

composition and biological roles of the ex-

tracellular matrix (3–5). Thus, methodolo-

gies are needed that can directly analyze a 

broad repertoire of intracellular, mem-

brane-bound, and extracellular proteins at 

the single-cell level.

Single-cell protein analysis has a long 

history, but the conventional technologies 

have relatively limited capabilities (6, 7). 

Most proteomics methods, such as mass 

cytometry, cellular indexing of transcrip-

tomes and epitopes by sequencing, RNA ex-

pression and protein sequencing, and CO-

Detection by indEXing, rely on antibodies 

to detect select protein epitopes and can 

analyze only a few dozen proteins per cell 

(6) (see the figure) . However, many anti-

bodies have low specificity for their targets,

which results in nonspecific protein detec-

tion. Indeed, fewer than a third of more

than a thousand antibodies tested in mul-

tiple laboratories bind specifically  to their

cognate targets (6). As a result, ~$800 mil-

lion is wasted worldwide annually on pur-

chasing nonspecific antibodies and even

more on experiments following up flawed

hypotheses based on these nonspecific an-

tibodies (8). Although some highly specific

and well-validated antibodies can be useful

to analyze a few proteins across many cells,

the low specificity and limited throughput

of the current generation of single-cell pro-

tein analytical methods pose challenges for

understanding the interactions and func-

tions of proteins at single-cell resolution.

These challenges are being addressed 

by emerging technologies for analyzing 

single cells by MS without the use of anti-

bodies, such as Single Cell ProtEomics by 

MS (SCoPE-MS) and its second generation, 

SCoPE2. These methods allow the quan-

tification of thousands of proteins across 

hundreds of single-cell samples (9, 10) (see 

the figure). A key driver of this progress was 

the development of multiplexed experimen-

tal designs in which proteins from single 

cells and from the total cell lysate of a small 

group of cells (called carrier proteins) are 

barcoded and then combined (9, 10). With 

this design, the carrier proteins reduce the 

loss of proteins from single cells adhering 

to equipment surfaces while  simultane-

ously enhancing peptide identification.

Other key drivers of progress include 

methods for clean and automated sample 

preparation, for which there is preliminary 

evidence (11), as well as rigorous computa-

tional approaches that incorporate addi-

tional peptide features, such as retention 

time, to determine peptide sequences from 

limited sample quantities (12). Further 

technological developments can increase 

the accuracy of quantification and numbers 

of analyzed cells by 100- to 1000-fold while 

affording quantification of protein modi-

fications at single-cell resolution (7). For 

example, the carrier protein approach (9) 

can be extended to quantify PTMs by using 

a carrier composed of peptides with PTMs 

while avoiding the need to enrich modified 

proteins from single cells and, thus, enrich-

ment-associated protein losses.

Although current methods can quantify 

proteins present at ~50,000 copies per cell 

(which is the median protein abundance in 

a typical human cell), increased efficiency 

of peptide delivery to MS analyzers, e.g., by 

increasing the time over which peptide ions 

(proteins are fragmented into peptides and 

ionized in MS analysis) are sampled (7, 13), 

will increase sensitivity to proteins present 

at only 1000 copies per cell. In general, the 

emerging technologies offer a trade-off be-

tween quantifying low-abundance proteins 

with increased accuracy or quantifying 

more proteins. This trade-off can be miti-

gated by simultaneously sampling multiple 

peptides (7). Over the next few years, im-

provements in sample preparation, peptide 

separation and ionization, and instrumen-

tation are likely to afford quantification of 

more than 5000 proteins across thousands 

of single cells, while targeted approaches 

are poised to enable analysis of even low-

abundance proteins of interest (7).

MS methods have the potential to mea-

sure not merely the abundance and PTMs 

of proteins in single cells, but also their 

complexes and subcellular localization. 

When proteins form a complex, polypeptide 

chains from different proteins can get close 

enough to be cross-linked by small mole-

cules. Because only proteins in the complex 

are likely to be cross-linked, the abundance 

of such peptides can report directly on 

complex formation and composition. Some 

cross-linked peptide pairs are observed 

only with specific complex conformations, 

and thus these pairs can be useful in dis-

tinguishing active and inactive complexes. 

Furthermore, if a protein complex is close 

to organelles, targeted MS analysis of cross-

linked peptides between the complex and 

organelle-specific proteins may report on 

the subcellular localization. Such analysis 

has not yet been applied to single-cell MS, 

but is likely to be feasible.

Realizing these exciting prospects re-

quires concerted effort and community 

standards devoted to ensuring that hype 

does not overshadow scientific rigor. For 
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Unpicking the proteome in single cells
Single-cell mass spectrometry will help reveal mechanisms that underpin health and disease

Department of Bioengineering and Barnett Institute, 
Northeastern University, Boston, MA, USA. 
Email: nslavov@neu.edu, nslavov@alum.mit.edu

512    31 JANUARY 2020 • VOL 367 ISSUE 6477

Published by AAAS



SCIENCE   sciencemag.org

G
R

A
P

H
IC

: 
K

E
L

L
IE

 H
O

L
O

S
K

I/
S
C
IE
N
C
E

example, systematic artifacts, such as con-

taminant proteins introduced to single-cell 

samples during their preparation or chro-

matographic separation, may result in re-

producible measurements. Despite their 

reproducibility, such measurements do not 

reflect protein abundances in single cells. 

If reproducibility is misinterpreted as ac-

curacy, the resulting errors may erode the 

credibility of this emerging field.

Single-cell proteomics will find many ap-

plications in biomedical research. Some ap-

plications, such as classifying cell states and 

cell types, overlap with those of single-cell 

RNA sequencing. Other applications can 

only be achieved by measuring proteins. 

For example, the development of cells for 

regenerative therapies through the ratio-

nal engineering of directed differentiation 

may benefit from single-cell proteomics. 

Although there has been much progress 

in developing directed differentiation pro-

tocols for certain cell types, these efforts 

tend to rely on trial-and-error approaches 

(14). Many of the resulting protocols remain 

relatively inefficient: Only a fraction of the 

cells differentiate into the desired cell type, 

and such cells may not fully recapitulate the 

desired physiological phenotypes (14).

Next-generation single-cell proteomics 

analysis offers an alternative to this trial-

and-error approach. If the signaling events 

(usually mediated by protein interactions 

and PTMs) that guide cell differentiation 

during normal development can be identi-

fied, it should be possible to recapitulate such 

signaling in induced pluripotent stem cells. 

This would require identifying the signaling 

processes that lead to the desired cell types 

and then simulating them by using agonists 

and/or antagonists. Whereas single-cell RNA 

sequencing can identify the cells of interest, 

the amounts of messenger RNA are poor sur-

rogates for the signaling activities mediated 

by protein modifications, such as phosphory-

lation or protein cleavage (2, 15). Single-cell 

proteomics could provide a robust means to 

characterize such signaling dynamics.

Another potential application is the iden-

tification of the sets of molecular interac-

tions leading from a genotype or a stimulus 

to a phenotype of interest. This goal pres-

ents a substantial challenge in part because 

interacting molecules within a pathway are 

rarely measured across a large range of phe-

notypic states to constrain cellular network 

models. This limitation is particularly evi-

dent for proteins and their PTMs (1–3). Yet, 

proteins are key regulators in cells; models 

that ignore them cannot capture molecular 

mechanisms involving protein interactions. 

For example, the absence of direct protein 

measurements compromises the ability to 

study signaling networks because most of 

the key regulatory variables are missing 

from the data. Currently, when proteins and 

their PTMs are measured in bulk tissues, 

they have been analyzed in a few tens to a 

few hundreds of samples (2, 3). Analyzing 

so few samples tends to require assump-

tions about the specific sets of interactions 

and functional dependencies that occur be-

tween interacting proteins and molecules. 

Such assumptions fundamentally underpin 

the inferred biological mechanisms and un-

dermine their validity (3).

Next-generation single-cell protein ana-

lytical technologies will reduce these as-

sumptions and thus increase the validity 

of inferred mechanisms. If proteins, RNAs, 

DNA, and metabolites are measured across 

tens of thousands of individual cells, it may 

be possible to identify direct molecular 

interactions without the need to make as-

sumptions about basic aspects of the path-

way. Next-generation single-cell analysis is 

poised to generate just this type of data, 

which should underpin systems-level un-

derstanding of intracellular and extracellu-

lar regulatory mechanisms.

Single-cell proteomics may also have 

clinical applications. Protein measure-

ments from limited clinical samples are 

attractive because they afford direct mea-

surements of deregulated signaling path-

ways that drive disease. Furthermore, 

measuring protein concentrations allows 

the development of assays to test therapies 

that induce protein degradation, which are 

among the most rapidly growing therapeu-

tic modalities (15). Additionally, protein 

assays may be more robust than RNA-

sequencing assays because protein con-

centrations are less noisy and proteins de-

grade more slowly than RNAs. Moreover, 

the cost of protein analysis will decrease 

proportionately with increased multiplex-

ing (7, 11).

The latest generation of nucleic acid–

based single-cell analytical methods has 

opened the door to describing the varied 

and complex constellation of cell states that 

exist within tissue. The next generation of 

proteomics-based methods will comple-

ment current methods while shifting the 

emphasis from description toward func-

tional characterization of these cell states. j
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Single-cell protein analysis
Traditional methods identify and quantify a limited number of proteins based on antibodies barcoded with DNA 

sequences, fluorophores, or transition metals. Emerging single-cell mass-spectrometry (MS) methods will allow 

high-throughput analysis of proteins and their posttranslational modifications, interactions, and degradation.
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  R
eversing the ongoing degradation 

of the planet’s ecosystems requires 

timely and detailed monitoring of 

ecosystem change and uses. Yet, the 

System of National Accounts (SNA), 

first developed in response to the eco-

nomic crisis of the 1930s and used by statis-

tical offices worldwide to record economic 

activity (for example, production, consump-

tion, and asset accumulation), does not make 

explicit either inputs from the environment 

to the economy or the cost of environmental 

degradation (1, 2). Experimental Ecosystem 

Accounting (EEA), part of the System of En-

vironmental-Economic Accounting (SEEA), 

has been developed to monitor and report on 

ecosystem change and use, using the same 

accounting approach, concepts, and classi-

fications as the SNA (3). The EEA is part of 

the statistical community’s response to move 

SNA measurement “beyond gross domestic 

product (GDP).” With the first generation 

of ecosystem accounts now published in 

24 countries, and with a push to finalize a 

United Nations (UN) statistical standard for 

ecosystem accounting by 2021, we highlight 

key advances, challenges, and opportunities.

PROGRESS TO DATE

Led by the UN Statistical Commission (UNSC) 

and involving statistical offices from all conti-

nents, international organizations such as the 

European Commission and the World Bank, 

and several hundred scientists and nongov-

ernmental organization representatives, the 

SEEA is the world’s leading natural capital 

accounting approach. The SEEA includes two 

parts: the Central Framework (CF), adopted 

as a statistical standard by the UNSC in 

2012 (4), and the EEA framework (not yet a 

standard), first published in 2014 (5). In an 

accounting sense, the CF extends the asset 

boundary of the SNA (in physical, not mon-

etary, terms), whereas the EEA also extends 

the production and consumption boundary. 

The CF measures emissions, stocks and uses 

of individual natural resources, and transac-

tions related to environmental management. 

The CF is used, in particular, to report on 

water; energy, including oil and natural gas 

reserves; mineral ores; and emissions to air. 

The EEA provides a framework for measur-

ing ecosystems and their uses and recognizes 

that ecosystems generate multiple types of 

services (provisioning, regulating, and cul-

tural). By broadening measures of produc-

tion, consumption, income, and asset value, 

ecosystems’ contributions to society become 

visible. Furthermore, in recognition of the 

spatial heterogeneity of ecosystems, the EEA 

uses maps for analytical and reporting pur-

poses. The EEA includes individual accounts 

recording: the extent of different ecosystem 

types, their condition, physical and monetary 

flows of ecosystem services, and the mon-

etary value of ecosystem assets. Additionally, 

the EEA includes thematic accounts for land, 

water, carbon, and biodiversity (6). Countries 

typically compile the most policy-relevant ac-

counts first. Because of their spatial nature, 

the EEA can report by ecosystem types, wa-

tersheds, or administrative units.

To maintain consistency with the SNA, 

monetary valuation in the SEEA is based on 

exchange prices—prices at which goods, ser-

vices, or assets are or could be transacted. 

Monetary values in the SEEA thus comple-

ment those provided in the SNA and can be 

used to analyze the contribution of natural 

capital to the economy or compare the costs 

of ecosystem degradation with increases in 

economic output, among others.

EEA accounts have now been published 

in 24 countries [see the figure and supple-

mentary materials (SM), section 1]. The 

United Kingdom (7) and the Netherlands 

(8) have published the most comprehensive

accounts to date. Both countries’ accounts

include detailed maps and physical and

monetary accounting tables. In Australia,

several accounts have been published at the

national and local scale (9). In Andalusia

(Spain), ecosystem service accounts have

been compiled and environmental income 

assessed (10). In South Africa, national eco-

system accounts have been developed for the 

extent and condition of rivers (11). Suprana-

tional accounts have been developed for the 

European Union (12). In Organisation for 

Economic Co-operation and Development 

(OECD) countries, national governments 

financed the compilation of accounts, 

whereas in many developing countries, 

donors have contributed, either directly or 

through UN or World Bank programs. Sta-

tistical agencies differ in their capacity to 

analyze ecosystems and their services and 

have often collaborated with specialized re-

search institutes and universities.

POLICY APPLICATIONS

A key feature of the accounts is to show 

ecosystems’ contributions to the economy. 

For example, the contributions of nature 

recreation and tourism and crop provision-

ing services to the economy are relatively 

high in the United Kingdom and the Neth-

erlands (7, 8). This reflects both the relative 

contribution of ecosystems to the tourism 

sector and agriculture and the economic 

importance of these activities. Per-hectare 

monetary values are around 50% higher 

in the Netherlands. This is mainly due to 

broader coverage for the service “recreation 

and tourism.”

EEA accounts can inform various natu-

ral resource management decisions (13). In 

the Netherlands, for example, EEA accounts 

show that in peat areas used for dairy farm-

ing, the combined costs of maintaining in-

frastructure and controlling water levels 

and carbon dioxide emissions consider-

ably exceed farmers’ profits. This has led to 

new policies aimed at reducing drainage in 

peatlands and converting farmland back to 

natural ecosystems (14). In Indonesia, local 

governments have responsibility for land-

use planning but often lack spatial infor-

mation on forest extent, condition, and use. 

Accounts can facilitate local government 

efforts to plan, implement, monitor, and en-

force forest management policies, provided 

that statistical offices make high-resolution 

spatial data available.

The accounts can enhance transparency 

and fairness of ecosystem use. For example, 

information is often lacking on rents result-

ing from the exploitation of ecosystems (for 

example, for timber extraction or planta-

tion agriculture). EEA accounts show these 

rents in a spatially explicit manner, provid-

ing an objective basis for their taxation. The 

EEA also allows trends in ecosystem extent, 

condition, and use to be monitored, includ-

ing UN Sustainable Development Goals 

indicators. The EEA accounts can provide 

comprehensive and objective baseline data 

ECONOMICS AND THE ENVIRONMENT

Progress in natural capital
accounting for ecosystems
Global statistical standards are being developed

P O L I C Y  F O RU M
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for private-sector natural capital account-

ing, for example, with the Natural Capital 

Protocol. This allows businesses to better 

understand their impacts and dependency 

on natural capital.

CHALLENGES AND OPPORTUNITIES

Ecosystem accounts published to date vary 

in scope and level of (spatial) detail. This re-

flects differences in budget, technical capac-

ity, and data between countries, with notable 

constraints in developing countries. Compil-

ing the full suite of ecosystem accounts re-

quires substantial data and use of multiple 

biophysical models (see SM, section 2). The 

Netherlands ecosystem accounts provide 90 

policy-relevant indicators, derived from vari-

ous datasets and models. They indicate, for 

example, how small landscape elements such 

as hedgerows contribute to crop production 

by maintaining pollinator populations.

Institutional challenges occur, for instance, 

in relation to integrating data from different 

agencies: Data may be in incompatible for-

mats, or there may be a reluctance to share 

it. Furthermore, the SEEA has a different 

measurement approach compared with some 

existing reporting systems (for example, 

carbon reporting under the UN Framework 

Convention on Climate Change). Collabora-

tion between government institutes holding 

different datasets facilitates enhanced data 

integration and greater commonality in ter-

minology and definitions (13).

Some technical challenges remain. For 

instance, the diversity of ecosystems makes 

selection of ecosystem condition and bio-

diversity indicators challenging. In South 

African and Australian accounts, ecosystem 

condition has been defined in relation to pre-

European settlement conditions, which is not 

useful for western Europe with its long eco-

system-use history. Challenges also exist in 

valuing nonmarket ecosystem services such 

as water regulation and air filtration.

The EEA’s inherent limitations should be 

considered when the accounts are used in 

policy-making. The EEA accounts produced 

to date do not include indicators for ecosys-

tem resilience or consider probabilities of 

sudden future collapses of overexploited eco-

systems (15). Furthermore, exchange prices 

of ecosystem services reflect current pricing 

mechanisms and market conditions. Given 

that the SEEA does not record the welfare 

generated by using natural capital (2), it is 

imperative that monetary values in the EEA 

are not interpreted as representing “the value 

of nature” (see SM, section 3).

Several ongoing efforts address remain-

ing challenges to the global implementation 

of the EEA. The UNSC is working with sci-

entists and statisticians toward establishing 

a statistical standard for the EEA by 2021. 

Working groups have been established to 

address remaining technical issues, includ-

ing defining metrics expressing ecosystem 

condition, biodiversity, and the capacity of 

ecosystems to supply services and valuing 

nonmarket ecosystem services (for instance, 

on the basis of simulated exchange values). 

Through various scientific efforts connected 

to the EEA, such as the Earth Observation for 

Ecosystem Accounting initiative of the Group 

on Earth Observations, tests are being done 

to examine how ecosystem extent, condi-

tion, and regulating services can be modeled 

across large countries or even continents at 

high resolution using data from remote-

sensing and global datasets. Increasingly, 

machine-learning techniques are used, for 

instance, to assess the impacts of ecosystem 

changes on hydrological cycles and the avail-

ability of water for people. Social media posts 

can be used to analyze recreation in ecosys-

tems, for example. The EEA is making large 

datasets available to a variety of users, and 

global, high-resolution modeling of critical 

ecosystem characteristics and services will 

facilitate easier uptake of the EEA in develop-

ing countries.

The EEA allows consistent (over time and 

between countries), comprehensive, and 

high-resolution analysis and reporting on 

ecosystems and their use. The EEA accounts 

do not capture all connections between peo-

ple and nature and have limited capacity to 

consider ecosystem complexities such as 

thresholds and feedbacks. These caveats need 

to be clearly articulated when EEA accounts 

are published. Nonetheless, the EEA consid-

erably enhances the scope and accuracy of in-

formation available in support of ecosystem 

management, facilitating better management 

of global natural capital. j
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Type of ecosystem accounts compiled
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Countries that have compiled SEEA EEA accounts
Some countries have published all accounts that they have compiled, and others have published only some. 

China, Japan, and the United States have compiled accounts but not published them (see supplementary 

materials, section 1). The scope and resolution of the accounts vary between countries. The figure presents 

a  snapshot—countries continue to compile and publish accounts. SEEA, System of Environmental-Economic 

Accounting; EEA, Experimental Ecosys tem Accounting.
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n A Game of Birds and Wolves, journal-

ist Simon Parkin reports on a long over-

looked piece of World War II’s Battle of 

the Atlantic, focusing on a war game that 

helped the British counter Nazi U-boats 

threatening Britain’s vital sea lines.

The first part of the book will be familiar 

to war scholars and history buffs, offering 

an overview of German Admiral Karl Doe-

nitz’s plan to use a fleet of U-boats to cut off 

commerce to the United Kingdom, which 

the island nation needed to stay in the war. 

Although a similar strategy had been tried 

unsuccessfully in World War I, Doenitz be-

lieved that improved communications would 

enable groups of U-boats to operate together, 

WAR GAMES

By Stacie L. Pettyjohn

During this game, the two sides maneu-

vered their respective vessels, dropped depth 

charges, and fired torpedoes on a linoleum 

floor, where each 10-inch square represented 

one nautical mile. The British team com-

manded their escorts from behind white 

sheets designed to limit their line of sight to 

replicate the view from a ship’s bridge. While 

British ships were outlined in conspicuous 

white chalk, the U-boats were marked in 

green, rendering them invisible. Throughout 

the game, the Wrens measured and marked 

the ships’ movements, provided intelligence, 

guided discussions, and played as the Ger-

man team. Roberts presided over the game 

and the postgame discussion.

Parkin nicely highlights how this war game 

was used for multiple purposes at different 

times during the war. Roberts and the Wrens 

first used the game to uncover Kretschmer’s 

tactical innovation, for example. They then 

used it to develop and test countermeasures. 

Additionally, the game was used to teach 

skeptical audiences the superiority of WATU’s 

countermeasures when compared with ex-

isting tactics. By the war’s end, nearly 5000 

sailors had taken WATU’s weeklong course 

covering four different battle scenarios.

The book’s third and final section details 

the apex of the war at sea, when British con-

voys used WATU-developed tactics and, bol-

stered by aircraft and naval support groups, 

fended off the largest wolf-pack 

attacks of World War II. After 41 

U-boats were sunk in May 1943, 

the Battle of the Atlantic turned 

decisively toward the Allies. 

A Game of Birds and Wolves is 

extensively researched and well 

written, and it tells an engrossing 

story of a little-known topic. Still, 

war gamers and those interested 

in the role of women in war games 

are likely to be disappointed. The 

book’s actual discussion of war 

games is relegated to a relatively 

small section in the middle of the book, and 

Parkin’s protagonists are Doenitz and Rob-

erts. A dearth of firsthand accounts from the 

Wrens hampered Parkin’s research, and the 

women are rendered in broad strokes as a 

supporting cast of characters. 

Sa dly, the Wrens were an anomaly, reflect-

ing a brief moment when women were war 

gamers out of necessity, operating in a field 

that to this day is dominated by men. Yet gen-

der diversity has been shown to yield better 

and more innovative solutions in such set-

tings, and achieving it should be a priority. j

10.1126/science.aba2874

Members of the Women’s Royal Naval Service trace 

the paths of hypothetical British and German vessels.

A high-stakes game 
of battleship helped turn 
the tide in World War II’s 
Battle of the Atlantic

B O O K S  e t  a l .

The reviewer is director of Project AIR FORCE’s Strategy 
and Doctrine Program and codirector of the Center 
for Gaming, RAND Corporation, Arlington, VA 22202, USA. 
Email: spettyjo@rand.org

Game over

like a wolf pack, and allow them to coordi-

nate and defeat escorted convoys.

Doenitz’s plan, devised in 1937, was not 

realized until June 1940, when Germany’s oc-

cupation of France gave it Atlantic bases. Na-

zis called this the “happy time” because their 

U-boats roamed the seas with 

impunity, sinking civilian vessels 

carrying cargo and, notably, the 

passenger ship SS City of Benares, 

which was carrying 90 children 

fleeing the United Kingdom. 

(Parkin’s vivid description of the 

Benares’s fate is, at times, a dis-

traction from the larger narrative.) 

According to Parkin, this success 

was largely due to bold tactics de-

veloped by German Captain Otto 

Kretschmer, who launched night 

attacks within the columns of a 

convoy, firing torpedoes at point-blank range, 

then submerging until the convoy dispersed. 

In January 1942, Winston Churchill en-

listed Captain Gilbert Roberts to lead a small 

organization—the Western Approaches Tacti-

cal Unit (WATU)—charged with identifying 

U-boat tactics, developing effective counter-

measures, and teaching British sailors to use 

new countermaneuvers. Lacking competent 

men to staff WATU, Roberts turned to the 

Women’s Royal Naval Service (known as the 

“Wrens”), which assigned women who had a 

“keen mind for numbers” to build and run 

a game modeling a two-sided tactical fight 

between British escorts and German U-boats. 

A Game of 
Birds and Wolves

Simon Parkin
Little, Brown, 2020. 

336 pp.
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or many of us, the idea of indus-

trial espionage conjures up secreted 

factory blueprints, copied chemical 

formulas, and hacked computer sys-

tems. It calls to mind the high tech 

and highly trained, the stuff of spy 

novels and James Bond films. It does not 

evoke Iowa cornfields—at least, no more 

than a few scattered ears of corn missed 

by a mechanical harvester might suggest 

vulnerable trade secrets.

Yet some seeds are a source of intense 

competition and controversy, and they 

feature prominently among the many 

purported and confirmed ob-

jects of economic theft. In the 

United States, seed companies 

have complained about having 

their products “stolen” by com-

petitors since the very earliest 

days of commercial breeding 

and industrial seed produc-

tion. Before governments be-

gan allowing patents on plants, 

it was easy—and legal—to re-

produce and profit from oth-

ers’ plant varieties simply by 

harvesting and selling their 

seeds. Breeders developed vari-

ous strategies for preventing 

this, from special pricing to 

contracts to trademarks to 

producing F1 (first-generation) 

hybrids, but it was not until 

the advent of state-enforced 

protections on a wide range of 

agricultural crops in the 1970s that selling 

someone else’s seeds became a crime.

In 2016, the conviction of a Florida 

physicist on charges of conspiring to steal 

trade secrets confirmed that seed theft had 

also become, at least to those who influ-

ence U.S. federal policies and procedures, a 

national security threat. The scientist, Mo 

Hailong (also known as Robert Mo), pled 

guilty to having assisted a Chinese com-

pany in acquiring corn seed lines owned 

by the transnational seed behemoths 

Monsanto and DuPont Pioneer. 

The journalist and former Science cor-

respondent Mara Hvistendahl explores 

the history of Mo’s strange and, ultimately, 

sad career as an industrial operative in her 

third book, The Scientist and the Spy. Al-

though Mo could be either the scientist or 

the spy alluded to in the title, he is hardly 

the real subject of the book. Hvistendahl 

convincingly casts Mo as a “pawn in an in-

ternational struggle” between China and 

the United States.

The U.S. Federal Bureau of Investigation 

(FBI) spared little expense in developing 

a case against Mo. A 2-year period saw 

73 agents devote time to the effort, 17,000 

emails intercepted, hundreds of hours of 

audio recorded and transcribed, and more. 

All of this was done to defend the intellec-

tual property of two extremely profitable, 

world-leading agribusinesses—“American 

industry”—against the haphazardly orga-

nized incursions of an expanding Beijing-

based animal feed corporation that did 

not even have the expertise in place to 

efficiently exploit stolen seeds—“unfair 

foreign competition.”

To understand why the U.S. government 

devotes a substantial amount of taxpayer 

dollars to investigating and litigating on 

behalf of Monsanto—a company that not 

only is in possession of an aggressive legal 

division but also, at the time of Mo’s ac-

tivities, was under investigation by the U.S. 

Justice Department for potential violation 

of antitrust law—one really needs to appre-

ciate global politics. 

Hvistendahl considers factors that range 

from the FBI’s post–Cold War refashion-

ing, which contributed to a new narrative 

of industrial espionage as a national secu-

rity threat, to the effects that greater meat 

consumption in China have had on demand 

for feed corn and, therefore, seed corn. 

The consolidation of agribusiness features 

prominently as well, a factor that both ex-

plains, and is explained by, the dogged 

defense of patents on corn and other crop 

varieties described above.

If there is a subplot that makes this book 

essential reading, especially for those work-

ing in the sciences today, it is 

Hvistendahl’s documentation 

of the disturbing effects that 

the too-vigorous pursuit of in-

dustrial spies has had on Chi-

nese scientists and engineers 

in the United States. For nearly 

two decades, the FBI and other 

U.S. agencies have expounded 

an account of China’s espionage 

strategy in which the Chinese 

government is said to rely on 

“a dispersed network of nontra-

ditional collectors” rather than 

professional agents. This vision 

of a “ ‘human wave’ of students, 

scientists, and engineers … who 

gather intelligence ad hoc” 

wrongly implicates all ethnic 

Chinese working in the United 

States as potential spies for the 

Communist Party. 

Hvistendahl provides evidence that this 

characterization, which evokes old racist 

fears of “the yellow peril,” not only is funda-

mentally inaccurate with respect to China’s 

state-led spy operations but also produces 

racially motivated suspicion, hostility, and 

harm. Wrongful investigations have ruined 

careers and lives.

Is American industry really at risk? Or is it 

values such as tolerance, openness, and jus-

tice that are truly in danger? Hvistendahl’s 

foray through cornfields and courtrooms es-

chews easy answers to these questions, yet 

her vivid observations and incisive analyses 

will leave readers well equipped to arrive at 

their own conclusions. j

10.1126/science.aba0297

INTELLECTUAL PROPERTY

By Helen Anne Curry

Profits, prejudice, and plant patents
A journalist investigates a surprising act of espionage 

The Scientist and the Spy: 
A True Story of China, the 
FBI, and Industrial Espionage
Mara Hvistendahl
Riverhead Books, 
2020. 331 pp.

e
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Iowa cornfields were the target of industrial espionage in 2016.
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Agricultural lands key to 
mitigation and adaptation
In their Review “Measuring the success of 

climate change adaptation and mitigation in 

terrestrial ecosystems” (13 December 2019, 

p. eaaw9256), M. D. Morecroft et al. ignored

the role of agricultural land. Although the

carbon density of agricultural ecosystems is

lower than for forests, the land area avail-

able (~22.2 million km2) (1) and the fact that

they are actively managed make them an

important mitigation opportunity (1).

Globally, cropland soils could sequester 

an additional 0.90 to 1.85 gigatons of carbon 

(Gt C) per year (2), approximately equiva-

lent to the current emissions resulting from 

land-use change (2). Across the European 

Union, it has been estimated that agrofor-

estry could sequester 1.6 Gt C per year, or 

approximately 37% of the European Un ion’s 

annual emissions (3). Globally, agroforestry 

accounts for ~34 Gt C (1). 

Interventions such as agroforestry and 

integrated soil fertility management also 

deliver substantial adaptation benefits 

(4). Morecroft et al.’s coverage of adapta-

tion was almost entirely focused on the 

co-benefits for biodiversity conserva-

tion. Livelihoods were barely mentioned. 

Especially in the tropics, severe climatic 

events, such as storms, droughts, and 

floods, interact with poverty to cause major 

humanitarian disasters [e.g., (5)]. 

Adaptation for the world’s approximately 

500 million smallholder farmers (6) means 

Edited by Jennifer Sills increasing incomes, diversifying crops and 

income sources, and enhancing resilience 

through improved management of soils 

and other natural resources. Moreover, 

habitat protection and ecological resto-

ration alone will not suffice to conserve 

biodiversity. It is imperative that agricul-

tural lands are managed in a way that 

conserves biodiversity, through increasing 

trees on farms and adopting agroecological 

approaches to crop management.

Rhett D. Harrison1* and Anja Gassner2

1World Agroforestry, Lusaka, Zambia. 2World 
Agroforestry, International Rice Research Institute, 
Laguna, Philippines. 
*Corresponding author. Email: r.harrison@cgiar.org
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Response

Our Review deliberately focuses on cli-

mate change adaptation and mitigation 

in natural and semi-natural ecosystems. 

As Harrison and Gassner point out, 

agricultural land is also critical for adapta-

tion and mitigation, and we welcome the 

opportunity to broaden the discussion. 

A variety of mitigation measures can be 

applied in cropped systems (1–3), rang-

ing from changing management practices 

within present systems, including applying 

fertilizer more efficiently and increasing 

soil carbon, to changing whole agricultural 

systems, such as adopting agroforestry. 

We agree that agricultural, nature-based 

solutions can deliver a range of benefits for 

adaptation and biodiversity as well as miti-

gation, food production, and livelihoods. 

One of our Review’s key messages is the 

importance of taking an “integrated view 

of mitigation, adaptation, biodiversity, and 

the needs of people.” We suggest a list of 

questions to determine the suitability of 

potential nature-based solutions based 

on a range of criteria in which the needs 

of people are integral alongside those of 

biodiversity. These questions are as valid 

for agro-ecosystems as they are for more 

natural systems. However, the balance of pri-

orities will be different in determining what 

constitutes success, with food supply and 

livelihoods critical in agricultural systems.

A key challenge is to identify the most 

appropriate strategies for land use and 

management in different places. There is 

evidence that increasing agricultural pro-

ductivity is achievable in ways that support 

biodiversity as well as people (4). There 

is also evidence that increasing yields in 

some areas while protecting and restoring 

ecosystems elsewhere provides multiple 

benefits, including for climate change 

mitigation (5).  There is a clear case for the 

LETTERS

Adaptations to 

smallholder farms 

can contribute to 

climate resilience.
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protection of existing natural ecosystems, 

but whether it is better to restore cropland 

to semi-natural ecosystems or support 

ongoing agriculture in any particular place 

will depend on a wide range of criteria. 

Decisions of this sort need to be made 

within the broader context of sustainable 

development and at a range of levels to 

account for both local needs and national 

targets for greenhouse gas emissions 

reductions. A clear focus on what consti-

tutes success in its fullest sense and how to 

measure it is essential to keep all decision-

making grounded and practical.

Michael D. Morecroft1,2*, Simon Duffield1, Mike 

Harley3, James W. Pearce Higgins4,5, Nicola 

Stevens6,7, Olly Watts8, Jeanette Whitaker9
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Cancel cuts to Graduate 
Research Fellowships
The National Science Foundation  plans to 

decrease its Graduate Research Fellowship 

Program (GRFP) awards, which support 

graduate students pursuing degrees in 

science, technology, engineering, and 

mathematics (STEM) and STEM educa-

tion fields, to only 1600 in upcoming 

competitions (1). No supporting evidence 

or rationale has been provided. Such cuts 

would likely have a disproportionate effect 

on women and underrepresented minori-

ties. After the doubling of fellowships to 

2000 awards in 2010, women and under-

represented minorities made substantial 

and sustainable gains that have grown 

over time (2). In the 2018 GRFP competi-

tion, nearly 58% of awardees were women, 

and 23% (461 individuals) identified as 

underrepresented minorities (3). A 20% 

cut in new fellowships risks narrowing the 

participation of these groups in the U.S. 

scientific workforce, especially in STEM 

leadership roles.   

Cutting the number of GRFP awards 

poses a threat to U.S. leadership in sci-

ence and innovation. It signals to the 

“best and brightest” (4) U.S. citizens that 

their talents are valued less in the STEM 

workforce than in lucrative fields such as 

management or finance. Although the U.S. 

population grew by 5.8% between 2010 

and 2018 (5), the number of awards has 

remained at 2000 for the past 10 years. 

This would be defensible from a policy 

standpoint if employment in science and 

engineering sectors were flat; however, 

such employment is steadily rising (6). 

The United States should be increasing 

federal fellowships for its citizens, not 

decreasing them.

We urge NSF and elected leaders to 

cancel the cuts. GRFP recruits a diverse 

pool of talented early-career STEM 

students from a broad range of scientific 

fields, educational institutions, geographic 

regions, and economic circumstances. 

However, sustaining this public good 

demands publicly available data and a 

thoughtful approach to the mix of federal 

funding mechanisms used to support 

graduate students. We call for experts in 

graduate education and STEM workforce 

development to convene and consider 

evidence-based policies for nurturing 

student-centered research and innovation 

in the United States (7).

Gisèle  Muller-Parker1*, Susan Brennan2, 

Erick C. Jones3
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From awarding its first competitive prize in a field of just 137 U.S. 

newspaper entries, to this year’s 75th-anniversary contest that may 

draw as many as a thousand entries from around the world, the 

program now known as the AAAS Kavli Science Journalism Awards 

has kept pace with a dramatically changing media landscape while 

continuing to promote superior science journalism.

“I don’t know of another journalism award that has played the same 

role in setting and maintaining an international standard of excellence.” 

said Robert Lee Hotz of The Wall Street Journal, who is a three-time 

winner and a member of the Managing Committee for the awards.

Today, in a political environment that has been damaging to jour-

nalism, the awards perform a crucial function, said Laura Helmuth, 

health, science, and environment editor for The Washington Post.  

“The most important value they uphold is truth—of real information 

in a world of misinformation, of verifiable facts in an age of people 

falsely calling truth ‘fake news,’” said Helmuth, who has been a long-

time judge for the contest. “Science and journalism are both based 

in honesty and transparency,” she said, “and using journalism to 

interrogate science is a powerful combination that lets readers know 

how the world works.”

Established in 1945, the awards were the idea of Robert D. Potter, 

who was the president of the National Association of Science Writers. 

Through an associate, Potter secured the sponsorship of the Westing-

house Educational Foundation and helped arrange for the American 

Association for the Advancement of Science to independently admin-

ister the awards. In its inaugural year, the program presented citations 

to 13 prominent reporters who had been pioneers in U.S. science 

journalism. The first competitive award, selected among 137 entries in 

1946, went to James G. Chesnutt of The San Francisco Call-Bulletin.

Special activities to celebrate the 75th anniversary of the awards 

will be held 14 to 15 February at the AAAS Annual Meeting, which is 

taking place this year at the Washington State Convention Center 

in Seattle. The Kavli Foundation luncheon and media roundtable at 

noon on 14 February, showcasing the work of the current award win-

ners and the anniversary of the awards, will be hosted by Hotz. That 

evening, at 7 to 10 p.m., the AAAS Kavli Science Journalism Awards 

reception and ceremony will be held at the Pacific Science Center 

and will be hosted by Alan Boyle of GeekWire. A wine-and-cheese re-

ception in honor of the 75th anniversary—open to general attendees 

of the Annual Meeting as well as its Newsroom registrants—will be 

held the next day, 15 February, at 4 to 5 p.m.

Launched at the dawn of the atomic age, a key goal of the awards 

program in its early years was to encourage closer cooperation be-

tween reporters and scientists in explaining dramatic new advances 

in science and engineering to the public.

The first judges for the contest were not only journalists but also 

politicians and academics, and the awards program actually had 
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Chris Schmidt (left) and Julia Cort of NOVA, Joe Palca of NPR, Laura Helmuth of The Washington Post, and Robert Lee Hotz of The Wall Street Journal.

AAAS Kavli Awards: 
75 years of top 
science journalism 
Evolution of the program accurately reflected 
changes in reporting and the world 
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By Michaela Jarvis
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a goal—in addition to promoting broader 

public understanding of science—of foster-

ing the relationships of science writers and 

their sources. James B. Conant, president 

of AAAS in 1946 (and also president of Har-

vard University) noted at the time that “the purpose of the [George 

Westinghouse Science Writing] awards is to assist in developing 

closer cooperation between news writers and scientists.” 

“The ties between the reporters and those they covered were pretty 

chummy in the early days, when the awards were very much aimed 

at describing science as an emerging force in American life,” said Earl 

Lane, executive director of the awards. “Over the years, the approach 

became more probing,” he said. “The judging panels are now com-

posed exclusively of science journalists, and the winning entries often 

describe not only the underlying science but also its impact on society.”

Among the early judges were some big names: critic H.L. Mencken 

(1947–1948), Saturday Review editor Norman Cousins (1949–1951) 

and Esquire Editor Harold Hayes (1963). Dixy Lee Ray was recruited 

to judge in 1972, one year before she was appointed chair of the 

United States Atomic Energy Commission by President Nixon, but 

she was a no-show. Astronomer Carl Sagan was also a no-show, after 

being recruited to judge in 1976.

By that year, the program had expanded to include not only news-

papers but also magazines, which had been added early on, in 1947. 

Radio and television debuted in 1981. In 2001, the dramatic shift to a 

digital format that was starting to overtake journalism was reflected 

in a new online award category.

“The platforms for disseminating good science journalism have 

changed over the years, and the awards have adapted to those 

changes,” said NPR’s Joe Palca, who has said of the award he won 

in 1997, “It was the award you most wanted to win if you considered 

yourself a serious science journalist.”

 Many of the best-known names in science journalism have won 

the awards—among them Natalie Angier, Deborah Blum, Ira Flatow, 

Atul Gawande, and Elizabeth Kolbert. Some of the winners were just 

starting careers and went on to further success in science journalism 

after having been honored with the AAAS Kavli award.

“I didn’t think I was doing science writing,” said Hotz, referring in a 

2018 interview to the work that won him his first award in 1977. “I was 

just doing the daily news. [The award] was a bolt from the blue, and it 

was a moment of discovery.”

In 2009, the Kavli Foundation granted the awards program a $2 

million endowment, assuring its long-term future, and the awards 

were renamed the AAAS Kavli Science Journalism Awards. The foun-

dation doubled its endowment in 2015, allowing the program to go 

global and accept entries from journalists around the world. It also 

expanded the program to include two awards in each of the contest’s 

eight categories. The current categories are Large Newspaper, Small 

Newspaper, Magazine, Video Spot News/Feature Reporting (20 min 

or less), Video In-Depth Reporting (more than 20 min), Audio, Online, 

and Children’s Science News.

In the first year of the international contest, 1158 entries arrived 

from 44 countries, which was almost twice as many entries as the year 

before. The program handled the deluge by recruiting senior science 

journalists who had been AAAS Kavli award judges or members of the 

Managing Committee to help screen the many entries before passing 

them on to the Washington-area scientists who volunteer to screen 

the submissions for scientific accuracy. The program also recruited 

international judges from The Guardian, Nature, and the German news 

agency Deutsche Presse-Agentur to join the judging panels.

“At that time,” said Hotz, “the award went from a signature 

national award to one that celebrates the best science journalism 

of the entire globe. It was transformative, and really opened up the 

influence of the award.”

 There have been multiple winners recently from the United King-

dom, Canada, Germany, and France. There also have been winners 

from China, Australia, South Africa, Sweden, Denmark, the Neth-

erlands, Switzerland, and Ireland. There were 1116 entries from 47 

countries for the 2019 contest. 

Through it all, the AAAS Kavli awards continue to promote the 

value of both science reporting and science itself. As Julia Cort and 

Chris Schmidt, co-executive producers of NOVA for PBS, put it: “In an 

age when reporting and expertise are the target of ideological attack, 

the recognition offered by the awards highlights the importance of 

evidence-based storytelling. The awards help to promote scientific 

inquiry as a critically important activity in our society.”

For more information on the winning entries, go to sjawards.aaas.org.

A resident orca, subject 

of a Gold Award–winning 

series by The Seattle Times,

breaches in Puget Sound.

NOVA production by Lion 
Television for WGBH in
 association with ARTE France

Silver Award

Henry Fraser, Carlo Massarella, 
and Dan Kendall, Windfall 
Films for Smithsonian 
Networks and the BBC, 
in association with NHK, 
Canal +, and Welt24

ONLINE

Gold Award

Sharon Begley, STAT

Silver Award

Nicholas Kusnetz, 
InsideClimate News

AUDIO

Gold Award

Rory Galloway and Geof  Marsh, 
BBC Radio 4

Silver Award

Andrew Luck-Baker, 
Kevin Fong, Rami Tzabar, 
and Chris Browning, BBC 
World Service

CHILDREN’S 

SCIENCE NEWS

Gold Award

Lindsay Patterson, Marshall 
Escamilla, and Sara Robberson 
Lentz, Tumble Science Podcast 
for Kids

Silver Award

Sharon Oosthoek, Science 
News for Students

2019 AAAS Kavli Science Journalism Award winners 

Strong local reporting on the status of Puget Sound’s killer whales, 

the degradation of soils in a region of France, air quality in Utah, and 

the impact of an Idaho nuclear research facility are among the win-

ning entries for the 2019 AAAS Kavli Science Journalism Awards.

The judges also honored a NOVA program on “The Next Pompeii,” 

BBC audio reports on the development of technology that enabled 

astronauts to land on the moon, and a trio of stories by Sharon Beg-

ley for STAT on how f erce loyalty to the prevailing hypothesis on the 

origin of Alzheimer’s disease likely has hampered progress toward 

a cure. The winners:

LARGE NEWSPAPER

Gold Award

Lynda Mapes, Steve Ringman, 
Ramon Dompor, Emily Eng, and 
Lauren Frohne, The Seattle Times 

Silver Award

Nathaniel Herzberg, Le Monde (Paris)

SMALL NEWSPAPER

Gold Award

Erica Evans, 
Deseret News (Salt Lake City) 

Silver Award

Amy Joi O’Donoghue, 
Deseret News (Salt Lake City)

MAGAZINE

Gold Award

Maryn McKenna, 
The New Republic

Silver Award

Tom Whipple, The Times 
Magazine (London)

VIDEO

Spot News/Feature Reporting:

Gold Award

Mairead Dundas and Marina 
Bertsch, France 24

Silver Award

Agnes Walton, Lee Doyle, Arielle 
Duhaime-Ross, and Ruben Davis, 
VICE News Tonight

In-Depth Reporting:

Gold Award

Duncan Bulling, Caterina Turroni, 
Richard Bradley, and Chris Schmidt, 
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advanced cancer might also be 
useful for cancer prevention. 
Uckelmann et al. now provide 
support for this concept in a 
study of mice genetically predis-
posed to develop acute myeloid 
leukemia. Early administration of 
an epigenetic therapy that had 
previously been shown to have 
anticancer activity in advanced 
leukemia models was able to 
eliminate preleukemia cells and 
extend survival of the mice. 
—PAK

Science, this issue p. 586

BIOCHEMISTRY

When the most popular 
are not the best
Understanding the specificity 
and sensitivity of antibodies 
is important for interpreting 

GRAVITATION

Pulsar timing detects 
frame dragging
Frame dragging is a predicted 
phenomenon in general 
relativity, whereby a rotating 
mass drags the surround-
ing spacetime around with it. 
Venkatraman Krishnan et al. 
analyzed timing observations 
of PSR J1141−6545, a young 
pulsar in a binary orbit with 
a white dwarf. Modeling the 
arrival times of the radio pulses 
showed a long-term drift in the 
orbital parameters. After con-
sidering possible contributions 
to this drift, they concluded that 
it is dominated by frame drag-
ging (the Lense-Thirring effect) 
of the rapidly spinning white 
dwarf. These observations verify 
a prediction of general relativity 

Dopamine receptor 
mosaic in the striatum   
Matamales et al., p. 549

and provide constraints on 
the evolutionary history of the 
binary system. —KTS

Science, this issue p. 577

HUMAN GENETICS

African schizophrenia 
genetic variants
The genetics of schizophrenia 
have predominately been studied 
in populations of European 
and Asian descent. However, 
studies in Africans, who host 
the greatest degree of human 
genetic diversity, have lagged. 
Examining the exomes of more 
than 1800 Xhosa individuals 
from South Africa, about half of 
which have been diagnosed with 
schizophrenia, Gulsuner et al. 
identified both rare and common 
genetic variants associated with 

the disease. They found that the 
genetic architecture of schizo-
phrenia in Africans generally 
reflects that of Europeans but 
that the greater genetic variation 
in Africa provides more power to 
detect relationships of genes to 
phenotypes. —LMZ

Science, this issue p. 569

CANCER

Taking preventive 
measures
Recent technological advances 
have made it possible to detect, 
in healthy individuals, premalig-
nant blood cells that are likely 
to progress to hematologic 
cancer. These advances in early 
detection have fueled interest in 
“cancer interception,” the idea 
that drugs designed to treat 

Three-dimensional electron tomography 

reconstruction of a microglial cell–neuron junction

RESEARCH
I N  SC IENCE  J O U R NA L S

Edited by Michael Funk
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CELLULAR NEUROSCIENCE 

Microglia take control 

C
hanges in the activity of microglia, the 

primary immune cells of the central 

nervous system, are linked with major 

human diseases, including stroke, 

epilepsy, psychiatric disorders, and 

neurodegeneration. Cserép et al. identified a 

specialized morphofunctional communication 

site between microglial processes and neuro-

nal cell bodies in the mouse and the human 

brain (see the Perspective by Nimmerjahn). 

These junctions are formed at specific areas 

of the neuronal somatic membranes and 

possess a distinctive nanoarchitecture and 

specialized molecular composition linked to 

mitochondrial signaling. The junctions appear 

to provide a major site for microglia-neuron 

communication and may help to mediate the 

neuroprotective effects of microglia after 

acute brain injury. —SMH

Science, this issue p. 528; see also p. 510
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experimental data generated 

with these reagents. Frohner et al. 

found that monoclonal antibod-

ies raised against the catalytic 

subunit of protein phosphatase 

2A, one of which is used in a com-

mercial assay kit, were sensitive 

to posttranslational modifica-

tions and cross-reacted with 

related phosphatases (see the 

Focus by Janes). Schüchner et 

al. found that the recognition of 

Myc-tagged proteins by a widely 

used Myc-specific monoclonal 

antibody varied depending on 

sequences adjacent to the tag. 

These studies highlight the need 

for careful validation of antibody-

based assays. —AMV

Sci. Signal. 13, eaax6490, eaaz8130, 

eaax9730 (2020).

SOCIAL SCIENCE

Resilient misinformation 
in a crisis
Countering the public’s belief in 

false or unsupported claims may 

require more than corrective, 

factual information. Carey et al. 

analyzed results from a nation-

ally representative survey in 

Brazil and show that corrective 

information campaigns did not 

reduce commonly held con-

spiracy theories relating to Zika 

and failed to effect preventive 

behavior for yellow fever. Efforts 

to counter misperceptions about 

the Zika virus also had the unin-

tended consequence of reducing 

the accuracy of other beliefs 

about the disease. This work 

demonstrates the resilience of 

public health misperceptions 

and the need for tested strate-

gies to combat such erroneous 

information. —AC

Sci. Adv. 10.1126/sciadv.aaw7449 

(2020). 

THERMAL CONDUCTIVITY

A cool way to use isotopes
Thermal management of 

electronics requires materials 

that can efficiently remove heat. 

Several promising materials 

have been found recently, but 

diamond remains the bulk mate-

rial with the highest thermal 

conductivity. Chen et al. found 

that isotopically pure cubic 

CANCER IMMUNOLOGY

MAIT cells and tumor 
immunity
Mucosal-associated invariant T 

(MAIT) cells are immune cells 

that recognize host microbial 

metabolites presented by major 

histocompatibility complex 

class I–related protein 1 (MR1). 

During bacterial infection, acti-

vation of MAIT cells leads to the 

elimination of the infected cells. 

However, the role of MAIT cells 

in other disease states is less 

clear. For example, MAIT cells 

have been reported to be pres-

ent in human tumors, but the 

boron nitride has an ultrahigh 

thermal conductivity, 75% that 

of diamond. Using only boron-11 

or boron-10 allows the crystal 

vibrations that carry heat to 

move more efficiently through 

the material. This property could 

be exploited for better regulating 

the temperature of high-power 

devices. —BG

Science, this issue p. 555

ORGANIC CHEMISTRY

Convergent coupling
Metal-catalyzed coupling of 

two flat aromatic rings is one of 

the most versatile and widely 

applied chemical reactions. 

Efforts to extend this proto-

col to alkyl-alkyl coupling are 

complicated by the prospect of 

forming two different three-

dimensional configurations 

at each carbon center, cor-

responding to four possible 

products. Huo et al. now report 

that a chiral nickel catalyst can 

convergently link two mirror-

image pairs of alkyl reactants 

into just one product (see the 

Perspective by Xu and Watson). 

The specific reaction couples 

propargylic halides to zinc-acti-

vated aliphatic amides. —JSY

Science, this issue p. 559; 

see also p. 509

CRYSTALLOGRAPHY

Speedy crystallography
Electron backscatter diffraction 

is one standard technique for 

determining crystal struc-

ture, typically of materials or 

geological samples. However, 

this method requires structural 

guesses and user input that are 

often time consuming or incor-

rect. Kaufmann et al. developed 

a general methodology using a 

convoluted neural network that 

automatically determines the 

crystal structure quickly and 

with high accuracy. After the 

network is exposed to a training 

set, it can identify the crystal 

structure without any additional 

input most of the time, provid-

ing a method for eliminating 

some of the guesswork from 

crystal structure determina-

tion. —BG

Science, this issue p. 564

PUBLIC HEALTH 

Causal evidence for effects 
of driving on health

D
riving is associated with reduced physical activity 

and weight gain, but identifying a causal link is dif-

ficult because people typically choose to drive or not. 

Anderson et al. tracked the health of citizens in Beijing, 

China, who entered into a randomized lottery for a 

permit to be eligible to own a car. By taking advantage of this 

natural experiment, the authors found that lottery winners 

used less public transit, walked less, cycled less, and, among 

older adults, gained weight. These results have implications 

for the health consequences of increased automobile use, 

particularly in cities. —TSR   BMJ 367, 16491 (2019).

Older drivers in Beijing, China, gain more weight 

than their nondriving counterparts.

IN OTHER JOURNALS Edited by Caroline Ash 

and Jesse Smith
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physiological relevance has not 

been explored. Yan et al. studied 

two different experimental 

mouse tumor models and 

found that MAIT cells promoted 

lung metastasis by quashing 

natural killer cell activity. The 

researchers could block this 

effect and reduce metastasis 

by using inhibitory antibodies 

against MR1. Targeting the MAIT 

cell–MR1 axis may represent an 

emerging strategy for cancer 

immunotherapy. —PNK

Cancer Discov. 10, 124 (2020).

CELL BIOLOGY

The cellular architecture 
of ERAD
Endoplasmic reticulum (ER)–

associated degradation (ERAD) 

is an evolutionarily conserved 

quality control mechanism 

whereby misfolded proteins 

are removed from the ER and 

degraded in the cytosol by the 

ubiquitin-proteasome system. 

Many ERAD-mediating proteins 

have been identified, but their 

spatial organization within the 

cell is less well established. 

Albert et al. used in situ cryo–

electron tomography to image 

the native molecular land-

scape within Chlamydomonas 

cells. They found that ERAD 

proteins concentrated within 

~200-nanometer cytosolic foci 

that contacted the ER mem-

brane away from the ER-Golgi 

interface. The ribosome-exclud-

ing ERAD microcompartments 

consisted of a core of clustered 

proteasomes surrounded by 

Cdc48. Within these clusters, 

active proteasomes appeared to 

engage directly with substrates 

at the ER membrane, a func-

tion thought to be performed 

by Cdc48. In live-cell imaging 

experiments, the proteasome 

clusters were seen to form 

dynamically, possibly by liquid-

liquid phase separation. This 

dynamic, but well-defined, 

architecture of ERAD machinery 

likely contributes to efficient 

protein quality control. —SMH

Proc. Natl. Acad. Sci. U.S.A. 117, 1069 

(2020).

NEUROSCIENCE

Fast and slow recycling of 
synaptic vesicles
The function of microtubules 

and filamentous actin in mature 

synapses is not fully under-

stood. Using confocal and 

stimulated emission depletion 

microscopy on a giant audi-

tory synapse of the rat nervous 

system, termed the calyx of 

Held, Babu et al. found that 

microtubules extended into 

terminal swellings and were par-

tially colocalized with synaptic 

vesicles. Depolymerization of 

microtubules in calyceal termi-

nals prolonged the recovery of 

excitatory postsynaptic currents 

from short-term depression, 

whereas fast recovery from 

short-term depression was 

prolonged by depolymeriza-

tion of filamentous actin. These 

results reveal distinct contribu-

tions of filamentous actin and 

microtubules to synaptic neuro-

transmission and indicate that 

these cytoskeletal elements 

independently contribute to dif-

ferent aspects of the recycling 

of synaptic vesicles. —PRS

J. Neurosci. 40, 131 (2020).

QUANTUM GASES

Probing a quantum 
emulsion
Ultracold atomic gases with 

strongly repulsive interactions 

can be a useful model system 

for studying the emergence 

of itinerant ferromagnetism. 

However, the same atoms 

that can order magnetically 

are also prone to pairing into 

loosely bound molecules. If 

an atomic system is suddenly 

placed in a strongly interact-

ing regime, both processes 

occur and an inhomogeneous, 

phase-separated state con-

sisting of unpaired and paired 

atoms can form. Scazza et al. 

studied this state with a variety 

of probes. The data were con-

sistent with the formation of a 

quantum emulsion consisting 

of polarized domains coexisting 

with paired atoms. The state 

was stabilized by low tempera-

tures and strong interactions. 

—JS

Phys. Rev. A 101, 013603 (2020).

MEMBRANE PROTEINS

Simulating deformation
Biological membranes are 

jam-packed with proteins and 

enzymes that exert forces, both 

static and dynamic, on their 

adjacent lipids and can cause 

local and global changes in mem-

brane curvature. Zhou et al. used 

large-scale molecular dynam-

ics simulations to understand 

how the membranes around 

a small-molecule transporter 

deform as the protein undergoes 

motions coupled to transport. By 

comparing different states of the 

transporter, the authors found 

that the lipids move with the 

transport domains, causing local 

deformations of ~10 angstroms 

in an area of ~1000 square 

angstroms at a cost of 6 to 7 

kilocalories per mole. —MAF

eLife 8, e50576 (2019). 

FAT METABOLISM

Signals from lipid hydrolysis

A
n exploration of how lipolysis is coupled 

to mitochondrial changes that increase 

oxidative capacity may reveal how a 

Mediterranean diet is beneficial. Najt 

et al. found that monounsaturated 

fatty acids (MUFAs) released by lipolysis 

bound to the protein perilipin 5, which car-

ried them to the nucleus. MUFAs also bound 

to the deacetylase sirtuin 1 (SIRT1), which 

is implicated in the health span–improving 

effects of caloric restriction. MUFA binding 

increased SIRT1 activity toward certain sub-

strates. Foods like nuts, avocados, and olive 

oil all provide MUFAs in the diet, and these 

effects could in part underlie their beneficial 

properties. —LBR

Mol. Cell 10.1016/j.molcel.2019.12.003 (2020).

Eating a selection of foods that are high in 

monounsaturated fatty acids is beneficial for health.
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NEUROSCIENCE

A learning mechanism in 
the striatum
An intriguing characteristic of the 

striatum is the random spatial 

distribution and high degree of 

intermingling between expression 

of dopamine receptor types 1 

(D1) and 2 (D2) within striatal 

projection neurons (SPNs). The 

resulting highly entropic mosaic 

extends through a homogeneous 

space and is mostly devoid of 

histological boundaries. The rules 

established locally by D1- and 

D2-expressing SPNs (D1-SPNs 

and D2-SPNs) are thus likely 

critical in defining how functional 

territories develop throughout 

the striatum. Matamales et al. 

found that activated D2-SPNs 

access and modify developing 

behavioral programs encoded by 

regionally defined ensembles of 

transcriptionally active D1-SPNs. 

This process is slow because 

it depends on the molecular 

integration of additive neuro-

modulatory signals. However, 

with time, it creates the regional 

functional boundaries that are 

necessary to identify and shape 

specific learning in the striatum. 

—PRS

Science, this issue p. 549

SYSTEMS BIOLOGY

Single-cell protein profiling
Single-cell DNA and RNA 

sequencing can describe 

numerous aspects of cell state, 

but such techniques cannot 

assess the functional effec-

tors of cells: proteins. In a 

Perspective, Slavlov discusses 

the advances in single-cell mass 

spectrometry techniques that 

allow protein profiling, includ-

ing characterization of protein 

modifications and potentially 

complex composition and sub-

cellular localization. Although 

there are limitations to this 

emerging technology, single-

cell proteomics may add to the 

characterization of cellular com-

ponents and provide functional 

information about signaling 

networks in homeostasis and 

disease. —GKA

Science, this issue p. 512

CANCER IMMUNOTHERAPY

Presurgical immune 
checkpoint blockade
Checkpoint blockade immu-

notherapy using antibodies 

that inhibit the programmed 

cell death 1 (PD-1) or cytotoxic 

T lymphocyte–associated 

protein 4 (CTLA-4) pathways 

has resulted in unprecedented 

clinical outcomes for certain 

cancers such as melanoma. 

Topalian et al. review advances in 

neoadjuvant (presurgical) immu-

notherapy as an important next 

step for enhancing the response 

of early-stage tumors to immune 

checkpoint blockade. They high-

light the mechanistic rationale 

for neoadjuvant immunotherapy 

and recent neoadjuvant clinical 

trials based on anti–PD-1 or 

anti–PD-1 ligand 1 (anti–PD-L1) 

therapy. Pathological assess-

ment criteria that may provide 

early on-treatment biomarkers 

to predict patient response are 

also discussed. —PNK

Science, this issue p. 525

NEUROSCIENCE

Monosomes translate 
proteins in neurons
Like all other cells, neurons use 

different proteins to process infor-

mation and respond to stimuli. To 

meet the huge demands for new 

proteins in their large and com-

plex cell volume, neurons have 

moved the protein templates—

messenger RNAs (mRNAs)—and 

the protein synthesis machines—

ribosomes—out to synapses to 

make proteins locally. During 

protein synthesis, multiple 

ribosomes can form a structure 

known as a polysome, which 

produces multiple protein 

copies from a single mRNA. 

Working in rodent preparations, 

Biever et al. found that solitary, 

mRNA-associated ribosomes, or 

monosomes, are a substantial 

source of proteins in neuro-

nal processes. Many synaptic 

proteins are made on single 

ribosomes, which may solve the 

problem of limited space in tiny 

synaptic compartments. —SMH

Science, this issue p. 526

CELL BIOLOGY

ER regulates stress 
granule fission
A hallmark of eukaryotic cells is 

the ability to compartmentalize 

essential reactions into mem-

brane-bound and membraneless 

organelles. Membrane-bound 

organelles form networks 

through transport vesicles and 

interorganellar contact sites. The 

endoplasmic reticulum (ER) has 

emerged as a network hub and 

forms physical connections with 

nearly every membrane-bound 

organelle. Lee et al. now identify 

another class of ER contact sites 

that appear to help regulate 

the biogenesis and fission of 

membraneless ribonucleopro-

tein (RNP) granules (see the 

Perspective by Kornmann and 

Weis). Live-cell fluorescence 

microscopy of human cells 

revealed that ER tubule dynam-

ics are spatially and temporally 

coupled to the fission site of two 

types of RNP granules, process-

ing bodies (P-bodies) and stress 

granules. —SMH

Science, this issue p. 527; 

see also p. 507

CATALYSIS

Charging up cobalt for 
hydroformylation
Hydroformylation reactions are 

applied at massive scale in the 

chemical industry to transform 

olefins into aldehydes. The 

original catalysts were neutral 

cobalt complexes. Hood et 

al. now report that positively 

charged cobalt complexes, 

stabilized by chelating phos-

phine ligands, show higher 

activities at lower pressures 

than their neutral counterparts, 

approaching the activities of 

precious rhodium catalysts. 

These charged catalysts are 

particularly adept at accelerating 

the reactions of internal olefins 

while avoiding decomposition. 

Spectroscopic studies implicate 

the involvement of 19-electron 

intermediates in the catalytic 

cycle. —JSY

Science, this issue p. 542

NANOMATERIALS

Growing coaxial 
nanotubes
Heterostructures of highly 

crystalline two-dimensional 

materials such as graphene, 

hexagonal boron nitride (hBN), 

and molybdenum disulfide 

(MoS
2
) are now routinely 

assembled from films or grown 

as layers. Xiang et al. report 

the growth of one-dimensional 

analogs of these heterostruc-

tures on single-walled carbon 

nanotubes (SWCNTs) through a 

chemical vapor deposition (see 

the Perspective by Gogotsi and 

Yakobson). Single-crystalline 

monolayers or multilayers 

of hBN or MoS
2
 were grown 

that maintained the electrical 

conductivity of the SWCNT. A 

monolayer of MoS
2
 was grown 

on a trilayer of hBN that encap-

sulated a SWCNT. —PDS

Science, this issue p. 537; 

see also p. 506

BEE HEALTH

Inducing immune 
bee genes
Honey bees are prone to 

parasitism by the Varroa mite, 

which is a vector for several bee 

pathogens. However, honey bees 

are also host to the symbiotic 

gut bacterium Snodgrasella alvi. 

Leonard et al. engineered S. alvi 

to produce double-stranded 

RNA (dsRNA)—a stimulus for 

insect RNA interference defense 

responses—from a plasmid con-

taining two inverted promoters 

Edited by Michael Funk
ALSO IN SCIENCE  JOURNALS
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tagged with a fluorescent 

label (see the Perspective by 

Paxton). This dsRNA module 

can be targeted to interfere 

with specific bee genes as well 

as crucial viral and mite genes. 

The authors found that gene 

expression could be blocked for 

at least 15 days as the symbionts 

established in the bees’ guts 

and continuously expressed the 

dsRNA constructs. S. alvi with 

specifically targeted plasmids 

not only suppressed infection 

with deformed wing virus but 

also effectively reduced Varroa 

mite survival. —CA

Science, this issue p. 573; 

see also p. 504

MOLECULAR BIOLOGY

A new layer of 
transcriptional control
N6-methyladenosine (m6A) 

is the most abundant mes-

senger RNA modification in 

almost all eukaryotes. Liu et 

al. now show that m6A is also 

cotranscriptionally added onto 

various chromosome-associated 

regulatory RNAs (carRNAs) in 

mammalian cells. Disruption of 

m6A modification of these RNAs 

increases their abundance and 

promotes gene transcription by 

increasing the chromatin acces-

sibility. Thus, m6A serves as a 

switch to regulate carRNA levels 

by tuning nearby chromatin 

state and downstream transcrip-

tion. —SYM

Science, this issue p. 580

TUBERCULOSIS

Translating TB
Mycobacterium tuberculosis 

can cause tuberculosis (TB) in 

humans, although the majority 

of infected individuals naturally 

control infection and never show 

symptoms. To better understand 

immune control of M. tubercu-

losis, Ahmed et al. compared 

a number of gene expression 

datasets from infected humans 

and different animal models. 

Differences in gene expres-

sion between samples linked 

to either disease control or 

progression revealed potentially 

beneficial shared pathways. 

Some pathways were tested 

by examining M. tuberculosis 

infection in gene-deficient inbred 

mice. These results highlight 

how focusing on commonalities 

in TB infection can lead to new 

insights for treating TB. —LP

Sci. Transl. Med. 12, eaay0233 (2020). 
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CANCER IMMUNOTHERAPY

Neoadjuvant checkpoint blockade for
cancer immunotherapy
Suzanne L. Topalian*, Janis M. Taube, Drew M. Pardoll

BACKGROUND: Immunotherapies that target
the interaction of programmed death 1 (PD-1)
with its ligands, PD-L1 and PD-L2, have ushered
in themodern oncology era. The PD-1 pathway
is a key mediator of local immunosuppression
in the tumormicroenvironment (TME) but can
also modulate T cell priming against tumor
antigens in secondary lymphoid tissues. In
advanced inoperable cancers refractory to other
treatments, drugs that block the PD-1 receptor
on lymphocytes or the PD-L1 ligand on tumor
and/or immune cells [anti–PD-(L)1] canmediate
tumorregression.Althoughanti–PD-(L)1 treat-
ment is broadly active and is regarded as a
“common denominator” for cancer therapy,
many tumors demonstrate de novo or acquired
resistance. Using anti–PD-(L)1 therapies in the
neoadjuvant (presurgical) setting,whenthe tumor
is potentially “resectable for cure,” presents a
potential solution. There is ample oncologic
precedent for this approach with presurgical
chemotherapies in breast and lung cancer, as-

sociating pathologic response with improved
long-term clinical outcomes. OurReview focuses
on the development of neoadjuvant immuno-
therapies in the era of PD-1 pathway blockade,
highlighting particular considerations for im-
munological mechanisms, clinical development,
and pathologic response assessments.

ADVANCES: The immunologic effects of the
PD-1 pathway on T cell priming, effector func-
tion, and exhaustion suggest distinct mecha-
nisms underlying neoadjuvant immunotherapy
versus chemotherapy. Whereas neoadjuvant
chemotherapy can “debulk” tumors preoper-
atively, neoadjuvant immunotherapy aims to
enhance systemic immunity against tumor
antigens, eliminating micrometastatic tumor
deposits that would otherwise be the source of
postsurgical relapse. Furthermore, neoadjuvant
PD-(L)1 blockade while the primary tumor is in
place, as opposed to adjuvant therapy directed
only against micrometastatic disease after re-

section, leverages higher levels of endogenous
tumor antigen present in the primary tumor
to enhance T cell priming.
We discuss scientific evidence that supports

two different but not mutually exclusive mod-
els by which neoadjuvant
PD-(L)1 blockademay pro-
mote systemic antitumor
immunity. First, anti–PD-
(L)1 rejuvenates tumor-
specific cytotoxic T cells
that already reside in the

TME, causing their activation, proliferation,
and trafficking to micrometastatic deposits.
Second, tumor-draining lymph nodes (TDLN)
appear to be the focal point for anti–PD-(L)
1 activity, where dendritic cell presentation
of tumor antigens to T cells is enhanced; these
tumor-specific T cells then enter thebloodstream
and migrate to tumor sites. The destruction
of micrometastases is central to the notion that
neoadjuvant PD-1 blockade should result in
enhanced relapse-free and overall survival in
operable patients who would otherwise relapse
after surgery alone.
There is a strong rationale for evaluating

neoadjuvant immunotherapy across tumor
types. Presurgical drug administration provides
abundant on-therapy tissue for in-depth mech-
anistic and biomarker studies.We discuss data
from recent clinical trials of neoadjuvant anti–
PD-(L)1 that show that pathologic tumor re-
gression can outpace radiographic regression
and demonstrate the involvement of diverse
cellular subsets in this process.

OUTLOOK: At present, more than 100 clinical
trials of neoadjuvant anti–PD-(L)1 blockade,
as monotherapy or combination therapy, are
ongoing or planned. Combining anti–PD-1with
anti–CTLA-4 (cytotoxic T lymphocyte–associated
protein 4), or withmultidrug chemotherapies
for triple-negative breast and lung cancer, has
yielded substantial pathologic response rates that
are encouraging but require longer follow-up.
Next-generation trials may help assign patients
to postsurgical observation or intervention de-
pending on the degree of pathologic response,
similar to the precedent established with non-
immunologic neoadjuvant therapies in breast
cancer. Tumors resected after neoadjuvant
immunotherapy provide sufficient materials
for in-depth scientific interrogations that are
expected to further illuminate mechanisms of
response and resistance, revealing pathways
and molecules that can be cotargeted in new
treatment combinations to increase the effi-
cacy of anti–PD-(L)1 therapy.▪
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Two potential mechanisms for the enhancement of systemic antitumor Tcell immunity after neoadjuvant
PD-(L)1 blockade. PD-(L)1 blockade could result in the “in situ” expansion of tumor-specific T cell clones already
within the tumor microenvironment. This expansion and activation is largely driven by PD-L1– and PD-L2–expressing
dendritic cells in the tumor. Tumor-specific tumor-infiltrating lymphocytes may represent naïve T cells or T cells that
have already been “primed” to tumor antigen before PD-1 pathway blockade. In addition, tumor antigen–containing
dendritic cells that originate in the tumor pick up tumor antigens and traffic to the tumor-draining lymph nodes,
where they present antigens either ineffectively or in a tolerogenic fashion to tumor-specific T cells. PD-(L)1 blockade
could act at this point, enhancing productive stimulation of tumor-specific T cells or partially reversing tolerance
induction. Activated T cells enter the circulation by way of efferent lymphatics and then egress into tissues.
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CANCER IMMUNOTHERAPY

Neoadjuvant checkpoint blockade for
cancer immunotherapy
Suzanne L. Topalian1,2*, Janis M. Taube2,3, Drew M. Pardoll2,4

Cancer immunotherapies that target the programmed cell death 1 (PD-1):programmed death-ligand
1 (PD-L1) immune checkpoint pathway have ushered in the modern oncology era. Drugs that block
PD-1 or PD-L1 facilitate endogenous antitumor immunity and, because of their broad activity spectrum,
have been regarded as a common denominator for cancer therapy. Nevertheless, many advanced tumors
demonstrate de novo or acquired treatment resistance, and ongoing research efforts are focused on
improving patient outcomes. Using anti–PD-1 or anti–PD-L1 treatment against earlier stages of cancer is
hypothesized to be one such solution. This Review focuses on the development of neoadjuvant
(presurgical) immunotherapy in the era of PD-1 pathway blockade, highlighting particular considerations
for biological mechanisms, clinical trial design, and pathologic response assessments. Findings from
neoadjuvant immunotherapy studies may reveal pathways, mechanisms, and molecules that can be
cotargeted in new treatment combinations to increase anti–PD-1 and anti–PD-L1 efficacy.

T
he advent of immunotherapies that target
the interaction of programmed cell death 1
(PD-1) with its major ligands, PD-L1
and PD-L2, has ushered in the modern
oncology era (1). The PD-1 pathway is a

key mediator of local immunosuppression
in the tumor microenvironment (TME). In
advanced inoperable cancers, blocking this
pathway by inhibiting the PD-1 receptor on
immune cells, or the PD-L1 ligand on tumor
and/or immune cells, can mediate the rejec-
tion of established cancers that are refractory
to other therapeutic modalities. To date, three
monoclonal antibodies that block PD-1 (pem-
brolizumab, nivolumab, and cemiplimab) and
three that block PD-L1 (atezolizumab, durva-
lumab, and avelumab) have been approved for
use by the U.S. Food and Drug Administration
(FDA) across 17 different types of advanced
unresectable cancers, in the first- and/or later-
line treatment settings. The antitumor effects
of these drugs are remarkably consistent, with
major response rates for individual tumor types
running the gamut between ~15 and ~65%. A
higher likelihood of response has been associated
with various biological factors, including tumor
mutational burden, PD-L1 protein expression,
and oncogenic virus integration (2–5). Because
of the broad activity spectrum of these drugs,
PD-1 pathway blockade is regarded as a “com-
mon denominator” for cancer therapy. Never-
theless, in many patients, tumors demonstrate

de novo or acquired resistance to anti–PD-1 or –
PD-L1 [anti–PD-(L)1] treatment; furthermore,
some cancer types are particularly resistant to
this treatment approach (such as pancreatic
and prostate cancer). Ongoing clinical and basic
scientific research efforts aim to overcome
these limitations.Usinganti–PD-(L)1 therapies
against earlier stages of cancer is hypothesized
to be one solution.
The clinical efficacy of anti–PD-(L)1 drugs,

coupled with a relatively modest rate of serious
side effects (10 to 20% of patients), supports
the testing of these drugs against earlier stages
of cancer. Recent retrospective analyses showed
that in the advanced metastatic treatment set-
ting, patients with lower tumor burdens were
more likely to experience long-term survival
after anti–PD-1 therapy (6, 7). This suggests
that postoperative (adjuvant) anti–PD-1 ther-
apy directed against residual micrometastatic
disease in cancer types known to be responsive
to anti–PD-1 might prolong relapse-free sur-
vival (RFS) and overall survival (OS). In surgi-
cally resectable metastatic melanoma (stages
IIIA to IV), randomized phase 3 clinical trials
demonstrated the efficacy of adjuvant anti–
PD-1 therapy, leading the FDA to approve nivo-
lumab and pembrolizumab for this indication
(8, 9). Because a proportion of these patients
would have been cured by surgery alone, spe-
cial attention was paid to risk:benefit consid-
erations in clinical trial design. Protocol-eligible
patients were at substantial risk for tumor re-
lapse after potentially curative surgery, accord-
ing to clinicopathologic staging (10).
The neoadjuvant (presurgical) application of

immunotherapy occurs at an even earlier stage
of cancer development, when cancer is con-
sidered potentially “resectable for cure.” There
is ample precedent for this approach with the

presurgical administration of chemotherapy
in breast cancer and lung cancer, for which
pathologic response is associatedwith improved
long-term outcomes (RFS and OS) (11, 12).
There is also some experiencewith neoadjuvant
immunotherapies from the era before anti–PD-1
treatment, such as anti–CTLA-4 (cytotoxic
T lymphocyte–associated protein 4) treatment
for bladder cancer and melanoma (13, 14) and
a cancer vaccine combined with chemoradia-
tion for pancreatic cancer.(15). This Review
will focus on the development of neoadjuvant
immunotherapies in the era of PD-1 pathway
blockade, highlighting distinct considerations
for biological mechanisms, clinical develop-
ment, and immune-related pathologic response
assessment.

Mechanistic rationale for neoadjuvant
immunotherapies based on anti–PD-1

The known immunologic effects of the PD-1
pathway on T cell priming, effector functions,
and exhaustion suggest a clinical utility for
neoadjuvant checkpoint blockade based on
mechanismsdifferent thanneoadjuvant chemo-
therapy. Although neoadjuvant chemotherapy
is used to “debulk” tumors preoperatively, the
hypothesis that launched the current wave
of neoadjuvant immunotherapy trials posits
that this form of treatment will enhance the
systemic T cell response to tumor antigens
(Fig. 1). This systemic response is predicted
to result in enhanced detection and killing of
micrometastatic tumor deposits disseminated
beyond the resected tumor, which are ultimately
the source of postsurgical relapse. A key corol-
lary to this hypothesis is that neoadjuvant PD-1
blockade while the primary tumor is in place,
as opposed to adjuvant therapy directed only
against micrometastatic disease after resection,
will leverage the higher levels of endogenous
tumor antigen present in the primary tumor
to enhanceT cell priming. Essentially, thehigher
tumor antigen load present in the body in the
context of neoadjuvant therapy relative to
postresection adjuvant therapy will hypothet-
ically result in presentation to and thus prim-
ing of more tumor-specific T cells circulating
systemically.
This hypothesis was directly tested preclini-

cally by Liu, Teng, and colleagues (16) using
two spontaneously metastasizing transplant-
able mouse breast cancer models. When the
4T1.2 and E0771 breast cancer lines are estab-
lished inmammary fat pad, the primary tumor
seedsmetastatic cells to distant sites. Themeta-
stases are not initially observable but ultimately
grow and kill the mice within 30 days after
implantation, regardless of whether the primary
tumor is removed. Immunotherapy with anti–
PD-1, anti–PD-1 plus an agonistic antibody di-
rected against CD137 (a tumor necrosis factor
receptor family costimulatory receptor), or
regulatory T cell (Treg cell) depletion was given
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either before surgical removal of the primary
tumor (neoadjuvant) or afterward (adjuvant).
Survival was significantly better with neo-
adjuvant versus adjuvant immunotherapy, even
when treatment commenced at the same time
after tumor implantation. Enhanced survival
was associated with greater numbers of tumor-
specific CD8+ T cells in the lungs and blood and
enhanced cytokine production in response to
an endogenous retroviral antigen expressed by
tumor cells, indicating that systemic antitumor
immunity had been generated. In follow-up
studies, these authors showed that a specific
interval between the initiation of neoadjuvant
immunotherapy and surgery was critical for
the enhanced systemic antitumor effect. Per-
forming surgery too soon after immunotherapy
initiation, or waiting too long, diminished the
neoadjuvant effect (17). Although it is difficult
to temporally comparemouse andhumandata,
these studies highlight the importance of sys-
tematically exploring the optimal duration of
neoadjuvant immunotherapy in clinical trials.
In comparing the two immune checkpoint

pathways targeted by FDA-approved therapeu-
tic antibodies—CTLA-4 and PD-1—CTLA-4 is
viewed as a “master” checkpoint. It restricts the
initial priming of T cells (naïve or memory)
in secondary lymphoid organs by antagonizing
the master costimulatory signal, CD28, which
shares the same ligands with CTLA-4 (CD80
and CD86) (18–22). CTLA-4 was originally
thought to restrain early T cell receptor (TCR)/

CD28–mediated activation of conventional CD4+

T cells (Tconv cells) (23–25), whereas PD-1 is
thought to predominantly restrain CD8+ ef-
fector T cell (Teff cell) responses in peripheral
tissues (26–28). For these reasons, the primary
mechanism of action for PD-1 blockade in can-
cer immunotherapy is generally thought to be
unleashing tumor-specific cytotoxic T cells
that already reside in the TME before treat-
ment (Fig. 1) (29). Part and parcel of this
“unleashed activity” by both CTLA-4 and PD-1
pathway inhibition [collectively termed check-
point inhibition (CPI)] is the proliferation of
tumor-specific T cells in the TME. Nonetheless,
true intratumoral proliferation of tumor-specific
T cells upon PD-1 blockade has not yet been
proven in humans, although it has been sur-
mised from findings of increased clonality of
TCRs in melanomas after anti–PD-1 therapy
(30). Findings of an enhanced density of T cell
infiltrates in resected tumors after neoadjuvant
anti–PD-1 therapy are compatible with, but
do not prove, intratumoral stimulation of T cells.
Because these studies do not address the
antigen-specificity of the expanded clones, it
is not knownwhether they have any specificity
for tumor antigens or whether they are “by-
stander cells” with specificities irrelevant to
the tumor.
A number of elegant mouse studies clearly

demonstrate an intratumoral dendritic cell
(DC)–T cell presentation axis (Fig. 1, left).
Labeling and intravital imaging studies show

that CD103+ DCs with DC2 markers ingest
tumor antigen and can present antigenic pep-
tides when isolated and cocultured with antigen-
specific T cells (31). A recent study by Garris,
Pettit, and colleagues using intravital imaging
provided evidence thatDCs could present tumor
antigen to T cells within the tumor itself (32).
This intratumoral presentation involved DC–
T cell cross-talk in which T cell responses de-
pended on interleukin-12 (IL-12) produced by
DCs in response to interferon-g (IFN-g) pro-
duction by T cells. In some models, cross-talk
between intratumoral natural killer (NK) cells
and DCs amplified the ultimate activation of
antitumor T cell responses within the TME
(33). Siddiqui et al. showed that Tcf1+ antigen–
experienced T cells within the TME are the
primary pool of tumor-specific T cells activated
by CPI (34).
Beyond the evidence for direct priming of

T cell responses by DCs within the primary
tumor, there ismounting evidence that tumor-
draining lymph nodes (TDLN) are also a key
site for tumor antigen presentation to tumor-
specific T cells and that this process is enhanced
by PD-1 pathway blockade. Over a decade ago,
Chen, Pardoll, and colleagues demonstrated PD-1
expression emerging on the surface of T cells
within 12 hours of first contact with antigen,
by the time of first cell division in the lymph
node (35, 36). Induction of anergy in auto-
reactive T cells through self-antigen presenta-
tion in the lymph nodewas partially mitigated
in mice in which PD-L1 or PD-1 was knocked
out (KOmice), or through antibody blockade
(35–37). Tumors are known to induce immune
tolerance to their own antigens (38). One could
imagine from these findings that increased
antitumor immunity after neoadjuvant anti–
PD-1 therapy is generated not only within the
TME,which possessesmultiplemetabolic (such
as glucose and glutamine deprivation, hypoxia,
and indoleamine-pyrrole 2,3-dioxygenase) and
cytokine-based (such as transforming growth
factor–b) general inhibitory mechanisms, but
also at the level of TDLN by reversing tolero-
genic antigen presentation (Fig. 1). Direct evi-
dence that tumor antigens are brought to TDLN
has come recently through a number of exper-
imental strategies, including fluorescence label-
ing of tumors, engineering of tumors to express
model neoantigens recognized by cognate TCR-
transgenic T cells, analysis of DC subsets in
tumor and TDLN by means of flow cytometry
and single-cell RNA-sequencing, andDC-specific
KOmice. In mouse models, Krummel and col-
leagues demonstrated that CD103+ migratory
DCs (CD141+ in humans) could carry tumor
antigen to TDLN and cross-present it to CD8+

T cells. These DCs were CD8+ and resembled
the classical DC1s that efficiently cross-present
antigens to CD8+ T cells. By contrast, there was
no evidence for tumor antigen–carryingmacro-
phages in lymph nodes (39).
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Fig. 1. Two potential mechanisms for the enhancement of systemic antitumor T cell immunity after
neoadjuvant PD-1 blockade. PD-1 blockade could result in the “in situ” expansion of tumor-specific T cell
clones already within the tumor microenvironment (left). This expansion and activation is largely driven by
PD-L1– and PD-L2–expressing dendritic cells in the tumor. Tumor-specific tumor-infiltrating lymphocytes
(TILs) may represent naïve T cells or T cells that have already been “primed” to tumor antigen (84) before
PD-1 pathway blockade. In addition, tumor antigen–containing DCs originating in the tumor pick up tumor
antigens and traffic to the tumor-draining lymph nodes, where they present antigens either ineffectively or in
a tolerogenic fashion to tumor-specific T cells. PD-1 blockade could act at this point, enhancing productive
stimulation of tumor-specific T cells or partially reversing tolerance induction. Activated T cells enter the
circulation by way of efferent lymphatics and then egress into tissues.
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The trafficking of DCs carrying tumor
antigen to TDLN was also demonstrated by
Salmon et al. (40). They provided experimen-
tal evidence for classical DC (cDC) presenta-
tion of tumor antigen in TDLN. The absence
of cDCs resulted in failure of CD8+ T cells to
enter into the tumor parenchyma after anti–
PD-1 treatment, suggesting that intratumoral
T cell expansionwas due to trafficking of T cells
first activated in TDLN back into the tumor
rather than primary intratumoral expansion.
Using similar DC-specific conditional KOmice
as those of Salmon et al., Liu et al. (41) showed
that DCs were necessary for successful neo-
adjuvant immunotherapy. A caveat in the in-
terpretation of these studies is that DCs are
absent from birth in DCKOmice, and thus the
failure of anti–PD-1 to generate antitumor ef-
fects could be due to tumor-specific T cells
never being “primed” to a Tcf1+ state (memory
or exhausted) from which PD-1 pathway block-
ade could effect “reinvigoration.”
Although these studies confirm that DC pre-

sentation of tumor antigens to tumor-specific
T cells is important in the antitumor effects of
CPI, the relative roles of intratumoral versus
TDLN antigen presentation and priming of
tumor-specific T cells has yet to be completely
resolved. The demonstration that intratumoral
DCs contain tumor antigen and the capacity
to present it to antigen-specific T cells in vitro
does not prove that presentation to T cells is
occurring within the tumor, as opposed to with-
in the TDLN, to which DCs traffic once they
express CCR7. Defining the location of DC
antigen presentation in vivo is in fact quite
difficult. The primary experimental approach
to determining the role of lymph node priming
of tumor-specific T cells has used the sphin-
gosine 1-phosphate (S1P) receptor inhibitor
FYT720, which blocks the egress of T cells out
of the lymph node through efferent lymphatics.
Results with FYT720 have been contradictory
in various animalmodels of cancer. Fransen et al.
showed that FYT720 treatment abrogates the
antitumor efficacy of anti–PD-1 treatment (42).
By contrast, other groups have found that
FTY720 treatment after tumor establishment
does not inhibit accumulation of tumor-specific
T cells in the tumor nor mitigate antitumor
immune responses; this evidence favors intra-
tumoral T cell priming as the predominant
mechanism (33, 34). However, this pharmaco-
logic technique for inhibition of T cell egress
from the lymphnode is not as clean as a genetic
knockout. Early studies showed that although
FTY720 rapidly diminishes numbers of circu-
lating lymphocytes, depletion is not complete;
circulating T cells are reduced to ~20% of
control levels, and thus, lymph node–primed
T cells can still leak out into the blood after
the initiation of FTY720 treatment (43). Ad-
ditionally, FTY720 effects were analyzed in the
primary tumor implant, not in systemicmicro-

metastases, the latter of which aremost relevant
for the ultimate clinical value of neoadjuvant
CPI. The only experimentally defined way for
T cells in tissues (including the primary tumor
in situ) tomigrate systemically is to first traffic
to draining lymph nodes through afferent lym-
phatics and then enter the bloodstream through
efferent lymphatics. Thus, T cells activated in
the primary tumor through intratumoral DC
presentation upon neoadjuvant CPI would ul-
timately need to pass through TDLN, where
they might further encounter tumor antigen-
presenting DCs before entering the blood by
way of the efferent lymphatic vessels.
Mechanistically, an important outcome of

enhanced priming of tumor-specific T cells by
DCs is to change not only the activation state
but ultimately the clonal dynamics of tumor-
specific T cells. Studies of clonal dynamics in
neoadjuvant CPI clinical trials are discussed
below, and recent analyses in mouse models
and in non-neoadjuvant clinical settings are
beginning to shed light on this subject. Recently,
Yost, Chang, and colleagues showed that after
anti–PD-1 therapy of basal cell and cutaneous
squamous cell carcinomas, T cell clonal expan-
sion was due to new clones “appearing” in the
TME rather than expansion of clones already
in the tumor before initiation of anti–PD-1 the-
rapy; these findings suggest that either clones
not present initially in the tumor traffic into
the tumor upon anti–PD-1 treatment (memory
T cells from lymph nodes) or that subdomi-
nant T cell clones present intratumorally below
the detection limit before treatment are selec-
tively expanded (44). A caveat in this work is
that the tumor specificity of the T cell clones is
not known based on the TCR-sequencing data
presented. However, in a neoadjuvant study of
anti–PD-1 treatment in humans with non–small
cell lung cancer (NSCLC), the frequency of vali-
dated neoantigen-specific T cell clones decreased
substantially (roughly 10-fold) in the tumor
4 weeks after treatment initiation,whereas these
same clones were increasing in the periphery
(45). At the time of surgery, these clones were
found at highest frequency in TDLN.
More direct evidence that anti–PD-1 treat-

ment can expand “subdominant” T cell clones
has also been reported. Kamphorst et al. re-
ported that tumor killing by reinvigorated
intratumoral tumor-specific T cells after PD-
1 blockademay enable de novo T cell priming
against new epitopes (46). Furthermore, it
has been shown that anti–PD-1 treatmentmay
allow subdominant T clones that could not
be detected at baseline to be reinvigorated.
Memarnejadian et al. showed in amouse tumor
model that anti–PD-1 treatmentpromotes epitope
spreading in antitumor CD8+ T cell reactivity by
preventing the fratricidal death of subdominant
clones to relieve immunodomination (47).
Continued elucidation of these processes is

central to the notion that neoadjuvant PD-

1 blockade will clinically result in enhanced
relapse-free survival, a critical determinant
of overall survival in operable patients who
would otherwise relapse at distant sites after
resection of the primary tumor alone.

Clinical trials assessing neoadjuvant
immunotherapies based on anti–PD-(L)1

Basic laboratory research has predicted the po-
tential for neoadjuvant PD-1 pathway blockade
to potentiate antitumor immunity in a produc-
tive and enduringway. Throughongoing clinical
research, we are now learningwhether and how
these observations might translate in patients
with cancer. Special considerations for clinical
translation are centered on risk:benefit expec-
tations in patient populations among which a
proportion would be cured by surgery alone,
although biomarkers are currently lacking to
identify individuals destined to benefit. In gen-
eral, neoadjuvant cancer therapies offer several
potential clinical advantages, including tumor
reduction before surgery and the ability to as-
sess pathologic response as an early surrogate
marker for RFS and OS. They also provide ade-
quate tissue availability on-therapy for in-depth
scientific studies to explore drug mechanism-
of-action and efficacy biomarkers. However,
these advantages must be weighed against the
potential disadvantages of tumor progression
during the neoadjuvant treatment period and
the occurrence of drug-related adverse events
resulting inundue surgical delay, either ofwhich
could lead to loss of a surgical option.
To date, published reports of neoadjuvant

anti–PD-1–based immunotherapies have cen-
tered on relatively small investigator-initiated
clinical trials with a rich correlative scientific
component. In 2018, Forde et al. presented the
first literature report of neoadjuvant anti–PD-1
therapy, describing an investigator-initiated
phase 2 trial of nivolumab in 21 patients with
high-risk (stages I to IIIA) NSCLC (45). Al-
though all subjects were deemed “resectable
for cure” by a surgical expert, the risk of post-
surgical relapse and death within 5 years was
estimated to be 50 to 80%. In this study, pre-
viously untreated patients received nivolumab
preoperatively for a brief 4-week period. Sur-
gery was then carried out according to stan-
dard practice, resecting the primary tumor
mass along with surrounding normal lung
tissue and TDLN. The treatment regimenwas
found to be safe, with no surgical delays,
no unanticipated toxicities, one treatment-
related grade 3 adverse event, and one patient
who was found to have an unresectable tumor
intraoperatively. Particularly revealing was a
comparison of tumor response assessments
conducted radiographically, with computer-
ized tomographic (CT) scans at baseline and
just before surgery, or histologically by examining
the surgical specimen for evidence of patho-
logic response. Although partial radiographic
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responses (defined as ≥30% decrease in the
sum of tumor diameters) were observed in
only 2 of 21 (10%) patients, major pathologic
responses at the primary tumor site (≤10%
viable tumor cells remaining) were seen in 9 of
20 (45%) operable cases. Thus, conventional
radiographic studies underestimated the extent
and rapidity of pathologic responses, which
were characterized by an influx of immune
cells and proliferative fibrosis, which is consist-

ent with an immunological mechanism. The
degree of pathologic response significantly cor-
related with tumor mutational burden and
with the computationally predicted neoantigen
burden. Furthermore, an in-depth study of one
patient revealed that neoantigen-specific T cell
clones that were present intratumorally and in
TDLN expanded in the peripheral blood during
preoperative nivolumab therapy; these clones
persisted in the periphery for weeks after tumor

resection. This example appears to recapitulate
findings from mouse tumor models of neo-
adjuvant immunotherapy described above,
supporting the notion that neoadjuvant im-
munotherapy can amplify systemic antitumor
immunity and that these effects may persist
even after surgical removal of the primary tumor
and regional lymph nodes. A follow-up analysis
of T cell clonal dynamics from this study showed
that pathologic response was correlated with
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Table 1. Anti–PD-1–based neoadjuvant therapy trials in melanoma. AJCC, American Joint Commission on Cancer (10). Stage III, regional lymph node
metastases; stage IIIB/C, macroscopic regional lymph node metastases; stage IV, disseminated metastases. ORR, objective response rate (complete + partial
responses) based on radiographic and clinical assessments according to RECIST1.1 (83). pCR, pathologic complete response; MPR, major pathologic response,
≤10% viable tumor cells remaining; pPR, pathologic partial response, ≤50% viable tumor cells remaining. AE, treatment-related adverse event (toxicity).

ClinicalTrials.gov
identifier (citation)

NCT02519322
(49)

NCT02437279
(50)

NCT02434354
(51)

NCT02977052
(52)

Phase of trial 2 1b 1b 2
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Randomization
Monotherapy

versus combination
therapy

Neoadjuvant
versus adjuvant

therapy
Not done

Three different
combination

therapy regimens
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Number of
evaluable patients

23 20 29 86*
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

AJCC stage III to IV IIIB/C III to IV IIIB/C
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Treatment period
Preop 8 to 9 weeks +
postop 6 months

Preop 6 weeks +
postop 6 weeks;
or 12 weeks
postop only

Preop 3 weeks +
postop 1 year

Preop 6 weeks

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Anti–PD-1
monotherapy†

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ORR 25% Not done Not provided Not done
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pathologic response‡ 25% pCR 30% = pCR + MPR
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Grade ≥3 AEs 8% Not provided
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Anti-PD-1 + anti-CTLA-4
combination therapy§

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ORR 73% 50% Not done 35 – 63%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pathologic response‡ 45% pCR
78% = pCR +
MPR + pPR

65-80% = pCR +
MPR + pPR

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Grade ≥3 AEs 73% 90% 20-50%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Risk:benefit
Trial stopped early

because of
safety concerns.

Only 10% of patients
completed therapy,
due to toxicity.

Treatment safe and
moderately effective.

6 weeks nivolumab
3 mg/kg + ipilimumab
1 mg/kg identified
as optimal regimen.

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Immunologic correlates
of response

Radiographic response
associated with higher
tumor PD-L1 expression

at baseline, and
higher CD8 T cell
density, lymphoid

gene expression, and
TCR clonality in tumor

at 3 to 4 weeks.

Relapse-free survival
associated with pathologic
response; higher PD-L1,

CD3, B2M, and IFN-g–related
gene expression in baseline
tumor; and greater number of
newly detected tumor-resident
T cell clones in the peripheral

blood at week 6.

Relapse-free survival
associated with pathologic
response; higher expression
of genes reflecting T cell

activation and IFN-g signaling
in baseline tumor; brisk

TILs with increased exhausted
T cells (EOMEShi, Tbetlo)

and decreased proliferating
Treg cells in tumor at
week 3; and gene

expression reflecting
intratumoral angiogenesis

and B cells.

Relapse-free survival
associated with

pathologic response
and higher IFN-g gene
expression signature
in baseline tumor.

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*An extension cohort of approximately 100 patients who will receive the selected optimal neoadjuvant regimen provides for limited surgery in patients achieving a pCR or MPR on biopsy.
†Anti–PD-1, nivolumab in (49) and pembrolizumab in (51). ‡In specimens resected after neoadjuvant therapy. §Anti–PD-1 (nivolumab) plus anti–CTLA-4 (ipilimumab).
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posttreatment increases in the peripheral blood
of clones that were highly represented in pre-
treatment tumor biopsies, further supporting
the notion that peripheral mobilization of in-
tratumoralT cells is correlatedwith intratumoral
response (48). As mentioned above, these re-
sults do not distinguish the anatomic location
of tumor-specific T cell activation through neo-
adjuvant PD-1 pathway blockade.
Four reports of neoadjuvant immunotherapy

regimens in resectable melanoma have illu-
strated opportunities to further deepen our
mechanistic understanding of immune check-
point blockade while underlining the practical
challenges of balancing risk and benefit in
clinical trial design (Table 1) (49–52). These
melanoma reports represent the largest neo-
adjuvant anti–PD-1 immunotherapy literature
in a single cancer type to date. In two studies
by Amaria et al. and Blank et al., high rates of
radiographic and pathologic response were
achieved by combining nivolumab (anti–PD-1)
with ipilimumab (anti–CTLA-4) for 8 to 9weeks
preoperatively (49, 50); this drug combination
was already FDA-approved as a standard of
care in advanced unresectable melanoma (53).
However, efficacy in the neoadjuvant setting
came at the cost of high rates of severe toxi-
cities, which limited the conduct of these trials.
Severe toxicity rates in the neoadjuvant treat-
ment population appeared to exceed those pre-
viously documented in the advancedunresectable
melanoma patient population; the investigators
hypothesized that this might reflect a heigh-
tened impactof combinedPD-1/CTLA-4blockade
in patients with earlier cancers and intact im-
mune systems. By contrast, a study byHuang et al.
using pembrolizumab (anti–PD-1) monother-
apy for only 3 weeks preoperatively showed
a lower rate of side effects but also a lower
response rate (51). Subsequently, a trial reported
by Rozeman et al., testing three randomized
combination treatment arms, yielded a modi-
fied dosing regimen of nivolumab plus ipili-
mumab that had a substantial response rate
and fewer severe toxicities (52). Preliminary
evidence from these melanoma trials suggests
that RFSmay be prolonged in patients achiev-
ing a substantial pathologic response, compared
with those with minimal or no pathologic re-
sponse (51, 52). These results, requiring valida-
tion in larger trials, suggest that pathologic
response after neoadjuvant immunotherapy
may be an early surrogatemarker for long-term
clinical outcomes, similar to the general expe-
riencewithneoadjuvant chemotherapies inbreast
and lung cancer (11, 12).
The anti–PD-1–based neoadjuvant trials in

melanoma, although relatively small, also prof-
fered preliminary evidence for baseline and
on-treatment tumor biomarkers associated
with radiographic response, pathologic response,
and/or RFS (Table 1). Responsemarkers, includ-
ing increased densities of tumor-infiltrating

T cells and IFN-g–related gene expression sig-
natures at baseline and on treatment, were
subsequently also reported in a study of pem-
brolizumab in muscle-invasive bladder cancer
(54). The melanoma trial by Blank et al. com-
paring neoadjuvant versus adjuvant regimens
of anti–PD-1 plus anti–CTLA-4 found a greater
expansion of tumor-resident T cell clones in
the peripheral blood of patients enrolled on
the neoadjuvant arm (50). These preliminary
findings in small groups of patients mirrored
preclinical studies in a mouse breast cancer
models (described above) that showed superior
tumor control and persistence of peripheral
tumor-specific T cells with neoadjuvant com-
pared with adjuvant immunotherapy, although
they await validation in larger randomized
trials (16). Similarly, a randomized trial of neo-
adjuvant versus adjuvant anti–PD-1 (pembroli-
zumab) in recurrent glioblastoma showed
significantly improved RFS and OS in the
neoadjuvant group, whose resection specimens
were characterized by enhanced IFN-g–related
gene expression profiles and PD-L1 expres-
sion and whose on-treatment blood specimens
showed expansion of T cell clones that were
also found intratumorally (55). Another study
in glioblastoma, which combined neoadjuvant
plus adjuvant anti–PD-1 (nivolumab), found
increased intratumoral chemokine gene expres-
sion, activated CD8 T cells, and TCR diversity in
on-treatment tumor specimens compared with
tumors from patients who did not receive anti–
PD-1 treatment (56). The systemic persistence
of tumor-associated or tumor-reactive T cells
suggests that a period of continued immuno-
therapy after surgery may further boost these
immune responses and avert tumor relapse.
In melanoma, for which two adjuvant anti–
PD-1 therapies are already approved as standards
of care, these regimens have been added to the
design of some neoadjuvant immunotherapy
trials (Table 1).
Surgeons are crucial clinical partners for

medical oncologists and pathologists in the
development of neoadjuvant immunothera-
pies, not only for determining the candidacy of
individual patients, general guidelines forpatient
selection, and optimal preoperative treatment
intervals but also for addressingnewchallenges
that arise from early experience with these re-
gimens. For example, tumors that regress rapidly
or completely during the neoadjuvant treatment
interval may be difficult to locate intraoper-
atively. This has led some investigators to sug-
gest interventional placement of radiographic
tumor markers before commencing neoadju-
vant immunotherapy (57). Furthermore, if an
aggressive or cosmetically disfiguring surgery
would have been recommended in the ab-
sence of neoadjuvant therapy, would the same
surgical approach still be required for tumors
exhibiting a major response to neoadjuvant
treatment? Some have suggested that surgery

could be avoided entirely in the setting of a
clinically and radiographically documented
complete response (52), or that limited surgi-
cal interventions could be used in patients
whose on-treatment tumor biopsies show a
complete or major pathologic response (for
example, as provided in an extension cohort of
NCT02977052) (Table 1). These issues, some
of which were not foreseen before the advent
of active neoadjuvant immunotherapies, are the
subject of ongoing and future investigations.

Pathologic response assessment

Inoncologydrugdevelopment, the gold-standard
endpoint for assessing therapeutic benefit is OS,
which is usually determined in large random-
ized trials conducted over several years. How-
ever, with the rapid development of neoadjuvant
immunotherapy regimens, it would be advanta-
geous for the field, and most importantly for
patients, to identify an early indicator of long-
term benefit. Pathologic response is a candi-
date early surrogate endpoint for OS and RFS,
which might allow for expedient resulting of
clinical trials, redirecting ongoing trials in real
time, and making rational therapeutic deci-
sions for individual patients.
Pathologic response criteria for neoadjuvant

cancer therapy were first developed in the con-
text of chemotherapy as a parameter portending
clinical outcomes. Pathologic complete response
(pCR), the most stringent criterion, is defined
as the absence of any viable tumor in the defi-
nitive surgical resection specimen. It has been
variably defined to refer only to the primary
tumor site or to include assessment of TDLN
(11). pCRhas been correlatedwithOS in patients
who received chemotherapy for muscle-invasive
bladder cancer, gastric or gastroesophageal junc-
tion cancers, breast cancer, and NSCLC, with
average pCR rates of 28.6, 7, 21, and 8%, re-
spectively. (58–61) Although informative for
those patients achieving a pCR, this readout
misses a potential opportunity to prognosti-
cate and make treatment decisions for the
vast majority of patients. To that end, “major
pathologic response” (MPR), describing a treat-
ment effect resulting in ≤10% residual viable
tumor (RVT), was proposed as an alternative
endpoint (62). However, retrospective studies
have suggested that OS correlates with amuch
larger spectrum of RVT, implying that if assess-
ments beyond pCR and MPR could be per-
formed, prognostication could potentially be
available for all patients (12, 63).
To date, pCR and MPR are the most com-

monly used metrics for assessing response to
neoadjuvant immunotherapy, although differ-
ences exist bothwithin and across tumor types
as to how these pathologic criteria have been
assessed. For example, some studies of neo-
adjuvant immunotherapy inmelanoma grouped
patients as having a pCR, “near pCR” (MPR,
≤10%RVT), “partial pathologic response” (pPR,
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≤50%RVT), or “no pathologic response” (>50%
RVT) (64), whereas others focused only on pCR
as a readout (Table 1). A study of neoadjuvant
anti–PD-1 for patients with muscle-invasive
bladder cancer used pCR as a primary end-
point, with pathologic down-staging as a
secondary endpoint (54); a study on glioblas-
toma multiforme reported “observable tissue-

based and clinical treatment effects” but did
not formally score pathologic response (55);
and the initial report of neoadjuvant anti–
PD-1 in NSCLC reported pCR and MPR at the
primary tumor site but used a chemotherapy
scoring system available at that time (12, 45).
Optimal pathologic response thresholds corre-
lating with long-term clinical outcomes remain

to be determined as data from ongoing neo-
adjuvant immunotherapy trialsmature. Ultimate-
ly, informative pathologic response thresholds
may vary by tumor type (65). It will be ne-
cessary to collect and report data regarding
%RVT in a uniform and reproducible fashion
to allow for valid cross-study comparisons.
Recently, immune-relatedpathologic response

criteria (irPRC) have been developed with the
aim of assessing the full spectrum of response
to immunotherapy in the complete resection
specimen—that is, scoring 0 to 100% RVT at
10% intervals (66). This approach, first de-
scribed in the context of neoadjuvant anti–
PD-1 monotherapy in NSCLC (45), has been
extended to include other tumor types, tumors
from multiple anatomic locations, and combi-
nation treatment regimens based on anti–
PD-1 (67). The ability to assess regional lymph
nodes as well as the primary tumor site
provides additional information regarding
treatment response; excluding regional lymph
nodes from pathologic response assessments
may alter long-term outcome correlations (11, 45).
Some neoadjuvant immunotherapies are now
being tested in cancer types in which the pri-
mary tumor is often surgically absent at the
time that immunotherapy commences, such as
melanoma and Merkel cell carcinoma (57, 68).
In these cases, neoadjuvant immunotherapy is
directed against resectablemetastases in lymph
nodes and/or distant organ sites. This has ne-
cessitated the development of pathologic re-
sponse scoring systems that evaluate response
in metastatic sites with or without an accom-
panying primary tumor (64, 66, 67). New scor-
ing systems that assess the full spectrum of
potential pathologic response will require
educating pathologists in academic centers as
well as in the community. This will be par-
ticularly important as neoadjuvant immuno-
therapies become standard of care.
In addition to emphasizing pathologic assess-

ment of the entire surgical specimen, irPRC
recognize the distinct histologic characteristics
of anti–PD-1–based treatment response (Fig. 2).
Accurate identification of the regression bed
has been shown to lead tomore reproducible
assessments of %RVT than historical scoring
systems that do not detail this component
(66, 67). The features of this zone may also
provide important insights into the mecha-
nism of action of immune checkpoint inhib-
itors. They include activation of diverse immune
cell types such as lymphocytes, macrophages,
and plasma cells associated with tertiary
lymphoid structures (TLS); the stigmata of
organized tumor cell death; and features of
tissue repair, such as proliferative fibrosis and
neovascularization (66). It is recognized that
TLS support the organization of antitumor
B cell and T cell responses, and an appreciation
of their role in this setting could potentially
be leveraged therapeutically, such as by using
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chemokines or even synthetic scaffolds to in-
duce TLS formation in otherwise “noninflamed”
tumors (69). High expression of genes asso-
ciated with angiogenesis and B cell receptor
pathways was associated with prolonged RFS
after neoadjuvant anti–PD-1 therapy in a mela-
noma study (Table 1) (51), supporting the histo-
logic description of a tumor regression bed that
extends beyond a simple T cell signature. The
potential role of B-lineage cells in tumor re-
jection after anti–PD-1 therapy has been rela-
tively understudied. The expansion of B cells
after anti–PD-1 therapy is consistent with the
original basic functional description of the PD-1
pathway (70); however, their increased detec-
tion in the TME does not necessarily equate
with a requirement for tumor rejection. Addi-
tional research will be needed to define the
potential role of B cells in tumor regression
and to determine whether their contribu-
tionsmay be tumor type or context dependent
(56, 71, 72). The above-described features of
robust inflammation and fibrosis in respond-
ing tumors have been shown to account for
apparent discrepancies between radiographic
and pathologic response assessments after neo-
adjuvant immunotherapy (45, 52, 66, 73). Such
discrepancies may depend on the kinetics of
anti–PD-1 response in certain tumor types, in
the context of the neoadjuvant treatment inter-
val before radiographic restaging and surgery.
In cases inwhich definitive surgical resection

after neoadjuvant immunotherapy would result
in serious functional or cosmetic consequences—
for example, locally advanced gynecologic or
genitourinary carcinomas, or scalp or facial
tumors—it is possible that on-treatment biop-
sies could be used to assess therapeutic response
by using the above-described irPRC. These crite-
ria, originally developed for assessing response
to neoadjuvant anti–PD-1–based immunothera-
pies, have recently been applied to core needle
tumor biopsies taken from patients with ad-
vanced unresectable cancers while receiving
the same therapies. In a melanoma study, such
assessments have already been shown to cor-
relatewith 5-yearOS (73), suggesting the poten-
tial for innovations in pathologic evaluation to
allow for prognostication, therapeutic decision
making, and organ sparing. Association of
irPRC with OS in this latter scenario supports
the concept that irPRC may ultimately be
correlated with long-term patient outcomes
in the neoadjuvant setting. Over time, more
advanced imaging tools may also become avail-
able to capitalize on the observed features of
the regression bed or otherwise more accu-
rately reflect the residual tumor burden.

Future development

More than 100 clinical trials of neoadjuvant
anti–PD-(L)1 therapy are now ongoing in di-
verse tumor types, in which anti–PD-(L)1 is ad-
ministered as monotherapy or in combination

with other immunotherapies, radiation ther-
apy, chemotherapy, kinase inhibitors, tumor-
targeted antibodies, or endocrine ormetabolic
modulators [reviewed in (74, 75)]. Treatment
combinations designed to recruit more immune
cells into the tumor—such as intratumoral the-
rapies (oncolytic viruses or interferon path-
way agonists), cancer vaccines, and kinase
inhibitors—hold promise. Furthermore, treat-
ment combinations with increased antitumor
efficacy might accelerate response kinetics,
thus shortening the optimal presurgical treat-
ment interval. The first wave of neoadjuvant
trials has emphasized cancer types in which
anti–PD-(L)1 mono- or combination therapies
have already shown some efficacy in the ad-
vanced metastatic disease setting, hypothesiz-
ing that applying these treatments earlier in
the course of cancer evolution will be benefi-
cial. Early reports of safety and substantial pCR
rates from neoadjuvant combinations of anti–
PD-1 with anti–CTLA-4 (52), or with multidrug
chemotherapies for triple-negative breast can-
cer (76, 77) or NSCLC (78), are encouraging but
require longer follow-up for assessment of clini-
cal efficacy endpoints. Next-generation trials
may assign patients to postsurgical observation
or intervention depending on the degree of
pathologic response, similar to the precedent
established with nonimmununologic neoadju-
vant therapies in breast cancer (79).
Although conventional computerized tomo-

graphic imaging at early time points on neo-
adjuvant therapy often underestimates the
extent of pathologic changes occurring in tumor
tissues, advancedmethods for CT image analysis
and interpretation are currently under evalu-
ation andmay provide previously unidentified
on-treatment markers of response to guide cli-
nical decision-making (80, 81). Furthermore,
nuclear imagingwith positron emission tomog-
raphy (PET) may operationalize markers spe-
cific for immune cells, checkpointmolecules, or
metabolic processes associated with neoadju-
vant treatment response or resistance (82).
Tumor specimens obtained after neoadju-

vant immunotherapy provide a rich source of
materials for in-depth scientific interrogations
that are expected to further illuminate mech-
anism of action for anti–PD-1 drugs. A sur-
prisingly high B cell component observed in
responding tumors has drawn attention to the
potential role of this cell type in cooperating to
mediate anti–PD-1 responses. The quantity of
tissue obtained at surgery will allowmuchmore
extensive single-cell analyses of on-therapy im-
mune responses within the TME, as well as
analyses of residual viable tumor cells, which
have been overlooked in many studies. It will
be of great interest in the future to better
understand the particular characteristics of
these two compartments with regard to im-
munoarchitecture, cytokine signatures, and
cellular functional states, including tumor cell

signaling and immune evasionmechanisms in
cases with residual tumor. Findings from such
studies may reveal pathways, mechanisms, and
molecules that can be cotargeted in new treat-
ment combinations to increase the efficacy of
anti–PD(L)1 drugs.
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Monosomes actively translate synaptic mRNAs
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INTRODUCTION: RNA sequencing and in situ
hybridization have revealed the presence of an
unexpectedly high number of RNA species
in neuronal dendrites and axons, and many
studies have documented the local translation
of proteins in these compartments. During
messenger RNA (mRNA) translation, multiple
ribosomes can occupy an individual mRNA
(a complex called a polysome), resulting in the
generation of multiple copies of the encoded
protein. Polysomes, usually recognized in elec-
tron micrographs as a cluster of three or more
ribosomes, have been detected in neuronal
dendrites but are surprisingly infrequent given
the diversity of mRNAs present in dendrites
and axons. In neuronal processes, the features
and mechanisms of translation have not been
explored in detail, in part because of the rel-
ative inaccessibility of dendrites and axons. In
this study, we investigated how a diverse set of
neuronal proteins might be synthesized from

a limited population of polysomes present in
small synaptic volumes.

RATIONALE: To accommodate their complex
morphology, neurons localize mRNAs and
ribosomes near synapses to produce proteins
locally. Yet a relative scarcity of polysomes (con-
sidered the active sites of translation) detected
in electron micrographs of neuronal processes
has suggested a rather limited capacity for local
protein synthesis. To visualize the capacity for
local protein production in vivo, we profiled ac-
tively translatingmRNAs in rodent hippocampal
neuronal processes. To access neuronal compart-
ments,wemicrodissectedtheneuropilandsomata
layer from the CA1 region of hippocampal slices,
generating samples enriched in dendrites and/or
axons versus cell bodies. Polysome profiling of
microdissected regions was used to determine
the association of axonal and/or dendritic and
somatic transcripts, respectively, with mono-

somesorpolysomes.Ribosome footprinting was
then used to assess the translational activity of
monosomes (single ribosomes) and polysomes.
Bioinformatic analyses were used to determine
the features ofmonosome-preferring transcripts
as well as the families of protein groups that
were encoded by monosome-preferring tran-
scripts. We also compared the monosome-
to-polysome (M/P) preference of transcripts
between the somata and neuropil. To esti-
mate the abundance of proteins encoded by
monosome- andpolysome-preferring transcripts,
we measured protein levels in the neuropil by
using mass spectrometry–based proteomics.

RESULTS: In the adult rodent brain, we de-
tected substantial levels of ongoing protein
synthesis in the synaptic neuropil (a region

enriched in neuronal axons
and dendrites) in vivo and
provide direct evidence
for the preferential trans-
lation of a high number
of both pre and postsyn-
aptic transcripts by mono-

somes. The monosomes were in the process
of active polypeptide elongation in dendrites
and axons. Most transcripts exhibited a sim-
ilar M/P preference in both somata and neu-
ropil, suggesting that ribosome occupancy
is often an intrinsic feature of the transcript.
Several transcripts exhibited a preference for
monosomes or polysomes that switched de-
pending on the compartment; these mRNAs
encoded some synaptic plasticity–related pro-
teins. Overall, neuropil transcripts exhibited a
preference for monosome translation. Monosome-
preferring transcripts encoded a full range
of low- to high-abundance proteins in the
neuropil.

CONCLUSION: In this study, we investigated the
translational landscape in neuronal processes
and identified local translation on 80S mono-
somes as an important source of synaptic pro-
teins. Neuropil-localized transcripts exhibited a
greater monosome preference than somatic
transcripts, potentially allowing for the pro-
duction of a more diverse set of proteins from a
limited pool of available ribosomes at synapses.
This finding thus bridges the gap between
the relative paucity of visualized translational
machinery in neuronal processes and actual
measurements of local translation. Given the
spatial limitations within dendritic spines and
axonal boutons, synaptic activity could also
regulate monosome translation to diversify
the local proteome with spatial and temporal
precision.▪
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To accommodate their complex morphology, neurons localize messenger RNAs (mRNAs) and ribosomes
near synapses to produce proteins locally. However, a relative paucity of polysomes (considered the
active sites of translation) detected in electron micrographs of neuronal processes has suggested a
limited capacity for local protein synthesis. In this study, we used polysome profiling together with
ribosome footprinting of microdissected rodent synaptic regions to reveal a surprisingly high number of
dendritic and/or axonal transcripts preferentially associated with monosomes (single ribosomes).
Furthermore, the neuronal monosomes were in the process of active protein synthesis. Most mRNAs
showed a similar translational status in the cell bodies and neurites, but some transcripts exhibited
differential ribosome occupancy in the compartments. Monosome-preferring transcripts often
encoded high-abundance synaptic proteins. Thus, monosome translation contributes to the local
neuronal proteome.

R
NA sequencing (RNA-seq) and in situ
hybridization have revealed the pres-
ence of an unexpectedly high number of
RNA species in the CA1 neuropil (a re-
gion enriched in neuronal axons and

dendrites) (1, 2), and many studies have do-
cumented the local translation of proteins in
dendrites and/or axons (3–5). Duringmessenger
RNA (mRNA) translation, multiple ribosomes
can occupy an individual mRNA (a complex
known as a polysome), resulting in the gener-
ation of multiple copies of the encoded protein.
Polysomes, usually recognized in electronmicro-
graphs as a cluster comprising three or more
ribosomes, have been detected in neuronal den-
drites (6, 7). Given the diversity of mRNAs pre-
sent, polysomes are relatively infrequent in
dendrites and axons [e.g., <0.5 polysomes per
micrometer (7)]. In neuronal processes, the
features and mechanisms of translation have
not been explored in detail, partly because of
the relative inaccessibility of the dendrites and
axons in the neuropil. In particular, it is not
clear how diverse proteins might be synthe-
sized from a limited population of polysomes
present in small synaptic volumes.

Monosomes are the predominant ribosome
population in neuronal processes

To visualize the capacity for protein synthesis
in the neuropil in vivo, we labeled the de novo
proteome using puromycylation (8). We in-
fused puromycin directly into the lateral ven-
tricle ofmice, waited 10min, and then visualized
newly synthesized proteins in hippocampal

pyramidal neurons by coimmunofluorescence
labeling of nascent protein (anti-puromycin
antibody) and CA1 pyramidal neurons (anti-
wolframin antibody; Wfs1). As expected, we
detected an intense nascent protein signal in
the somata layer (stratum pyramidale), com-
prising the cell bodies of pyramidal neurons
(Fig. 1A and fig. S1A). Additionally, strong
nascent protein was evident throughout the
dendrites of pyramidal neurons in the neu-
ropil (stratum radiatum) (Fig. 1A and fig. S1A).
Co-injection of a protein synthesis inhibi-
tor (anisomycin) abolished the nascent pro-
tein signal. Because of the very short window
of metabolic labeling, these data indicate
that protein synthesis also occurs in den-
drites in vivo.
Polysome profiling is a biochemical fraction-

ation method that allows one to examine the
degree of ribosome association of a transcript—
that is, association with a monosome (single
ribosome) or a polysome (multiple ribosomes
loaded on anmRNA) (9). Using polysome pro-
filing, we examined the ribosome occupancy
of transcripts in the hippocampus by compar-
ing somata and neuropils that were micro-
dissected from ex vivo adult rat hippocampal
slices (area CA1) (Fig. 1B). Immunoblot analy-
sis confirmed that the microdissected neu-
ropil was strongly de-enriched for neuronal
cell bodies (fig. S1, B and C). We obtained a
typical polysome profile with two ribosomal
subunit peaks (40S and 60S), onemonosome
(single ribosome, 80S) peak, and multiple
polysome peaks. No signs of altered polysome
integrity (such as a shift toward lower ribosome
occupancy) were observed. We assessed the
relative association of transcripts with mono-
somes or polysomes [monosome/polysome

(M/P) ratio; see Materials and methods sec-
tion] in the somata and neuropil bymeasuring
the area under the curve (AUC) of the cor-
responding absorbance peaks. Although a
large proportion of mRNAs was associated
with polysomes in the somata (Fig. 1C), the
M/P ratio was more than twice as high in the
neuropil (Fig. 1, D and E). The increasedM/P
ratio observed in the neuropil resulted from
a decrease in polysome abundance when com-
pared to the somata (fig. S1D). As expected, the
M/P ratios in whole (nonmicrodissected) hip-
pocampi (0.56 ± 0.04), comprising cell bodies
and neuronal processes, occupied a position
between the values obtained for the somata
(0.30 ± 0.03) and neuropil (0.76 ± 0.19) (fig.
S1E and Fig. 1, C and D), confirming that the
microdissection procedure did not disrupt
polysome stability.
To confirm the difference in the M/P ratios

between somata and neuronal projections,
we used a well-established in vitro system to
enrich for cell bodies and neuronal processes
(10). Rat neurons were cultured on micro-
porous membranes, allowing the dendrites
and axons (but not cell bodies) to extend to
the area beneath the membrane (Fig. 1F and
fig. S1, F to I). After 21 days in vitro, we har-
vested the cell bodies and dendrites and/or
axons separately and again conducted polysome
profiling. Consistent with the microdissected
slice data, the M/P ratio was significantly higher
in neurites than in cell bodies, owing to an in-
crease and a decrease in the number of mono-
somes and polysomes in the neurite layer,
respectively (Fig. 1, G to I, and fig. S1J).

Monosomes actively elongate transcripts
in the synaptic neuropil

In mammalian cells, polysomes are thought to
represent the translationally active ribosome
population (11–13). By contrast, monosomes,
reflecting single ribosomes detected on tran-
scripts, are presumed to represent the isolation
of protein synthesis initiation and termina-
tion events but not active protein synthesis
(i.e., the elongation of the polypeptide chain)
(11–13). We compared the translational sta-
tus of somatic or neuropil-localized mono-
somes and polysomes by using ribosome
profiling to precisely map the position of the
ribosome(s) along the mRNA (14) (Fig. 2A).
Monosomal or polysomal fractions from the
rat neuropil or somata were collected; the
purity of fractionationwas independently dem-
onstrated by the lack of polysome ormonosome
peaks on sucrose gradient profiles from isolated
monosomal and polysomal fractions, respec-
tively (fig. S2). After polysome profiling, ribo-
somal fractions were digested and monosome
or polysome footprint libraries were prepared.
After sequencing three replicates ofmonosome
and polysome footprint libraries and aligning
the reads to a reference genome (alignment
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statistics shown in fig. S3A), the classical
ribosome profiling quality metrics were as-
sessed (fig. S3). As expected, the monosome
and polysome footprints peaked at a length
of ~31 nucleotides (representing the area
occupied by the ribosome; fig. S3, B and C)
and exhibited a depletion of read densities in
the untranslated regions (UTRs) and introns
(fig. S3, D and E). The ribosome profiling li-
braries were highly reproducible between
replicates, as shown by the very small within-
group variance (fig. S3F) and Pearson correla-
tion coefficients >0.95 for the majority of the
samples (fig. S3G). The neuropil monosome
and polysome translatomes also overlapped
with the previously published neuropil de
novo proteome (15) (fig. S3H).

We examined the positions of the RNA foot-
prints obtained from neuropil monosomes
(Fig. 2B) or polysomes (Fig. 2C) across the
open reading frame (ORF) of transcripts.
Both the monosome and polysome footprint
coverages peaked at the 5′ ORF (near or at
the translation initiation site); monosome
footprints decreased more sharply than poly-
some footprints over the first 25% of the ORF
before reaching a plateau. Only the mono-
some sample exhibited a pronounced enrich-
ment of footprint reads around the stop
codon, presumably reflecting the position
of terminating ribosomes. This pattern is in
good agreement with previously published
metagene analyses of monosome and poly-
some footprint densities in yeast (16), thus

confirming the purity of isolated monosomal
and polysomal fractions. Surprisingly, how-
ever, a large fraction of monosome footprints
occupied the center of the ORF, demonstrating
that the localized monosomes were engaged
in peptide elongation. A similar pattern was
evident for the monosome (and polysome)
footprint coverage in the somata (fig. S4, A
and B) and the whole (nonmicrodissected)
hippocampus (fig. S4, C and D; representa-
tive polysome profile shown in fig. S1E). Thus,
the mid-ORF monosome footprints were not
a result of altered polysome integrity during
the microdissection procedure.
Because the somata and neuropil include

neurons as well as glia and interneurons (fig.
S5A), we developed a strategy to investigate
the translational status of monosomes and
polysomes in hippocampal excitatory neurons.
We identified the translatome (ribosome-
associated mRNAs) of select hippocampal ex-
citatory neuron populations by combining
RiboTag immunoprecipitation (RiboTag-IP)
(17) with RNA-seq (fig. S5, B and C). Using
differential expression analysis (18), we iden-
tified transcripts enriched in the RiboTag-IP
from hippocampi of Camk2Cre::RiboTag mice
(fig. S5, D and E) or microdissected somata
(fig. S5, D and F) and neuropils (fig. S5, D and
G) of Wfs1Cre::RiboTag mice (19). Combining
the three datasets, we obtained a comprehen-
sive list of 5069mRNAs (neuronal transcripts)
selectively translated in cell bodies and pro-
cesses of excitatory hippocampal neurons
(fig. S5H). The relative enrichment and de-
enrichment of neuronal genes and glia- and/or
interneuron-related genes, respectively, were
validated using a previously published dataset
(fig. S5I) (20). These data were used to ob-
tain a filtered list of neuronal footprint reads
in monosome or polysome libraries from the
somata and neuropil (Fig. 2D). Again, a sig-
nificant fraction of neuronal transcripts dis-
played coverage in the elongating portion of
the ORF in the monosome and the polysome
samples of both neuropil (fig. S6, A and B) and
somata (fig. S6, C andD). The neuropil-derived
monosome (Fig. 2E) and polysome (fig. S6E)
footprints exhibited three-nucleotide phasing
throughout the ORF, reflecting the charac-
teristic codon-by-codon translocation of the
ribosome on its mRNA (14). Thus, both mono-
somes and polysomes contribute to the active
elongation of transcripts localized to neuronal
processes.

Neuropil monosomes translate
synaptic transcripts

To measure the degree to which a neuropil-
localized transcript is translated by mono-
somes or polysomes, we focused on ribosomes
that were undergoing elongation but not ini-
tiation or termination by using footprints
aligned to the center of the ORF (see Materials
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Fig. 1. Monosomes are the major ribosome population in neuronal processes. (A) Immunofluorescence
labeling of the nascent protein metabolic label (cyan) and the CA1 pyramidal neuron marker Wfs1 (purple) in
hippocampal sections from mice that received a brief infusion of puromycin without (left) or with the protein
synthesis inhibitor anisomycin (right) into the lateral ventricle. Scale bar, 20 mm. A higher-magnification
image of the nascent protein signal in the boxed dendritic region is shown. Scale bar, 50 mm. so, stratum
oriens; sp, stratum pyramidale; sr, stratum radiatum; slm, stratum lacunosum moleculare. (B) Scheme of a
hippocampal slice showing the regions (somata and neuropil) that were microdissected for subsequent
polysome profiling. Representative polysome profiles (C and D) and comparison of the monosome/polysome
(M/P) ratios (E) of the microdissected somata (Soma, blue; M/P = 0.30 ± 0.03) or neuropil (Npl, purple;
M/P = 0.76 ± 0.19) (n = 7 biological replicates). Areas measured to calculate the M/P ratios are shaded (see
Materials and methods). ***P ≤ 0.001, Welch’s t test. AU, arbitrary units. (F) Scheme showing cortical
neurons grown on a microporous membrane enabling the separation of cell bodies and neurites for polysome
profiling. Representative polysome profiles (G and H) and M/P ratios (I) of the cell body (CB, blue) or
neurite layer (N, purple) (n = 4 replicates). Areas measured to calculate the M/P ratios are shaded. *P ≤

0.05, Welch’s t test. Error bars in (E) and (I) indicate SDs.
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and methods) in the monosome and poly-
some footprint libraries. Using differential
expression analysis (18), we identified local-
ized neuronal transcripts preferentially trans-
lated by either monosomes or polysomes. In
the neuropil, we found 463 transcripts sig-
nificantly enriched in the monosome frac-
tion versus 372 transcripts enriched in the
polysome fraction (Fig. 3A and table S1). By
contrast, a greater number of transcripts ex-
hibited a significant enrichment on polysomes
in the somata (fig. S7A and table S1). When
we examined the neuropil footprint pattern
across individual transcripts, we identified
transcripts that displayed increased mono-
some (e.g., Kif1a; Fig. 3B) or polysome (e.g.,
Camk2a; Fig. 3C) footprint coverage through-
out the entire ORF. There was also a large
proportion of transcripts (e.g., Slc17a7; Fig. 3D)
that exhibited equal coverage in monosome
and polysome footprint libraries.
Footprints frommonosome-enrichedmRNAs

exhibited strong three-nucleotide periodicity,
reflecting the stepwise movement of active
individual ribosomes during the elongation of
this transcript subset (Fig. 3E). During trans-
lation elongation, however, ribosomes can
pause as a result of local RNA structures, the
presence of rare codons, interactions between

nascent chains, or association with trans-
regulatory factors (21–24). The predominant
association of an mRNA with monosomes
could thus result from increased pausing at
individual codons when compared with the
same mRNA’s association with polysomes.
To test this for the 463 monosome-enriched
transcripts, we computed a pause score by
comparing the normalized footprint cover-
age at individual codons in the monosome
and polysome samples (see Materials and
methods). We found that most codons did
not exhibit significant differences in pausing
between themonosome and polysome libraries
(Fig. 3F). To further investigate the transla-
tional activity status of monosome-preferring
transcripts, we used harringtonine (an initi-
ation inhibitor) to analyze a time series of
ribosome run-off during elongation (25) in
hippocampal cultures. Metagene analysis re-
vealed a progressive loss of ribosomes from
the 5′ end of monosome-preferring transcripts
after the harringtonine treatments (fig. S8).
Thus, monosome-preferring transcripts are
actively elongated and do not exhibit differ-
ential pausing when associated with single
or multiple ribosomes.
What transcript properties influence the

neuropil M/P preference? We detected a posi-

tive correlation between the neuropil M/P
preference and ORF length, 3′UTR folding
energy, and 5′UTR length (fig. S9A and table
S1). On the other hand, a negative correlation
was observed between the M/P ratio and the
mean of the typical decoding rate (MTDR)
index [an estimate of the elongation effici-
ency (26)], GC content, codon adaption index
(CAI), and initiation rate (fig. S9A and table
S1). We also observed an overrepresentation
of upstream ORF-containing transcripts (73
mRNAs) among monosome-enriched genes
(fig. S9B). Although a previous study in yeast
reported that monosomes occupy nonsense-
mediated mRNA decay (NMD) targets (27),
no relationship was found between the neu-
ropil M/P preference of transcripts and their
likelihood of classification as NMD targets
(fig. S9C). The fine-tuning of translation rates
may allow for the optimization of the nascent
polypeptide folding during protein synthesis
(28, 29). We thus explored how the M/P pre-
ference related to the structural complexity of
the encoded polypeptide. Indeed, an increased
number of secondary structures (a helix and
b strand) were predicted for monosome-
preferring transcripts (fig. S9D). Furthermore,
monosome-preferring transcripts encoded
proteins displaying longer structural domains
(fig. S9E).
To examine whether particular protein func-

tion groups are encoded by monosome- versus
polysome-preferring transcripts in the neu-
ropil, we used gene ontology (GO) (Fig. 4A;
see fig. S7B for the somata). Monosome-
preferring transcripts exhibited a more sig-
nificant association with GO terms such as
“synapse,” “vesicle,” or “dendritic tree” than
did polysome-preferring transcripts in the
neuropil. In accordance with this finding,
synaptic genes [SynGO annotation (30)] dis-
played higher mean M/P ratios compared
with nonsynaptic genes (fig. S10, A and B).
Polysome-preferring transcripts often en-
coded proteins involved in actin cytoskeleton
remodeling (Fig. 4, A and B). Because func-
tional and morphological changes in synapses
rely on the dynamic actin cytoskeleton remod-
eling (31), polysome translation may be re-
quired to supply synapses with high copy
numbers of cytoskeletal proteins. Thus, in
dendrites and axons, a significant proportion
of transcripts important for synaptic function
are principally translated by monosomes.

Dissecting neuronal monosome translation

To address whether the M/P preference is
intrinsic to the transcript or influenced by
its environment (i.e., its subcellular localiza-
tion), we compared the relative M/P enrich-
ment of each transcript in the neuropil and
somata. We observed a high correlation (co-
efficient of determination R2 = 0.6) between
the somata and neuropil M/P ratios, indicating
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Fig. 2. Neuronal monosomes actively elongate transcripts in the neuropil. (A) Experimental workflow.
Somata or neuropil fractions were obtained, monosomes and polysomes were isolated by polysome profiling,
and ribosome profiling was performed on isolated fractions. (B and C) Metagene analyses showing the
footprint density throughout the transcript ORF in the neuropil monosomes (B) or polysomes (C). The
average relative normalized coverage is plotted per nucleotide position, and the standard deviation is shaded
(n = 3 replicates). Genes were individually normalized. (D) To assess the translational status of neuronal
monosomes or polysomes, only reads classified as “neuronal” (fig. S5) were retained for further analysis.
(E) Metagene analyses showing the P-site coverage of neuronal transcripts in the neuropil monosome
sample. The average normalized coverage is plotted per nucleotide position around the 5′ end (start), central
portion (center), and 3′ end (stop) of the ORF. The standard deviation is shaded (n = 3 replicates).

RESEARCH | RESEARCH ARTICLE



that a large proportion of transcripts prefer
the same type of ribosome occupancy in both
compartments (Fig. 5A, monosome-enriched
in quadrant I or polysome-enriched in quad-
rant III). An overlap of the genes classified as
monosome- or polysome-preferring in the
somata (fig. S7A) and neuropil (Fig. 3A) re-
vealed that many but not all genes exhibited
a similar preference between compartments
(fig. S11, A and B). Using DESeq2 (18), we
identified transcripts that exhibited signifi-
cant differences in the M/P ratio between
somata and neuropil (Fig. 5A and table S1).
Only a handful of transcripts (e.g., Arc; Fig.
5B) exhibited a significantly lower M/P ratio
in the neuropil than in the somata (Fig. 5A,
purple dots, and Fig. 5C). The majority of
transcripts (e.g., Serpini1; Fig. 5D) with dif-
ferential ribosome occupancy between com-
partments displayed significantly elevated
M/P fold changes in the neuropil (Fig. 5A, cyan
dots, and Fig. 5E). Overall, we observed a shift

toward a higher monosome preference in the
neuropil (Fig. 5F and fig. S11C), which could
result, at least in part, from a lower ribosome
abundance in the neuropil than in the somata
(fig. S12, A and B).
Notably, we also identified some transcripts

with opposing M/P ratios between somata
and neuropil (i.e., monosome-preferring in
one compartment and polysome-preferring
in the other), some of which were key reg-
ulators of synaptic plasticity (Fig. 5A, quad-
rants II and IV; fig. S12, C and D; and table S1)
(32–41). Thus, neuropil-localized transcripts
are, in general, more likely to be translated on
monosomes than somatic transcripts.

Monosome translation contributes
to the neuropil proteome

Individual synapses are small independent in-
formation processing units, each endowed
with their own complement of proteins, rang-
ing in copy numbers from tens to a thousand

or so (42, 43). We observed that previously
published protein copy numbers in the rat
presynapse (Fig. 6A) (43) and postsynapse
(Fig. 6B) (42) were poorly correlated with
the neuropil M/P preference. To understand
the contribution of monosome and polysome
translation to the overall proteome compo-
sition, we conducted mass spectrometry of
neuropil proteins (seeMaterials andmethods)
and estimated their absolute protein abun-
dances using iBAQ (intensity-based absolute
quantification) (44) (fig. S13A). As might be
expected, we observed higher median iBAQ
values for proteins encoded by polysome-
preferring transcripts when compared with
proteins encoded by monosome-preferring
transcripts (Fig. 6C; see fig. S14A for the
somata). When we examined the relationship
between the abundance of neuropil proteins
and their respective M/P ratios, however,
we observed a surprisingly weak correlation
(R2 = 0.021; P value = 2.944 × 10−11; Fig. 6D;
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see fig. S14B for the somata). Around half of
the 326 proteins encoded by monosome-
preferring transcripts exhibited protein abun-
dances that were greater than the average (Fig.
6D and table S1), indicating that monosome-
preferring transcripts can also encode highly
abundant proteins. We next examined the
properties of the high-abundance proteins
encoded by monosome-preferring transcripts
(“mono-high”; n = 177). To investigate whether
the mono-high protein abundance is related
to mRNA abundance in the neuropil, we used
RNA-seq to estimate local transcript levels (fig.
S13B). Consistent with the correlation be-
tween the local transcriptome and proteome
(R2 = 0.26; P value < 2.2 × 10−16), the mono-
high genes had higher mRNA levels (Fig. 6E;
see fig. S14C for the somata). We then looked
at the relationship between mono-high pro-
tein abundance and local translation rates, a
measurement obtained from neuropil total
footprint libraries (without biochemical frac-
tionation) (fig. S13C). Perhaps predictably,
we observed thatmono-high transcripts were
among the most highly translated mRNAs
within the neuropil, which agrees with the
overall positive correlation between the neu-
ropil proteome and local translatome (R2 =
0.33; P value < 2.2 × 10−16) (Fig. 6F; see fig. S14D
for the somata). Thus, monosome-translated
transcripts can contribute to the neuropil
proteome composition by encoding a full
range of low- and high-abundance proteins,

depending on their expression level and
translation rate.

Discussion

In this work, we investigated the translational
landscape in neuronal processes and identi-
fied local translation on 80Smonosomes as an
essential source of synaptic proteins. To date,
knowledge about the conformation of the
translational machinery near synapses has
originated primarily from electron micro-
graphs. In these studies ribosomes are un-
ambiguously identified when organized as a
polysome cluster formed by more than three
ribosomes (45). The sparse distribution of
polysomes in dendrites and spines apparent
in electron micrographs has led some to sug-
gest that local protein synthesis represents a
minor source of synaptic protein under basal
conditions (46). Indeed, until the recent de-
tection of mRNAs and the machinery needed
for their translation (5, 47, 48), the inability
to identify polysomes in electron microscopy
(EM) images from mature axons led to asser-
tions that mature axons obtain protein exclu-
sively via intracellular transport from the soma.
Although a previous EM study suggested the
putative visualization of monosomes in den-
dritic spines (45, 49), monosomes have not
been identified with certainty, because their
small size (10 to 25 nm) makes it difficult to
distinguish them from other dark-staining
cytoplasmic particles (45). A previous study

using a fluorescent reporter suggested that
monosome translation might be associated
with sporadic (isolated) translation events in
cultured neuron processes (50). In this study,
we detected substantial levels of ongoing pro-
tein synthesis in the synaptic neuropil in vivo,
and here we provide direct evidence for the
preferential translation of many pre- and pos-
tsynaptic transcripts by monosomes. This find-
ing thus bridges the gap between the relative
paucity of visualized translationalmachinery in
neuronal processes and actual measurements
of local translation.
Dendritic spines and their associated presyn-

aptic boutons that comprise the excitatory syn-
apse are small subcellular compartments, often
<100 nm3 for spines (51). The relatively large
dimensions of a polysome [~100 to 200 nm
(7)] limit the possibilities for high ribosome
occupancy in spines and axon terminals. In-
deed, each dendritic spine has been estimated
to contain, on average, one polyribosome (52).
The observed low density of polysomes at syn-
apses could be due to a limited pool of avail-
able ribosomes in neuronal processes compared
with cell bodies. In agreement with this con-
cept, we observed a decrease in the percentage
of ribosomal RNA (rRNA) relative to total
RNA as well as a de-enrichment of ribosomal
proteins in the neuropil compared with the
somata. Translation via smaller machines (i.e.,
monosomes) allows formore protein synthesis
sites within synaptic compartments. Polysomes
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have been reported to move within cells at
an average speed of 2 mm/s (53), and poten-
tially greater mobility of translating mono-
somes may allow them to patrol and serve a
larger number of synapses. Given that one
polysome translates a single mRNA result-
ing in multiple copies of a single protein, the
relative scarcity of ribosomes imposes con-
straints on both the timing and diversity of
locally synthesized proteins. Neuropil-localized
transcripts exhibited a greater monosome pref-
erence than somatic transcripts, potentially
allowing for the production of a more diverse
set of proteins from a limited pool of available
ribosomes at synapses.
Monosome-preferring transcripts encoded

proteins that span a broad range of abun-
dances in the neuropil. Because many synap-

tic proteins are present at very low copy
numbers within the pre- and postsynaptic
compartments [e.g., AMPA receptors; esti-
mated ~15 to 20 per postsynaptic density
(PSD)] (54), their local translation by single
ribosomes may suffice to maintain or even
alter synaptic activity. We also uncovered a
subset of monosome-preferring transcripts
that encode surprisingly high-abundance pro-
teins, including the scaffolding proteins Bsn
and Dlg3. This subset also exhibited increased
RNA levels and translation rates within the
neuropil. These features might underlie the
ability of these monosome-preferring tran-
scripts to encode abundant proteins. On the
other hand, predominant polysome transla-
tion was observed for key signaling, scaffolding,
or cytoskeletal proteins (e.g., Camk2a, PSD95,

and actin), which are present at very high
copy numbers within synapses (54). Many
studies investigating translational control in
synaptic plasticity or neurological disorders
have focused their analysis on transcripts that
cosediment with polysomes (9, 55–57). Given
that monosomes are key contributors to the
neuronal translatome, focusing on polysome-
associated transcripts may provide an incom-
plete picture of translational regulation.
Most transcripts exhibited a similar M/P

preference in both the somata and neuropil,
suggesting that ribosome occupancy is often
an intrinsic feature of the transcript. Consist-
ent with this finding, we detected a posi-
tive correlation between M/P ratio and ORF
length, in agreement with previous studies
reporting decreased ribosome density and
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protein production for long ORFs (58–60).
In part, this observation can be explained by
reduced initiation rates of longer transcripts
[correlation coefficient r = −0.29; P value <
2.2 × 10−16; see also (61)]. Contrasting obser-
vations, however, have been made in yeast,
where monosomes preferentially occupy short
ORFs (27). This discrepancy might be ex-
plained by differences in the translational
regulatory mode between organisms, such as
an expansion in the UTR length and/or com-
plexity during evolution from lower to higher
eukaryotes (2, 62, 63).
We also observed that monosome-preferring

transcripts were often subject to a negative
translational regulation,withmoderate initiation
and elongation kinetics. Notably, proteins pre-
dominantly encoded by monosome-preferring
transcripts were not only longer but also
structurally more complex. A “quality mode”
slow translation of the monosome-preferring
transcripts might allow the fine-tuning of
cotranslational folding events, ensuring the
functionality and preventing the aggregation
of the encoded proteins. On the other hand,
we found that polysome-preferring transcripts
displayed increased initiation and elonga-
tion rates, allowing a more efficient transla-
tion. Polysome-preferring transcripts may

thus encode proteins of lower structural com-
plexity, which require less de novo protein fold-
ing fidelity, potentially allowing their translation
in a fast “productivity mode” (28, 29).
Some transcripts exhibited a differential

M/P preference between the somata and neu-
ropil. Neurons differentially localize 5′ and/or
3′ UTR isoforms between subcellular com-
partments (64). Because these cis-regulatory
mRNA elements regulate initiation efficiency
(62, 63), neurons may fine-tune their M/P pref-
erence through selective targeting of com-
petitive UTR isoforms between compartments.
Notably, Arc, a previously reported natural
NMD target that contains 3′UTR introns (65),
was monosome-preferring in the somata but
polysome-preferring in the neuropil. Accord-
ing to the model proposed by Giorgi et al.
(65), Arc may be silenced by NMD in the so-
mata, whereas in the neuropil, synaptic activity
could trigger its release from NMD, resulting
in a translational up-regulation (i.e., polysome
translation).
Alternatively, differences in the monosome

preference between somata and neuropil could
also arise from differential localization or ac-
tivity of specific translational regulators, in-
cluding RNA-binding proteins (RBPs) (66, 67),
microRNAs (68, 69), initiation and elongation

factors (57), or the ribosome itself (70). For
instance, the RBP FMRP is thought to in-
hibit the translation of selective transcripts
in neuronal processes by pausing the trans-
location of polysomes or by directly interacting
with the RNA-induced silencing complex
(71, 72). Synaptic activity has also been re-
ported to regulate the local translational
machinery through changes in the phospho-
rylation status of initiation and elongation
factors (57). Thus, local activity-induced sig-
naling events may also control the flow of
ribosomes on an mRNA and dictate its M/P
preference.
A rapid up-regulation in the number of poly-

somes has been observed in electron micro-
graphs of dendritic shafts and spines after
synaptic plasticity induction (7). Our data
show that, for many transcripts, monosome
translation is the preferred mode of protein
synthesis in neuronal processes and presum-
ably satisfies the local demands under basal
conditions. The formation of polysomes, how-
ever, could be required to supply synapses
with de novo plasticity-related proteins in
response to stimulation. We identified tran-
scripts that prefer the predominant ribosome
population present in either somata (poly-
somes) or neuropil (monosomes) and thus
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Fig. 6. Monosome translation can contribute to the maintenance of
the local proteome. (A and B) M/P fold changes in the neuropil were not
correlated with the copy numbers of some key presynaptic (43) (A) and
postsynaptic proteins (42) (B). Regression lines and corresponding adjusted
R2 values are represented (presynapse P = 0.1488, postsynapse P =
0.07145). (C) Box plots of protein (log2 iBAQ) measurements in the neuropil
for monosome-enriched (mono, cyan) or polysome-enriched (poly,
orange) genes. P = 2.735 × 10−6, Wilcoxon rank-sum test. Of 463 and
372 monosome- and polysome-preferring transcripts in the neuropil,
326 and 242, respectively, passed the stringent proteomics filtering criteria
(see Materials and methods). (D) Scatter plot of the protein abundance
(log2 iBAQ) versus M/P fold changes for monosome-enriched (cyan),
polysome-enriched (orange), and nonenriched (gray) genes (R2 = 0.021,
P = 2.944 × 10−11). The dashed line indicates the mean log2 iBAQ value.
Monosome-preferring transcripts encoding proteins with abundances
greater than average are highlighted by dark cyan dots (mono-high). (E and F) The local proteome correlates with the local transcriptome and translatome. Scatter
plots of the protein abundance (log2 iBAQ) versus RNA (log2 TPM) (R

2 = 0.26, P < 2.2 × 10−16) (E) and translation rate (obtained from total footprints, without
biochemical fractionation) (R2 = 0.33, P < 2.2 × 10−16) (F) measurements for all neuronal genes are shown. Monosome-preferring genes encoding high-abundance
proteins are highlighted by dark cyan dots.
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represent candidates that may shift toward
higher polysome occupancy in response to
synaptic stimulation. Furthermore, given the
spatial limitations within dendritic spines and
axonal boutons, synaptic activity could also
regulate monosome translation to diversify
the local proteome with spatial and tempo-
ral precision.

Materials and methods
Experimental procedures
Animals

Homozygous RiboTag Rpl22HA/HA mice (The
Jackson Laboratory, 011029) were crossed with
Camk2Cre (The Jackson Laboratory, 005359)
or Wfs1CreERT mice (The Jackson Laboratory,
009103). Male 8-week-old C57Bl/6, Wfs1CreERT::
RiboTag, and Camk2Cre::RiboTag mice were
housed in standard cages and fed standard lab
chow and water ad libitum. Male Wfs1CreERT::
RiboTag mice were treated for 3 days with
tamoxifen [100 mg/kg, intraperitoneally (i.p.),
Sigma], dissolved in sunflower oil/ethanol
(10/1) to a final concentration of 10 mg/ml
and used 1 week later for immunostaining
or IP studies (19).
Adult male 4-week-old Sprague Dawley SPF

(specific pathogen–free; Charles River Lab-
oratories) rats were housed on a 12/12-hour
light/dark cycle with food and water ad
libitum until euthanasia. Timed pregnant SPF
(Charles River Laboratories) females were
housed in the institute’s animal facility for
1 week on a 12/12-hour light/dark cycle with
food and water ad libitum until the litter
was born. Cultured neurons were derived
from P0 (postnatal day 0) Sprague-Dawley
rat pups (CD Crl:CD, both male and female,
RRID: RGD 734476). Pups were euthanized
by decapitation.
The housing and euthanasia procedures in-

volving animal treatment and care were con-
ducted in conformity with the institutional
guidelines that are in compliance with na-
tional and international laws and policies
(DIRECTIVE 2010/63/EU; German animal
welfare law; FELASA guidelines). The animals
were euthanized according to annex 2 of §
2 Abs. 2 Tierschutz-Versuchstier-Verordnung.
Animal numbers were reported to the local
authority (Regierungspräsidium Darmstadt,
approval numbers: V54-19c20/15-F126/1020
and V54-19c20/15-F126/1023).

Hippocampal tissue collection
and microdissection

After sacrifice, the heads of 4-week-old male
rats (for polysome/ribosome profiling exper-
iments) or 8-week-old male mice [for trans-
lating ribosome IP (RiboTag) experiments]
were immediately immersed in liquid nitro-
gen for 6 s to cool the brains. The brains were
removed and the hippocampi were rapidly
dissected on an ice-cooled disk. Hippocampal

slices (500 mm) were prepared in a drop of
ice-cold RNase-free phosphate-buffered saline
(PBS) containing 100 mg/ml cycloheximide
using a manual tissue slicer (Stoelting). Each
slice was immediately passed to a second
experimenter who microdissected the CA1
somatic and the neuropil layer at 0° to 4°C
on a cold plate (TCP50, Thermoelectrics) in a
drop of ice-cold RNase-free PBS containing
100 mg/ml cycloheximide. To ensure the pu-
rity of the microdissected neuropil, only slices
located in the middle portion of the dorso-
ventral axis of the hippocampus were used
(approximately six slices per hippocampus).
Somata and neuropil sections were imme-
diately snap-frozen after their dissection
and kept at −80°C until lysis. The micro-
dissection procedure described here main-
tained the polysome integrity in the somata
and neuropil regions. By contrast, signs of
ribosome run-off were observed when the
microdissection was carried out after 1 hour
of slice recovery in artificial cerebrospinal
fluid (1, 2).

Primary hippocampal and cortical cultures

Dissociated rat hippocampal or cortical neu-
rons were prepared from P0 day-old rat pups,
as previously described (73). For hippocampal
cultures, neurons were plated at a density of
31.250 cells/cm2 onto 100-mm culture dishes
and cultured for 21 days in vitro (DIV) in pre-
conditioned growth medium (Neurobasal-A
supplemented with B27 and GlutaMAX, 30%
glia-culture supernatant, 15% cortex-culture
supernatant). Cortical neurons were plated at
a density of 100.000 cells/cm2 onto poly-D-
lysine-coated 75-mm, 3-mm-pore polycarbonate
membrane culture inserts (Corning 3420). At
1 DIV, AraC was added to a final concentration
of 5 mM. After 2 days, medium was exchanged
to preconditioned growth medium and neu-
rons were cultured until 21 DIV. All cultures
were maintained in a humidified incubator
at 37°C and 5% CO2. The sex of animals
from which the cells were obtained was not
determined.

Run-off experiment in primary
hippocampal culture

At 24 hours before drug treatment, cell medium
was adjusted to 8 ml per dish. Harringtonine
(LKT Laboratories) was added to a final con-
centration of 2 mg/ml from a 2-mg/ml stock
in 100% ethanol. Cells were returned to the
incubator at 37°C for 30 or 90 s. Cycloheximide
was added to a final concentration of 100 mg/ml
from a stock of 50 mg/ml in 100% ethanol.
After drug addition, cells were returned in the
incubator at 37°C for 1 min. After the incu-
bation with cycloheximide, the cells were im-
mediately placed on ice and washed twice
with ice-cold PBS plus 100 mg/ml cycloheximide
and lysed in polysome lysis buffer as described

below. Total footprint libraries were prepared as
described below.

Immunolabeling of cortical neurons
cultured on membrane inserts

At 21 DIV, a part of the membrane was ex-
cised, briefly submerged in PBS, and fixed for
20 min in PFA (4% paraformaldehyde in PBS
pH 7.5). Cells were permeabilized with 0.5%
Triton X-100 in PBS supplemented with 4%
goat serum for 15 min and blocked with block-
ing buffer (4% goat serum in PBS) for 1 hour.
Dendrites were stained using an anti-MAP2
antibody (SySy 188004, 1/1000) in blocking
buffer overnight at 4°C. After washing the cells
three times for 5 min in PBS, the secondary
antibody (ThermoFisher A488 A-11073, 1/1000)
was incubated in blocking buffer for 45 min
at room temperature. Cells were washed
three times for 5 min in PBS with DAPI (4′,6-
diamidino-2-phenylindole) added to the sec-
ond wash. Membranes were mounted on glass
slides using Aqua-Poly/Mount and imaged
from the top (cell body layer) or bottom (neu-
rite layer).

Tagged ribosome immunoprecipitation

Hemagglutinin (HA)–tagged ribosome IP of
hippocampi from male Camk2Cre::RiboTag
or somata/neuropil sections from male
Wfs1Cre::RiboTag mice was performed as
described previously (17, 74), with slight mod-
ifications. Tissue sections were homogenized
in a glass homogenizer containing ice-cold
RiboTag lysis buffer [50 mM Tris pH 7.4,
100 mM KCl, 12 mM MgCl2, 1% NP40, 1 mM
DTT, 20 U/ml SUPERaseIN*RNase inhibitor
(Ambion), 200U/ml RNasin (Promega), 100 mg/ml
cycloheximide, 10 U/ml TurboDNase, and pro-
tease inhibitor cocktail (Roche)]. After tritu-
rating the lysate 10 times using a 23-gauge
syringe, samples were chilled on ice for 10 min
and cleared by centrifugation at 16,100g for
10 min. Ten percent of the supernatant was
kept as an input. HA IP was performed by
incubation of the remaining supernatant
with 5 ml of anti-HA antibody (abcam ab9110)
overnight at 4°C with gentle rotation. Incu-
bation of the samples with magnetic beads
(Dynabeads protein G, Invitrogen), washes,
and elution were performed according to (74).
Total RNA was extracted from both the input
and immunoprecipitated ribosome-mRNA com-
plexes using the RNeasy MinElute kit (Qiagen).
RNA integrity was assessed using the Agilent
RNA 6000 Pico kit.

Lysate preparation for polysome
and ribosome profiling

Tissue: Rat tissue samples were homoge-
nized in polysome lysis buffer [20 mM Tris
pH 7.5, 150 mM NaCl, 5 mM MgCl2, 24 U/ml
TurboDNase, 100 mg/ml cycloheximide, 1 mM
DTT, 1% Triton X-100, and protease inhibitor
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cocktail (Roche)] (25) by douncing in a glass
homogenizer. For the experiments including
RNase inhibitors, the polysome lysis buffer
was supplemented with 200 U/ml RNase in-
hibitors (Promega). After triturating the ly-
sate 10 times using a 23-gauge syringe, samples
were chilled on ice for 10 min and cleared by
two centrifugations at 16,100g for 6 min.
Neuronal culture: At 21 DIV, rat cortical

primary neurons were washed twice in ice-
cold PBS supplemented with 100 mg/ml cyclo-
heximide. Neurons were collected with a
scraper in polysome lysis buffer [20 mM Tris
pH 7.5, 150 mM NaCl, 5 mM MgCl2, 24 U/ml
TurboDNase, 100 mg/ml cycloheximide, 1 mM
DTT, protease inhibitor cocktail (Roche), and
8% glycerol]. After scraping, the lysates were
supplemented with Triton X100 to a final
concentration of 1% and chilled on ice for
10 min. After triturating the lysates 10 times
using a 23-gauge syringe, samples were chilled
on ice for 10 min and then cleared by cen-
trifugation at 16,100g for 10 min.

Polysome profiling

Samples were loaded onto 6-ml 10 to 50% su-
crose density gradients that were prepared w/v
in the following gradient buffer: 20 mM Tris
pH 7.5, 150 mM NaCl, 5 mM MgCl2, 100 mg/ml
cycloheximide, and 1 mM DTT. For polysome
profiling from neuronal cultures, the gradient
buffer was supplemented with 8% glycerol.
To ensure proper RNase digestion during ribo-
some profiling on the sucrose gradient frac-
tions, RNase inhibitors were omitted from
the polysome lysis buffer. RNase-free reagents
were used and samples were handled on ice
during the entire procedure. The similarity of
the neuropil polysome profiles in the pres-
ence or absence of RNase inhibitors indicated
that this procedure did not affect RNA integ-
rity (fig. S15). Gradients were centrifuged for
2 hours 45 min at 36,000 revolutions per
minute (rpm) at 4°C in a SW41 Ti swing-out
rotor. Polysome profiling was performed using a
density gradient fractionation system (Brandel)
with upward displacement and continuous
monitoring at 254 nm using a UA-6 detector.
The AUC of individual absorbance peaks was
quantified. A M/P ratio was calculated by re-
lating the monosome AUC to the sum of the
AUCs of all polysome peaks. Somata and neu-
ropil polysome profiles loaded with an equal
amount of RNA were used for representation
and the comparisons of the monosome or
polysome AUC separately between compart-
ments. Fractions of 125 ml corresponding to
the monosome or the polysome peaks were
collected and combined in a monosome and
polysome pool, respectively.

Monosome and polysome footprint isolation

For the whole-hippocampus monosome and
polysome footprinting, three replicates were

used, each comprising the hippocampi from
three rats, yielding ~150 mg of RNA. For the
somata and neuropil monosome and poly-
some footprinting, three replicates were used,
each comprising a pool of microdissected
tissue from 55 rats, yielding ~110 mg of RNA.
For each replicate, microdissected tissue was
lysed as described above, and aliquots con-
taining 20 or 10 mg of RNA were retained for
total ribosome footprinting and total RNA-
seq, respectively. The remaining lysate was
loaded onto 10 to 50% sucrose gradients and
centrifuged as described above. To prevent
masking of the ribosome peaks by myelin
(75), each replicate was loaded onto two to
three gradients, and monosome or polysome
fractions from different gradients were pooled
after polysome profiling. A volume of M/P frac-
tion containing 10 mg (hippocampi) or 2 to 5 mg
(somata/neuropil) of RNA was diluted with
gradient buffer and digested with 7.5 U/mg
RNA of RNase I (Epicentre), rotating for 45 min
at 24°C (a range of RNase I concentrations
was tested beforehand to optimize the di-
gestion conditions; table S1). Nuclease di-
gestion reactions were promptly cooled and
spun, and 10 ml of SUPERaseIN*RNase in-
hibitor was added. Samples were then lay-
ered onto a 34% sucrose cushion, prepared
w/v in gradient buffer supplemented with
20 U/ml of SUPERaseIN*RNase inhibitor.
80S particles were pelleted by centrifuga-
tion in a SW55Ti rotor for 3 hours 30 min at
55,000 rpm at 4°C.

Total ribosome footprint isolation

Neuropil lysates from three biological replicates
(see section “Monosome and polysome foot-
print isolation”) containing 20 mg of RNA were
digested with 0.5 U/mg RNase I (Epicentre),
shaking for 45 min at 400 rpm at 24°C (76). Nu-
clease digestion reactions were promptly cooled
and spun, and 10 ml of SUPERaseIN*RNase
inhibitor was added. Samples were then lay-
ered onto a 34% sucrose cushion, prepared
w/v in gradient buffer supplemented with
20 U/ml of SUPERaseIN*RNase inhibitor. 80S
particles were pelleted by centrifugation in a
SW55Ti rotor for 3 hours 30 min at 55,000 rpm
at 4°C.

Ribosome footprint library preparation

Footprint libraries were prepared according
to (76) with the following modifications: After
RNA extraction from the ribosomal pellet,
rRNAs were depleted using the Ribo-Zero
Magnetic Gold Mammalian kit (Illumina),
followed by footprint purification using the
RNA Clean & Concentrator-5 kit (Zymo). Foot-
print fragments were purified by polyacryl-
amide gel electrophoresis (PAGE) on a 15%
tris-borate EDTA (TBE)–urea gel, and frag-
ments from 26 to 34 nucleotides were iso-
lated. After footprint dephosphorylation and

linker ligation, the ligation reaction was
depleted of unligated linker by incubation
with 0.5 ml of 5′ yeast deadenylase 10 U/ml
(NEB) and 0.5 ml of RecJ exonuclease 10 U/ul
(Epicentre) for 45 min at 30°C. In addition,
ligation products were purified by PAGE pu-
rification on a 15% TBE-urea gel. Reverse
transcription was performed as described
previously, with the following modification:
The reverse transcription reaction was directly
incubated with 2 ml of exonuclease I (NEB) at
37°C for 1 hour followed by 15 min at 80°C.
cDNA was gel purified by PAGE on a 15%
TBE-urea gel. After circularization, circDNA
was submitted to an additional rRNA deple-
tion using 14 custom biotinylated rat rRNA
oligos (table S1) according to (77). After am-
plification, the libraries were run on an 8%
nondenaturing TBE gel, and 160–base pair
(bp) products were isolated and characterized
using the Agilent High Sensitivity DNA as-
say. Libraries were sequenced on an Illumina
NextSeq500, using a single-end, 52-bp run.

RNA isolation and library preparation

RNA was isolated from tissue lysates using
the Direct-zol RNA micro prep kit (Zymo).
RNA integrity was assessed using the Agilent
RNA 6000 Nano kit. Rat neuropil total RNA-
seq libraries were prepared starting from
~200 ng of total RNA using the TruSeq stranded
total RNA library prep gold kit (Illumina).
For the input/IP samples from Camk2Cre::
RiboTag hippocampi or Wfs1Cre::RiboTag
somata and neuropil, mRNA-seq libraries
were prepared, starting from ~100 ng of total
RNA, using the TruSeq stranded mRNA library
prep kit (Illumina). Libraries were sequenced
on an Illumina NextSeq500, using a single-
end, 75-bp run.

rRNA–to–total RNA percentage

Total RNA was isolated from rat somata and
neuropil (n = 4) as described above and mea-
sured using the Agilent RNA 6000 Nano kit.
The ratio of rRNA to total RNA was obtained
by summing the 18S rRNA and 28S rRNA
percentages of total RNA calculated by the
Agilent Bioanalyzer.

Immunoblotting

Neurite and cell body layers were collected in
ice-cold PBS and centrifuged, and pellets were
lysed in lysis buffer (1% Triton X-100, 0.5% SDS
in PBS) supplemented with TurboDNase 24 U/ml
at 70°C for 15 min. Lysates were cleared by
centrifugation and stored at −80°C until use.
Somata and neuropil lysates were prepared
in polysome buffer. Lysates were resolved by
SDS-PAGE in 4 to 12% Bis-Tris gels (Invitrogen)
and analyzed by immunoblotting using far-red
fluorescent dyes and a Licor Odyssey scanner
[mouse anti-NeuN (1/1000, MAB377); rabbit
anti-bActin (1/2000, ab8227); anti-mouse IR800
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(1/5000, Licor); anti-rabbit IR680 (1/5000,
Licor)]. Protein levels in bands of interest
were quantified using ImageJ (NIH). Western
blot normalization was conducted according
to the Revert Total Protein Stain (Licor) man-
ufacturer’s instructions.

Mass spectrometry data acquisition

Three replicates of rat neuropil were micro-
dissected as described above. Tissue pieces
were snap-frozen and kept at −80°C until
lysis. Tissue pieces were lysed in 4% Chaps,
8 M urea, 0.2 M Tris HCl, and 1 M NaCl. All
samples were digested, reduced, and alkylated
according to a previously published filter-aided
ample preparation protocol (78). Dried pep-
tide pellets were stored at −20°C until liquid
chromatography–tandem mass spectrometry
(LC-MS/MS) analysis. Proteolytic digests were
analyzed via Nano-LC-MS/MS on an Ultimate
3000 nanoUPLC (Thermo Fisher Scientific,
Bremen) coupled to a Orbitrap Fusion Lumos
(Thermo Fisher Scientific, Bremen).
After dissolving the dried peptides in 20 ml

of 0.1% FA in 5% acetonitrile, samples were
separated using an Acclaim pepmap C18 col-
umn (50 cm by 75 mm, particle size: 2 mm) after
trapping on an Acclaim pepmap C18 pre-
column (2 cm by 75 mm, particle size: 3 mm).
Trapping was performed for 6 min with a
flow rate of 6 ml/min using a loading buffer
(98/2 water/acetonitrile with 0.05% triflouro-
acetic acid). Peptides were then eluted and
separated on the analytical column at a flow
rate of 300 nl/min with the following gra-
dient: from 4 to 33% B in 150 min, 33 to 48%
B in 20 min, 48 to 90% B in 1 min, and con-
stant 90% for 13 min (buffer A: 0.1% FA in
water, buffer B: 0.1% FA in 80/20 acetonitrile/
water). All LC-MS–grade solvents were pur-
chased from Honeywell/Riedel del Häen.
Peptides eluting from the column were

ionized online using a Nano Flex ESI source
and analyzed with an Orbitrap Fusion Lumos
mass spectrometer in data-dependent mode.
Survey scans were acquired over the mass/
charge ratio range of 350 to 1400 in the Orbitrap
(maximum injection time: 50 s, automatic gain
control (AGC), fixed at 2 × 105 and R = 120,000)
and sequence information was acquired
by a “Top-Speed” method with a fixed cycle
time of 2 s for the survey and after MS/MS
scans. MS/MS scans were performed on the
most abundant precursors exhibiting a charge
state from two to five with an intensity min-
imum of 5 × 103. Selected precursors were
isolated in the quadrupole at 1.4 Da and
fragmented using higher-energy C-trap disso-
ciation at normalized collision energy = 30%.
For MS/MS, an AGC of 104 and a maximum
injection time of 300 s were used. Resulting
fragments were detected in the ion trap using
the rapid scan mode. The dynamic exclu-
sion was set to 30 s with a mass tolerance of

10 parts per million (ppm). All samples were
measured in technical triplicates.

Intracerebroventricular puromycin
administration

Mice (n = 3 per group) were anesthetized with
isoflurane (induction: 4%, maintenance: 2%)
in oxygen-enriched air (Oxymat 3, Weinmann,
Hamburg, Germany) and fixed in a stereo-
taxic frame (Kopf Instruments, Tujunga, USA).
Core body temperature was maintained at
37.5°C by a feedback-controlled heating pad
(FHC, Bowdoinham, ME, USA). Analgesia was
provided by local injection of ropivacain under
the scalp (Naropin, AstraZeneca, Switzerland)
and systemic injection of metamizol (100 mg/kg,
i.p., Novalgin, Sanofi) and meloxicam (2 mg/kg,
i.p., Metacam, Boehringer-Ingelheim, Ingelheim,
Germany) (79). A stainless steel 26-gauge guide
cannula (PlasticsOne, Roanoke, VA) was im-
planted vertically toward the right lateral
ventricle (A/P: −0.22 mm, M/L: 1 mm, D/V:
−2 mm). Guide cannulas were fixed onto the
skull with instant adhesive (Ultra Gel, Henkel,
Düsseldorf, Germany) and dental cement
(Paladur, Heraeus, Hanau, Germany). An ob-
turator was inserted into each guide cannula
and remained in place until the drug infusion
when it was removed and replaced with an
injector that extended 0.5 mm beyond the tip
of the guide cannula. After surgery recovery,
3 ml of puromycin solution (9 mg/ml, 10%
DMSO/90% saline) or vehicle were infused for
1 min into the cannula through polyethylene
tubing using an infusion pump (Stoelting)
(80). The protein synthesis inhibitor control
received an infusion of 3 ml of anisomycin
(25 mg/ml, initially dissolved in 3 N HCl and
brought to pH 7.3 by addition of 3 N NaOH)
(81, 82). At 30 min after the anisomycin in-
fusion, mice were infused with 3 ml of puro-
mycin (9 mg/ml) supplemented with 75 mg of
anisomycin. After drug infusions, the tubing
remained in place for one extra minute to
ensure proper delivery of the solution. All
mice were previously handled to ensure proper
immobility during intracerebroventricular
administration. At 10 min after puromycin
infusion, mice were transcardially perfused
as described below.

Immunolabeling of hippocampal slices

After anesthesia with isoflurane, mice were rap-
idly euthanized and transcardially perfused for
1 min with PBS followed by 2min with 4% (w/v)
paraformaldehyde in PBS. Brains were post‐
fixed overnight in the same solution and stored
at 4°C. Sections of 30-mm thickness were cut
with a vibratome (Leica) and stored at 4°C in
PBS until they were processed for immuno-
fluorescence. Hippocampal sections were iden-
tified using a mouse brain atlas, and sections
including −1.34 to −2.06 mm from bregma
were included in the analysis.

Hippocampal sections fromWfs1Cre::RiboTag
and Camk2Cre::RiboTag mice were processed
as follows: Free‐floating sections were rinsed
three times for 10 min with PBS. After 15 min
incubation in 0.2% Triton X‐100 in PBS, sec-
tions were rinsed in PBS again and blocked
for 1 hour in a solution of 3% BSA in PBS.
Finally, they were incubated for 72 hours at
4°C in 1% BSA, 0.15% Triton X‐100 with the
anti-HA antibody (abcam Ab9110, 1/500).
In vivo puromycylated brain slices were

immunostained as described previously (80).
Briefly, sections were incubated for 20 min
with coextraction buffer [50 mM Tris-HCl,
pH 7.5, 5 mM MgCl2, 25 mM KCl, protease in-
hibitor cocktail (Roche), and 0.015% digitonin
(Wako Chemicals)]. After three rinses with
PBS, sections were incubated for 72 hours at
4°C with puromycin (Milipore MAB E343,
1/1000) and Wfs1 (Proteintech 11558-1-AP,
1/1000) antibodies in a solution containing
0.05% saponin, 10 mM glycine, and 5% fetal
bovine serum in PBS. After primary antibody
incubation, sections were rinsed three times
for 10 min in PBS and incubated overnight at
4°C with the secondary antibody (Thermo-
Fisher A546 A-11030, A647 A-21245, 1/500).
Sections were rinsed three times for 10 min
in PBS and mounted in Aqua-Poly/Mount.
Fluorescence imaging was performed with

an LSM880 confocal microscope (Zeiss) using
a 20x air objective (Plan Apochromat 20x/
0.8 M27) with appropriate excitation laser lines
and spectral detection windows. Laser power
and detector gain were adjusted to avoid sat-
urated pixels. Imaging conditions were held
constant within experiments. Single images
were acquired at the same depth. For better
visualization, brightness and contrast were
adjusted. Processing was kept constant be-
tween conditions. The brightness and contrast
of the zoom-in was additionally enhanced for
better visualization.

Data analyses
Proteomics data analysis

Raw data were processed using the Max Quant
software version 1.6.2.2 (83). MS/MS spectra
were searched against the UniprotKB database
from Rattus norvegicus (36080 entries, down-
loaded on 21 December 2017) and addition-
ally against a database containing common
mass spectrometry contaminations using the
probabilistic based algorithm from the An-
dromeda search engine. The set of stringent
constraints allowed only peptides with full
tryptic specificity allowing N-terminal cleavage
to proline and up to two missed cleavages.
Carbamidomethylation of cysteine was set as
a fixed modification. Oxidation of methionine
and acetylation of the protein N terminus
were set as variable modifications. Minimum
peptide length was set to seven amino acids.
The first search was performed with 20-ppm
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precursor tolerance for mass recalibration,
and the main search mass tolerance was set
to 4.5 ppm. The fragment mass tolerance
was 0.5 Da, and the “match between runs”
option was enabled. Peptides and proteins
were identified on the basis of a 1% false
discovery rate (FDR) with the use of a decoy
strategy, and only those protein groups iden-
tified with at least one unique peptide were
used for further analysis.

Proteomics postprocessing

The Perseus package v1.6.2.2 (84) was used
for further bioinformatic analysis of the re-
sulting expression data from MaxQuant. Be-
fore further processing, decoy and contaminant
database hits as well as proteins only identi-
fied using modified peptides (“identified by
site”) were excluded. Additionally, only those
protein groups identified in at least two of
three technical replicates and in two of three
biological replicates were considered for fur-
ther analysis.

Footprint genome and
transcriptome alignment

Adapters were removed with Cutadapt v1.15
(85) (–cut 1 –minimum-length 22 –discard-
untrimmed –overlap 3 -e 0.2). An extended
unique molecular identifier was constructed
from the two random nucleotides from the RT
primer and the five random nucleotides from
the linker and added to the description line
using a custom Perl script. Trimmed reads that
aligned to rat noncoding RNA were removed
using Bowtie2 v2.3.4.3 (86) (–very-sensitive). Re-
maining reads were aligned to the rat genome
(rn6) with the split-aware aligner STAR v2.6.1a
(87) (–twopassMode Basic –twopass1readsN -1
–seedSearchStartLmax 15 –outSJfilterOverhangMin
15 8 8 8 –outFilterMismatchNoverReadLmax
0.1). When required, STAR –quantMode was
used to retrieve transcript coordinates. Tran-
scriptome alignments were used for all analyses,
except for differential expression and genomic
feature analysis. The STAR genome index was
built using annotation downloaded from the
UCSC table browser (88). Polymerase chain
reaction duplicates were suppressed using a
custom Perl script, and alignments flagged as
secondary alignment were filtered out.

RNA genome alignment

Adapters and low-quality nucleotides were
removed with Cutadapt v1.15 (85) (–minimum-
length 25 –netseq-trim=20). Reads were aligned
to the rat (rn6) or the mouse (mm10) genome
with STAR v2.6.1a (87).

Assigning footprint reads
to genomic features

Genomic feature coordinates [coding sequence
(CDS), 3′UTR, 5′UTR, intron]were downloaded
from the UCSC table browser as BED files (88).

Bedtools v2.26.0 (89) was used to first convert
BAM files into the BED format and then
identify reads overlapping with the individ-
ual features.

Counting and differential
expression analysis

M/P ratios: Counts per gene were calculated
from reads mapped to the genome using
featureCounts v1.6.3 (90). Only a single tran-
script isoform, with the highest possible APPRIS
score (91), was considered per gene. Only
footprint reads aligned to the central portion
of the ORF—by convention, 15 codons from the
start until 5 codons before the stop codon—
were counted (76). Raw counts were fed into
DESeq2 (18) for differential expression anal-
ysis. Log fold change (LFC) shrinkage was
used to generate more accurate log2 fold-
change estimates (92). To test if the M/P
fold-change differs across compartments, an
interaction was added to the design formula.
In this analysis, unshrunken log2 fold changes
were used.
RiboTag-IP–to–input ratios: Counts per gene

were calculated from reads mapped to the
genome using featureCounts v1.6.3 (90). All
transcript isoforms were considered. Raw
counts were fed into DESeq2, and LFC shrink-
age was used.

Classification of neuronal genes

A classifier to identify excitatory neuron-en-
riched genes was developed. The union of
genes with significantly enriched RiboTag-IP
to input fold changes (threshold of 0.05 on
the adjusted P value and a 30% enrichment)
was formed from the three RiboTag exper-
iments (Hippocampus Camk2Cre::RiboTag,
somata/neuropil Wfsr1Cre::RiboTag).

Classification of NMD targets

Genes with the Ensembl biotype annotation
“nonsense_mediated_decay” or “retained_intron”
were classified as possible NMD targets.

Translation rate calculations

The translation rate was computed from three
biological replicates of neuropil/somata total
ribosome footprinting, as previously described in
(25). In brief, the number of footprint reads
in the gene’s CDS was divided by its CDS length
in kilobases. This value was then normalized
to the total number of footprint reads mapping
to any region of the gene. Only reads with a
minimum of 10 raw reads in all footprint
libraries were used for analysis.

Translational efficiency calculations

Translational efficiency was computed from
three biological replicates of neuropil total
ribosome footprinting. The translational ef-
ficiency of a gene was calculated as the ra-
tio of normalized footprint reads [transcripts

per million (TPM)] to normalized RNA-seq
reads (TPM).

Integration of proteomic and
transcriptomic data

Protein and RNA data were matched as de-
scribed in (93). A protein centric view was
taken. For each protein in the protein group,
the corresponding RNAmeasures in TPM or the
corresponding translation rates were summed
and the mean of the corresponding monosome
to polysome log2 fold change was determined.
In a functional group, at least half of the genes
had to be classified as “neuronal” to pass the
RiboTag filter. A functional group was deter-
mined as “monosome enriched” or “polysome
enriched” if more than half of its transcripts
were classified as “monosome enriched” or
“polysome enriched,” respectively. In all other
cases, the functional group was classified as
“nonenriched.”

Metagene analysis

Metagene plots represent the accumulated
footprint coverage over the length-normalized
ORF. The normalized footprint coverage
was generated for each gene (footprint cov-
erage divided by the average codon cover-
age). Edge positions were defined relative
to the ORF start and stop codons and di-
vided into 100 bins. Each gene contributed
with its average normalized footprint cov-
erage per bin.

Harringtonine depletion profile analysis

ORF footprint coverages per gene were gen-
erated for each time point. Analysis was per-
formed on well-translated genes with at least
0.1 reads per codon. Profiles were scaled by
the average coverage between codons 400 and
450. Transcripts shorter than 460 codons were
excluded from the analysis. For each time
point, the metagene profiles were smoothed
in 30-codon windows and normalized to the
0-s time point. Only transcripts with a mono-
some preference in both hippocampal culture
and tissue were considered.

Three-nucleotide periodicity analysis

First, the P-site offset was defined for indi-
vidual footprint lengths. For this, all reads
spanning the ORF start were used, and the
most probable offset from the start and end
of the read was defined for each length. Sec-
ond, the P-site position per read was deter-
mined on the basis of its length and the
previously defined offset. All P-site positions
were projected for 100 nucleotides around
the ORF start, stop, and center. The P-site
coverage of each gene was normalized to its
average footprint coverage. The nucleotide
coverage at frame positions 0, 1, and 2 was
assessed. To determine if the observed frame
fraction differed from the expected frame
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fraction, a one-way analysis of variance (ANOVA)
was performed. A significant P value rejects
the null hypothesis that all frames exhibit
the expected P-site coverage.

Genome browser track visualization

Footprint coverage was visualized as custom
tracks on the UCSC Genome Browser (94). Foot-
print alignments were converted into BedGraph
files (https://genome.ucsc.edu/goldenPath/
help/bedgraph.html) using Bedtools v2.26.0.

Gene ontology analysis

GO enrichment of monosome- or polysome-
preferring genes was performed using the
R package clusterProfiler (95) with a Benjamini-
Hochberg multiple testing adjustment and a
FDR cutoff of 0.05, using all expressed neu-
ronal genes in the neuropil or somata as back-
ground, respectively. The simplify function with
a cutoff of 0.7 was used to remove redundancy
from enriched GO terms.

Correlation between the M/P fold change
and transcript attributes

DNA sequences were extracted from the rat
(rn6) genome. Only genes with valid values for
all transcript attributes were used for analy-
sis. The length of 3′UTRs and 5′UTRs was set
to a minimum of 10 nts.
GC content: The GC content was assessed by

counting the number of G or C bases in the
sequence and then dividing by the number of
bases in the predicted 5′UTR, CDS, or 3′UTR.
Minimum free energy (MFE): The ViennaRNA

package version 2.0 with RNAfold was used
to calculate the MFE per 5′UTR or 3′UTR
sequence (96). A method described by Trotta
(97) was adapted to normalize MFE units
to the sequence length. The sequence length
was restricted to a maximum of 500 nucleo-
tides in proximity to the start and stop codons.
Codon adaptation index: CAI values in the

neuropil were obtained for neuronal genes only,
following the procedure described in (98).
Initiation rate: The initiation rate per gene

was calculated on the basis of the neuropil
total ribosome footprint and RNA coverage,
as previously described (99). In short, the
initiation rate depends on the translational
efficiency (defined as described above), CDS
length, average time for a ribosome to tra-
verse the CDS, and normalized ribosome oc-
cupancy in the initial 10 codons of the CDS.
The average elongation rate was assumed to
be 4 codons/s (53). A x value of 0.0084 was
determined from the best-fit line to the av-
erage ribosome density of a transcript (from
polysome profiling) versus its translational ef-
ficiency (from ribosome profiling and RNA-seq).
Mean typical decoding rate: A per-gene

MTDR was calculated on the basis of the neu-
ropil total ribosome footprint coverage, as
previously described in (26). In short, each

amino acid decoding time was defined as
a convolution of an average decoding time
(a Gaussian component with the parame-
ters m and s) and a pausing decoding time
(an exponential component with the param-
eter l). A model-fitting procedure was used
to deconvolve the two distributions and
identify the three parameters per amino acid.
The geometric mean of all average decoding
times (m) was calculated to determine the
per-gene MTDR.

Upstream open reading frame (uORF)

To identify transcripts containing uORFs, neu-
ropil total ribosome footprint libraries from
three replicates were used. Only genes with
annotated 5′UTRs were considered. A string
match algorithm was used to identify sequen-
ces within annotated 5′UTRs that are flanked
by canonical in-frame start and stop codons.
Only sequences with a minimum length of
three codons and at least 10 raw footprints in
all three replicates were considered as uORFs.

Prediction of protein secondary structure
and protein domains

Appris transcript isoforms were translated
into amino acid sequences and used to pre-
dict secondary structures and protein domains.
Porter 5 was used to predict protein secondary
structures in three classes (a helix, b strand,
and coil) (100). Spans of coils were defined as
unstructured, whereas helices and strands
were defined as structured sequences. Tran-
sitions from structured to unstructured, and
vice versa, were counted and normalized to
the sequence length. Protein domains were
predicted using InterProScan5 based on the
Pfam database (101). Functional domains per
protein were merged into unique regions, and
their average length was compared between
monosome- and polysome-enriched genes.

Codon pause score analysis

For each codon located in the elongating ORF
portion (15 codons from the start until 5 codons
before the stop codon) of neuropil monosome-
enriched genes, a pause score was calculated
based on a z-score–like quantity: pause score =
(normalized footprint coverage in monosome
library – normalized footprint coverage in
polysome library)/(normalized footprint cov-
erage in polysome library)1/2.
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Endoplasmic reticulum contact sites regulate the
dynamics of membraneless organelles
Jason E. Lee, Peter I. Cathey, Haoxi Wu, Roy Parker, Gia K. Voeltz*

INTRODUCTION: The cytoplasm contains an
unconventional class of organelles that con-
centrate specific factors and resources without
a limiting membrane. These membraneless or-
ganelles include ribonucleoprotein (RNP) gran-
ules such as processing bodies (P-bodies, or PBs)
and stress granules. PBs and stress granules are
composed of nontranslating messenger RNAs
(mRNAs)andassociatedproteinsandare thought
to provide discrete biochemical environments
for regulating the translation and/or degrada-
tion of mRNA. In contrast to membrane-bound
organelles, very little is known about what ex-
trinsic and intrinsic factors regulate the fusion
and fissionofmembrane-less organelles.Recently,
an unexpected role for the endoplasmic reticu-
lum (ER) has been observed in regulating the
biogenesis of other membrane-bound organ-
elles at contact sites where the two organ-
elles are tethered and closely apposed. ER
contact sites can allow the direct exchange of

macromolecules and serve as a platform for the
recruitment of machineries that regulate organ-
elle biogenesis, division, and trafficking. Here, we
found that ER contact sites can also regulate the
biogenesis and fission of two types of mem-
braneless organelles, PBs and stress granules.

RATIONALE: To determine the extent to which
PBs, a conserved cytoplasmic membraneless
organelle, are tethered to the ER in animal
cells, we used live-cell fluorescencemicroscopy
to simultaneously track the spatiotemporal
dynamics of the ER and PBs. To overcome the
diffraction limits associated with light micros-
copy, we designed a reversible ER-PB contact
assay using probes attached to the ER and PBs
that emit a high-intensity fluorescence signal
when the probes are close enough to dimerize.
Because ER morphology and RNP granule bio-
genesis are tightly linked to mRNA translation,
we systematically evaluated the relationships

between ER morphology, RNP granule bio-
genesis, and mRNA translation by assessing
endogenous PB numbers in response to alter-
ing ER shape and translational capacity and to
the induction of cytosolic andER stress. Because

PBs and stress granules
are dynamic organelles
that undergo fission and
fusion reactions akin to
membrane-bound organ-
elles, we used live-cell
fluorescence microscopy

to score the spatiotemporal relationship be-
tween the position of RNP granule division and
contact sites with ER tubules.

RESULTS: Using multiple measures, we found
that a population of PBs were tethered to the
ER in human cells. ER shape exerted profound
effects on PB numbers and PB-ER contact.
Conditions that promoted expansion of pe-
ripheral ER tubules and a reduction in pe-
ripheral ER cisternae increased PB numbers
and ER-PB contact. Conversely, conditions
that promoted an expansion of ER cisternae
dramatically decreased PB numbers. The effect
of ER shape on PB abundance was likely a
reflection of the relative translational capacity
of the ER domains. Owing to differences in ribo-
somedensity, smoothER tubules are presumed
to have a lower translational capacity than rough
ER cisternae. Conditions that locally enhanced
the translational capacity of the ER by increas-
ing ER cisternae, such as ER stress, also reduced
the number of PBs. Conversely, conditions that
globally inhibited mRNA translation (NaAsO2

and puromycin) suppressed the effects of ER
shape on PB abundance. Thus, ER contact
sites affected the proliferation of PBs under
basal and translationally repressed conditions.
Furthermore, ER contact sites also affected the
mysterious PB fission process. Live-cell imag-
ing revealed that dynamic ER tubules define
the positionwhere PB and stress granule division
occurs. These data mirror the spatiotemporal
role of ER tubule contact domains that drive the
constriction and division of membrane-bound
organelles like endosomes and mitochondria.

CONCLUSION:Here, we found that the ER con-
tains contact site domains that are capable of
tethering both membraneless and membrane-
bound organelles. ER structure and transla-
tional capacity has effects on PB biogenesis.
Furthermore, the fission of cytoplasmic RNP
granules appears to represent an active pro-
cess that can be driven by ER contact sites,
analogous to the division of membrane-bound
organelles.▪
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Endoplasmic reticulum tubules are a component of the ribonucleoprotein granule fission machinery.
Membraneless RNP granules undergo fission and fusion similar to membrane-bound organelles. A cartoon
(top) and the corresponding live-cell fluorescent images (bottom; at 0-, 5-, and 10-s time points, from left to
right) of a PB (green) undergoing division at a position where an ER tubule is crossing (red).
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Endoplasmic reticulum contact sites regulate the
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Jason E. Lee1, Peter I. Cathey1,2, Haoxi Wu1, Roy Parker2,3, Gia K. Voeltz1,2*

Tethered interactions between the endoplasmic reticulum (ER) and other membrane-bound organelles
allow for efficient transfer of ions and/or macromolecules and provide a platform for organelle fission.
Here, we describe an unconventional interface between membraneless ribonucleoprotein granules, such
as processing bodies (P-bodies, or PBs) and stress granules, and the ER membrane. We found that PBs
are tethered at molecular distances to the ER in human cells in a tunable fashion. ER-PB contact and PB
biogenesis were modulated by altering PB composition, ER shape, or ER translational capacity. Furthermore,
ER contact sites defined the position where PB and stress granule fission occurs. We thus suggest that the
ER plays a fundamental role in regulating the assembly and disassembly of membraneless organelles.

T
he endoplasmic reticulum (ER) forms
membrane contact sites (MCSs) with
othermembrane-bound organelles to con-
trol their composition and distribution
throughout the cell (1, 2). MCSs provide

an alternative to vesicle-based interorganelle
exchange by forming a conduit between two
organelles that allows for rapid exchange of
resources like lipids and calcium (1–7). ER-
organelle MCSs also provide a platform for
the recruitment of machineries that regulate bi-
directional organelle trafficking onmicrotubules
and help to define the position of organelle di-
vision (8–14). In addition to membrane-bound
organelles, the cytoplasm is further compart-
mentalized through condensation of cytosolic
macromolecules into a variety of membrane-
less organelles that differ in function, composi-
tion, and number (15, 16). Because the biogenesis
and maintenance of membrane-bound organ-
elles are controlled by ERMCSs, we speculated
that the dynamics of membraneless organelles
might also be regulated by an additional class
of ER contact sites.
Ribonucleoprotein (RNP) granules, such as

processing bodies (P-bodies, or PBs) and stress
granules, are membraneless organelles with
distinct structures that are conserved from
yeast to animal cells (15, 16). PBs and stress
granules are formed from translationally in-
active pools of messenger RNAs (mRNAs) and
associated proteins and exclude the translation
machinery (17). PBs are constitutive structures
that are enriched for specific and proteins in-
volved inmRNA silencing, decapping, and decay
(18–21). Conversely, stress granules are tran-
sient structures that form when translation is

restricted (22). Stress granules are enriched
with RNA binding proteins and some transla-
tion initiation factors and containmostmRNAs
with a bias toward enriching for longer mRNAs
(23, 24). Thus, PBs and stress granules appear to
be long- and short-termholding sites formRNAs
poised to be released into the translation path-
way depending on cytoplasmic cues like me-
tabolism and translation capacity. Given the
ER-localized translation of mRNA encoding
proteins that enter the secretorypathway (25–27)
and the stress-dependent release of ER-localized
mRNA (28), there could also be RNP granules
that store mRNAs for translation reinitiation
at the ER membrane.

PB dynamics are coupled to ER tubule
dynamics in human cells

PBs are an ideal membraneless organelle to
begin studies on the interface between the ER
and membraneless organelles because PBs are
constitutively present in all tested interphase
cells and because PBs can grow, shrink, fuse,
and undergo fission akin to membrane-bound
organelles (17, 29). Two lines of evidence ob-
tained in the budding yeast Saccharomyces

cerevisiae suggest that PB biogenesis could be
regulated by ER contact sites. First, immunogold-
labeled PBs have been observed adjacent to
the ER in electron micrographs, and second,
PB factors can sediment with the ER in su-
crose gradients (19, 21). We thus set out to
test the hypothesis that PBs are tethered to
the tubular ER network in animal cells using
immunofluorescence analysis. A human osteo-
sarcoma (U-2OS) cell line was fixed and immu-
nolabeled with antibodies against a general
luminal ER protein (calreticulin, red) and a PB
component [enhancer of decapping (Edc3),
green] (Fig. 1, A and B). The colocalization of
PBs over the ER network was measured by
Mander’s coefficient. A large subset of PBs
colocalized with ER tubules. As a control, we
rotated the ER image 90° and could then see
that only a small percentage of PBs overlapped
with the ER by chance (Fig. 1, A and B). Thus, a
population of endogenous PBs may be bound
to the ER network in animal cells.
We next used live-cell imaging to examine

the extent to which PBs remained tethered to
the ER over time, similar to experiments done
to show that the ER is tethered to membrane-
bound organelles (9). The tubular ER network
is very dynamic. Thus, sustained contact be-
tween an individual PB and ER tubules over
time suggests that the two organelles are
tethered to each other. We collected 2-min
movies of U-2 OS cells transiently transfected
with fluorescent markers for the ER (mCh-
KDEL) and three separate PB markers (GFP-
Dcp2, GFP-Dcp1a, and GFP-Dcp1b; GFP, green
fluorescent protein) (Fig. 1C, Movie 1, and fig.
S1). PB contact with the ER was binned into
three categories: The PB contacts the ER for (i)
less than 20 s or not at all, (ii) at least 20 s but
less than 2min, and (iii) the entire 2-minmovie.
Approximately one-third to one-half of exog-

enously tagged PBs stably associated with the
ER throughout the 2-minmovie depending on
whether GFP-Dcp2 (39.1 ± 3.9%), GFP-Dcp1a
(33.5 ± 5.0%), or GFP-Dcp1b (50.3 ± 4.7%) was
expressed (Fig. 1E). By comparison, cells over-
expressingGFP-Dcp1b contained fourfoldmore
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Movie 1. Live-cell tracking of the ER and PBs. Time-lapse movie corresponding to Fig. 1C showing the ER
(red) labeled with mCh-KDEL and PBs (green) labeled with GFP-Dcp2. Frames were captured every 5 s over
the course of 2 min.



PBs (~40 PBs per cell, Fig. 1D), and this led to
an increase in the percentage of PBs that were
associated with the ER (80.4 ± 3.1%) (fig. S1, A
to C). Thus, a substantial subset of PBs are
tethered to the ER, and PB-ER contact is
sensitive to PB composition and abundance.

Nanoscale resolution of ER-PB contact using
reversible dimerization-dependent fluorescent
proteins in living cells
The live-cell tracking of PBs with ER tubules
over time strongly suggested that the two or-
ganelles are tethered. Because previous descrip-

tions of RNP granules suggest that they are
surrounded by a liquid phase (30, 31), we aimed
to testwhether ER tubules contact PBs atmolec-
ular distances that are reminiscent of typical
MCSs (10 to 30 nm) (1, 2). Because 30 nm is
below the resolution limit of ourmicroscope,
we used dimerization-dependent fluorescent
protein (ddFP) domains (32) to resolve molecu-
lar contact between the ER and PBs in live cells
(Fig. 2A). We fused the core (GB) domain to a
PB marker (Dcp1b) and the red fluorescence–
capable (RA) domain to an ERmarker (Sec61b)
such that red fluorescence will signal that the
two organelles are close enough for the two
tags to dimerize (Fig. 2A). The ddFP system is
attractive for assessing contact sites in live cells
because the interactions between ddFP do-
mains are reversible (32). We captured 2-min
movies of U-2 OS cells exogenously expressing
PB (GFP-Dcp2) and ER (BFP-KDEL; BFP, blue
fluorescent protein)markers together with the
ddFP system and binned PBs into three cate-
gories: (i) PBswith no ddFP signal, (ii) PBswith
ddFP signal for at least one frame of the 2-min
movie, and (iii) PBs with ddFP signal for the
entire 2-minmovie (Fig. 2, C andD, andMovies
2 and 3).
Nearly half of the PBsmaintained stable con-

tact sites with the ER through the duration of
themovie (46.3 ± 5.0%) (Fig. 2B). The frequency
of stable PB-ER contact sites was similar to the
qualitative tracking of two organelles in live-
cell movies (Fig. 1E). The PBs in category (ii)
also revealed that PBs can be recruited to and
released from the ER (Fig. 2D, inset 1, and
Movie 2).

PB biogenesis is dependent on ER morphology
and the translational capacity of the ER

PB and stress granules store translationally
inactivemRNAs (15–17). The roughER is bound
by ribosomes and is a major site of translation,
translocation, and protein folding in the cell
(25–28). Electronmicroscopy and tomography
have revealed that cisternal ER sheets have
approximately fivefold higher ribosome den-
sity than ER tubules (33, 34). Conversely, ER
tubules are functionally linked to phospho-
lipid and sterol synthesis, calcium homeosta-
sis, and the formation of ER-organelle MCSs
(1, 2). Because rough cisternal ER is indicative
of ER translational capacity, we tested whether
altering peripheral ER shape would affect PB
biogenesis.
First, ER tubules were increased at the ex-

pense of cisternal ER by overexpressing the
ER tubule–generating protein reticulon-4a
(Rtn4a) (35), which led to a twofold increase
in PBs compared with that in control cells ex-
pressing a general ERmembranemarker,mCh-
Sec61b (Fig. 3, A and B). Converting cisternal
ER into tubules also led to an increase in ER-PB
contact (Fig. 3, C to E). Next, we performed
RTN4 gene ablation by CRISPR-Cas9 in U-2 OS
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Fig. 1. A subset of PBs colocalize and track with ER tubules in human cells. (A) Representative images
of immunofluorescence (IF) studies performed in U-2 OS cells against Edc3 and calreticulin to label PBs (green)
and ER (red), respectively. Edc3 IF gray-scale images were inverted to highlight Edc3 puncta (left), Edc3 IF
in green merged with the nuclear stain Hoechst in blue (middle), and the middle panels merged with calreticulin
IF in red (right). (B) The level of colocalization between endogenous PBs and ER tubules was determined by
calculating the Mander’s coefficient of PBs within regions of interest (ROIs) with resolvable ER tubules
(M1PB) and tested for significance using the Kolmogorov-Smirnov test by comparing M1PB to the Mander’s
coefficient after the ER ROI was rotated 90° (M190). Fifty-six ROIs were analyzed out of 50 cells from three
biological replicates. The error bar indicates SEM. (C) Representative merged images of the ER (mCh-KDEL)
and PBs labeled with three factors of the decapping complex (GFP-Dcp2, GFP-Dcp1a, or GFP-Dcp1b). Insets
show movement of the two organelles through space and time over a 2-min time-lapse movie with frames
captured every 5 s (Movie 1). PBs labeled with a “1” tracked with ER tubules for less than four consecutive
frames, whereas PBs labeled with a “3” tracked with ER tubules for the entire time-lapse movie. (D and E) Thirty
cells were imaged for each condition from three biological replicates and quantified for the mean number of PBs
per cell (D) and the degree of association between the ER and PBs (E). For (D), statistical significance was
determined by one-way analysis of variance (ANOVA) with multiple comparisons, and error bars indicate SEM.
For (A) and (C), scale bars are 5 and 2 mm in the full cell and inset images, respectively. ****P < 0.0001.
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cells to shift the balance of cisternae and tu-
bules toward more cisternal ER. RTN4 knock-
out (KO) cells displayed significantly fewer
PBs compared with wild-type U-2 OS cells,
even though they expressed PB factors at
similar levels to wild-type U-2 OS cells (Fig.
3, G andH). We confirmed that theRTN4KO
phenotype was due to a loss in Rtn4a function
because PB biogenesis could be rescued by

exogenous expression of Rtn4a-mCh intoRTN4
KO cells (fig. S2). Finally, we depleted ER
tubules by overexpressing the cisternal ER pro-
moting protein CLIMP63 (36), which led to a
significant decrease in PB numbers, reminiscent
of RTN4 KO (Figs. 3, I and J, and 4, C and D).
Thus, ER structure affects PB biogenesis in a
way that is likely reflective of the translational
capacity of the ER.

Inhibition of mRNA translation overrides
the dependence of PB biogenesis on
ER morphology
We next tested whether the dependence of PB
biogenesis on ER shape is due to altering ER
translational capacity. We restricted transla-
tion by inducing an oxidative stress response
under cisternal ER-promoting conditions using
sodium arsenite (NaAsO2), which induces a
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Fig. 2. The ER forms transient and stable contact sites with PBs. (A) Cartoon of ddFP system used to
assay ER (RA-Sec61b) and PB (GB-Dcp1b) contact. (B) Quantification of ER contact from five cells together
with their mean values (n = 113 PBs). PBs were binned into three categories: (i) PBs without ddFP signal,
(ii) PBs with ddFP signal for a fraction of the 2-min time-lapse movie, and (iii) PBs with ddFP signal for
the entire 2-min time-lapse movie. (C) Representative merged image of Dcp2-marked PBs (cyan), KDEL-
labeled ER (red), and ER contact (yellow). The numbered regions indicate the inset areas shown in (D).
(D) Inset 1 (Movie 2) and inset 2 (Movie 3) show examples of each PB category. The arrows highlight time
points with positive ddFP signal (yellow). Scale bars are 5 mm in (C) and 2 mm in (D).

Movie 2. Resolving ER-PB contact in live cells.
Time-lapse movie corresponding to Fig. 2D, inset 1,
showing PBs (cyan) labeled with GFP-Dcp2, ER-PB
contact (yellow) labeled with dimerization of RA-
Sec61b and GB-Dcp1b, and the ER (red) labeled with
BFP-KDEL. Frames were captured every 5 s over the
course of 2 min.

Movie 3. Resolving ER-PB contact in live cells.
Time-lapse movie corresponding to Fig. 2D, inset 2,
showing PBs (cyan) labeled with GFP-Dcp2, ER-PB
contact (yellow) labeled with dimerization of RA-
Sec61b and GB-Dcp1b, and the ER (red) labeled with
BFP-KDEL. Frames were captured every 5 s over
the course of 2 min.
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Fig. 3. The relationship between
ER shape and PB biogenesis.
(A) Representative images of Edc3 IF
studies performed in U-2 OS cells
transiently transfected with mCh-
Sec61b or Rtn4a-mCh. Edc3 IF gray-
scale images were inverted to
highlight Edc3 puncta (left), Edc3 IF
in green merged with the nuclear
stain Hoechst in blue (middle), and
the middle panels merged with mCh-
tagged ER markers in red (right).
The dashed lines indicate the cellular
boundary as estimated by the outer
reaches of ER signal. (B) The mean
numbers of endogenous PBs were
quantified in U-2 OS cells exoge-
nously expressing mCh-Sec61b or
Rtn4a-mCh from three biological
replicates. (C) Representative
merged images of U-2 OS cells
overexpressing either mCh-Sec61b
or Rtn4a-mCh together with the PB
marker GFP-Dcp2. Insets show
movement of the two organelles
through space and time over a 2-min
time-lapse movie with frames
captured every 5 s. PBs were binned
as in Fig. 1C. The arrows show PBs
that maintain contact with the ER for
the entire movie. (D and E) Cells
were imaged for each condition from
three biological replicates and quan-
tified for the mean number of PBs
per cell (D) and the degree of
association between the ER and PBs
(E). (F) Immunoblot analyses of
protein expression levels for Rtn4
and PB factors (Edc3, Dcp1b, Dcp2,
and PatL1) in whole-cell lysates of
wild-type and RTN4 KO U-2 OS cells.
Glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) was used
as a loading control. (G) Represent-
ative images of IF studies performed
in wild-type and RTN4 KO U-2 OS
cells against Edc3 and calreticulin
(Calr) to label PBs (green) and ER
(red), respectively. Edc3 IF gray-
scale images were inverted to
highlight Edc3 puncta (left), Edc3 IF
in green merged with the nuclear
stain Hoechst in blue (middle), and
the middle panels merged with
calreticulin IF in red (right).
(H) The mean numbers of PBs
were quantified in wild-type and
RTN4 KO U-2 OS cells from three biological replicates. (I) Representative images of Edc3 IF studies performed in U-2 OS cells transiently transfected with
mCh-Sec61b or mCh-CLIMP63. Edc3 IF gray-scale images were inverted to highlight Edc3 puncta (left), Edc3 IF in green merged with the nuclear stain
Hoechst in blue (middle), and the middle panels merged with mCh-tagged ER markers in red (right). (J) The mean numbers of endogenous PBs were
quantified in U-2 OS cells exogenously expressing mCh-Sec61b or mCh-CLIMP63 from three biological replicates. In (B), (D), (H), and (J), statistical
significance was determined by Student’s t test, and error bars indicate SEM; ****P < 0.0001. In (A), (C), (G), and (I), scale bars are 5 and 2 mm in full cell
and inset images, respectively.
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well-studied translation inhibition and RNP
granule biogenesis response (17). We observed
a significant increase in PB and stress granule
abundance in wild-type cells after NaAsO2

treatment for 60 min (Fig. 4, A and B). PB
abundance also increased significantly after
NaAsO2 treatment under two cisternal ER-
promoting conditions, RTN4 depletion (Fig. 4,
A and B) or mCh-CLIMP63 overexpression
(Fig. 4, C and D). Furthermore, a closer inspec-
tion of PBs induced by NaAsO2 revealed a
localization to ER domains of high membrane
curvature, such as tubules, fenestrae, and edges
of cisternae (Fig. 4C, insets). Thus, we mea-
sured the effect of NaAsO2 treatment on the
percentage of PBs that are bound to ER tu-
bules. ER-PB contact was tracked in live cells
expressing GFP-Dcp2 andmCh-KDEL. Trans-
lation inhibition induced by NaAsO2 treat-
ment doubled the percentage of PBs that
were tightly associated with the ER in these
cells compared with untreated cells (Fig. 4, E
and F).
We aimed to complement NaAsO2-induced

RNP granule studies with puromycin to di-
rectly target the translation machinery in wild-
type and RTN4 KO cells. Puromycin is an
antibiotic that inhibits global translation by
disrupting peptide transfer, leading to the
release of ribosomes from mRNA. We used
a short 15-min treatment and high 200 mM
concentration of puromycin that can clear
ribosomes off ER membranes (36). The short
puromycin treatment also allowed us tomini-
mize any downstream effects that accompany
a global translation block.
We observed a significant increase in PB

numbers in response to puromycin-induced
release of ribosomes from mRNA and ER
membranes in both wild-type and RTN4 KO
cells (fig. S3). As expected (22), puromycin
did not induce stress granule formation. Thus,
the relationship between PB biogenesis and
ER shape is dependent on the translational
capacity of the ER because inhibiting mRNA
translation with NaAsO2 or puromycin could
induce PB biogenesis even when cisternal ER
is abundant.

ER stress and the unfolded protein response
induce PB disassembly

Cisternal ER and ER translational capacity will
also increase when the unfolded protein re-
sponse (UPR) is evoked during ER stress. The
UPR can relieve the burden of misfolded
protein accumulation by attenuating general
translation and by selectively up-regulating
and translating genes encoding for ER resident
proteins such as chaperones (37). Thus, we
further tested the relationship between ER
shape, ER translational capacity, and PB bio-
genesis by inducing theUPR. Cellswere treated
with tunicamycin (Tm), which triggers the
UPR by blocking N-linked glycosylation of
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Fig. 4. The relationship between PB biogenesis, ER shape, and oxidative stress–induced mRNA
translation inhibition. (A) Representative images of Dcp1b (PB marker, green) and G3BP (stress granule
marker, red) IF studies were performed in wild-type and RTN4 KO U-2 OS cells treated with 0.5 mM
NaAsO2 for 1 hour. Blue indicates the nucleus stained by Hoechst. (B) The mean numbers of endogenous
PBs were quantified from three biological replicates. (C) Representative images of Edc3 IF studies
performed in U-2 OS cells transiently transfected with mCh-Sec61b or mCh-CLIMP63 treated with
0.5 mM NaAsO2 for 1 hour. Arrows within insets highlight PBs that overlap with domains of high ER
membrane curvature. (D) The mean numbers of endogenous PBs were quantified from three biological
replicates in U-2 OS cells exogenously expressing mCh-Sec61b or mCh-CLIMP63 that were either
untreated or treated with NaAsO2. (E and F) Representative merged images of U-2 OS cells exogenously
expressing GFP-Dcp2 and mCh-KDEL to label PBs and the ER in live cells, respectively (E). Insets show
movement of the two organelles through space and time over a 2-min time-lapse movie with frames
captured every 5 s. PBs were binned as in Fig. 1C. Cells were imaged for each condition from three
biological replicates and quantified for the degree of association between the ER and PBs (F). In (B) and
(D), statistical significance was determined by one-way ANOVA with multiple comparisons, and error
bars indicate SEM; ****P < 0.0001. In (A), (C), and (E), scale bars are 5 and 2 mm in full cell and inset
images, respectively.
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nascent proteins in the ER lumen. Wild-type
and RTN4 KO cells were treated with Tm for
1 and 6 hours to resolve any differences be-
tween acute pre-UPR and UPR conditions
(Fig. 5). We confirmed that the UPR was in-
duced by 6-hour Tm treatment by detecting
increased levels of the ER chaperone BiP and
expansion of cisternal ER (Fig. 5C and fig. S4).
Induction of the UPR by Tm reduced PB

numbers in wild-type cells and had no mea-
surable effect on the already lowPBnumbers in
RTN4 KO cells (Fig. 5, A and B). Surprisingly,
Tm-induced UPR did not trigger stress granule
formation in either wild-type or RTN4 KO cells
(Fig. 5A). However, previous studies connect-
ing ER stress to stress granules did so by using
thapsigargin, which has effects that extend
beyond ER stress owing to the release of cal-
cium from the ER into the cytosol (38).
Taken together, our data show a consistent

relationship whereby conditions that increase
cisternal ER or ER translational capacity re-
duce PB numbers, and conversely, conditions
that decrease cisternal ER or translational
capacity increase PB numbers and increase
ER-PB contact. Given that PBs store and

degrade translationally inactive mRNAs, the
ability of PBs to form and disassemble in re-
sponse to changes in ER translational capacity
opens up the possibility that ER-PB contact
sites are conduits for mRNA exchange be-
tween the two organelles.

ER tubules mark the sites of RNP
granule fission

The fission and fusion of RNP granules, such
as PBs and stress granules, have been observed
in live cells (29, 39, 40). It is assumed that these
events occur spontaneously given the liquid-
like nature of biological condensates (16, 31).
However, two observations suggest that RNP
granule fission might be a regulated process
within cells. First, the observation of PB fis-
sion is rare (29), which suggests that it is not
energetically favorable for fission to occur
spontaneously within cells. Second, the fission
rate of stress granules increases dramatically
during the disassembly process, which is en-
gaged upon stress removal and restoration of
translation initiation (40). Because ER con-
tacts mediate the fission ofmitochondria and
early and late endosomes (13, 14), we asked

whether these unconventional ER contact
sites with RNP granules might also define the
position of their fission. We investigated the
spatiotemporal relationship between the ER
and PB fission by capturing movies of U-2 OS
cells expressing an ER marker (mCh-KDEL)
together with PB-localized components of the
mRNA decapping complex [BFP-Dcp1a, GFP-
Dcp1b, and Janelia Fluor (JF)–646-SNAP-Dcp2]
(Fig. 6, C and D; Movie 4; and fig. S4, A and B).
To assess ER tubule localization, we measured
fluorescence intensities across a line drawn
along the axis of the PB perpendicular to the
fission site (Fig. 6A).
We noticed that ER tubules crossed over the

“constricted” neck leading up to PB fission
events 100% of the time (Fig. 6, B to D, and
fig. S4, A and B). To further dissect the spa-
tiotemporal relationship between ER contact
and PB fission, we captured time-lapse super-
resolution movies of cells expressing the ddFP
ER-PB contact system (from Fig. 2). Notably,
ddFP-resolved ER contact was observed at
100% of PB fission events (Fig. 6B). Moreover,
we observed fission events that displayed ER
contact before the formation of a constricted
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Fig. 5. ER stress and the UPR triggers PB disassembly.
(A) Representative images of Dcp1b (PB marker, green) and G3BP
(stress granule marker, red) IF studies were performed in wild-
type and RTN4 KO U-2 OS cells that were either left untreated
(0 hours) or treated with 1 mg/ml Tm for 1 and 6 hours.
Scale bars are 5 mm. (B) The mean numbers of endogenous
PBs were quantified from three biological replicates. Statistical
significance was determined by one-way ANOVA with multiple
comparisons, and error bars indicate SEM; n.s. is not significant,
**P < 0.01, and ****P < 0.0001. (C) Immunoblot analyses of
protein expression levels for the ER chaperone BiP were performed
in whole-cell lysates of wild-type and RTN4 KO U-2 OS cells
treated with 1 mg/ml Tm to verify induction of the UPR. GAPDH was
used as a loading control.
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neck, suggesting that the ER might contrib-
ute to constriction initiation during the fission
process (Fig. 6, E and F; Movie 5; and fig. S5, C
and D). This demonstrates a strict correlation
between ER tubule–PB interaction at fission
events analogous to the percentage of mito-
chondrial (88%) and endosomal fission (97%)
events associated with ER tubules (13, 14).
We also asked whether ER tubules define

the position of stress granule fission. Stress
granules are not constitutive structures in
cells but form within minutes upon exposure
to stressors that inhibit translation initiation,
such as NaAsO2. Stress granules are membrane-
less organelles that traffic, at least in part, by
hitchhiking on endosomes or lysosomes (41)
and disassemble through fission reactions af-
ter the removal of stress and upon reactivation
of translation (39, 40). These dynamic proper-
ties make stress granules an ideal system for
studying membraneless organelle fission and
the role of the ER in this process. Thus, we
visualized the spatiotemporal relationship
between ER tubules and stress granule dis-
assembly during NaAsO2 washout. Cells ex-
pressing ER (mCh-KDEL) and stress granule
(GFP-G3BP) markers were treated with
0.5mMNaAsO2 for 60min followed byNaAsO2

washout for 40 min. Live imaging began at
the 40-min washout time point in the pres-
ence of 200 nM integrated stress-response
inhibitor (ISRIB). ISRIB expedites the stress
granule disassembly process by reinitiating
mRNA translation by circumventing eIF2a-
phosphorylation–induced translation inhibi-
tion (38). Time-lapse movies of stress granule
disassembly were captured during ISRIB treat-
ment, and line scans were used to assess ER
tubule localization during stress granule fission
(Fig. 6, G andH, and fig. S5, E and F). Similar to
PB fission, ER tubules rearranged across the
constriction for 100% of stress granule fission
events (Fig. 6, B, G, andH;Movie 6; and fig. S5,
E and F).

Discussion

Our observations presented here suggest that
contact sites with the ER are not restricted to
membrane-bound organelles but also occur
with non–membrane-bound organelles in a
functional manner. First, a large population
of PBs are tethered at molecular distances to
the ER in animal cells. Second, there is a re-
lationship between PB composition and ER
contact. ER contact sites with membraneless
PBs share similarities in how ER MCSs inter-
act with a membrane-bound organelle, the
endosome—the percentage of endosomes teth-
ered to the ER increases as endosomes mature.
Roughly 50% of early endosomes are tethered
to the ER, whereas nearly all late endosomes
maintain contact with the ER (42). Thus, it is
possible that the ~40 to 50% of PBs tethered to
the ER represent a different PB “maturation”

state from untethered PBs, such that PBs can
gain contact as their composition is altered,
possibly by exchanging Dcp1a and Dcp1b.
Third, our studies reveal an inverse relation-

ship between PB biogenesis and the abundance
of ER cisternae, which would be expected to
have a higher ribosome density and transla-
tional capacity. In complementary experiments,
the effect of ER shape on PB abundance was
suppressed under conditions that inhibit
translation. Given that PBs store and degrade
translationally inactive mRNAs, the ability of
PBs to form and disassemble in response to
changes in ER translational capacity opens
up the possibility that ER-PB contact sites are
conduits for mRNA and/or protein exchange
between the two organelles.
Lastly, our work also provides evidence that

RNP granule fission can be an active process
and will be mediated by ER contact sites. In
particular, dynamic ER tubules defined the
position of fission for two different membrane-
less organelles just like they do for membrane-
bound organelles (13, 14). Possible machineries
that could be delivered by ER tubules to drive
fission of RNP granules would include protein
chaperones, RNA helicases, and modification
enzymes. Because it has been well documented
that membraneless organelles can undergo
liquid-to-solid transitions (43), it is an intriguing
possibility that the ER can sense and control the
physical properties of these organelles through
fission. Understanding the role that the ER
plays in regulating RNP granules is important
becausemany neurodegenerative disorders are
associatedwith age-related aggregation of RNA
granule components (43, 44).

Materials and methods
DNA plasmids and cell lines

GFP-Dcp2, GFP-Dcp1b, andGFP-G3BP1were a
kind gift fromR. Buchan (University of Arizona,
Tucson, AZ). GFP-Dcp1a was generated by clon-
ing Dcp1a from U-2 OS cDNA and inserted
into XhoI/KpnI sites of the pAcGFP-C1 vector
(Clontech, Mountain View, CA) and then sub-
cloned into the BFP-C1 vector to generate BFP-
Dcp1a. SNAP-Dcp2 was cloned from GFP-Dcp2
and inserted into XhoI/BamHI sites of SNAP-
C1 vector. The Janelia Fluor 646 (JF-646) SNAP
ligand was a kind gift from L. Lavis (Janelia
Farm, Ashburn, VA).mCh-KDEL,mCh-Sec61b,
Rtn4a-mCh, and BFP-KDEL were previously
described (9, 13, 14). GB-NES (Addgene #61017),
GA-NES(Addgene#61018), andRA-NES(Addgene
#61019) vectors were a kind gift from D. Buysse
and G. Odorizzi (University of Colorado, Boulder,
Boulder, CO).We then generatedGA-C1, GB-C1,
and RA-C1 vectors by amplifying GA, GB, and
RA sequences (without nuclear export sequence)
from GA-NES, GB-NES, and RA-NES vectors
and inserted them into the NheI/BspEI sites
of the pAcGFP-C1 vector to replace the GFP-
encoding sequence (Clontech, Mountain View,
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Movie 4. ER tubules mark the site of PB fission.
Time-lapse movie corresponding to Fig. 6C showing
the ER (red) labeled with mCh-KDEL and PBs
simultaneously labeled with JF646-SNAP-Dcp2
(magenta), BFP-Dcp1a (blue), and GFP-Dcp1b
(green). There are 5 s between each frame.

Movie 5. ddFP system resolves the timing of ER
contact during PB fission. Time-lapse movie
corresponding to Fig. 6E showing the ER (blue)
labeled with BFP-KDEL, PBs (green) labeled with
GFP-Dcp2, and ER contact (red) detected by RA-GB
dimerization linked to RA-Sec61b and GB-Dcp1b.
Images were captured every 3 s using the Zeiss
LSM880 confocal laser scanning microscope with
Airyscan detectors.

Movie 6. ER tubules mark the site of stress
granule fission. Time-lapse movie corresponding
to Fig. 6E showing the ER (red) labeled with
mCh-KDEL and stress granules (green) labeled with
GFP-G3BP. There are 5 s between each frame.
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Fig. 6. ER tubules localize to the sites of PB and stress granule fission.
(A) Cartoon depicting line scan positioned perpendicular to RNP granule fission
sites to assess ER tubule localization pre- and postfission. (B) Catalog of ER
localization to PB and stress granule fission events as well as ddFP resolving of
ER contact at PB fission events. (C) Representative merged images of the ER
(red) labeled with mCh-KDEL and PBs (green) colabeled with GFP-Dcp1b
(shown), BFP-Dcp1a, and JF646-SNAP-Dcp2 in U-2 OS cells. Insets are time-
lapse images of the ER alone (top) and ER-PBs merged (bottom). Arrows
highlight ER tubules positioned at PB fission sites (Movie 4). (D) Line scan
analyses of fluorescence intensities of PBs (green) and the ER (red) pre- and
postfission. Red arrows highlight ER tubules localized to the site of PB fission.
(E) Representative images of U-2 OS cells expressing general PB (GFP-Dcp2)
and ER markers (BFP-KDEL) together with the ddFP pair from Fig. 2 to resolve

ER-PB contact (RA-Sec61b and GB-Dcp1b). Insets are time-lapse merged
images of PBs (green) and ER-PB contact (red) (top); the ER (blue) and ER
contact (red) (middle); and the ER (blue), PBs (green), and ER-PBs (red)
(bottom) (Movie 5). (F) Line scan analyses of fluorescence intensities of PBs
(green) and ER-PB contact (red) for each time point. Red arrows highlight ER
tubules localized to the site of PB fission. (G) Representative merged images of
the ER (red) labeled with mCh-KDEL and stress granules (green) labeled with
GFP-G3BP in U-2 OS cells treated with 0.5 mM NaAsO2 for 60 min followed by
40 min of washout with 200 nM ISRIB. Arrows highlight ER tubules positioned at
stress granule fission sites (Movie 6). (H) Line scan analyses of fluorescence
intensities of stress granules (green) and the ER (red) pre- and postfission. Red
arrows highlight ER tubules localized to the site of stress granule fission. In (C),
(E), and (G), scale bars are 5 and 2 mm in full cell and inset images, respectively.
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CA). RA-Sec61b was generated by amplifying
the Sec61b-encoding sequence fromGFP-Sec61b
and inserting it into XhoI/KpnI sites of the RA-
C1 vector. GB-Dcp1b was generated by subclon-
ing Dcp1b fromGFP-Dcp1b and inserting it into
XhoI/KpnI sites of the GB-C1 vector.
The RTN4 KO U-2 OS cell line was gen-

erated using CRISPR-Cas9 following a pub-
lished protocol (45). Briefly, two guide RNAs
targeting the RTN4 gene were cloned into
the lentiCRISPR v2 backbone (Addgene plas-
mid #52961). The two 20-nt regions that are
targeted on the RTN4 gene are CGTTCAAG-
TACCAGTTCGTG and GGCGCGCCCCTGAT-
GGACTT. LentiCRISPR v2 plasmids containing
two RTN4–targeting guide sequences (500 ng/ml
each)were simultaneously transfected intoU-2
OS cells using lipofectamine 3000 following
the manufacturer’s protocol. Transfected cells
were recovered in growth media for 24 hours
and then subjected to puromycin (2 mg/ml)
selection for 72 hours (with fresh puromycin
every 24 hours). The surviving polycolonal
population was diluted into single colonies in
96-well plates. Single clones of KO cells were
verified through Western blot (Rtn4A anti-
body; Cell Signaling) and immunofluorescence
(Rtn4A/B antibody; Santa Cruz).

Cell culture, transfection, and drug treatments

Human osteosarcoma U-2 OS cells (ATCC-
HTB 96) were tested for Mycoplasma contam-
ination by ATCC at the time of purchase. Cells
were grown inMcCoy’s 5A (modified)medium
supplemented with 10% fetal bovine serum
(FBS) and 1% penicillin and streptomycin.
Before plating cells for imaging experiments,

35-mm glass-bottom microscope dishes (Cell
Vis) were coated with 10 mg/ml of fibronectin
for 5 hours at 37°C. After 5 hours, the fibro-
nectin solution was removed, the microscope
dishes were rinsed with PBS to remove excess
fibronectin, and U-2 OS cells were seeded at
0.5 × 105 cells/ml about 18 to 24 hours before
transfection. DNA plasmid transfections were
performed with 2.5 ml of lipofectamine 3000
(Invitrogen) per 1 ml of OPTI-MEM media
(Invitrogen) for ~5 hours followed by a wash
and replenishment with full media. Cells were
imaged 18 to 24 hours after transfection in
prewarmed 37°C Fluorobrite DMEM (Invitro-
gen) supplemented with 10% FBS and Glutamax
(Invitrogen).
For all experiments, the following amounts

of DNA were transfected per milliliter: 150 ng
mCh-KDEL; 200 ng BFP-KDEL; 200 ng GFP-
Dcp2; 200 ng SNAP-Dcp2; 200 ng GFP-Dcp1a;
200 ng BFP-Dcp1a; 200 ng GFP-Dcp1b; 200 ng
GB-Dcp1b; 400 ngRA-Sec61b; 150 ngGFP-G3BP;
500 ng mCh-Sec61b; and 500 ng Rtn4a-mCh.
In ER-PB tracking during oxidative stress

experiments, NaAsO2 was dissolved in dH2O
to yield a 0.5 M stock solution just before
treatment. U-2 OS cells expressing GFP-Dcp2

and mCh-KDEL were incubated in imaging
mediawith 0.5mMNaAsO2 for 50min at 37°C.
Cells expressing bothmarkerswere located and
2-min time-lapse movies with frames were cap-
tured every 5 s.
In stress granule disassembly experiments,

GFP-G3BP and mCh-KDEL were incubated
with 0.5 mM NaAsO2 for 1 hour. Cells were
then washed and replenished with 37°C im-
aging media and imaged 40 min after wash-
out with 200 nM ISRIB added into the imaging
media. Two-min time-lapse movies with frames
captured every 5 s permitted the capture of
stress granule fission during the disassembly
process.
In mRNA translation inhibition and ER

stress experiments, wild-type and RTN4 KO
cells were treated with 0.5 mM NaAsO2 for
1 hour (oxidative stress), 200 mM puromycin
for 15 min, or 1 mg/ml tunicamycin for 1 and
6 hours (ER stress) then fixed with 37°C fix-
ative (4% paraformaldehyde, 4% sucrose in
PBS) for 10 min. Cells were then permeabi-
lized and immunolabeled with 1:200 Dcp1b
monoclonal rabbit (Cell Signaling Tech) and
1:200 G3BPmouse monoclonal (Abcam) anti-
bodies to simultaneously image PBs and stress
granules, or 1:200 Edc3 mouse monoclonal
(Santa Cruz) and 1:200 Calreticulin polyclonal
rabbit (Abcam) antibodies to simultaneously
image PBs and the ER.

Microscopy

Imaging was performed with an inverted
fluorescence microscope (TE2000-U; Nikon)
equipped with an electron-multiplying charge-
coupled device camera (Cascade II; Photomet-
rics) and a Yokogawa spinning disc confocal
system (CSU-Xm2; Nikon). Live-cell imaging
was performed at 37°C. Images were captured
with a 100× NA 1.4 oil objective and acquired
using the open source microscopy software
Micro-Manager. Live-cell super-resolution cap-
ture of ddFP-marked ER contact during PB
fission was acquired with the Zeiss LSM 880
equipped with Airyscan detectors and 63×/
1.4-NA plan Apochromat oil objective using
Zeiss ZEN software.

Immunofluorescence and analyses of PB number
and ER-PB colocalization

U-2 OS cells were seeded at 0.8 × 105 cells/ml
on fibronection-coated coverslips and fixed,
30 hours after plating, with 37°C fixative so-
lution (4% paraformaldehyde, 4% sucrose in
PBS) for 10 min. Fixed cells were washed with
PBS and permeabilized with 0.1% Triton-X100
followed by blocking with 5% normal donkey
serum in PBS. Labeling of PBs and ER was
achieved by incubating cells overnight at 4°C
with 1:200 Edc3 mouse monoclonal (Santa
Cruz) and 1:200 Calreticulin polyclonal rabbit
(Abcam) antibodies in blocking serum. Cells
were then washed with PBS and fluorescent-

ly labeled with donkey–anti-mouse 488 and
donkey–anti-rabbit 594 secondary antibodies
(Invitrogen). Cells were then washed and the
nuclei labeled with Hoescht. Coverslips were
mounted on microscope slides using Prolong
glass resin and imaged the following day.
Using a 100× objective, Z-stack images of

cells from each condition were captured with-
in the same day under identical conditions
with respect to laser intensities and exposures.
Critically, the standardization of sample prep-
aration and image capture allowed for the
standardization of quantification. PB counting
was accomplished by first defining the diffuse
PB marker signal for each experiment. The
first cell captured in the wild-type untreated
condition was opened and a ROI was drawn
within the cytosol, which excludes bright PB
fluorescent foci, and the maximum fluores-
cence intensity was identified using the mea-
sure function in ImageJ. This number was
then incorporated into a macros script that
subtracts this fluorescence intensity from
cells across all conditions followed by Yen-
automated thresholding and particle analysis
using the “analyze particles” plug-in in ImageJ.
The level of colocalization between PBs and

ER tubules was accomplished by selecting ROIs
that contained at least one PB and resolvable
ER tubules. ROIs were necessary because the
ER network is too dense to resolve in regions
within the cell, such as the microtubule orga-
nizing center. The ROIs were cropped such
that the PB was offset from the center to allow
for comparison of actual images to rotated im-
ages. Segmentation of PBs was accomplished
by Otsu thresholding. Segmentation of the
ER was accomplished bymanual thresholding
owing to the broad range of ER labeling in-
tensities throughout the cell and between ROIs.
Colocalization between PBs and ER tubules
was determined by calculating the Mander’s
coefficient of the percentage of PBs overlap-
ping with ER tubules (M1PB). To determine
whether this overlap was due to chance, the
ER tubule ROI was rotated 90° clockwise and
the Mander’s coefficient of the percentage of
PBs overlapping with the rotated ER tubule
ROI was calculated (M190).

Line scan analyses of PB and stress granule
fission events

For PB fission, U-2 OS cells expressing mCh-
KDEL, GFP-Dcp1b, BFP-Dcp1a, and SNAP-
Dcp2 were incubated with JaneliaFluor 646
in serum-free media for 15 min to conjugate
a far-red fluorophore to SNAP-Dcp2, thus per-
mitting live imaging in four channels. Time-
lapse videos were acquired over the course of
2 min, with each channel captured every 5 s.
Exposure times ranged between 20 and 150ms
in each channel.
The drug treatment and imaging conditions

for stress granule fission are detailed above.
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Upon identification of PB or stress granule
fission during postimaging analysis, a seg-
mented line was drawn perpendicular to the
PB or stress granule fission site through the
length of the PB or stress granule. The fluo-
rescence intensities of ER and PB or stress
granule channels were measured along the
length of the line for each time point and
plotted. ER-marked fission events were iden-
tified by acute decreases in PB or stress gran-
ule marker fluorescence that coincided with
mCh-KDEL (ER) fluorescence peaks.
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CELLULAR NEUROSCIENCE

Microglia monitor and protect neuronal function
through specialized somatic purinergic junctions
Csaba Cserép1*, Balázs Pósfai1,2*, Nikolett Lénárt1, Rebeka Fekete1,2, Zsófia I. László2,3, Zsolt Lele3,
Barbara Orsolits1, Gábor Molnár4, Steffanie Heindl5, Anett D. Schwarcz1, Katinka Ujvári1,
Zsuzsanna Környei1, Krisztina Tóth1,2, Eszter Szabadits1, Beáta Sperlágh6, Mária Baranyi6,
László Csiba7, Tibor Hortobágyi8,9,10, Zsófia Maglóczky11, Bernadett Martinecz1, Gábor Szabó12,
Ferenc Erdélyi12, Róbert Szipőcs13, Michael M. Tamkun14, Benno Gesierich5, Marco Duering5,15,
István Katona3, Arthur Liesz5,15, Gábor Tamás4, Ádám Dénes1†

Microglia are the main immune cells in the brain and have roles in brain homeostasis and neurological
diseases. Mechanisms underlying microglia–neuron communication remain elusive. Here, we identified
an interaction site between neuronal cell bodies and microglial processes in mouse and human brain.
Somatic microglia–neuron junctions have a specialized nanoarchitecture optimized for purinergic
signaling. Activity of neuronal mitochondria was linked with microglial junction formation, which was
induced rapidly in response to neuronal activation and blocked by inhibition of P2Y12 receptors. Brain
injury–induced changes at somatic junctions triggered P2Y12 receptor–dependent microglial
neuroprotection, regulating neuronal calcium load and functional connectivity. Thus, microglial processes
at these junctions could potentially monitor and protect neuronal functions.

M
icroglia are the main immunocom-
petent cells of the nervous system and
their role in brain development and
maintenance of proper neuronal func-
tion throughout life is widely recog-

nized (1, 2). Changes in microglial activity are
linked with major human diseases, including
different forms of neurodegeneration, stroke,
epilepsy, and psychiatric disorders (3, 4).
Microglia perform dynamic surveillance of

their microenvironment using motile microg-
lial processes that constantly interact with neu-
rons (5, 6). However, themolecular mechanisms
of bidirectional microglia–neuron communi-
cation are unclear. To date, most studies have
focused on the interactions between microg-
lial processes and synaptic elements, including
axonal boutons and dendritic spines, which
have commonly been perceived as the main
form of interaction between microglia and
neurons (7, 8). However, neurons are extremely
polarized cells with a high degree of functional
independence concerning metabolism and sig-
nal integration in their dendritic and axonal
compartments (9–11). The large-scale structure
of neurons (i.e., their cell body and axonal or
dendritic branches) in the brain is relatively

stable under most conditions. In comparison,
small synaptic structures such as dendritic
spines and axonal boutons are often distant
from neuronal cell bodies and are highly dy-
namic. Therefore, the interactions between
microglia and synapses may not fully explain
how microglia are capable of monitoring and
influencing the activity of neurons or how early
events of cellular injury in the perisomatic
compartment are detected. This may be par-
ticularly relevant for the migration and differ-
entiation of neural precursors, cell survival and
programmed cell death, adult neurogenesis,
and the phagocytosis of damaged neuronal
cell bodies (12–15). It is not understood how
microglia could monitor neuronal status over
years or even decades and discriminate sal-
vageable neurons from irreversibly injured cells
mainly on the basis of changes occurring at
distant synaptic structures.
To understand the possible mechanisms

of effective communication between microg-
lia and neurons, we tested the hypothesis
that specialized junctions on neuronal cell
bodies may support the dynamic monitor-
ing and assistance of neuronal function by
microglia.

Microglial processes contact specialized
areas of neuronal cell bodies in mouse and
human brains
To visualizemicroglia together with cortical neu-
rons and to studymicroglia–neuron interactions
in the intact brain in real time, CX3CR1+/GFP

microglia reporter mice were electroporated
in utero with pCAG-IRES-tdTomato plasmid
(fig. S1A). In vivo two-photon (2P) imaging re-
vealed microglial processes contacting the cell
bodies of cortical layer 2 to 3 neurons in the
adult brain (Fig. 1, A and B, and movie S1).
Microglial processes preferentially returned
to the same areas on the neuronal soma (ob-
served in 23 neurons out of 28 from 3 mice).
The average lifetime of somatic microglia–
neuron contacts was 25 min; some contacts
persisted for >1 hour (fig. S1B), whereas den-
dritic contacts had a significantly shorter life-
time of 7.5 min (Fig. 1C; p = 0.00035; n = 26
contacts from 3 mice), similar to that reported
for synaptic contacts (16). Post hoc confocal
laser scanning microscopy (CLSM) and elec-
tronmicroscopic analysis further validated the
direct interaction betweenmicroglial processes
and the cell bodies of cortical pyramidal neu-
rons (Fig. 1D and fig. S1, C and D), which we
named somatic microglial junction. Similar
interactionswere present onwell-characterized
interneuron populations, namely type 3 vesic-
ular glutamate transporter–positive (vGluT3+)
and parvalbumin-expressing (PV+) cells in
the neocortex and the hippocampus (fig. S1E).
Somaticmicroglia–neuron junctions were also
observed in the human neocortex (Fig. 1E).
Somatic microglial junctions were present
on 93% of cortical pyramidal neurons, 95% of
vGluT3+ neurons, and 89%of PV+ interneurons
inmice (n = 443 cells from 4mice). Despite the
well-established microglial regulation of neu-
ronal synapses, only 9%of glutamate-releasing
and11%of g-aminobutyric acid (GABA)–releasing
synapses were associated with microglial pro-
cesses (Fig. 1F and fig. S1F; n = 1183 synapses
from 4mice). Eighty-seven percent of neurons
in the human neocortex received microglial
contact with their cell body (Fig. 1, E and F; n =
170 cells from 3 patients). We also tested the
possible presence of somatic microglial junc-
tions in subcortical areas. Ninety-eight percent
of neurons in the caudate putamen, 91% of
neurons in the nucleus reticularis giganto-
cellularis, and 96% of neurons in the medial
septum were contacted by microglial processes
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(n= 268 cells from2mice). Thus, these contacts
are evolutionary conserved and present in all
main areas of the brain.
Microglia at somatic junctions may sense

changes in neuronal state through signals re-
leased by exocytosis. In neurons, clusteredKv2.1
proteins are well known to provide exocytotic
surfaces by anchoring vesicle fusionmolecules
to the neuronal membrane (17, 18). Further-
more, bothKv2.1 andKv2.2 proteins are involved
in forming endoplasmic reticulum (ER)–plasma
membrane (PM) junctions (membrane-trafficking

hubs) and in anchoring intracellular organ-
elles to the neuronal PM (19). Microglia con-
tacted neuronal somatic membranes at sites
of Kv2.1 and Kv2.2 clustering (Fig. 1G). The
integrated density of Kv2.1 signal at these sites
was 96% higher and the density of Kv2.2 sig-
nal was 254% higher compared with those
without microglial contacts (Fig. 1H; p <
0.0001 in both cases; n = 114 and n = 107, re-
spectively, from3mice). Eighty-seven percent of
all microglia–neuron contacts expressed both
types of clusters, 6.3% expressed only Kv2.1

clusters, 4.5% only Kv2.2 clusters, and only
1.8% of contacts were void of any Kv clusters
(Fig. 1I; n = 111 contacts from 2mice). Further-
more, 99% of neocortical and 94% of hippo-
campal CA1-region neurons expressed both
Kv2.1 and Kv2.2 channels at the cellular level
(fig. S2, A to C). The spatial association be-
tween Kv2.1 clusters and microglial processes
was also observed on human cortical neu-
rons (fig. S1, G and H; n = 21 cells). Because
Kv2.1 clusters are implicated in a large num-
ber of cellular processes involved in cell-to-cell
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Fig. 1. Microglia contact specialized areas of
neuronal cell bodies in the mouse and the human
brain. (A) Single image plane (upper panel) and
3D reconstruction (lower panel) from an in vivo
2P Z-stack showing a neocortical neuron (red)
being contacted by microglial processes (green).
(B) In vivo 2P time-lapse imaging showing
temporal dynamics of microglia–neuron contacts.
(C) Analyzed trajectories of microglial processes
contacting the neuron in (B). The lifetimes of
somatic contacts were significantly longer than
those of dendritic contacts. (D) 3D reconstruction
from high-resolution CLSM Z-stack showing that
microglial processes (yellow) contact GABA-
releasing (red) and glutamate-releasing (cyan)
boutons as well as the neuronal cell body (Kv2.1
labeling, magenta). (E) CLSM images showing
P2Y12 receptor+ microglial processes (yellow)
contacting an SMI32+ neuronal cell body
(magenta) in human neocortex. (F) Quantitative
analysis of contact prevalence between microglial
processes and different neuronal elements
confirming that microglia contact most neuronal
cell bodies independently from neurochemical
identity, whereas only a small fraction of
synapses receive microglial contact. (G) CLSM
image showing a neuronal cell body contacted
by a microglial process at a Kv2.1 to Kv2.2 cluster.
(H) The integrated fluorescent density of both
Kv2.1 and Kv2.2 signal is significantly higher
within the contact site than elsewhere. (I) Most
microglia–neuron junctions expressed both
Kv2.1 and Kv2.2 clusters. (J) Microglial processes
contact Kv2.1-transfected HEK cells at the
clusters, but not those transfected with a
dominant-negative mutant. (K) Overlaid images
showing microglial P2Y12 receptor (green for
CLSM and cyan for STORM) and neuronal Kv2.1
(red for CLSM and yellow for STORM) clusters
overlapping. Arrows show borders of Kv2.1
clusters. P2Y12 receptor clustering depends
on the contact with neuronal cell body. Bar
graphs show STORM localization point (LP) density
(top) and density of identified P2Y12 receptor
clusters (bottom) on different parts of microglia
(for statistics, see table S1). P2Y12R, P2Y12
receptor. For statistical details, see the
supplementary text for Fig. 1 and table S1.
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communication, we focused on Kv2.1 in our
further experiments. Kv2.1 hot spots appeared
to define preformed neuronal microdomains
becauseKv2.1 clusters remainedunaltered after
selective elimination of microglia by PLX5622
(fig. S1, I and J; 4.71 clusters per cross-section
in control versus 6.64 clusters per cross-section
in depleted; n = 59 cells from 4 mice). To test
the functional involvement of Kv2.1 clusters in
the formation of somatic junctions,wedeveloped
a dominant-negative Kv2.1 mutant construct,
DNKv2.1. This construct could not integrate
into the PM and blocked the forward traf-
ficking of any endogenous Kv2 proteins that
may be expressed. We transfected human em-
bryonic kidney (HEK) 293 cells, which natu-
rally lack Kv2.1 protein (20), with fluorescent
protein–coupled Kv2.1 or DNKv2.1 constructs
and cocultured these with microglia. Microg-
lial processes contacted Kv2.1-transfected HEK
cells preferentially at Kv2.1 clusters and did not
contact the DNKv2.1-transfectedHEK cells (Fig.
1J and movie S2). Eighty-four percent of Kv2.1-
transfectedHEKcells receivedmicroglial process
contacts (97% of these contacts arrived onto
Kv2.1 clusters), whereas only 5.4% of DNKv2.1-
transfectedHEK cells received process contacts
(n = 75 cells from 3 experiments). Thus, cell
surface expression and clustering of Kv2.1 pro-
teins is sufficient to induce contact formation
by microglial processes.
Activity-dependent exocytotic adenosine 5′-

triphosphate (ATP) or adenosine 5′-diphosphate
(ADP) release takes place from neuronal cell
bodies under physiological conditions (21, 22).
ATP (ADP) is a major chemoattractant for mi-
croglial processes through the microglial puri-
noceptor P2Y12 receptor (5, 23).We thus asked
whether signaling through P2Y12 receptor was
also essential formicroglia–neuron interactions
at these somatic junctions. In fact, allmicroglia,
but no other cells in the brain, including peri-
vascularmacrophages, were found to be P2Y12
receptor positive (fig. S3), including their pro-
cesses recruited to somatic junctions (fig. S3B).
The restriction of P2Y12 receptor expression
to microglia within the brain agrees with re-
sults of earlier single-cell transcriptomics stud-
ies (24, 25).
To investigate the nanoscale architecture of

P2Y12 receptors at somatic microglia–neuron
junctions,weused correlatedCLSMandSTORM
superresolution microscopy, which enables the
precise assessment of P2Y12 receptor and Kv2.1
clusters at 20-nm lateral resolution (26). P2Y12
receptors formed dense clusters onmicroglial
processes at somatic junctions directly facing
neuronal Kv2.1 clusters (Fig. 1K). Unbiased
cluster analysis revealed that P2Y12 receptor
localization point density and cluster density
were both significantly higher on microglial
processes inside the junctions than on processes
outside the junctions or on the whole microglial
cell (Fig. 1K and fig. S2D; for detailed statistics

andnumbers, see table S1). Furthermore, somatic
contact–dependent clustering of P2Y12 recep-
tors occurred onboth pyramidal cells and inter-
neurons (fig. S2E; for detailed statistics and
numbers, see table S1). Contact-dependentmole-
cular clustering, however, could not be observed
in the case of the microglial calcium-binding
protein Iba1 (fig. S2F). Contact-dependent P2Y12
receptor clustering was specific to somatic
junctions, and immunogold density was 62%
lower onmicroglial membranes contacting bou-
tons than on those contacting somata (fig. S2G;
p = 0.0002; n = 26 contacts from 3mice). Thus,
we suggest the existence of a functionally spe-
cialized yet ubiquitous communication site
between P2Y12 receptor–positive microglial
processes and neuronal cell bodies.

Somatic microglia–neuron junctions have
a specific nanoarchitecture and
molecular fingerprints

To further investigate the ultrastructural fea-
tures of somatic microglia–neuron junctions,
we performed transmission electron micros-
copy and high-resolution electron tomography
with three-dimensional (3D) reconstruction.
P2Y12 receptor immunogold labeling confirmed
the formation of direct junctions between mi-
croglial processes and neuronal somata both
in mice (Fig. 2A) and in postmortem human
brain tissue (fig. S4A).Microglia–neuron junctions
were composedof closely apposedmitochondria,
reticular membrane structures, intracellular
tethers, and associated vesicle-like membrane
structures within the neuronal cell body (Fig.
2A). 3D electron tomography confirmed this
nanoarchitecture in neurons (Fig. 2B andmovies
S3 and S4). Thesemorphological features were
not observed in perisomatic boutons contacted
bymicroglia. Furthermore, automated 3Danaly-
sis of tomographic volumes showed that P2Y12
receptor density negatively correlatedwith the
distance betweenmicroglial andneuronalmem-
branes within the junctions (Fig. 2, C and D,
and fig. S4C; p < 0.001; n = 13,055 points from
3 contacts). We also compared P2Y12 receptor
density betweenmicroglial membrane surfaces
establishing junctions with neuronal somata
and adjacent surfaces (within a few microm-
eters) that contacted boutons or other neuronal
elements. We detected a significantly higher
P2Y12 receptordensity atmicroglialmembranes
directly contacting neuronal cell bodies (Fig.
2E andmovie S5; p = 0.00115; n = 24 surfaces).
This suggests an important role for purinergic
signaling in the formation of somaticmicroglia–
neuron junctions.
We also observed discrete intercellular struc-

tures resembling cell-adhesionmolecules in the
extracellular space that connected the mem-
branes of microglia and neuronal cell bodies
(average length 23.5 ± 3.1 nm; n = 89 from
3 mice; fig. S4B). This falls in the range of
the size of integrins expressed by microglia

(27, 28) or the width of immunological syn-
apses between peripheral immune cells (29).
Mitochondria-associated membranes (MAMs,
average distance: 19.5 nm;n= 104 from3mice;
fig. S4B) were observed (30) and discrete teth-
ers betweenmitochondria andMAMswere also
visible (movie S4).
We hypothesized that mitochondrial ATP

production and changes in neuronal activity
could trigger microglial process recruitment.
Thus, we investigated the possible enrichment
of neuronal mitochondria at microglial junc-
tions on a large sample size using an unbiased,
semiautomatic analysis of the outermitochon-
drialmembrane protein TOM20. TOM20 immu-
nofluorescent intensity was 420% higher at
somatic junctions compared with adjacent
areas (Fig. 2, F and G; p < 0.001; n = 14 con-
tacts from 2 mice), confirming the strong ac-
cumulation of neuronal mitochondria at the
somatic junctions.
TOM20-positive vesicles were observed be-

tween mitochondria and the neuronal mem-
brane in addition to TOM20-negative vesicles
(Fig. 2H and fig. S4, E and F). This may sug-
gest trafficking and possible exocytosis of
mitochondria-derived vesicles (31) at somatic
microglial junctions. Mitochondria-derived
vesicles (MDVs) often integrate into the en-
dolysosomal pathway (31), and these vesicles
are positive for the lysosomal marker LAMP1
(32). Indeed, LAMP1-positive puncta were
closely associated with 83.3% of all Kv2.1
clusters at somatic junctions (fig. S4G; n =
72 contacts from 2 mice), suggesting the re-
lease of MDVs and lysosomal content at these
junctions.
Kv2.1–immunogold clusters were tightly as-

sociated with the observed neuronal structures
(i.e., closely apposed mitochondria, MAMs, ER,
vesicle-like structures, cytoplasmic densities)
within these junctions (fig. S4D). Similarly to
our CLSM results (fig. S1I), Kv2.1 nanocluster-
ing was not affected by the absence of microg-
lia (fig. S4D). These structures may function as
mitochondria-related signalinghubs inneurons
that microglia can recognize. Vesicular release
of mitochondria-derived ATP from neurons
may occur in a vesicular nucleotide transporter
(vNUT)–dependent manner (33, 34). Indeed,
vNUT signal intensity was 2.5 times higher in
thevicinityof theneuronalmembranesat somatic
microglia–neuron junctions comparedwith areas
outside the junctions (Fig. 2I; p = 0.002; n =
15 contacts from 2mice). Neuronal vNUT label-
ing was concentrated between mitochondria
and the microglia-contacted neuronal mem-
branes (Fig. 2J).
Kv2.1 or vNUT signal was not present in

perisomatic axon terminals (GABA-releasing
synaptic boutons), including those contacted
by microglial processes (fig. S4, H and I; n =
220 boutons for Kv2.1 and n = 194 boutons for
vNUT from 2 mice), confirming again that
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these molecular fingerprints were associated
with somatic microglia–neuron junctions.

Physiological microglia–neuron
communication at somatic junctions is P2Y12
receptor dependent and linked with neuronal
mitochondrial activity

Next, we aimed to test whether microglial
process recruitment to somatic junctions was
functionally linked with the activity of mito-
chondria in neurons. To this end, CX3CR1+/GFP

mice were electroporated in utero with the
mitochondria-targeted CAG-Mito-R-Geco1 re-
porter construct (fig. S5A). Again, we observed
the involvement of somatic mitochondria in
microglial junctions (Fig. 3A). In vivo 2P imag-
ing was performed to monitor microglial pro-
cess recruitment to neuronal mitochondria in
the cerebral cortex (Fig. 3B). As expected, re-
cruited microglial processes came into close
apposition with neuronal mitochondria. These

processes stayed in the vicinity of neuronal
mitochondria for ~29 min in vivo (Fig. 3B and
movie S6; n = 25 contacts on 19 neurons from
3 mice, median value), closely matching the
value measured in tdTomato-electroporated
mice (Fig. 1C). To study the functional relation-
ship between microglial junction formation
and activity of neuronal mitochondria, we as-
sessed intracellular changes of the metabolic
electron carrier nicotinamide adenine dinu-
cleotide (NADH) (35) in coronal slices of visual
and somatosensory cortices from CX3CR1+/GFP

mice. Intracellular NADH fluorescence showed
a granular pattern, indicating a mitochondrial
NADH source. Indeed, the NADH signal colo-
calized with the Mito-R-Geco1 signal, confirm-
ing its mitochondrial origin (fig. S5C). To search
for somatic junction formation, we performed
2P imaging, which allowed us to track the
movement of microglial processes andmoni-
tor cytosolic NADH in viable layer 2/3 neurons

simultaneously (fig. S5D). We detected appar-
ent increases in NADH intrinsic fluorescence
(Fig. 3, C and E; p = 0.024; n = 10 cells) in
parallel with the formation of somatic microg-
lial junctions. By contrast, we found no changes
in the mean intrinsic NADH fluorescence
detected at neuronal somata contacted by
microglial processes in P2Y12 receptor−/− tissue
(Fig. 3, D and E; p = 0.3; n = 11 cells). Thus,
microglial process recruitment to somatic
junctions is linked to the metabolic activity
of neuronal mitochondria through a P2Y12
receptor–dependent mechanism.
The molecular machinery and intercellular

interactions identified above suggested the in-
volvement of purinergic signaling in these
somatic junctions. To test whether neuronal
somata could release ATP at these sites, we
conducted a series of in vitro experiments.
Quinacrine-labeled ATP-containing vesicles
localized between neuronal mitochondria and
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Fig. 2. Microglia–neuron junctions have a
specialized nanoarchitecture and molecular
machinery optimized for purinergic cell-to-cell
communication. (A) Transmission electron micro-
graph showing the area of the neuronal cell body
(neu.) contacted by a P2Y12 receptor–immunogold
(black grains)–labeled microglial process (mic.). The
junction has a specific ultrastructure with closely
apposed mitochondria (mito., cyan), reticular mem-
brane structures (green), and intracellular tethers
(red). A mitochondria-associated vesicle (blue,
marked by white arrowhead) is also visible. The
nucleus (n) of the neuron is purple. (B) A 0.5-nm-
thick virtual section of an electron tomographic
volume (left) and 3D model (right) showing the
special nanoarchitecture of a somatic microglia–
neuron junction [colors represent the same
structures as in (A)]. Note the specific enrichment of
P2Y12 receptor labeling at the core of the junction.
(C and D) P2Y12 receptor density negatively
correlates with the distance between microglial and
neuronal membranes within the junctions. (E) P2Y12
receptor density is highest at those surfaces of
microglial processes that are in direct contact with the
neuronal cell bodies (P2Y12 receptor labeling is white;
b, bouton). (F) CLSMmaximal intensity projection (M.I.P.)
showing microglial processes (yellow) contacting neu-
ronal somata (magenta) with adjacent mitochondria
(green). (G) Neuronal mitochondria are enriched at
microglial junction sites. (H) Transmission electron
micrographs showing TOM20-immunogold labeling in
neocortical neurons. Immunogold labeling (black
grains) is specifically associated with outer mitochon-
drial membranes, whereas TOM20-positive vesicles can
also be observed (arrowheads). Some immunogold
particles can be found on the PM of the neurons
(arrows), suggesting the exocytosis of mitochondria-
derived vesicles. (I) vNUT-labeled vesicles are enriched
at microglial junction sites. (J) 3D reconstruction of high-
resolution confocal Z-stack showing parts of two neuronal cell bodies (magenta), both contacted by microglial processes (yellow). The vNUT signal (cyan) was concentrated
between the junctions and closely positioned mitochondria (green). For statistical details, see the supplementary text for Fig. 2.

RESEARCH | RESEARCH ARTICLE



neuronal membranes were present at sites
where microglial processes contacted neuronal
Kv2.1 clusters inmicroglia–neuron cocultures
(Fig. 3F). Quinacrine labeling also colocalized
with vNUT signal (Fig. 3F), as previously de-
monstrated for neurons (33).
Next, we tested whether neuronal activity

could release ATP-containing vesicles from
neuronal cell bodies. KCl (40mM) stimulation
induced a rapid membrane depolarization and
calcium influx in cultured neurons (fig. S5E;
n = 23 cells for FluoVolt measurements, n =
20 cells for Rhod3measurements). CLSM in vitro

time-lapse imaging confirmed that quinacrine-
labeled (ATP-containing) vesicles were released
from neuronal cell bodies after KCl stimula-
tion (Fig. 3, G and H; 880% increase in release
events after KCl versus a 27% decrease after
vehicle; n = 13 cells). Size analysis confirmed
that the smaller vesicles were released [Fig.
3I; median diameter of released vesicles was
0.37 mm and that for retained vesicles was
0.59 mm (n = 118 puncta), similar to previous
reports (33)]. The larger vesicles were iden-
tified asmitochondria by their uniformTOM20
labeling (Fig. 3I; median diameter of vesicle

labeling was 0.45 mm and that for mitochon-
drial labeling was 1.2 mm; n = 83 puncta).
Next, we applied high-sensitivity high-

performance liquid chromatography (HPLC)
to detect the levels of released ATP in the
medium (Fig. 3J). KCl induced a robust ATP
release in cultured neurons (p = 0.0218; n = 11),
which was not inhibited by a mixture of the
synaptic calcium-channel blockers w-agatoxin
and w-conotoxin (p = 0.6532; n = 11), but was
almost completely inhibited by the L-type
calcium-channel blocker nimodipine [known
to be important for somatic vesicular release
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Fig. 3. Neuronal mitochondrial activity and puri-
nergic signaling are involved in microglia–neuron
communication. (A) CLSM image showing a microg-
lial process (green) contacting Kv2.1 clusters
(magenta) on a neuronal soma in the vicinity of a
mitochondrion (Mito-R-Geco1, red) in a perfusion-
fixed brain. (B) In vivo 2P imaging of CX3CR1+/GFP

mice in utero electroporated with CAG-Mito-R-Geco1
construct. Dashed line shows the outline of the
neuron. Green microglial processes touch the neuro-
nal cell body where somatic mitochondria are present.
Regions of interest 1 and 2 are enlarged to show
the development of somatic junctions. (C and
D) Representative samples from time-lapse imaging
of microglia showing processes extending and
contacting neuronal soma in CX3CR1+/GFP/P2Y12
receptor+/+ (C) and CX3CR1+/GFP/P2Y12 receptor−/−

(D) mice. White arrow indicates the contact site of
microglia. Differential interference contrast (DIC)
images of the imaged neurons and the fluorescence
signal of GFP (green) and NADH (dark cyan) of red
outlined areas are shown. (E) Average (and standard
deviation) of NADH intrinsic fluorescence of all
neurons in P2Y12 receptor+/+ (red, n = 10) and P2Y12
receptor−/− (black, n = 11) mice. (F) CLSM image
showing microglial process contacting a neuronal
Kv2.1 cluster with closely apposed quinacrine-labeled
ATP-containing vesicle and closely localized neuronal
mitochondria. Quinacrine labeling colocalizes with the
vNUT signal. (G) Images from CLSM in vitro
time-lapse imaging showing that quinacrine-labeled
ATP-containing vesicles (green) are released (red
arrows) from the neuronal cell body (white dashed
outline) after KCl stimulation (M.I.P. of Z stack,
2.5 mm). (H) Number of released quinacrine-positive
vesicles plotted as a function of time after KCl or
vehicle treatment. (I) Size distribution of quinacrine-
labeled puncta. The smaller ones (vesicles) tend to
be released and the larger ones (mitochondria) are
retained. (J) KCl induces a robust ATP release in
cultured neurons, which could not be inhibited by a
mixture of the synaptic calcium-channel blockers
w-agatoxin and w-conotoxin (SC), but was almost
completely inhibited by the L-type calcium-channel
blocker nimodipine (NIM) or the vNUT inhibitor
clodronate (CLO). (K) CLSM image showing robust
NTPDase1 expression on microglial processes within the somatic junctions. Electron microscopic insert shows NTPDase1-labeled (dark precipitate) microglial
process contacting the neuronal cell body. Neuronal mitochondria (m), vesicles, and membrane structures (white arrowheads) are closely apposed to the contact site
(black arrows) where NTPDase1 is expressed on the microglial membrane. For statistical data, see the supplementary text for Fig. 3.
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(36); p = 0.0271; n = 10] or the vNUT inhibitor
clodronate (p = 0.0284; n = 10). These data con-
firmed the presence of an activity-dependent
somatic ATP release from neurons. Because
the main ligand for microglial P2Y12 recep-
tors is ADP, we tested the possible presence of
nucleosidase expression at microglia–neuron
contacts. UsingCLSMand electronmicroscopy,
we found robustNTPDase1 expression on 99.6%
of all microglial processes within the somatic
junctions (Fig. 3K; n = 275 contacts from 2
mice). Thus, neuron-derived ATP can readily
be converted into ADP and sensed by microg-
lia right within the somatic junctions.
Because microglial processes are in a posi-

tion at the somatic junctions to sense neuronal
activity,we further explored the signalingmech-
anisms at these sites in vivo using 2P imag-
ing in CX3CR1+/GFP microglia reporter mice
that were electroporated in utero with the neu-
ronal reporter pCAG-IRES-tdTomato (Fig. 4, A
and B). Intra–cisterna magna administration
of the potent and selective P2Y12 receptor in-
hibitor PSB0739 (PSB) reduced somatic junc-
tion lifetime by 45% but did not affect the
lifetime of dendritic microglia–neuron con-
tacts (Fig. 4C, control somata versus PSB soma-
ta; p = 0.0331; n = 40). We also tested synapse
density after acute intra–cisterna magna ad-
ministration of vehicle (control) or PSB. PSB
treatment did not alter neocortical synapse

numbers (fig. S6G; 0.353 synapses/mm2 in con-
trol somata and 0.352 synapses/mm2 in PSB-
injected somata; n = 423 appositions from
4 animals). Because the maintenance of so-
matic microglia–neuron junctions depends on
physiological P2Y12 receptor function, we
tested whether microglia would react directly
to changes in neuronal activity. We induced
neuronal activation by using the chemogenetic
DREADD (designer receptor exclusively acti-
vated by designer drug) approach. pAAV car-
rying the hSyn-hM3D(Gq)-mCherry construct
was injected into the cerebral cortex of P2Y12
receptor+/+ and P2Y12 receptor−/− mice that
had been crossed with CX3CR1+/GFP mice to
visualize microglial responses in the presence
or absence of P2Y12 receptor signaling (fig. S5,
F and G). After intraperitoneal injection of
clozapine-N-oxide (CNO) to induce hM3D(Gq)-
DREADD activation, we observed a 234% in-
crease in neuronal cFos signal compared with
vehicle treatment (fig. S5H; p< 0.001;n= 100),
confirming a specific and robust neuronal
activation.
Chemogenetic neuronal activation resulted

in an increasedmicroglial process coverage of
the soma of DREADD- and cFos-coexpressing
neurons in P2Y12 receptor+/+ mice (Fig. 4D;
243% of control, p = 0.0139; n = 101 neurons
from 8 mice), but not in P2Y12 receptor−/−

mice (Fig. 4E; 133% of control, p = 0.7497; n =

85 neurons from 6 mice). We also tested the
effect of acute central pharmacological block-
ade of microglial P2Y12 receptors (Fig. 4F) and
found that PSB injected intra–cisterna magna
completely abolished the neuronal activity–
induced increase in microglial process cover-
age (Fig. 4G; 72.34% lower process coverage in
CNO+PSB than in CNO+vehicle, p < 0.001; n =
124 neurons from 6 mice). Thus, microglia dy-
namically react to changes in neuronal activity
at somatic microglia–neuron junctions in a
P2Y12 receptor–dependent manner, leading
to a rapid increase of somatic coverage by
microglial processes.

Microglia protect neurons after acute brain
injury in a P2Y12 receptor–dependent manner
through altered somatic junctions

Because somatic microglia–neuron junctions
were abundant in the healthy brain, we next
investigated whether these morphofunctional
communication sites were altered in response
to brain injury. Microglia are known to re-
spond rapidly to changes in neuronal activity
in the boundary zone of the infarct after stroke
(37). Thus, we performed experimental stroke
and delineated the evolving penumbra on the
basis of the metabolic activity of the tissue
as assessed by the redox indicator tetrazo-
lium chloride coregistered with the immuno-
fluorescent signal for MAP2 and microglia
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Fig. 4. Physiological microglia–
neuron communication at the
somatic junction site is P2Y12
receptor dependent. (A) Outline
of acute P2Y12 receptor–blockade
experiments. i.c.m., intra–cisterna
magna. (B) CLSM images showing
examples of the recorded microglia–
neuron contacts. Empty arrow-
heads point to dendritic contacts
and full arrowheads mark somatic
junctions. (C) Acute intra–cisterna
magna administration of PSB
significantly reduced somatic
junction lifetime, but did not affect
the lifetime of dendritic microglia–
neuron contacts. n.s., not significant.
(D) Neuronal activity induced a
robust elevation of microglial
process coverage of neuronal cell
bodies in CNO-treated animals
but not in DREADD+/cFos– cells.
(E) CNO-triggered neuronal activity
could not induce an elevation of
microglial process coverage of
neuronal cell bodies in P2Y12
receptor−/− mice. (F) Outline of
combined chemogenetic and acute
P2Y12 receptor–blockade
experiments. (G) Acute inhibition of microglial P2Y12 receptors prevented neuronal activity–induced increase of microglial process coverage.
For statistical data, see the supplementary text for Fig. 4.
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(fig. S6A). We observed the fragmentation of
mitochondria (Fig. 5A, 74% decrease of indi-
vidual mitochondrial area, 46% decrease of
mitochondrial major axis; p < 0.001 for both;
n= 189mitochondria) and an almost complete
declustering of Kv2.1 proteins in morphologi-
cally intact penumbral neurons (Fig. 5B and
fig. S6E, from 4 to 0 median clusters/cross-
section and from 0.0947 to 0 clusters/mm in
control and stroke, respectively, p < 0.001; n =
58 cells). These morphological changes were
accompanied by a robust increase in the
microglial process coverage of neuronal cell
bodies originating from somatic microglia–
neuron junctions in both mice and human
postmortembrain tissues (Fig. 5, B toE;mouse:
3.8-fold increase, p < 0.001; n = 30 neurons;
human: 1.5-fold increase, p = 0.007; n = 249
neurons). Acute intra–cisterna magna admin-
istration of the P2Y12 receptor inhibitor PSB
or preventing mitochondrial injury by using
the mitochondrial ATP–sensitive potassium
(KATP) channel opener diazoxide (38) com-
pletely abolished stroke-induced increases in
microglial process coverage around somatic
junctions (Fig. 5D, control versus stroke: p <
0.001, PSB control versus PSB stroke: p =

0.792, diazoxide control versus diazoxide stroke:
p = 0.053; n = 140 neurons). The viability of
the examined neurons with increased microg-
lial process coverage was confirmed by normal
chromatin structure and membrane integ-
rity (fig. S6, B and C). Transmission electron
tomography also confirmed increased microg-
lial process coverage and mitochondrial frag-
mentation of neurons (Fig. 5C).
To test the impact of P2Y12 receptor–

dependent microglial functions on neuronal
viability in vivo, we investigated pharmaco-
logical inhibition of P2Y12 receptor by injection
of PSB intra–cisterna magna before middle
cerebral artery occlusion (MCAo). Inhibition of
microglial P2Y12 receptor prevented increases
in microglial process coverage of neuronal cell
bodies in the penumbra and altered func-
tional connectivity in the brain as assessed by
awidefield-imaging approach inThy1-GCaMP6s
mice (Fig. 5, F and G). An absence of P2Y12
receptor signaling significantly increased the
area of functional disconnection (global con-
nectivity < 0.6) in the ipsilateral hemisphere
during ischemia, accompaniedbya trend toward
elevated neuronal calcium load (Fig. 5F and
fig. S6F; p = 0.0439; n = 17 mice). Seed-based

connectivity analysis revealed a significant in-
crease in the contralateral sensory hindlimb
area after reperfusion in PSB-treated animals.
Moreover, connectivity analysis of 14 func-
tional areas revealed a substantial and wide-
spread increase in connectivity strength in the
absence of microglial P2Y12 receptor signaling
(Fig. 5G; p = 0.0077; n = 7 mice).
To examine the effect of P2Y12 receptor

inhibition at the single-neuron level in the
evolving ischemic penumbra in vivo, we investi-
gated GCaMP6f-injected mice with 2P micros-
copy. In control mice, neuronal GCaMP6f signal
remained unchanged for the first 90 min of
reperfusion, whereas blockade of microglial
P2Y12 receptors with PSB resulted in a strong
elevation in neuronal calcium load (Fig. 5H;
p < 0.0001; n = 96 neurons from 3 mice). This
corroborated the findings obtained from the
widefield-imaging approach at the cellular level
as well. Furthermore, P2Y12 receptor inhibi-
tion significantly increased lesion volume at
24 hours reperfusion (Fig. 5I; 54% increase,
p = 0.008; n = 20mice) and resulted in worse
neurological outcome (Fig. 5I; Bederson score,
stroke: 1.7 ± 0.26; stroke+PSB: 2.5 ± 0.224, p =
0.033; n = 20 mice).
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Fig. 5. Microglia protect neurons after acute brain
injury in a P2Y12 receptor–dependent manner
through altered somatic junctions. (A) CLSM
images showing that stroke induces the fragmenta-
tion of mitochondria (magenta) in neuronal cell
bodies (Kv2.1 labeling, cyan) in the penumbra.
Mitochondrial area and mitochondrial major axis are
both significantly decreased. (B) CLSM images of
cortical neurons showing that, in parallel with the
declustering of Kv2.1-channels (cyan), microglial
coverage (yellow) is significantly increased after
stroke in the penumbra. (C) 3D reconstruction from
electron tomographic volume showing elevated
microglial coverage and fragmentation of neuronal
mitochondria. (D) Microglial coverage of neuronal cell
bodies is robustly increased after stroke, whereas
acute central blockade of P2Y12 receptors or
activation of KATP channels completely abolishes the
stroke-induced increase of coverage. (E) Stroke
induces a 1.5-fold increase in somatic microglia
coverage of human cortical neurons. (F) Topograph-
ical maps showing the area of pixels with a global
connectivity (GC) score < 0.6 after ischemia. The
sum of outlined pixels revealed higher dropdown of
GC in PSB-treated animals after stroke. (G) Left
panel: Topographical maps showing increased region
of interest to GC of the contralateral HLs in PSB-
treated mice 120 min after stroke. Right panel: Seed-
to-seed connectivity is increased in PSB-treated
animals after stroke. (H) In vivo 2P calcium imaging
revealing a significant increase of neuronal calcium
load during reperfusion after acute P2Y12 receptor
inhibition with PSB. (I) Infarct volume is increased
after acute central P2Y12 receptor inhibition, which is
accompanied by a significantly worse neurological outcome. For statistical data, see the supplementary text for Fig. 5.
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To investigate the duration of the PSB effect
in vivo, 2-hour-long imaging sessions were
performed with 2P microscopy 1 to 3 hours
and 24 to 26 hours after intra–cisterna magna
PSB injection (n = 173 contacts analyzed from
3 mice). The lifetime of somatic junctions was
significantly reduced by up to 3 hours after
PSB administration (56.3% of lifetime under
baseline conditions, p= 0.0139), whereas there
was no effect observed 1 day later (93.8% of
lifetime under baseline conditions), suggest-
ing an acute effect of intra–cisternamagna PSB
(fig. S6, H and I). The acute effect of PSB was
also confirmed by the histological measure-
ments performed 4 hours after MCAo (Fig.
5D). To verify that PSB injected intra–cisterna
magna only inhibited microglial P2Y12 recep-
tors, and not those expressed by circulating
platelets, we measured ADP-induced platelet
activation in plasma samples 1 hour afterMCAo,
when blood–brain barrier injury is apparent
(37, 39, 40). ADP-induced increases in platelet
CD62P were not altered in mice treated with
intra–cisterna magna PSB compared with
vehicle-treated animals (fig. S5J).
Disintegration of somatic microglia–neuron

junctions after neuronal injury triggers in-
creased microglial process coverage of the cell
bodies of compromised but potentially viable
neurons through P2Y12 receptor and mito-
chondrial signaling. This could allow the ini-
tiation of protective microglial responses that
limit brain injury.

Discussion

Here, we describe a form of interaction be-
tween microglia and neurons. Under physio-
logical conditions, somatic microglia–neuron
junctions were present onmost of the neurons
in both mice and humans. The junctions ap-
peared to function as communication sites that
are rapidly altered in response to brain injury.
We propose that microglia constantly monitor
neuronal status through these somatic junc-
tions, allowing neuroprotective actions to take
place in a targeted manner.
Sites of somatic junctions in neurons were

preferentially and repeatedly contacted by
microglia. Such interactions had much longer
lifetimes compared with the microglial con-
tacts targeting dendrites. In previous studies,
the proximity between microglial cell bodies
or processes with neuronal somata has been
observed in zebrafish and mice (41, 42). How-
ever, the formation of direct membrane-to-
membrane junctions, the molecular identity
of neuronal membranes contacted, activity-
dependent recruitment of microglial processes
to neuronal cell bodies, the mechanisms of
junction formation, and the function of somatic
microglia–neuron interactions have not been
addressed. Therefore, we took advantage of
cutting-edge neuroanatomical approaches and
discovered that somatic microglia–neuron junc-

tions are characterized by specific ultrastruc-
tural and molecular composition. These mor-
phological and molecular features are absent
in perisomatic boutons contacted by microg-
lia, suggesting that the main form of neuronal
quality control by microglial processes is not
mediated by interactions between microglia
and perisomatic axon terminals.
Mitochondria are the primary energy gen-

erators in cells, playing fundamental roles in
calcium homeostasis, intracellular signaling
(43, 44), and neuronal quality control (45), as
well as in determining cellular fate (46). Al-
though neuronal mitochondria are also con-
sidered “immunometabolic hubs” involved in
antigen presentation and the regulation of in-
nate immune responses (47, 48), changes in
mitochondrial function caused by metabolic
imbalance, oxidative stress, inflammation,
cellular injury, or cell death occur in most
neuropathological states (49). MAMs are also
considered to be key integrators of metabolic
and immunological signals, playing a central role
in neurodegeneration and cell-fate decisions
(30, 50, 51). Thus, somatic mitochondria and
MAMs are ideally positioned to report neuro-
nal status to microglia and to mediate neuro-
nal quality control. Consistent with this, we
show that the recruitment of microglial pro-
cesses to somatic junctions in the vicinity of
neuronal mitochondria is linked with mito-
chondrial activity. This may indicate rapid
sensing of mitochondrial activity–associated
changes of neurons by microglial processes
through the release of ATP and othermediators
or the impact of microglia-derived substances
on neuronal activity and/or mitochondrial
function at somatic junctions. Neurons can
execute somatic ATP release through pannexin
hemichannels, voltage-dependent anion chan-
nels, or activity-dependent vesicle exocytosis
(21, 22, 36). vNUT is known to be responsible
for somatic vesicular ATP release in neurons
(34). In fact, we demonstrated the enrichment
of vNUT between neuronal mitochondria and
the somatic membranes contacted by microg-
lia and, using time-lapse imaging and HPLC
measurements, we confirmed the presence of
activity-dependent somatic ATP release from
neurons that was blocked by vNUT inhibition.
TOM20-positive mitochondria-derived vesicles
and other vesicles were also observed within
the neuronal cytoplasm at somatic microglia–
neuron junctions, together with the enrich-
ment of LAMP1-positive lysosomes,which could,
together with the released ATP, provide a con-
stant readout of neuronal activity and mito-
chondrial function as seen in neurons and
other cells (31, 52). The strong enrichment of
vNUT in these contacts, the existence of an
activity- and vNUT-dependent somatic ATP
release, the presence of filamentous cyto-
plasmatic structures connecting vesicles to
the core of the junction, the presence of TOM20

immunogold–positive vesicles within the con-
tacts attached to the neuronal PM, the close
association of neuronal lysosomes, and themas-
sive accumulation and nanoscale clustering
of exocytosis-promoting Kv2.1 proteins within
these contact sites collectively indicate the con-
vergence of multiple parallel vesicular exocy-
totic pathways at somatic microglia–neuron
junctions.
Kv2.1 channels aremajor regulators of neuro-

nal potassium levels. However, they tend to
assemble into discrete clusters on the surface
of neurons, where they do not function as ion
channels, but rather provide sites for intensive
membrane trafficking as exocytotic and endo-
cytotic hubs (17, 18, 53). Furthermore, Kv2.1
clusters are known to induce stable ER–PM
junctions (53), anchoring MAMs and mito-
chondria into these morphofunctional units
and providing an ideal site for the release of
mitochondria-associated messenger molecules
(31). The functional importance of these inter-
actions is confirmed by our results showing
that Kv2.1 clusters on transfected HEK cells
readily induced the formation of microglial
process contacts to these clusters, which could
not be observed on HEK cells transfected with
the dominant-negative mutant Kv2.1. Further-
more, microglial P2Y12 receptor clusters were
precisely aligned with neuronal Kv2.1 clusters
at somatic junctions.
The activation of P2Y12 receptors wasmainly

associated with injury or pathological states in
previous studies and was considered negligible
for physiological microglial surveillance on
the basis of ex vivo studies (54). Compared with
normal extracellular ATP levels in the brain,
high levels of ATP (1 mM) were shown to in-
duce P2Y12 receptor–dependent microglial
recruitment, similar to that seen during microg-
lial phagocytosis or in models of synaptic
plasticity, whereas microglial surveillance
is considered to be P2Y12 receptor indepen-
dent (54, 55). Our in vivo results refine this
view and highlight the importance of the
compartment-dependent effects of P2Y12 recep-
tor on microglial process responses: PSB0739
significantly reduced somatic junction lifetime
but did not affect the lifetime of dendritic
microglia–neuron contacts, whereas it abolished
microglial reactions to altered neuronal activ-
ity, confirming P2Y12 receptor dependence of
microglial actions under physiological condi-
tions. Furthermore, neuronal mitochondrial
activity was also linked with physiological mi-
croglial P2Y12 receptor activity at these junc-
tions. It is also possible that P2Y12 receptor–
mediated actions are more important for sus-
taining than for forming somatic junctions
during the communication between neuronal
somata and microglial processes. The contact-
dependent clustering of P2Y12 receptors further
confirms their involvement in physiological
microglia–neuron interactions at somatic
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junctions. Blockade of microglial P2Y12 recep-
tor left cortical synapse numbers completely
unchanged and contact-dependent nanoclus-
tering of microglial P2Y12 receptors was not
seenwhenmicroglia contacted synaptic boutons.
Thus, microglia–neuron interactions at these
sites are not only P2Y12 receptor dependent,
they are also fundamentally different from
those seen at synapses.
The failure of most neuroprotection trials

in stroke and other brain diseases strongly
indicates the importance of understanding the
complexity of pathophysiological processes, in-
cluding microglial actions. Potentially salvage-
able neurons around the infarct coremay show
metabolic activity up to 6 to 17 hours after
stroke in patients and experimental animals
(56, 57). Here, Kv2.1 declustering was observed
in compromised neurons of the penumbra
as early as 4 hours after brain injury, which
paralleled mitochondrial fragmentation in
neurons and increased microglial process
coverage around somatic microglia–neuron
junctions. Thus, P2Y12 receptor–dependent
microglial actions protect neurons, whereas
blockade of microglial P2Y12 receptor signal-
ing alone impaired cortical network function
and increased calcium load and the area of
ischemia-induceddisconnectionwithin 2hours
after stroke (a clinically relevant time window).
This increase in brain injury was similar to
that seen after the complete and selective
elimination of microglia (37). These protective
microglia- and P2Y12 receptor–mediated effects
were linked with mitochondrial actions initi-
ated upon neuronal injury because the diaz-
oxide (a KATP channel opener)–abolished
increases in microglial process coverage of
neurons after strokewere similar to those seen
after blockade of P2Y12 receptor signaling.
All of these results unequivocally indicate

that microglia continuously monitor neuronal
status through somatic junctions, rapidly re-
sponding to neuronal changes and initiating
neuroprotective actions.
Wepropose that healthyneuronsmay consti-

tutively release ATP and other signaling mole-
cules at these junctions, communicating their
“well-being” to microglia. In turn, disintegra-
tion of these specialized morphofunctional
hubs caused by excitotoxicity, energy depletion,
or other noxious stimulimay trigger rapid and
inherently protective microglial responses,
leading to the restoration of neuronal func-
tion or the isolation and phagocytosis of dying
neurons in case terminal neuronal injury oc-
curs (55). Alongwith P2Y12 receptor–mediated
microglial process recruitment, it is likely that
a broad range of signals is integrated at somat-
ic microglial junctions and, through these, mi-
crogliamay senseproducts ofneuronal exocytosis
and changes in the cell membrane (e.g. apopto-
tic signals) and alter the duration of physical
contact or initiate phagocytosis. The most im-

portant open research areas include the clari-
fication of additional signaling mechanisms
(vesicular and nonvesicular) involved in neuron-
to-microglia communication at these junctions
and the mechanisms of microglial neuropro-
tection (e.g. regulation of neuronal ion fluxes,
neuronal calcium dynamics, or the metabolism
of neuronal mitochondria). Because the role
of microglia–neuron somatic junctions in most
braindiseases is completelyunknown,microglia–
neuron interactions through these sites may
differ in different forms of acute and chronic
neuropathologies.

REFERENCES AND NOTES

1. M. S. Thion, F. Ginhoux, S. Garel, Science 362, 185–189
(2018).

2. K. Kierdorf, M. Prinz, J. Clin. Invest. 127, 3201–3209
(2017).

3. M. W. Salter, B. Stevens, Nat. Med. 23, 1018–1027 (2017).
4. W. M. Song, M. Colonna, Nat. Immunol. 19, 1048–1058

(2018).
5. D. Davalos et al., Nat. Neurosci. 8, 752–758 (2005).
6. A. Nimmerjahn, F. Kirchhoff, F. Helmchen, Science 308,

1314–1318 (2005).
7. Y. Wu, L. Dissing-Olesen, B. A. MacVicar, B. Stevens, Trends

Immunol. 36, 605–613 (2015).
8. L. Weinhard et al., Nat. Commun. 9, 1228 (2018).
9. J.-M. Cioni, M. Koppers, C. E. Holt, Curr. Opin. Neurobiol. 51,

86–94 (2018).
10. T. Misgeld, T. L. Schwarz, Neuron 96, 651–666 (2017).
11. M. Terenzio, G. Schiavo, M. Fainzilber, Neuron 96, 667–679

(2017).
12. J. Aarum, K. Sandberg, S. L. B. Haeberlein, M. A. A. Persson,

Proc. Natl. Acad. Sci. U.S.A. 100, 15983–15988 (2003).
13. M. Ueno et al., Nat. Neurosci. 16, 543–551 (2013).
14. J. L. Marín-Teva, M. A. Cuadros, D. Martín-Oliva, J. Navascués,

Neuron Glia Biol. 7, 25–40 (2011).
15. A. Sierra et al., Neural Plast. 2014, 610343 (2014).
16. H. Wake, A. J. Moorhouse, S. Jinno, S. Kohsaka, J. Nabekura,

J. Neurosci. 29, 3974–3980 (2009).
17. E. Deutsch et al., Mol. Biol. Cell 23, 2917–2929 (2012).
18. L. Feinshreiber, D. Singer-Lahat, U. Ashery, I. Lotan, Ann. N. Y.

Acad. Sci. 1152, 87–92 (2009).
19. M. Kirmiz, N. C. Vierra, S. Palacio, J. S. Trimmer, J. Neurosci.

38, 7562–7584 (2018).
20. B. Jiang, X. Sun, K. Cao, R. Wang, Mol. Cell. Biochem. 238,

69–79 (2002).
21. A. Menéndez-Méndez et al., Front. Pharmacol. 8, 951

(2017).
22. R. D. Fields, Semin. Cell Dev. Biol. 22, 214–219 (2011).
23. S. E. Haynes et al., Nat. Neurosci. 9, 1512–1519 (2006).
24. Y. Zhang et al., J. Neurosci. 34, 11929–11947 (2014).
25. O. Butovsky et al., Nat. Neurosci. 17, 131–143 (2014).
26. B. Dudok et al., Nat. Neurosci. 18, 75–86 (2015).
27. I. D. Campbell, M. J. Humphries, Cold Spring Harb. Perspect.

Biol. 3, a004994 (2011).
28. H. Akiyama, P. L. McGeer, J. Neuroimmunol. 30, 81–93

(1990).
29. F. E. McCann et al., J. Immunol. 170, 2862–2870 (2003).
30. G. Csordás, D. Weaver, G. Hajnóczky, Trends Cell Biol. 28,

523–540 (2018).
31. A. Sugiura, G.-L. McLelland, E. A. Fon, H. M. McBride, EMBO J.

33, 2142–2156 (2014).
32. V. Soubannier et al., Curr. Biol. 22, 135–141 (2012).
33. T. Ho et al., Front. Cell. Neurosci. 9, 389 (2015).
34. Y. Moriyama, M. Hiasa, S. Sakamoto, H. Omote, M. Nomura,

Purinergic Signal. 13, 387–404 (2017).
35. A. M. Brennan, J. A. Connor, C. W. Shuttleworth, J. Cereb.

Blood Flow Metab. 26, 1389–1406 (2006).
36. X. Zhang, Y. Chen, C. Wang, L.-Y. M. Huang, Proc. Natl. Acad.

Sci. U.S.A. 104, 9864–9869 (2007).
37. G. Szalay et al., Nat. Commun. 7, 11499 (2016).
38. J. O. Onukwufor, D. Stevens, C. Kamunde, J. Exp. Biol. 219,

2743–2751 (2016).
39. F. Orsini et al., Arterioscler. Thromb. Vasc. Biol. 38, 2678–2690

(2018).
40. K. Bekő et al., J. Thromb. Haemost. 15, 1223–1235 (2017).

41. Y. Li, X.-F. Du, C.-S. Liu, Z.-L. Wen, J.-L. Du, Dev. Cell 23,
1189–1202 (2012).

42. R. D. Stowell et al., Dev. Neurobiol. 78, 627–644 (2018).
43. C. N. Hall, M. C. Klein-Flügge, C. Howarth, D. Attwell,

J. Neurosci. 32, 8940–8951 (2012).
44. N. S. Chandel, BMC Biol. 12, 34 (2014).
45. E. I. Rugarli, T. Langer, EMBO J. 31, 1336–1349 (2012).
46. A. Kasahara, L. Scorrano, Trends Cell Biol. 24, 761–770

(2014).
47. D. Arnoult, F. Soares, I. Tattoli, S. E. Girardin, EMBO Rep. 12,

901–910 (2011).
48. G. R. Bantug et al., Immunity 48, 542–555.e6 (2018).
49. A. U. Joshi, D. Mochly-Rosen, Pharmacol. Res. 138, 2–15 (2018).
50. J. Rieusset, Biochem. Biophys. Res. Commun. 500, 35–44

(2018).
51. R. Bravo-Sagua et al., Curr. Mol. Med. 13, 317–329 (2013).
52. G.-L. McLelland, S. A. Lee, H. M. McBride, E. A. Fon, J. Cell Biol.

214, 275–291 (2016).
53. P. D. Fox et al., J. Cell Sci. 128, 2096–2105 (2015).
54. C. Madry et al., Neuron 97, 299–312.e6 (2018).
55. R. Fekete et al., Acta Neuropathol. 136, 461–482 (2018).
56. G. Marchal et al., Stroke 27, 599–606 (1996).
57. J. C. Baron, M. E. Moseley, J. Stroke Cerebrovasc. Dis. 9, 15–20

(2000).

ACKNOWLEDGMENTS

We thank L. Barna and the Nikon Imaging Center at the Institute of
Experimental Medicine (IEM) for kindly providing microscopy
support, D. Mastronarde at MCDB for his continuous help with
IMOD software, and S. Kovács from ETH Zurich for scripting
analytic tools. We are also grateful to N. Hájos (IEM), Z. Nusser
(IEM), and J. Trimmer (University of California, Davis) for their
support and useful comments. We thank the Department of
Pathology, St. Borbála Hospital, Tatabánya, and the Human Brain
Research Lab at the IEM for providing human brain tissue and
D. Gali-Györkei and R. Rácz for excellent technical assistance. We
also thank Plexxikon for providing PLX5622 and Deltagen for the
donation of P2Y12 receptor−/− mice. Funding: This work was
supported by a Momentum Research Grant from the Hungarian
Academy of Sciences (LP2016-4/2016 to A.D.) and ERC-CoG
724994 (A.D.), a János Bolyai Research Scholarship of the
Hungarian Academy of Sciences (C.C., and N.L), and grants UNKP-
19-3-I (B.P.) and UNKP-19-4 (C.C.) from the New National
Excellence Program of the Ministry for Innovation and Technology.
Additionally, this work was funded by H2020-ITN-2018-813294-
ENTRAIN (A.D.), the Hungarian Academy of Sciences (G.T.), the
National Research, Development and Innovation Office of Hungary
(GINOP-2.3.2-15-2016-00018, VKSZ-14-1-2015-0155, G.T.), the
Ministry of Human Capacities, Hungary (20391-3/2018/
FEKUSTRAT, G.T.), the German Research Foundation (FOR 2879),
and ERC-StG 802305 to A.L. I.K. was supported by a Momentum
Research Grant from the Hungarian Academy of Sciences (LP2013-
54), the Hungarian Scientific Research Fund (OTKA, K 116915),
and the National Research, Development and Innovation Office of
Hungary (VKSZ_14-1-2015-0155). M.M.T. was supported by
National Institutes of Health grant RO1GM109888. B.S. and Z.M.
were supported by the National Research, Development and
Innovation Office of Hungary (K116654 to B.S. and K125436 to
Z.M.) and by the National Brain Research Program (2017-1.2.1-
NKP-2017-00002). T.H. was supported by the Hungarian Brain
Research Program (1.2.1-NKP-2017-00002). G.M. was supported
by Hungarian Scientific Research Fund (OTKA, K128863). L.C. was
supported by the National Research, Development and Innovation
Fund (GINOP-2.3.2-15-2016-00048-Stay Alive). R.S. was supported
by Hungarian Scientific Research Fund (OTKA, K 129047). This
work was also supported by EFOP-3.6.3-VEKOP-16-2017-00009
from Semmelweis University. Author contributions: The project
was conceived by C.C., B.P., and A.D.. Surgery was performed by
N.L. and A.D. Two-photon imaging was performed by R.F.
Immunohistochemistry and light microscopy were performed by
C.C., B.P., A.D., B.O., A.D.S., and E.S. STORM microscopy was
performed by B.O. Electron microscopy was performed by C.C.,
B.P., E.S., and A.D.S. Electron tomography was performed by C.C.
and B.P. In vitro NADH imaging was performed by G.M. under
the supervision of G.T. Plasmid engineering and in utero
electroporation were performed by Z. L. and Z. I. L. In vitro cell
culture transfection and experiments were performed by Z.K., K.T.,
and Z.I.L. Virus injection was performed by R.F. and B.M. Widefield
calcium imaging was performed by S.H. under the supervision of
A.L. HPLC measurements were performed by M.B. under the
supervision of B.S. Data were analyzed by C.C., B.P., B.O., G.M.,
S.H., N.L., A.D.S., K.U., A.L., and A.D. Critically important clinical
and neuropathological data and materials were contributed by L.C.,

Cserép et al., Science 367, 528–537 (2020) 31 January 2020 9 of 10

RESEARCH | RESEARCH ARTICLE



T.H., Z.M. G.S., M.M.T., and F.E. The laser-optical setup for dual
wavelength in vitro 2P measurements was optimized by R.S.
Resources were provided and essential intellectual contributions
were made by I.K., G.T., and A.L., who also revised the manuscript.
Funding was obtained and the project supervised by A.D. The
paper was written by C.C., B.P., and A.D. with input from all
authors. Competing interests: The authors declare no
competing interests. Data and materials availability: PLX5622

was obtained under a material transfer agreement with Plexxikon
(Berkeley, CA). All data are available in the main text or the
supplementary materials.

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/367/6477/528/suppl/DC1
Materials and Methods
Figs. S1 to S6

Tables S1 to S3
Movies S1 to S7
References (58–67)

12 April 2019; resubmitted 14 October 2019
Accepted 3 December 2019
Published online 12 December 2019
10.1126/science.aax6752

Cserép et al., Science 367, 528–537 (2020) 31 January 2020 10 of 10

RESEARCH | RESEARCH ARTICLE



NANOMATERIALS

One-dimensional van der Waals heterostructures
Rong Xiang1*†, Taiki Inoue1†, Yongjia Zheng1†, Akihito Kumamoto2, Yang Qian1, Yuta Sato3, Ming Liu1,
Daiming Tang4, Devashish Gokhale5‡, Jia Guo1,6, Kaoru Hisama1, Satoshi Yotsumoto1,
Tatsuro Ogamoto1, Hayato Arai1, Yu Kobayashi7, Hao Zhang1, Bo Hou8, Anton Anisimov9,
Mina Maruyama10, Yasumitsu Miyata7, Susumu Okada10, Shohei Chiashi1, Yan Li1,6, Jing Kong11,
Esko I. Kauppinen12, Yuichi Ikuhara2, Kazu Suenaga3, Shigeo Maruyama1,8*

We present the experimental synthesis of one-dimensional (1D) van der Waals heterostructures,
a class of materials where different atomic layers are coaxially stacked. We demonstrate the
growth of single-crystal layers of hexagonal boron nitride (BN) and molybdenum disulfide
(MoS2) crystals on single-walled carbon nanotubes (SWCNTs). For the latter, larger-diameter
nanotubes that overcome strain effect were more readily synthesized. We also report a
5-nanometer–diameter heterostructure consisting of an inner SWCNT, a middle three-layer BN
nanotube, and an outer MoS2 nanotube. Electron diffraction verifies that all shells in the
heterostructures are single crystals. This work suggests that all of the materials in the current
2D library could be rolled into their 1D counterparts and a plethora of function-designable 1D
heterostructures could be realized.

T
hedemonstration of two-dimensional (2D)
van der Waals (vdW) heterostructures
(1–3)—in which atomic layers are stacked
on each other and different 2D crystals
are combined beyond symmetry and lat-

ticematching—represents a way ofmanipulat-
ing crystals to enable both the exploration of
physics not observable in conventionalmaterials
and device applications (4–8). These 2D hetero-
structures have been fabricated by transferring
preprepared layers (transfer approach) (5, 9)
or by synthesizing layers onto a base layer (syn-
thesis approach) (10). Whether such artificial
materials and interfaces can be fabricated in
other dimensions remains an open question.
In 1D materials, for example, an ideal vdW
heterostructure would be a coaxial structure
with different types of nanotubes. Such ideal
structures have been investigated in theoretical
studies (11, 12) and would appear to require a
synthesis approach. However, experimental
attempts to fabricate coaxial nanotube struc-
tures have yielded only amorphous or very
poorly crystallized coatings (13, 14).
We demonstrate the experimental discov-

ery and controlled fabrication of true 1D vdW
heteronanotubes. A typical structure was 4 to
5 nm in diameter but contained three different
shells: an inner carbon nanotube (CNT), a mid-
dle hexagonal boron nitride nanotube (BNNT),
and an outer molybdenum disulfide (MoS2)
nanotube. Electron diffraction (ED) andmany
other characterizations were used to confirm
that each shell in this structurewas a seamless,

perfect nanotube that realized the heteronano-
tubes studied in theoretical models. The
heterostructures formed through an open-end
growth mode that has rarely been observed in
previous 1D nanostructure growth. We outline
some basic geometric principles that governed
the formation of these 1D vdWheterostructure
nanotubes, including the absence of structural
correlation between inner and outer shells and
the requirement of a threshold diameter for
MoS2 nanotubes.
In this study, the base structure, a single-

walled carbon nanotube (SWCNT) (15), was
chosen as the starting material for several rea-
sons. It is, so far, the best-studied 1D material
and can be synthesized in many controlled geo-
metries. Also, a SWCNT can bemetallic or semi-
conducting, which means it could serve as the
electrode or channelmaterial for a heteronano-
tube device. The typical SWCNTs used in this
study were 1 to 2 nm in diameter and a few
micrometers in length andwere self-suspended
as a randomnetwork (16). Schematics compar-
ing the 2D and 1D vdW heterostructures are
presented in Fig. 1, A and B.

Structure analysis of
SWCNT-BNNT heterostructure

We present the initial growth step: the for-
mation of the SWCNT-BNNT 1D heterostruc-
ture. We used SWCNTs as a template and
synthesized additional hexagonal boron ni-
tride (BN) layers by chemical vapor deposition
(CVD). Figure 1C shows a representative high-

resolution transmission electron microscope
(HRTEM) image of this coaxial heterostruc-
ture (additional images are available in fig. S1A).
In a conventional HRTEM image, this nano-
tube is not distinguishable from a triple-walled
pure carbon nanotube. The aberration-corrected
HRTEM image of a similar tube revealed a con-
trast of stacking of two perfect nanotubes (Fig.
1, D and E). However, given that the starting
material is purely single-walled before we per-
form a post-BN coating, we expect that the
outer wall or walls are BN. This is supported
by electron energy-loss spectroscopic (EELS)
mapping (Fig. 1F). Because the reaction occurs
on the outer surface, unlike previous attempts
inside ananotube (17, 18), we achieve continuous
coating and highly crystallized outer BNNTs.
The number of outer BNNT walls can be ad-
justed from a minimum of one to a maximum
of five to eight, depending on the duration of
BN CVD (fig. S1, B and C). These different
layers grow independently, but the first layer
is always the longest. The walls of our SWCNT
template are very clean, so the nucleation is
usually observed at the end of a suspended
region, where a SWCNT is connected with
another SWCNT or a SWCNT bundle (fig. S2).
Occasionally, nucleation also occurs simulta-
neously at both ends of a suspended SWCNT
region.Nucleation from themiddle of a SWCNT
is rarely observed.
One critical feature of the current structure

is that each layer is a single crystal, which
distinguishes this study from all previously re-
ported coaxial tubular structures. This perfect
crystallization is shown by the ED patterns
provided in Fig. 2, A to C, and fig. S1. The per-
fect SWCNT-BNNT coaxial single crystals could
reach a few hundreds of nanometers to ~2 mm
andwere limited only by the length of individ-
ually isolated regions in our starting SWCNTs.
The other important feature of the current
structure is its small diameter. Many of our
SWCNT-BNNT structures are thinner than
2 nm, and the ternary SWCNT-BNNT-MoS2
are 3 to 5 nm (described in a later section). This
small dimension is essential for accessing the
distinctive properties of 1Dmaterials, such as
confinement of excitons in the 1D crystals.
We characterized these coaxial crystals with

several other techniques. X-ray photoelectron
spectroscopy (XPS) revealedB–NandC–Cbonds
in this sample but no apparent peaks of C–N
andB–C,which confirmed that BN and carbon
moieties were chemically isolated (fig. S3). Op-
tical absorption spectra (fig. S4A) revealed a
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peak near 205 nm, and the peak intensity in-
creased with growth time (number of outside
BNNT layers). Cathode luminance spectra (fig.
S4B) of the sample confirmed the existence of
outer BN by emissions in the ultraviolet range.
Also, the growth strategy was shown to apply
to SWCNTswith differentmorphologies, includ-
ing vertical arrays, horizontal arrays, random

networks, and suspended SWCNTs between
silicon pillars (fig. S5).
The formation of this SWCNT-BNNT hetero-

structure follows an open-end growth mech-
anism (shown schematically in movie S1). In
this scenario, the extension of the second layer
happened only at the open edge of the BNNT.
The third (and beyond) layer followed a sim-

ilar approach but nucleated in a later stage.
This pattern is similar to the growth of addi-
tional layers in 2D material, but it has very
rarely been observed in previous growth of
carbon nanotubes (19). The open-edge growth
mechanism is supported by the many atomic
steps observed in heterostructures with in-
complete growth of outer BNNT crystal layers
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Fig. 1. Overview of 1D vdW heterostructures. (A and B) Atomic arrangement
of two-dimensional planar vdW heterostructures (A) and one-dimensional
coaxial vdW heterostructures (B). (C and D) TEM image (C) and structure
models (D) of a SWCNT wrapped with two layers of BNNT. (E) Aberration-

corrected TEM image of a SWCNT-BNNT and its fast Fourier transform.
(F) Annular dark-field (ADF) image and EELS mapping of a SWCNT partially
wrapped with BNNT, showing that the inner layer is carbon and the outer layer is
BN. C K, K1 edge of C (green); B K, K1 edge of B (cyan); N K, K1 edge of N (red).

Fig. 2. Structural characterization of SWCNT-BNNT vdW heterostructures.
(A and B) Atomic model (A) and TEM image (B) of SWCNT-BNNT atomic steps.
(C) Experimental (Exp) and simulated (Sim) ED pattern of the inner (17, 13) SWCNT

and outer (33, 3) BNNT. (D) Plot of chiral angle of inner SWCNT versus the outer
BNNT for double-walled SWCNT-BNNT, revealing that as-grown SWCNTs were
enriched in the near-armchair form but that the outer BNNT was evenly distributed.
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(Fig. 2, A and B). Our starting SWCNTs have an
ultraclean surface and our CVD chamber is a
clean, low-pressure system, which avoids any
atomic impurities on the SWCNT surface or con-
tamination from the chamber that could cause
imperfection in the outer nanotube.
The atomic step in composition along the

growing nanotube also allowed us to obtain
nano-area ED patterns (20) of the pristine
SWCNT and the same tube after BNNT growth,
which allowed us to assign chirality of each
layer. In Fig. 2C, the inside SWCNT is assigned
as (17, 13) and the outside BNNT as (33, 3). In
another case, a (34, 0) single-walled BNNT
formed on the surface of a (16, 14) SWCNT

(fig. S6). Even without these atomic steps, the
2% difference between the lattice constants
of SWCNT and BNNT (21) allows us to distin-
guish them in the ED patterns.
In a collection of 74 SWCNTs and 40 SWCNT-

BNNTdouble-walled nanotubes (details shown
in figs. S7 and S8 and table S1), a greater num-
ber of SWCNTs were in near-armchair form
(Fig. 2D). This near-armchair enrichment was
consistent with previous experimental and
theoretical analyses (22, 23).However, the outer
BNNTs were randomly distributed (with a
slight preference for the zigzag conformation).
No chiral angle dependence was observed in
these SWCNT-BNNTheterostructures, so sym-

metry and lattice matching did not limit our
ability to combine materials using our tech-
nique (24). This absence of correlation of inner
and outer layers differed fromwhat has been
observed in CVD fabrication of 2D vdW hetero-
structures, where the growth layer is usually
aligned with the base material. We attribute
this difference to the symmetry breaking in
1D materials compared with that in their 2D
counterparts.

Optical, thermal, and electronic characterization
of SWCNT-BNNT heterostructure

Raman and photoluminescence (PL) spectra
of the SWCNT-BNNT showed peaks typical
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Fig. 3. Optical, thermal, and electronic characterization of SWCNT-BNNT
heterostructures. (A) Typical G band of an individual SWCNT before and after
BN coating. Arb. units, arbitrary units; dotted line indicates the original G band position
at ~1590 cm−1. (B) PL excitation-emission map of suspended (9, 8) SWCNT after
BN CVD. Circle and triangle marks indicate the optical transition energy of suspended
(9, 8) SWCNT in the ambient atmosphere (38, 39) and in vacuum (40). (C) Thermal
stability of SWCNT and SWCNT-BNNT heterostructures obtained in an in situ

Raman reaction cell. The ratio of G-band intensity (Gi) after high-temperature burning
to the original G-band intensity (Go) before burning gives the relative loss of SWCNTs
in these samples. (D to F) A schematic (D), AFM image (E), and characteristic
transfer curve (F) of a back-gated FET built on a SWCNT-BNNT. IDS, drain current;
VGS, gate voltage; VDS, drain voltage. (G) Schematic of the transport measurement
inside TEM. (H) Bright-field TEM image (upper) and resistance versus number of BN
layers (lower). (I) Typical I-V curve obtained in electronic measurement inside TEM.
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of pristine inner SWCNTs, which showed that
their structural integrity was preserved (Fig. 3,
A and B). However, a G band downshift of 5 to
10 cm−1 appeared in both isolated SWCNT-
BNNT heterostructures and heterostructure
networks. That downshift was a fingerprint for
BNNT coating in our experiments. We tenta-
tively attributed this downshift to the thermal
strain between SWCNT and BNNT. The differ-
ence in thermal expansion during BN syn-
thesis caused a slight distortion for SWCNTs
along the tube axis. The outer BN layers acted
as a protective coating and protected the inside
of the SWCNTs against oxidation. Burning of
the SWCNT inside BNNT started at 700°C in
air, whereas naked SWCNTs burned at 400°C
(Fig. 3C), as measured in a Raman cell. After
annealing the heterostructure in oxygen, inside
SWCNTs were removed, and clean and crys-
tallized single-walled and few-walled BNNTs
were obtained (fig. S9).
The BNNT coating did not change the in-

trinsic electronic transport of the inner SWCNT.
We fabricated a back-gated field-effect transistor
(FET) on an individual SWCNT-BNNT hetero-
structure (Fig. 3D). This SWCNT-BNNT was
synthesized froma suspended SWCNT and then
transferred onto a Si substrate. The SWCNT-
BNNTFET showed performance similar to that
of a SWCNT FET and had an on/off ratio of
105 (Fig. 3, E and F), which means that the
high quality of the SWCNT was preserved. To
further investigate the isolation and tunneling
of outer BNNT layers, we measured the cur-
rent through different BNNT layers in a TEM
equippedwith two probes (Fig. 3G).We distin-
guished thenumbers of BNNT layers onSWCNTs
directly from TEM and simultaneously mea-

sured the electron conduction at local positions
separated by ~10 nm (Fig. 3, H to I). Current-
voltage (I-V) curves—measured at the positions
of the SWCNT-BNNT with zero, one, two, and
three layers of BNNTs (Fig. 3I)—show the ex-
ponential increase of the zero-bias resistance
with the layer number, indicative of direct tun-
neling through the insulatingBN layers (Fig. 3H,
bottom). This characteristic of tunnel current is
similar to that of 2D BN layers exfoliated from
bulk crystals (25, 26), and it was consistent
with the layer quality being comparable to ex-
foliated crystals. The quality of these structures
could allow for the experimental exploration
of properties that have been theoretically
predicted for 1D heterostructures, such as
SWCNT-BNNT being a topological insulator
if combined in a proper symmetry (12).

MoS2-based binary and
ternary heterostructures

MoS2 2D sheets have been studied intensively
as the representative transmission metal di-
chalcogenide material in recent years (27).
MultiwalledMoS2 nanotubes, with diameters
usually >20 nm, and their hybridmaterials are
well known (28–30), but single-walled, single-
crystal MoS2 nanotubes have not been con-
vincingly demonstrated in previous studies.
Thus, we explored the growth of MoS2 on
SWCNTs. Figure 4, A to C, shows the atomic
structure, TEM, and scanning TEM (STEM)
images of SWCNT-MoS2 coaxial nanotubes ob-
tained after applying our growth strategy. The
MoS2 nanotube hasmuch stronger image con-
trast than carbon in both TEM and STEM
images (additional images and EELSmapping
are shown in fig. S10). Single-walledMoS2 nano-

tubes were predicted to have a direct band
gap, in contrast to multiwalled nanotubes that
have an indirect band gap (31), and to exhibit
strong quantum confinement effects (32).
We observed a strong diameter dependence

for the formation of single-walled MoS2 nano-
tubes.UnlikeBNNTwrapping, the yield ofMoS2
nanotubes was very low (less than 1%), and
seamless wrapping was only observed on large-
diameter (>3 nm) SWCNTs. We performed
simulations of the strain energy of single-
walled MoS2 nanotubes with different diame-
ters, D. A 1/D2 relation was obtained (Fig. 4D),
which suggests that, in small diameter range,
strain energywasmuchhigher than forSWCNTs
and BNNTs (31, 33, 34). This difference can be
simply attributed to the thickness of a single
layer of MoS2, containing three atomic planes
and becoming unstable when rolled into a
tubular structure. This also explains whyMoS2
nanotubes were only seen previously as multi-
walled or on multiwalled CNTs (14, 28). Thus,
theminimumdiameter of a single-walledMoS2
nanotube should be much larger than that of
SWCNTs. The MoS2 nanotubes (fig. S10, C to
F) have diameters ranging from 3.9 to 6.8 nm
and formed only on SWCNTs with diameters
of at least 3 nm. Because most of our starting
SWCNTs were thinner than 3 nm, the yield of
SWCNT-MoS2 heterostructures was low.
Finally, we grew a ternary, SWCNT-BN-MoS2

coaxial nanotube (Fig. 5, A to D). This 5-nm–
diameter structure consisted of an inner SWCNT,
a middle three layers of BNNT, and a single
outer layer of MoS2. The elemental informa-
tion was visualized by EELSmapping (Fig. 5D).
Typical ED patterns in Fig. 5E reveal diffrac-
tions from all three crystal layers, with MoS2
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Fig. 4. SWCNT-MoS2 1D vdW heterostructure. (A to C) Atomic model (A), HRTEM image (B), and high-angle annular dark field (HAADF) STEM image (C) of a single-
walled MoS2 nanotube grown on a SWCNT. (D) Strain energy of a single-walled MoS2 nanotube as a function of tube diameter, calculated by a modified Stillinger-
Weber (SW) potential and density functional theory (DFT) simulation.
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having the strongest intensity and SWCNT and
BNNT showing weaker but distinguishable con-
trast. The unidirectional distribution of the pat-
terns also supports the coaxial feature. The four
sets of hexagonal pairs with different colors
indicate the orientation of atomic arrangement
in the upper and lower surfaces to the elec-
tron beam.
Because the nanotube diameter increased

from 2 to >3 nm after BNNT coating, the syn-
thesis of an additionalMoS2 nanotube became
much easier, and the yield of the SWCNT-
BNNT-MoS2 heterostructure reached ~10% af-
ter 20 min of MoS2 CVD. A rough count of the
yield of heterostructure versus CVD time is
provided in fig. S11. The coating can be pro-
duced on the centimeter-length scale, and the
difference can be observed between the orig-
inal SWCNT, SWCNT-BNNT, and SWCNT-
BNNT-MoS2 films even with the naked eye (Fig.
5F). The optical absorption spectrum (fig. S12)
of the sample revealed the photon absorption
from three different layers.
We noticed that the innermost SWCNT and

outermost MoS2 in a SWCNT-BNNT-MoS2
heterostructure are electronically coupled. This
is supported by the different PL intensities of the
SWCNT-BNNT-MoS2 and BNNT-MoS2 hetero-
structures. In the former case, PL of MoS2 was

markedly quenched by the existence of SWCNT
(fig. S13). In the latter case, however, PL ofMoS2
was 10 times as high. We calculated the band
alignment of a graphene, BN, and MoS2, and
the Dirac point of graphene was found to be
−4.26 eV, only 0.1 eVbelow the conductionband
edge of MoS2 (fig. S14). This calculation sug-
gests that, if the starting SWCNT could be a
small-diameter, semiconducting SWCNT, the
SWCNT-BNNT-MoS2 heterostructure is a type II
junction. Interlayer excitons probably exist,
even though electrons and holes are spatially
separated by few layers of BNNT.

Discussion

We have extended the concept of vdW hetero-
structures to 1D materials. In these coaxial
heteronanotubes, both cores and shells are single
crystalline and form a seamless structure. We
showed the controlled fabrication of SWCNT-
BNNT and SWCNT-BNNT-MoS2 coaxial struc-
tures with diameters <5 nm.We also developed
some basic rules governing the fabrication of
1D heterostructures, including the absence of
shell-shell epitaxial structure correlation and
the requirement of a threshold diameter for
MoS2 nanotubes. This approach is likely extend-
able to other layered materials (35–37) and
yields a large number of combinations, and

1D vdW heterostructures could host distinc-
tive physics arising from curvature and diam-
eter confinement.
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the University of Tokyo. Scale bar, 10 mm.
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CATALYSIS

Highly active cationic cobalt(II)
hydroformylation catalysts
Drew M. Hood1, Ryan A. Johnson1, Alex E. Carpenter2, Jarod M. Younker2,
David J. Vinyard3, George G. Stanley1*

The cobalt complexes HCo(CO)4 and HCo(CO)3(PR3) were the original industrial catalysts used for the
hydroformylation of alkenes through reaction with hydrogen and carbon monoxide to produce aldehydes.
More recent and expensive rhodium-phosphine catalysts are hundreds of times more active and
operate under considerably lower pressures. Cationic cobalt(II) bisphosphine hydrido-carbonyl catalysts
that are far more active than traditional neutral cobalt(I) catalysts and approach rhodium catalysts
in activity are reported here. These catalysts have low linear-to-branched (L:B) regioselectivity for simple
linear alkenes. However, owing to their high alkene isomerization activity and increased steric effects due
to the bisphosphine ligand, they have high L:B selectivities for internal alkenes with alkyl branches.
These catalysts exhibit long lifetimes and substantial resistance to degradation reactions.

H
ydroformylation, or the oxo reaction,
is one of the highest-volume homoge-
neously catalyzed industrial processes
today, converting alkenes, H2, and CO
into aldehydes (and related products)

at a rate of more than 10 million metric tons
per year (1). The four most common industrial
catalyst technologies are summarized in Table 1
(1–3), along with the cationic Co(II) bisphos-
phine system reported here. Although these
major industrial catalyst systems exhibit dis-
tinctive strengths and perform optimally under
specific conditions, a long-standing challenge
has been to access the feed tolerance and ro-
bustness of so-called high-pressure systems
[i.e., HCo(CO)4] under mild conditions with
base metals.
The first hydroformylation catalyst, cobalt

complex HCo(CO)4, was accidently discovered
by Otto Roelen in 1938; its currently accepted
mechanismwasproposed byHeck andBreslow
in 1960 (4, 5). The HCo(CO)4-catalyzed process
is commonly referred to as the high-pressure
system because CO partial pressure must be
increased drastically as the temperature rises
in order to inhibit decomposition of the cata-
lyst to cobalt metal (6).
The phosphine-modified cobalt catalyst sys-

tem, HCo(CO)3(PR3), was discovered and com-
mercialized by Slaugh andMullineaux in the
1960s (7, 8). The electron-donating alkylated
phosphine improves catalyst stability by in-
creasing p-backbonding to the carbonyl ligands,
which stabilizes the catalyst relative toHCo(CO)4,
allowing it to be run at lower pressures. The
stronger Co–CO bonding, however, substan-
tially slows the catalyst, necessitating higher
operating temperatures and unusually high

catalyst concentrations (Table 1). The donating
phosphine ligand increases the hydrogena-
tion activity of the catalyst for aldehyde-to-
alcohol (desired)andalkene-to-alkane (undesired)
conversion.
In the early 1970s, rhodium catalysts were

discovered to be hundreds of times more ac-
tive than cobalt for the hydroformylation of
linear 1-alkenes (9, 10). However, these systems
perform comparatively poorly with branched
or otherwise complex olefin streams. Although
HRh(CO)4 is themost active hydroformylation
catalyst known, as well as an active alkene iso-
merization catalyst, it readily forms inactive
Rh-carbonyl clusters (1, 11) and requires very
high operating pressures. The industry stan-
dard for low-pressure hydroformylation is
HRh(CO)(PPh3)2 (1, 12). However, facile disso-
ciation of the PPh3 ligand requires excess PPh3
(e.g., 0.4 to 1.6 M PPh3 with 1 mM Rh cata-
lyst) to maintain the most regioselective,
albeit lower-activity, bisphosphine catalyst. The
high cost and low abundance of rhodium re-
quires low-loss catalyst recycling technologies
(1, 6, 12).
Our laboratory previously reported a highly

active and selective dicationic dirhodium hydro-
formylation catalyst bearing a tetraphosphine lig-
and, (Et2PCH2CH2)(Ph)PCH2P(Ph)CH2CH2PEt2,
that bridges and chelates the two rhodium
centers (13, 14). The chiral diastereomer (used
as a racemic mixture) of this catalyst showed
high activity and selectivity for the hydrofor-
mylation of 1-hexene, while the meso diaster-
eomer was a very poor catalyst. The activity of
the chiral diastereomer is a function of bimetallic
cooperativity, which is blocked for the meso
diastereomer. The localized cationic charges
on the metal centers play an important role
to compensate for the electron-donating alkyl-
ated phosphine ligands that produce poormono-
metallic rhodium hydroformylation catalysts.
Unfortunately, the dicationic dirhodium cat-
alyst suffers from degradation pathways that

lead to catalyst deactivation. A tetraphosphine
ligand with a far stronger chelate effect was
synthesized, and studies withmodel nickel com-
plexes using both ligand diastereomers demon-
strated the enhanced stability towardphosphine
ligand dissociation (15).
The strong chelate effect of this newly syn-

thesized tetraphosphine ligand prompted us to
prepare and study a dicationic dicobalt(II) cata-
lyst precursor, [Co2(acac)2(P4-phenylene)](BF4)2
[acac, acetoacetonate; P4-phenylene, (Et2P)(1,2-
C6H4)P(Ph)CH2P(Ph)(1,2-C6H4)(PEt2)], for hy-
droformylation activity (Fig. 1). This system
proved to be quite active for hydroformylation,
but both the chiral and meso diastereomers
exhibited similar activity and selectivity (sup-
plementarymaterials, table S1). This observation
indicated that the dicobalt catalyst was func-
tioning as two independent monometallic cat-
alysts, because from the dirhodium catalysis only
the chiral diastereomer can effectively promote
bimetallic cooperativity. This prompted the
study of much simpler monometallic cationic
Co(II) bisphosphine precursors.

A class of cationic monometallic
cobalt catalysts

The monometallic catalyst precursor, [Co
(acac)(DPPBz)](BF4) (Fig. 1), proved to be
evenmore active than the dicobalt complexes
for hydroformylation under exceptionallymild
conditions for cobalt. Table 2 shows the role
of temperature and pressure for the hydrofor-
mylation of 1-hexene using [Co(acac)(DPPBz)]
(BF4) as the catalyst precursor (average of three
catalytic runs). Activity increasedwith temper-
ature up to 170°C at 50 bar of 1:1 H2:CO, at
whichpoint catalyst decomposition commenced.
This cationic Co(II) catalyst showed high alkene
isomerization activity, similar to Co(I) systems.
The low linear-to-branched (L:B) selectivity ob-
served for the aldehyde products demonstrates
that the cationic cobalt catalyst can coordinate
internal alkenes formed through isomerization
and hydroformylate them (full analysis of the
branched aldehyde and alkene products is given
in table S2). The highest alkene isomerization
activity occurred at relatively high tempera-
tures and low pressures (160°C and 30 bar),
which is consistent with most hydroformylation
catalysts (1, 6, 12). Hydrogenation of aldehyde
product to alcohol was occasionally observed
despite using a 1:1 H2:CO gas ratio that does
not favor hydrogenation. Alcohol production
was more prevalent with the more electron-
donating bisphosphine ligands at higher tem-
peratures (e.g., 160°C) in the 30- to 60-bar
pressure regime once the aldehyde concentra-
tion built up (tables S1 and S6). Hydrogena-
tion of alkene to alkane was usually <3%.
The observed CO pressure effect (Table 2)

appears notable. As the H2:CO pressure in-
creased, the catalyst activity also increased.
The initial turnover frequency (TOF) for the
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cobalt-DPPBz–based catalyst essentially doubled
from 52.5min–1 (30 bar) to 103.2min–1 (90 bar).
Hydroformylation catalysts generally exhibit
a negative [CO] order rate dependence (e.g., –0.6
to –1) beyond a critical CO pressure (1, 6, 12)
owing to the inhibition noted above.
However, preliminary kinetic data using

3,3-dimethylbutene as an alkene that cannot
be isomerized showed that reaction rates are
first order in cobalt catalyst and alkene, ap-
proximately +0.6 in H2, and –1 in CO (table S3).
The drastic increase in TOF with increasing
H2:CO pressure for 1-hexene shown in Table
2 is due to the lower alkene isomerization re-
action at higher pressures, which increases the
amount of the most-active 1-alkene present
relative to the considerably less reactive inter-
nal alkenes formed from alkene isomerization.

Electron-rich bisphosphine ligands lead
to more active cationic Co(II) hydroformyl-
ation catalysts at lower to medium H2:CO
pressures (table S4). The most electron-rich
Et2PCH2CH2PEt2 (depe) ligand generates a
catalyst that is 46% more active compared
with the DPPBz system at 51.7 bar and 140°C
(table S4). This is very unusual, as electron-
donating phosphines, especially chelating
bisphosphines, are well known to substan-
tially lower the activity of both rhodium and
cobalt monometallic hydroformylation cata-
lysts. Themore electron-donating phosphine-
based Co(II) catalysts do show a stronger CO
inhibitor effect at higher pressures. The (Et2P)2-
1,2-C6H4 (DEPBz) ligand–based cationic co-
balt catalyst, for example, has an initial TOF of
61.5 min–1 at 50 bar and 140°C, but that rate

slows to 36.7 min–1 at 70 bar and 21.7 min–1 at
90 bar (table S5).

High activity at low pressure

The higher activity of the more electron-rich
cationic Co(II) bisphosphine catalysts allows
operationat the lowpressures typical of rhodium
catalysis. Using [Co(acac)(depe)](BF4) under
our standard conditions (1 mM catalyst, 1 M
1-hexene, dimethoxytetraglyme solvent), the
catalyst was activated at 140°C under 34 bar of
1:1 H2:CO for 5 min. The autoclave temperature
and pressure were then reduced to 100°C and
10 bar, followed by pressure injection of 1-hexene
to initiate catalysis. Sixty-eight turnovers (TOs)
to aldehyde [gas chromatography–mass spec-
trometry (GC-MS) analysis] were observed
after 1 hour and 619 TOs after 29 hours, with a
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Table 1. Comparison of industrial hydroformylation catalysts and the cationic Co(II) bisphosphine system. TOF, turnover frequency; L:B, product
linear-to-branched ratio.

Properties Unmodified Co(I) Phosphine-modified Co(I) Unmodified Rh(I) Phosphine-modified Rh(I)
Cationic Co(II)
bisphosphine

Catalyst HCo(CO)4 HCo(CO)3(PR3) HRh(CO)4 HRh(CO)(PPh3)2 [HCo(CO)n(P2)]
+

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Typical alkene feed
Branched and/or
internal olefins

Linear alkenes
(a or internal)

Branched and/or
internal olefins

Shorter-chain a-olefins
and specialty substrates

Branched and/or
internal olefins

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Temperature (°C) 140–200 180–200 100–150 80–130 100–160
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pressure (bar) 100–300 50–150 100–300 8–20 10–50
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Ligand:metal ratio — 2:1 — 400–1600:1 1:1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Ligand type — Alkyl phosphine — PPh3 (most common) Diphosphine
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Catalyst loading
(ppm metal)

500–1500 1000–2500 1–10 10–250 60–600
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

H2:CO ratio 1:1 2:1 1:1 1.2:1 1:1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Typical TOF (min–1)
for a-olefins

5–20 0.2–0.5 >150 40–600 10–60
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

L:B (n:iso) 1–4:1 8–10:1 1–2:1 10–20:1 1–2:1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Alkene isomerization High Moderate Low to moderate Low High
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

By-product formation
High (up to 30% alcohols,
paraffin, acetals, etc.)

20–30% paraffin Low Very low Low
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Table 2. Temperature- and pressure-dependent studies for the hydroformylation of 1-hexene with [Co(acac)(DPPBz)](BF4). DPPBz, (Ph2P)2-1,2-C6H4.
Catalysis conditions: 1 mM catalyst (61 ppm Co), 1 M 1-hexene, 0.1 M heptane standard, dimethoxytetraglyme solvent, 1:1 H2:CO, 1000 revolutions per minute
stirring under constant pressure. TOF based on a sample taken at 2 min. Other results based on sampling after 1 hour.

Temperature (°C) Pressure (bar) Initial TOF (min–1) Aldehyde (%) Aldehyde L:B Alkane (%) Isomerization (%)

120* 50 26.5 59.4 1.7 0 7.6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

140* 50 43.6 71.3 1.3 0.3 17.9
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

160 50 66.0 76.8 1.1 1.4 18.9
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Pressure (bar) Temperature (°C) Initial TOF (min–1) Aldehyde (%) Aldehyde L:B Alkane (%) Isomerization (%)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

30† 160 52.5 49.0 0.94 1.4 45.7
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

50 160 66.0 76.8 1.1 1.4 18.9
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

70 160 94.8 84.0 1.3 1.2 12.1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

90 160 103.2 87.3 1.4 1.0 9.1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*The reaction mixture was heated to 160°C for 5 min to activate the catalyst, then cooled to operating temperature before alkene injection. †Some catalyst decomposition was noted by black
cobalt metal deposition.
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L:B aldehyde ratio of 0.8, no detectable alkane
or alcohol production, and 15.1% alkene iso-
merization. The cationic Co(II) bisphosphine
catalyst is far faster than the recently reported
H2Fe(CO)2(PPh3)2 catalyst, which underwent
only 95 TOs with 1-octene over 24 hours at
100°C and 20 bar with 2:1 L:B aldehyde regio-
selectivity (16).
Direct rate comparisons between the cationic

cobalt(II) bisphosphine catalysts reported here
and industrial cobalt systems are difficult be-
cause of the higher pressure or temperature
conditions used in industry and differences in
catalyst stability. The high-pressure HCo(CO)4
catalyst, for example, decomposes to cobalt
metal under the medium-pressure conditions
reported in Table 1 (table S6). The phosphine-
modified HCo(PR3)(CO)3 catalyst is run indus-
trially at higher temperatures and rather high
catalyst and phosphine ligand concentrations
relative to our 1mM[61 parts permillion (ppm)
Co] catalyst conditions. After 10 minutes, cata-
lytic runs using 1-hexene with a model Co(I)
catalyst using PBu3 under industrial conditions
[2400 ppm Co, 75% 1-hexene, 25% tetrahydro-
furan (THF), 200°C, 69 bar, 2:1 H2:CO] pro-
duced 13 TOs to aldehyde (6.4:1 L:B), 41 TOs to
alcohol, 35.9% alkene isomerization, and 3.7%

hydrogenation of alkene to alkane. Therefore,
the cationic cobalt DPPBz catalyst is at least
30 to 60 times faster than typical phosphine-
modified neutral Co(I) catalyst systems.
Table 3 shows hydroformylation results using

3,3-dimethylbutene as the alkene substrate
with four different cationic cobalt(II) bisphos-
phine catalysts and two rhodium-based cata-
lysts using triphenylphosphine (PPh3) and the
bulky, chelating bisphosphite ligand biphen-
phos (Fig. 1). The Rh-biphenphos–type catalyst
is one of the most active and selective hydro-
formylation catalysts but suffers from facile
phosphite degradation reactions that lead to
shorter catalyst lifetimes (1, 17–19). We chose
3,3-dimethylbutene as the substrate for these
studies to allow a direct comparison of the
intrinsic hydroformylation reaction rates be-
tween the cationic cobalt bisphosphine and
rhodium-based catalysts. The cobalt catalysts
are very active at alkene isomerization, which
competes with hydroformylation and produces
internal alkenes that hydroformylate more
slowly. Because of its tertiary carbon center,
3,3-dimethylbutene is not susceptible to alkene
isomerization, thus allowing a direct compar-
ison for the hydroformylation activity of these
catalysts.

The data in Table 3 demonstrate that the
more active cationic cobalt catalysts based
on the stronger s-donating ethyl-substituted
bisphosphine ligands (depe and DEPBz) (Fig.
1) are within a factor of 10 of the rhodium
catalysts on the basis of the observed rate con-
stant kobs. The reactions with cobalt catalysts
were run at a higher temperature and pres-
sure, with the higher temperature probably
having more influence on the rate. Therefore,
the cobalt catalyst rates are within a factor of
~20 of these rhodium catalysts, although rho-
diumis>4000 timesmore expensive thancobalt
on a molar basis (20). The increased activity
of the cationic Co(II) bisphosphine catalyst
system with more electron-donating alkylated
phosphines, once again, is very unusual, as both
Co(I) and especially Rh(I) hydroformylation
catalysts are drastically slowed by electron-
donating phosphine ligands owing to stron-
ger metal-carbonyl p-backbonding.
The utility of this cationic cobalt(II) catalyst

system is most evident with respect to internal,
branched alkenes that are more challenging
to hydroformylate (21). The hydroformylation
of internal and internal branched alkenes
makes up ~20% of the commercial marketplace,
using mainly the high-pressure HCo(CO)4
andHRh(CO)4 catalyst systems. Table 4 shows
the results after 6 hours for three internal
branched alkenes using HCo(CO)4, [HCo(CO)x
(depe)](BF4), Rh:PPh3 (1:400), and Rh:biphen-
phos (1:3) catalysts. Asmight be expected, HCo
(CO)4 has the highest activity for these steri-
cally hindered alkenes, which is why it is used
in industry along with the high-pressure
HRh(CO)4 catalyst system. Note, however, that
HCo(CO)4 is running at 90 bar andwould slowly
decompose to cobalt metal at lower pressures.
The [Co:depe]+ cationic catalyst is almost as
active as HCo(CO)4 but is operating at a pres-
sure of only 30 bar andwould run substantially
faster at higher pressures and temperatures
(Table 1). The cationic Co(II) catalyst system,
like the HCo(CO)4 system, is selective toward
the more valuable linear aldehyde products.
Phosphine-modified rhodium hydroformyl-

ation catalysts perform poorly with internal
branched alkenes, as seen in Table 4. Nei-
ther Rh:PPh3 nor the highly active rhodium-
bisphosphite catalyst systemscanhydroformylate
2,3-dimethyl-2-butene (tetramethylethylene), and
Rh:biphenphos barely works with 4,4-dimethyl-
2-pentene, with only 0.8% conversion after
6 hours. Rh:biphenphos can hydroformylate
4-methyl-2-pentene with excellent selectivity
(28:1 L:B), but it completely decomposed and
stopped hydroformylating 3 hours into the run.
Rh:PPh3 converted more 4-methyl-2-pentene
relative to [Co:depe]+, 62.0 versus 54.7% conver-
sion to aldehyde, but with low L:B selectivity
(0.4:1 versus 4.4:1).
Stability is a key criterion for judging the

overall quality of a catalyst system. For example,

Hood et al., Science 367, 542–548 (2020) 31 January 2020 3 of 7

Fig. 1. Structures of the cobalt catalyst precursors and biphenphos ligand in this study. (Top, left
to right) [Co2(acac)2(P4-phenylene)]

2+, [Co(acac)(R2P-1,2-C6H4)]
+, and [Co(acac)(R2PCH2CH2PR2)]

+

(R = Et or Ph). BF4
– counteranions are present for each complex. Bisphosphine ligand abbreviations are

shown. The biphenphos ligand (bottom) was used for the rhodium catalyst comparison. Et, ethyl; Ph,
phenyl; t-Bu, tert-butyl.
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Rh:PPh3 catalyst systems operate with a large
excess of PPh3 to minimize Rh-induced phos-
phine fragmentation reactions that lead to
catalyst deactivation (22, 23). Unsaturated
rhodium centers are quite active for phosphine
P-phenyl, P-benzyl, or P-OR group oxidative
addition reactions that initiate several possi-
ble catalyst decomposition pathways.
The cationic cobalt bisphosphine catalysts

reported here, however, show prolonged stabil-
ity at moderate temperatures (140° to 160°C)
and pressures (50 bar). Unlike for all other
known phosphine-modified cobalt and rho-
dium catalysts, it is not necessary to add ex-
cess phosphine ligand to stabilize this cationic
cobalt(II) catalyst system. The bisphosphines
based on the 1,2-phenylene chelate (DPPBz

and DEPBz) are powerful chelates and appear
to generate the most-robust cationic cobalt(II)
catalysts.
Three extended high–TO number hydro-

formylation runs were used to demonstrate
the stability of the cationic cobalt(II) catalyst
in a batch autoclave environment using very
low catalyst loadings (table S10). The longest
and highest TO run used 3 mM (0.24 ppm Co)
[Co(acac)(DPPBz)](BF4) and 6 M 1-hexene
(45.45 g, 68 ml, 2 million equivalents) in 18 ml
of dimethoxytetraglyme solvent. The reaction
was run at 160°C under 50 bar of 1:1 H2:CO
for 14 days (336 hours). During this time, 1.2
millionTOs to aldehydeproductwereperformed
with an average TOF of 59.5min–1. The product
distribution at the end was 2% 1-hexene, 1.2%

alkane, 40.8% isohexenes, 33.4% aldehyde (of
which >50%was 2-methylhexanal), 1.1% alcohol,
and 21.5%condensed aldehydes (mostly dimers,
with some trimers). The catalyst was still oper-
ating after 336 hours, and the rate of hydro-
formylation at this point (55 TOs/min, GC-MS
analysis) indicated excellent catalyst stability.
With the exception of passing the 1-hexene
through a short alumina column to remove
peroxide impurities, no special purifications
of the solvent, catalyst, or reaction gases were
undertaken.

Evidence for a 19e− intermediate

In situ Fourier-transform infrared (FTIR)
studies using a Mettler Toledo ReactIR sys-
tem with a high-pressure cell and a SiComp
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Table 4. Hydroformylation results for internal branched alkenes. All reactions were run for 6 hours with 1.0 M alkene, 1.0 mM catalyst, 0.1 M heptane
as internal standard, and 1:1 H2/CO. Results are an average of two runs. Co2(CO)8 or Co(hexanoate)2 was used to generate HCo(CO)4, and the cobalt reactions
were run in dimethoxytetraglyme solvent. Rh(acac)(CO)2 was used as the catalyst precursor and run in toluene with the following excess phosphine:Rh ratios:
3:1 for the chelating biphenphos ligand and 400:1 for PPh3:Rh. No alcohol production was observed.

Alkene Catalyst Temperature (°C) Pressure (bar) Aldehyde (%) Aldehyde L:B Alkane (%) Isomer (%)

HCo(CO)4 140 90 36.5 All linear – 4.8
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

[Co:depe]+ 140 30 24.9 All linear – 10.0
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

Rh:biphenphos 120 15 0 – – –
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

Rh:PPh3 120 10.3 0 – – –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

HCo(CO)4 140 90 28.6 All linear 2.2 14.2
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

[Co:depe]+ 140 30 26.9 All linear 3.7 33.5
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

Rh:biphenphos 120 15 0.8 All linear – 2.8
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

Rh:PPh3 120 10.3 0 – – –
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

HCo(CO)4 140 90 77.7 6.2 – 10.4
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

[Co:depe]+ 140 30 54.7 4.4 – 32.1
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

Rh:biphenphos* 120 15 81.7* 28 1.9 14.8
.. .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ...

Rh:PPh3 120 10.3 62.0 0.4 – 8.4
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*The Rh:biphenphos catalyst decomposed and stopped hydroformylating after 3 hours, as indicated by the absence of additional H2:CO gas uptake.

Table 3. Hydroformylation of 3,3-dimethylbutene by cobalt and rhodium
catalysts. All reactions were run with 1.0 M 3,3-dimethylbutene, 1.0 mM
catalyst, 0.1 M heptane as internal standard, and 1:1 H2:CO. Results are based
on three runs with standard deviations given in parentheses; cobalt catalysts
were run for 2 hours, and the rhodium catalysts were run for 20 min. The kobs
values were determined by gas consumption analysis under constant

pressure conditions. Cobalt precatalysts were introduced as the BF4 salts in
dimethoxytetraglyme solvent and activated at 160°C for 5 min, then cooled to
operating temperature before the alkene was injected. Rh(acac)(CO)2 was
used as the catalyst precursor and run in toluene with the following excess
phosphine:Rh ratios: 3:1 for the chelating biphenphos ligand and 400:1 for
PPh3:Rh. No excess phosphine was used for the cobalt runs.

Catalyst Temperature (°C) Pressure (bar) Time (min) Aldehyde (%) Aldehyde L:B Alkane (%) kobs × 10−4 (M s–1)

[Co:DPPBz]+ 140 30 120 60.0 (3.8) 58 0.8 (0.02) 1.4 (2)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ...

[Co:dppe]+ 140 30 120 64.1 (3.5) 57 1.0 (0.1) 1.5 (1)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ...

[Co:depe]+ 140 30 120 77.1 (1.0) 54 1.2 (0.05) 2.1 (1)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ...

[Co:DEPBz]+ 140 30 120 84.8 (1.7) 51 1.2 (0.1) 2.6 (1)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ...

Rh:biphenphos 120 15 20 96.4 (0.2) All linear 3.3 (0.06) 25 (1)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ...

Rh:PPh3 120 10.3 20 91.1 (2.1) 34 0.3 (0.04) 21 (2)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ...
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probe provided insight into the nature of the
active catalyst and its high stability. Figure 2
shows representative FTIR spectra of the
metal-carbonyl region between 120° and 140°C
over the course of a 101-hour study for a 10mM
sample of [Co(acac)(DPPBz)](BF4) in dime-
thoxytetraglyme solvent reactingwith 1:1H2:CO.
The catalyst precursor underwent hydrogen-
olysis at 120°C (more slowly at lower tem-
peratures of 80° to 100°C) to lose acacH and
generate the proposed mixture of cationic
Co(II) hydrides: [HCo(CO)x(DPPBz)]

+, where
x = 1 (15e−), 2 (17e−), and 3 (19e−). The formally
19e− tricarbonyl complex is assigned to the
highest-frequency coordinated carbonyl band
observed at 2085 cm–1, along with two other
carbonyl bands in the 2046- to 2000-cm–1 re-
gion [fig. S16 and density functional theory
(DFT) assignments in table S12]. This spe-
cies is most clearly observed in the IR at
lower temperatures with enough dissolved
CO present. All three monomeric catalyst spe-
cies are in equilibrium across the temperature
range studied, with terminal CO bands in the
2085- to 1980-cm–1 range.
A similar cationic 17e− Co(II) complex,

[HCo(CO)2(dippf)]
+ [dippf, 1,1′-bis(diisopropyl-

phosphino)ferrocene], has been prepared using
electrochemical oxidation from the neutral

Co(I) species. Carbonyl bands are observed at
2051 and 2024 cm–1 (24). The dippf ligand has
a much larger chelate bite angle relative to
DPPBz, so the structures of [HCo(CO)2(dippf)]

+

and [HCo(CO)2(DPPBz)]
+, neither ofwhich have

been determined, are expected to be different.
One of our carbonyls is proposed to be trans
to a phosphine ligand, which should result in a
lower CO stretching frequency relative to that
seen for [HCo(CO)2(dippf)]

+, which should not
have any carbonyls trans to phosphine ligands.
The higher frequency positions of the terminal
bands are consistent between both cationic Co
(II) complexes. [HCo(CO)2(dippf)]

+ dispropor-
tionates under the spectroelectrochemical con-
ditions to eliminate H2 and form the Co(I)
complex [Co(CO)2(dippf)]

+.
High-pressure 1H, 31P, and 59Co nuclear mag-

netic resonance (NMR) studies (25, 26) of our
catalyst (23° to 120°C, 27 bar, 1:1 H2:CO) did not
showanyhydride, 31P, or 59CoNMRresonances,
which is consistent with the catalyst species
being paramagnetic Co(II). No diamagnetic co-
balt species were observed in the high-pressure
NMR studies of the catalyst, which considerably
reduces the likelihood that traditional Co(I)
hydroformylation catalysts are involved. Thehigh
activity and medium-to-low pressure stability of
this cationic catalyst systemclearly argue against

HCo(CO)4 or HCo(CO)3(PR3) catalyst formation
or participation. Electron paramagnetic reso-
nance (EPR) studies (fig. S9) demonstrate that
the [Co(acac)(DPPBz)](BF4) catalyst precursor
is low-spin Co(II) with clear hyperfine coupling
to one cobalt and two equivalent phosphorus
centers, indicating a square planar geometry.
This structure has been confirmed by x-ray crys-
tallography (fig. S10) with a coordinated THF.
The in situ FTIR study summarized in Fig. 2

demonstrates that there are onlyminor changes
in the carbonyl region of the catalyst at 120°C
and 53 bar between the 33- and 96-hour spec-
tra. After cooling and depressurization of the
IR cell, the catalyst solution was transferred
to an autoclave and was fully active for the
hydroformylation of 1-hexene (140°C, 50 bar),
giving the same catalytic results as a fresh
catalyst precursor sample. This observation
demonstrates very good catalyst stability un-
der reaction conditions with no alkene sub-
strate present. A simple industrial stability
test for rhodium-phosphine hydroformyla-
tion catalysts involves stirring in an autoclave
under 1:1 H2:CO at the reaction temperature in
the absence of alkene. All rhodium-phosphine
catalysts with P-OR, P-phenyl, or P-benzyl
linkages deactivate under these conditions
via Rh-induced phosphine fragmentation re-
actions within 24 hours (usually less). The
lower activity of our cobalt catalyst relative
to rhodium appears to protect it frommetal-
induced phosphine ligand and catalyst deg-
radation reactions. This, combined with a
strong chelate effect that minimizes phos-
phine dissociation, produces a robust catalyst
that does not require excess phosphine ligand
for stability.
A proposed mechanism for this class of

cationic Co(II) bisphosphine catalysts is shown
in Fig. 3. The fundamental reaction steps are
essentially the same as those for known hydro-
formylation catalysts: alkene coordination, mi-
gratory insertion of hydride to form the alkyl,
andmigratory insertion of COwith the alkyl to
form an acyl-like species. Owing to the cationic
charge and Co(II) oxidation state, the hydrogen
reaction with the cobalt-acyl is proposed to be
a heterolytic cleavage to eliminate aldehyde
product and regenerate the cationic cobalt-
hydride catalyst, as an oxidative addition ofH2

to form a cationic Co(IV) dihydride complex is
unlikely.
Alkene coordination to the cobalt center is

proposed to occur almost exclusively via the
equatorial coordination site that is trans to the
bisphosphine ligand. The axial coordination
sites are less accessible to sterically hindered
alkenes, such as those shown in Table 4. DFT
calculations of the association of tetramethyl-
ethylene to the free coordination site favor
equatorial over axial sites by ~4 kcal/mol (table
S16). The most sterically accessible coordina-
tion site on the cobalt center is the equatorial
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Fig. 2. In situ FTIR studies of
[Co(acac)(DPPBz)](BF4). A
101-hour study of the cationic
cobalt catalyst (10 mM) in
dimethoxytetraglyme. The pro-
posed catalyst complexes,
[HCo(CO)x(DPPBz)]

+ (x = 1 to
3), have carbonyl bands at
2085, 2046 (shoulder), 2026,
2011 (shoulder), 1990, and
1974 cm–1 (shoulder). The
monometallic cationic cobalt-
bisphosphine catalyst shows
only minor changes in the
carbonyl region upon stirring at
120°C and 53 bar for 65 hours.
The band at 2136 cm–1 is
free CO dissolved in the solvent.
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carbonyl, but this is also the strongest CO
binding site.
The coordination of a third CO ligand to

forma6-coordinate 19e− complex helpsweaken
all the metal-ligand bonds, but especially
the equatorial CO ligand that must dissoci-
ate to make room for an incoming alkene
ligand. There is a much lower energy cost to
form a 19e− versus a 20e− complex. Shi and
colleagues demonstrated that the carbonyl
substitution chemistry for 17e− V(CO)6 rad-
ical proceeds 1010 times faster than for 18e−

Cr(CO)6 (27). The phosphine substitution re-
action with the 17e−V(CO)6 radical was shown
to be associative and extremely facile, pro-
ceeding through a 19e− transition state. The
18e− [V(CO)6]

– anion, in marked contrast, is
inert toward phosphine substitution reac-
tions. DFT calculations show that the 19e−

[HCo(CO)3(DPPBz)]
+ complex is ~9 kcal/mol

higher in free energy than the 17e− complex at
115°C, indicating that its formation is energet-
ically accessible (table S15).
The other important rate-enhancing effect

is the cationic charge localized on the cobalt
center, which compensates for the two donat-
ingphosphine ligands.Ourworkon thedicationic
dirhodium tetraphosphine hydroformylation
catalyst system has clearly shown the impor-
tance of having a localized cationic charge on the
metal center to compensate for the electron-
donating property of the two phosphine ligands
(28). As seen for the neutral Co(I) HCo(CO)3
(PR3) catalyst system, the electron-donating
phosphine ligand enhances electron density
at Co, which contributes to CO p-backbond-
ing. This, in turn, increases the Co–CO bond
strength, which stabilizes the catalyst with

respect to decomposition to cobalt metal but
also substantially slows catalysis.
The 17e− dicarbonyl complex, [HCo(CO)2

(bisphosphine)]+, may also coordinate alkene
to the equatorial coordination site after CO
dissociation to initiate hydroformylation. But
the observed ligand effects on hydroformyla-
tion and observation of proposed 19e− carbonyl
complexes in the FTIR indicate that 19e− in-
termediates likely play an important role in
catalysis. This cationic Co(II)-bisphosphine
catalyst, for example, shows increased activ-
ity with more electron-donating phosphines
at medium CO partial pressures (Table 3 and
table S4). This observation further supports the
proposed 19e− intermediate that helps labilize
the equatorial Co–CO bond, allowing alkene
coordination to initiate hydroformylation.
The high-energy carbonyl band around

2085 cm–1 is assigned to the 19e− [HCo(CO)3
(bisphosphine)]+ complex. This band increases
in intensity for the more electron-donating
phosphine ligands studied (fig. S15). The more
electron-rich bisphosphine ligands favor the
19e− tricarbonyl complex at lower CO partial
pressures, which in turn helps labilize the equa-
torial carbonyl ligand under those conditions.
As the CO partial pressure increases, the free
CO in solution starts to compete with the al-
kene for coordination to the more electron-
rich metal center, leading to the CO inhibition
effect appearing sooner relative to the more
electron-deficient bisphosphine ligands. Tem-
peraturealsoplays an important role in labilizing
the Co-CO ligands.
Monodentate phosphines (PBu3, PPh3) do

not generate effective hydroformylation cata-
lysts under these medium-pressure conditions
(table S8). Sterically bulky chelating bisphos-
phines such as (iPr)2PCH2CH2P(iPr)2 generate
cationic Co(II) hydroformylation catalysts that
are considerably less active than the bisphos-
phine ligands reported here (table S9). One
explanation is that the more hindered phos-
phine ligands inhibit addition of two axial CO
ligands to form the key 19e− [HCo(CO)3(P2)]

+

catalyst species that favors equatorial CO dis-
sociation. The increased steric bulk of the
bisphosphine isopropyl or cyclohexyl groups
has little effect on the aldehyde L:B ratio (table
S9 and figs. S17 and S18), which supports the
proposed equatorial coordination of the alkene
into the least sterically hindered metal coor-
dination site. The bisphosphine R groups are
pointed away from the equatorial plane and
most affect axial ligand coordination. This is
another piece of evidence supporting the 19e−

catalyst species as an important player in the
catalytic mechanism.

Outlook

Relatively little research into new cobalt-based
hydroformylation catalysts has occurred since
the introduction of the phosphine-modified
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Fig. 3. Proposed hydroformylation mechanism involving 19e− catalyst species. Most of the proposed
reaction steps are entirely consistent with what is known for cobalt and rhodium hydroformylation catalysts. A
distinctive key feature is the capacity to form 19e− complexes via CO coordination, which helps weaken and
dissociate the equatorial CO ligand, the strongest bound CO in the proposed alkene coordination site. The
equatorial coordination site is the most likely binding site for sterically hindered alkenes. Although single reaction
arrows are shown for clarity, each step is in equilibrium. d+, partial positive charge; d−, partial negative charge.
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catalyst system in the late 1960s. The combi-
nation of relatively high pressures and tem-
peratures needed, along with the assumption
that industry had explored most alternative
cobalt hydroformylation catalysts, strongly in-
hibited research in this area. The discovery of this
highly active cationic Co(II) hydroformylation
catalyst system was therefore quite surpris-
ing. That this catalyst system appears to have
exceptional stability with respect to cobalt-
induced phosphine degradation reactions or
decomposition to cobalt metal opens doors for
medium-pressure hydroformylation technology
in both academic and industrial settings.
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NEUROSCIENCE

Local D2- to D1-neuron transmodulation updates
goal-directed learning in the striatum
Miriam Matamales1*, Alice E. McGovern2,3, Jia Dai Mi4, Stuart B. Mazzone2,3,
Bernard W. Balleine1†, Jesus Bertran-Gonzalez1†*

Extinction learning allows animals to withhold voluntary actions that are no longer related
to reward and so provides a major source of behavioral control. Although such learning is
thought to depend on dopamine signals in the striatum, the way the circuits that mediate
goal-directed control are reorganized during new learning remains unknown. Here, by mapping a
dopamine-dependent transcriptional activation marker in large ensembles of spiny projection
neurons (SPNs) expressing dopamine receptor type 1 (D1-SPNs) or 2 (D2-SPNs) in mice,
we demonstrate an extensive and dynamic D2- to D1-SPN transmodulation across the striatum
that is necessary for updating previous goal-directed learning. Our findings suggest that
D2-SPNs suppress the influence of outdated D1-SPN plasticity within functionally relevant
striatal territories to reshape volitional action.

I
n changing environments, it is adaptive
for humans and other animals flexibly to
adjust their actions to maximize reward.
Extinction learning allows individuals to
withhold instrumental actions when their

consequences change. Rather than erasing such
actions from one’s repertoire, current views pro-
pose that extinction generates new inhibitory
learning that, when incorporated into previ-
ously acquiredbehavior, acts selectively to reduce
instrumental performance (1).
Associative learning theory identifies the

negative prediction errors produced by the
absence of an anticipated reward as the source
of the inhibitory learning underlying instru-
mental extinction (2). Such signals are thought
to involve pauses in dopamine (DA) activity,
and this pattern iswell suited to alter plasticity
in the posterior dorsomedial striatum (DMS),
a key structure encoding the action-outcome
associations necessary for goal-directed learn-
ing (3). Nevertheless, the way complex DA sig-
nals (4) alter postsynaptic circuits in theDMS to
shape goal-directed learning remains unknown.
Within the DMS, the plasticity associated

with goal-directed learning involves gluta-
mate release timed to local DA activity to alter
intracellular cyclic adenosine monophosphate
(cAMP)–dependent pathways in postsynaptic
neurons, a function that involves slow temporal
scales (5) and that leads to gene transcription
necessary for learning (6). This activity is
distributed across twomajor subpopulations
of spiny projection neurons (SPNs)—the prin-

cipal targets of DA (7). These are completely
intermixed within the striatum and express
distinct DA receptor subtypes that respond
to DA in an opposing manner: Half express
type 1 receptors and trigger powerful cAMP
signaling in DA-rich states (D1-SPNs), whereas
the other half express type 2 receptors and show
robust signaling in DA-lean states (D2-SPNs)
(8). Given that positive and negative prediction
errors during appetitive learning are known
to influence DA release (4, 9), we hypothe-
sized that prediction errors during reward
and extinction learning generate distinctive
molecular activation patterns in D1- and D2-
SPNs across the striatum to provide a mole-
cular signature identifying those regions most
relevant for plasticity.

Nucleosomal response in SPNs captures
goal-directed learning

We first established whether intracellular sig-
naling in SPNs undergoes functional reorgan-
ization across the striatumduring goal-directed
learning.We trainedmice to acquire rewarded
instrumental actions, where a lever press (action)
was either briefly or more extensively associ-
ated with the delivery of food (outcome) (Fig. 1,
A and B). In group Novice, initial acquisition
was marked by a spontaneous increase in lever
press frequency during the first session of
training, which was used to flag the approx-
imate time at which the action-outcome con-
tingency was first experienced (fig. S1, A and
B). By contrast, mice in group Expert received
19 days of additional training (Fig. 1B), clearly
increasing lever pressing across days (fig. S1C
and table S1).
We next assessed whether the different

levels of training were represented in the sig-
naling patterns in striatal SPNs. We used im-
munodetection of phosphorylated histone H3
on serine 10 (P-H3), a ubiquitous transcription-
al activationmarker that is rapidly induced in

SPNs in response to different DA states (6, 8).
We found a robust P-H3 signal in the nucleus
of striatal neurons that colabeled with DARPP-
32, a marker of SPNs (Fig. 1C), suggesting that
projection neurons—relative to other types
of striatal neurons—were transcriptionally
active under these conditions.Wide-field, high-
resolution mapping identified different lev-
els of transcriptionally active SPNs (taSPNs)
across groups, with clear territorial differ-
ences in their distribution (Fig. 1D). Com-
pared to Non Contingent controls—exposed
to the lever and receiving as many rewards
but noncontingently—Novice mice showed
a high density of taSPNs concentrated in the
DMS, consistent with the role of this region
in action-outcome encoding (3). By contrast,
when compared to their Yoked controls, group
Expert showed an increase in taSPN density
that distributed laterally, in support of the
functional lateralization expected from exten-
sively trained actions (Fig. 1D) (10). Critically,
we found a clear dissociation between taSPN
density and the extent of overall performance
(i.e., lever presses andmagazine checks) (Fig. 1,
D and E, and table S1). This allowed us to link
goal-directed learning with the induction of
DA-promoted transcriptional activity in SPNs.
The nuclear P-H3 signal was detected in D1-
as well as D2-SPN subtypes (Fig. 1F), indicat-
ing that both neuronal systems were sensitive
to the DA states underpinning goal-directed
learning. D1 neurons were more transcrip-
tionally active than D2 neurons in all training
groups (Fig. 1G), and taD1/taD2-SPN ratios
remained constant (fig. S1D and table S1).

Regional overlap of activated taSPN
subpopulations predicts extinction learning

To compare the activation patterns of D2- and
D1-neurons in the striatum during instrumen-
tal and extinction learning, we mapped and
classified large numbers of taSPNs in whole
striatal sections of drd2-eGFP (enhanced green
fluorescent protein) mice (fig. S2).We trained
two groups of mice on an increasing fixed ratio
(FR) reinforcement schedule where access to
each food outcome relied on a predictable in-
strumental effort (Fig. 2A). The groups showed
indistinguishable performance with very sim-
ilar increases in lever press rate across training
(fig. S3A and table S2). On day 16, group Ex-
tinction underwent an altered training session
in which lever pressing activated the food dis-
penser, but no outcomes were delivered. This
manipulation generated vigorous responding
for “no-reward” (Ø) that was comparable to
that of nonextinguished mice (Instrumental
controls) for almost half of the session, at which
point their cumulative performance decayed
(Fig. 2B, fig. S3B, and table S2).
Mapping of taSPNs in entire striatal sections

revealed that overall densities of taD2- and
taD1-SPNs were similar in Instrumental and
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Extinction groups (fig. S3, C and D, and table
S2). However, density-based cluster analysis
showed that taD2- and taD1-SPNs followed
characteristic spatial distributions across the
posterior striatum in each group (Fig. 2C). In
mice undergoing a rewarded session, each sys-
tem tended to occupy nonoverlapping areas in
the DMS, with taD1-SPNs segregated to lateral
territories (Fig. 2C, top). In animals undergoing
extinction, we found a high level of conver-
gence in DMS areas, with very few neurons
detected laterally (Fig. 2C, bottom). Extinction
mice exhibited a marked increase in the pro-
portion of taD2-SPN territories that overlapped
with functional D1-SPN areas specifically in
the DMS (Fig. 2, D and E), as well as a higher
proportion of taD1-SPN clusters sharing space
with taD2-SPNs in this same region (Fig. 2, D
and F, and table S2).

D2-SPNs in the DMS are required to encode
extinction learning

We hypothesized that recruiting activated D2-
SPNs in the DMS is directly related to inhibi-
tory learning during extinction. We selectively

removed D2-SPNs from the DMS where we
had observed high taD2- and taD1-SPN con-
fluence (Fig. 2D) through genetic ablation in
adult adora2a-Cre::drd2-eGFP hybrid mice
(Fig. 2G and fig. S4A). After instrumental
training, Lesioned and Shammice were given
a 10-min extinction learning session (day 16)
followed by an extinction test 24 hours later
(Fig. 2H). This protocol was aimed at detecting
differences on test due to deficient integration
of extinction learning 24 hours earlier. D2-SPN
ablation had no effect on the initial acquisi-
tion of instrumental contingencies; both groups
showedvery similar levels of performance across
sessions (Fig. 2I, left) and an indistinguishable
response structure on day 15 (Fig. 2I, right, and
table S2). Likewise, both groups similarly re-
duced lever press performance during the
10-min extinction learning session (Fig. 2J
and table S2), although performance differed
24 hours later: Lesionedmice accumulated a
higher number of presses across the session
and showed a higher average level of press-
ing and a steeper linear regression slope (Fig. 2K
and table S2). This increase in performance

was not due to an overall increase in lever press
rates but rather to recurrent and persistent
performance during the extinction session
(Fig. 2L; fig S4, B to D; and table S2).
We then analyzed the distribution of taD2-

and taD1-SPNs that accumulated in the poste-
rior striatum during the 20-min test on day 17.
We again found an increased confluence of
taD2- and taD1-SPNs in theDMSof Shammice,
which still displayed substantial overlap de-
spite being assessed on the second day of ex-
tinction (Fig. 2M and table S2). Conversely, the
absence of D2-SPNs in Lesioned mice was as-
sociatedwith a high density of taD1-SPNs in the
DMS (Fig. 2, M and N, and table S2). Density
analysis in the DMS revealed that taD2- and
taD1-SPNs followed opposing density patterns
in Sham and Lesioned mice: Higher densities
of taD2-SPNs predicted low densities of taD1-
SPNs and vice versa (Fig. 2O and table S2).

D2-SPNs spatially rearrange D1-SPN plasticity

We sought to establish whether D2- and D1-
SPNs functionally interact within conver-
gent striatal territories using pharmacological
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Fig. 1. Nucleosomal response
mapping reveals learning-related
territories in the striatum. (A) Mice
were trained to associate an action
(lever press) with an outcome (food
pellet). (B) Four groups of eight
mice received different levels of
instrumental conditioning. 1stC, first
Contingency. (C) Immunodetection of
phosphorylated nucleosomes
(phospho-Ser10-histone H3; P-H3)
identifies transcriptionally active (ta)
neurons in the posterior striatum.
P-H3 immunoreactivity was specifically
detected in the nuclei (DAPI+) of
SPNs (DARPP-32+). (D) Digitized
reconstruction of taSPNs throughout
the striatum in “Novice,” “Expert,”
and their control groups (4362 SPNs
mapped). Right panels: return maps of
inter-action-intervals (IAIs) for lever
presses (blue) and magazine checks
(orange). Each data point represents
the time delay to its preceding (x)
and succeeding (y) behavioral element.
(E) taSPN density (cells/mm2) and
overall action rate in the different
training groups (eight mice per group,
both striata). (F) Identification of
taSPNs in the striatum of a trained
drd2-eGFP mouse. Arrows: taD2-SPNs
(downward) and taD1-SPNs (upward).
(G) P-H3+ nuclei densities of each
neuronal type in the striatum of the
different training groups. Note the
different scale on the y axes. *, simple
effects (table S1).
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compounds known to induce robust and wide-
spread intracellular signaling in each system
(8). Systemic injection of raclopride (RAC; a
D2-receptor antagonist) to drd2-eGFP mice
induced a strong nucleosomal response mostly
in D2-SPNs that extended throughout the pos-
terior striatum, whereas GBR12783 (GBR; a DA-

transporter inhibitor) induced an even stronger
activation with similar distribution but mostly
in D1-SPNs (Fig. 3A). We injected four groups
of drd2-eGFP mice with different combina-
tions of vehicle, RAC (t = 0), and GBR (t = 15)
and recorded their ambulatory locomotor ac-
tivity in an open field arena prior to perfusion

(t = 30) (Fig. 3B). GBR injection strongly in-
creased locomotion in both groups that re-
ceived it, irrespective of the RAC injection (Fig. 3,
C to G, and table S3). In RAC-treated mice,
taD2-SPNs dominatedmost of the striatal space
(Fig. 3, H and I), whereas a reverse pattern
was observed after GBR treatment (Fig. 3, H
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Fig. 2. Functional confluence of projection systems in the striatum
promotes extinction of learned actions. (A) Mice (eight per group) were
trained on increasing fixed ratio (FR) reinforcement schedules prior to
extinction (day 16). (B) Cumulative and average lever press performance during
instrumental (control) and extinction sessions (day 16). (C) Distribution of
taD2- and taD1-SPNs in the posterior striatum of mice in (B). Plots show up to
three density clusters from aligned hemisections in each group (4044 SPNs
mapped). (D) Reconstruction of taD2- and taD1-SPN overlapping territories in
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are percentages of taD2-SPN territories segregated from taD1-SPNs (E) and
vice versa (F). Insets: overall D2/D1 (E) and D1/D2 (F) P-H3+ SPN ratios.
(G) Genetic lesion of D2-SPNs in the DMS through AAV-FLEx-taCasp3-TEVp
system. DARPP-32+-eGFP- SPNs remained intact (fig. S4A). (H) Sham and

Lesioned mice were trained as in (A) but underwent additional extinction
testing on day 17. (I) Lever press performance in both groups across
instrumental training. Right: return maps of collective IAIs on day 15.
(J and K) Cumulative presses per minute on days 16 (J) and 17 (K). Insets:
average press performance (top) and linear regression slope (Slp) analysis
(bottom). (L) Raster plots and frequency histograms of pooled lever press data
preceding the delivery of each pseudoreward (red). (M) Digitized reconstruc-
tion of taD2- and taD1-SPNs after test. Insets: taD2- and taD1-SPN overlapping
territories. (N) Extent of taD2- and taD1-SPN territory overlap (% of D1).
(O) P-H3+ nuclei density in D2-SPNs (left axis, purple) and D1-SPNs (right
axis, orange) in the DMS. Left: regions quantified in each group. [(E), (F), (N),
and (O)]: Two hemisections per mouse, eight mice per group; *, overall/simple
effect (black) and interaction (red). n.s., not significant (table S2).
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and J). The combination of both drugs, how-
ever, resulted in a high density of taD2-SPNs
and a low density of taD1-SPNs throughout
the posterior striatum, indicating that prior
injection of RAC prevented the effects of GBR
on D1-SPN nuclear activity (Fig. 3K). This large-
scale D2-to-D1 suppression was reproduced
when RAC was combined with a full D1 agonist
(fig. S5). Moreover, the distribution of taD2
and taD1-SPN peak density areas tended to
occupy spatially distinct regions of the stria-
tum in all groups, regardless of the pharmaco-
logical cocktail received (Fig. 3, H to K, lower
panels). This opposition was supported by a
strong overall treatment × neuron interaction
(Fig. 3L and table S3). Paradoxically, animals
with D2-dominated (and D1-inhibited) SPN
signaling (Fig. 3K) showed unaltered GBR-
induced hyperlocomotion (Fig. 3G), again
suggesting that nuclear activity in SPNs can
be dissociated from behavioral performance
(compare Fig. 1E).

Broad connectivity of the local striatal
network supports an extensive D2- to
D1-SPN transmodulation
We reasoned that the local network in the stria-
tummay reflect large-scale connectivity biases
consistent with themagnitude of the D2-to-D1
modulation reported above. To investigate this,
we used a quantitative network-level approach
to measure connectivity biases using unilat-
eral injections of the herpes simplex virus 1
(HSV1) H129tdTomato in the posterior striatum
of drd2-eGFPmice (Fig. 4A). Because this virus
moves along synaptically connected neurons
in the anterograde direction (11), we mapped
transduced tdTomato+ SPNs across large ter-
ritories to reveal the broad connectivity pat-
terns established within the striatum (Fig. 4B
and fig. S6A). Only ~20% of the transduced
SPNs were D2-SPNs, whereas up to ~80%were
D1-SPNs (Fig. 4, C to E, and table S4). These
numbers were similar across all areas of in-
fection, regardless of whether they were ipsi-

or contralateral to the initial injection (fig. S6,
B to D, and table S4). Injection of the virus in
the prelimbic cortex (i.e., one upstream syn-
apse) provided very similar weights of trans-
duced D1- (~80%) and D2- (~20%) SPNs (fig.
S6, E to G, and table S4).
To confirm that the enhanced connectivity

in D1-SPNs was influenced by a D2-to-D1 drive,
we infected the striatumwith HSV1 H129Floxed
virus, an anterograde tracing approach in which
transsynaptic labeling switches from green to
red in the presence of Cre (12) (Fig. 4F and fig.
S7, A to C). This method allowed us to quantify
cross-system connectivity by assessing the pro-
portion of (non–Cre-expressing) neurons that
received dual green and red infection within a
critical temporal window (Fig. 4G). Intrastriatal
injection in adora2a-Cre mice revealed equal
proportions of single (tdTom)– and double
(tdTom + eGFP)–labeled SPNs (Fig. 4, H and I,
and table S4). By contrast, infection in drd1a-
Cre mice produced a much lower proportion
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on taSPNs. (B) Two-injection experimental design applied to each group prior
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of double-labeled SPNs (Fig. 4, H and I, and
table S4). The percentages of double- and single-
labeled neurons in drd1a-Cre mice matched
those previously observed with the nonswitch-
able virus in drd2-eGFP (i.e., 20 and 80%;
compare Fig. 4, E and I). Again, these same
proportions were consistently found across
all infected striatal areas analyzed, irrespec-
tive of the area of spread (fig. S7, C to E). The
twomajor projection systems in the striatum
establish very different local connectivity,
with D2-SPNs making substantial connec-
tions with D1-SPNs but not vice versa. The
magnitude of this asymmetry provides full
neuroanatomical support for the large-scale
D2- to D1-SPN transmodulation observed in
this study.

To address the functional relevance of this
connectivity bias, we evaluated the effects of
RAC andGBR cocktail on striatawhereD2-SPNs
had been genetically ablated in the DMS (fig.
S8, A and B). After recovery, mice with unila-
teral D2-SPN depletions (Fig. 4J) were treated
with RAC and GBR prior to perfusion (as in
Fig. 3B), and patterns of transcriptional acti-
vation were contrasted between control and
lesioned sides. The density of taD1-SPNs was
inversely proportional to the density of D2-
SPNs in control and lesioned sides (Fig. 4K and
table S4). Analysis of P-H3+ nuclei across con-
tiguous striatal territories spanning lesioned
and intact areas revealed that the identity of the
transcriptionally active neurons transitioned
from D2-SPNs (in intact territories) to D1-

SPNs (in D2-ablated territories) (Fig. 4L). Sim-
ilarly, D2-SPN removal in the DMS opened
windows of uncontrolled D1-SPN activation
(fig. S8C).

D2-SPNs shape other sources of flexibility in
goal-directed learning

Thus far, our results suggest that D2-SPNs shape
the changes in striatal plasticity necessary for
flexible encoding of goal-directed learning. In
the case of inhibitory learning during extinc-
tion, this process is compatible with the role
ascribed to DA in negative prediction error
scenarios: A sustained pause of phasic DA in
defined striatal territories may lead to recruit-
ment of D2-SPNs and, with it, the D2-to-D1
transmodulation reported here. We next sought
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Fig. 4. SPN subtypes show large-scale uni-
directional transconnectivity. (A) Anterograde
transsynaptic HSV1-H129-tdTomato virus was
unilaterally injected in the posterior striatum of
drd2-eGFP mice. (B) In a hypothetical striatum
with symmetrical SPN-SPN contacts, the
“founder” cells first integrating the virus are
expected to infect similar proportions of
surrounding SPNs (D2 and D1). (C) Infected,
Td-Tomato+, particles were classified as
D2- and D1-SPNs according to their eGFP and
DARPP-32 content (fig. S6A). (D) Digitized
reconstruction of infected D2- and D1-SPNs in
an entire striatal hemisection. (E) Percentage
of particles classified as D2- and D1-SPNs
(fig. S6, B to D) (10 hemisections, five mice).
(F) HSV1-H129Floxed virus (permanently
switches from eGFP to tdTomato if it
encounters Cre) was bilaterally injected in the
striatum of adora2a-Cre and drd1a-Cre mice.
(G) Infection in cis involves infection through
isolated lineages (green and red). Infection in
trans involves infection across lineages (yellow;
see materials and methods). (H) Viral spread
and digitized reconstruction of red-labeled
(tdTom) and yellow-labeled (tdTom + eGFP)
SPNs in entire striatal hemisections of each
Cre line. (I) Percentage of red and yellow
SPNs in each Cre line (fig. S7) (13 to
16 hemisections in four mice per line).
(J) Unilateral genetic lesion of D2-SPNs in
the DMS (as in Fig. 2G). (K) Quantification of
D2-SPN density (left axis) and taD1-SPN
density (right axis) in control and lesioned
sides after Rac + GBR pharmacological
treatment (Fig. 3B) (five mice). (L) Medio-
lateral continuum from lesioned to intact
striatal territories after drug treatment.
Bottom: green (eGFP) and red (P-H3)
fluorescence plot profile across the medio-lateral
continuum above. m.g.v, mean gray value. *,
significant overall/simple effect (black) and
interaction (red). n.s., not significant (table S4).
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to evaluate the role of D2-SPNs in flexible
learning that should not overtly depend on a
negative reward prediction error. We induced
subtle changes in the identity predictions of
preexisting action-outcome relationships by
reversing the outcome congruence between
pairs of action-outcome associations.We trained
mice with bilateral D2-SPN ablations in the
DMS (fig. S8, D and E) and their sham controls
on two action-outcome associations (A1-O1 and
A2-O2), which generated identical performance
in both groups (Fig. 5A and table S5). We then
verified whether both A-O contingencies had
been correctly encoded by giving the mice an
outcome-specific devaluation test, which eval-
uated the effect of sensory-specific satiety on
one or the other outcome on choice between
the two trained actions (13) (Fig. 5B). Both
groups correctly encoded the initial contin-
gencies (i.e., A1-O1 and A2-O2); satiety on one
of the outcomes (e.g., O1) reduced performance
of the action associated with that outcome in
training (A1; devalued) relative to the other,
still valued, action (A2; valued) (Fig. 5B and
table S5).We then exploredwhether thesemice
could incorporate new information by train-
ing them with the outcome identities reversed
for 5 days (i.e., A1-O2 and A2-O1) (Fig. 5C and
table S5) prior to a second outcome-specific
devaluation test (Fig. 5D).Whereas Shammice
were able to show flexible encoding and could
adjust their choice according to the new A-O
associations, mice with D2-SPN ablation failed
to do so (Fig. 5D and table S5).

Discussion

One of the most intriguing characteristics of
the striatum is the random spatial distribution

and high degree of intermingling between its
D1 (direct) and D2 (indirect) projection systems,
a feature that is actively promoted developmen-
tally (14) and that has been retained throughout
evolution (15). The result is a highly entropic
binary mosaic that extends through an expan-
sive and homogeneous space and that ismostly
devoid of histological boundaries (16). Such
organization is unusual in the brain and can
be seen as an adaptation to provide an optimal
postsynaptic scaffold for the integration of
regionally meaningful neuromodulatory sig-
nals (17). In such a plain, borderless environ-
ment, the rules established locally by D1 and
D2-SPNs are likely to be critical in defining
functional territories throughout the striatum,
and this, we propose, is the key process shaping
striatal-dependent learning.
Our study suggests that the striatum takes

full advantage of this “one-to-one” binary
mosaic structure, in which activated D2-SPNs
access and modify developing behavioral pro-
grams encoded by regionally defined ensembles
of transcriptionally active D1-SPNs (what we
call D2-to-D1 transmodulation). We propose
that this process is slow, as it depends on the
molecular integration of additive neuromo-
dulatory signals (5), but could, with time, create
the functional boundaries necessary to identify
and shape specific learning in the striatum. A
good example of this sort of dynamic, persist-
ent neuromodulation is the recently described
“wave-like” motion of DA signals throughout
themediolateral axis of the striatum (17). Beyond
offering a broad solution to the credit assign-
ment problem, recurrent waves of neuromod-
ulatory activity in defined striatal areas could
provide the kind of unbiased signal that, in

the context of the molecular dichotomies es-
tablished by D1 and D2 receptors (8), shape
the striatal mosaic into meaningful transcrip-
tional motifs. In the case of extinction learning,
as observed here, noisy alternations between
DA-rich and DA-lean states within the DMS
appear to generate a mixed population of
activated SPNs comprising both D1 and D2
systems. This regional overlap lays the ground-
work for the local one-to-one modulation that
shapes and integrates new learning, limiting
outdated D1-SPN function in the case of ex-
tinction learning, and segregating new and
existing territories of plasticity in the case of
action-outcome identity reversal.
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Fig. 5. D2-SPNs control the updating of learning.
Bilateral genetic lesions of D2-SPNs were performed
in the DMS of adora2a-Cre::drd2-eGFP hybrid mice
(fig. S8, D and E) (eight mice per group). Initial
learning: (A) Sham and Lesioned mice were trained
to two action–outcome (A-O) contingencies, resulting
in increased performance (press/min) across days.
(B) Initial devaluation test: a choice (A1 versus A2)
was presented after having sated the mice on one
or the other outcome (O1/O2) over consecutive days.
Graph shows performance on the valued (blue:
provides nonsated O) and devalued (gray: provides
sated O) levers. Additional learning: (C) Mice were
then trained to the reversed A-O contingencies,
which rapidly increased press/min performance.
(D) A new round of devaluation and choice tests
were presented [as in (C)]. *, significant overall
effect (black) and interaction (red). n.s.,
not significant (table S5).
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THERMAL CONDUCTIVITY

Ultrahigh thermal conductivity in isotope-enriched
cubic boron nitride
Ke Chen1*, Bai Song1*†‡, Navaneetha K. Ravichandran2*, Qiye Zheng3§, Xi Chen4¶, Hwijong Lee4,
Haoran Sun5, Sheng Li6, Geethal Amila Gamage Udalamatta Gamage5, Fei Tian5, Zhiwei Ding1,
Qichen Song1, Akash Rai3, Hanlin Wu6, Pawan Koirala6, Aaron J. Schmidt1, Kenji Watanabe7, Bing Lv6,
Zhifeng Ren5, Li Shi4,8, David G. Cahill3, Takashi Taniguchi7, David Broido2†, Gang Chen1†

Materials with high thermal conductivity (k) are of technological importance and fundamental interest.
We grew cubic boron nitride (cBN) crystals with controlled abundance of boron isotopes and measured
k greater than 1600 watts per meter-kelvin at room temperature in samples with enriched 10B or 11B.
In comparison, we found that the isotope enhancement of k is considerably lower for boron phosphide
and boron arsenide as the identical isotopic mass disorder becomes increasingly invisible to phonons.
The ultrahigh k in conjunction with its wide bandgap (6.2 electron volts) makes cBN a promising material for
microelectronics thermal management, high-power electronics, and optoelectronics applications.

U
ltrahigh thermal conductivity (k) mate-
rials are desirable for thermal manage-
ment and have long been a subject of
both fundamental and applied interest
(1). Despite decades of effort, only a few

materials are known to have an ultrahigh ther-
mal conductivity, which we define as exceeding
1000Wm−1 K−1 at room temperature (RT) (2).
In metals, free electrons conduct both charge
and heat. Therefore, the best electrical con-
ductors, such as silver and copper, also have
the highest k for metals. In semiconductors
and insulators, phonons carry the heat. The
intricate interplay between lattice dynamics,
anharmonicity, and defects dictates thermal
transport. Despite the large number of mate-
rials that have phonon-dominated heat tran-
sport, diamond has been recognized since
1953 as the most thermally conductive bulk
material at RT (3). Besides diamond, a set of

nonmetallic crystals with high k was system-
atically identified by Slack in 1973 (4), includ-
ing silicon carbide (SiC), boron phosphide
(BP), and the cubic, zincblende polymorph of
boron nitride (cBN) (5). In addition, Slack (4)
proposed guidelines for searching for crys-
tals with high k, suggesting that candidates
should be composed of a strongly bonded
light element or elements arranged in a sim-
ple lattice with low anharmonicity. These
guidelines were established with approximate
models but captured the essential need for
high-phonon group velocity and low-phonon
scattering rates.
Since Slack’s work, the k of diamond

(~2000 W m−1 K−1 with natural carbon iso-
topes at RT) (6, 7) has not been surpassed
among bulkmaterials. High thermal conducti-
vities of up to 490Wm−1 K−1 and 768Wm−1 K−1

were reported for BP and cBN (8–12), respec-
tively, benefiting fromprogress in crystal growth
and thermal characterization techniques. Un-
like cBN and BP, boron arsenide (BAs) has the
much heavier arsenic element and was origi-
nally estimated to have a room-temperature
k (kRT) of 200Wm−1K−1 (4). In 2013, Lindsay,
Broido, and Reinecke (13, 14) showed with
ab initio simulations that BAs should have
a kRT rivaling that of diamond because of a
dramatic reduction in the strength of the
lowest-order processes giving intrinsic ther-
mal resistance, three-phonon scattering. Sev-
eral experiments in 2018 demonstrated a kRT
of ~1200 W m−1 K−1 (11, 15, 16), making BAs
one of themost thermally conductivematerials
and consistent with modified predictions that
included four-phonon scattering (16, 17).
Apart from the unusual BAs, cBN was pre-

dicted to have a kRT exceeding 2000Wm−1 K−1

upon isotopic enrichment of the boron atoms
by using theories that ignored four-phonon

scattering (13, 18, 19). We combined experimen-
tal characterizations with ab initio simulations
that include four-phonon scattering to revisit
heat transport in cBN, using synthetic crystals
with natural (natB) and controlled abundance of
boron isotopes. We demonstrated experimen-
tally that cnatBN crystals can have a kRT over
850 W m−1 K−1 and that enriched c10B (or 11B)
N can reach over 1600Wm−1 K−1. The ultrahigh
kwemeasured was consistent with our first-
principles calculations, which showed rela-
tivelyweak effects of higher-order anharmonic
phonon-phonon interactions on k in cBN. Fur-
thermore, the ~90% enhancement of kRT
upon boron isotope enrichment qualitatively
supported prior calculations (13, 18, 19) and
represents a very large RT isotope effect. For
isotope-controlled BP and BAs, we only calcu-
lated a 31 and 12% increase in kRT, respec-
tively, which agreed with the small isotope
effect we measured. We used simulations to
discover the differences between these boron
pnictides which can only be understood by
considering the subtle interplay between the
mutual interactions involving phonons and
isotopic disorder.
We prepared four sets of cBN crystals com-

bining natural nitrogen (99.6% 14N and 0.4%
15N) with different boron isotope composi-
tions, including natB (21.7% 10B and 78.3% 11B),
enriched (99.3%) 10B, enriched (99.2%) 11B,
and a roughly equal mix of 10B and 11B (eqB,
53.1% 10B and 46.9% 11B). The cnatBN crystals
were obtained by means of a conventional
process by using commercial hexagonal boron
nitride (hBN, with natB) crystals as a starting
material (20–22). Because no boron isotope–
controlled hBN crystals were commercially
available, we grew the other cBN crystals with
a metathesis reaction of NamBH4 + NH4Cl un-
der high pressure, where mB is 10B or 11B (22).
By controlling the mixing ratio of Na10BH4

and Na11BH4, we achieved the desired boron
isotope ratios. We obtained nearly colorless
cnatBN crystals with the conventional process,
whereas the isotope-controlled cBN crystals
from the metathesis reaction generally were
a light amber color (Fig. 1A and fig. S1). We
made single-crystal x-ray diffraction (XRD)
measurements on a c10BN sample (Fig. 1B and
fig. S1) and found a cubic structure with the
F�43m space group with a refined lattice con-
stant of 3.6165 ± 0.0005 Å, which is in good
agreement with literature values (5). We ob-
served peaks corresponding to different crystal-
lographic directions, indicating the presence
of multiple crystallites (22). We measured the
isotope compositions of the cBN crystals using
time-of-flight secondary ion mass spectrome-
try (TOF-SIMS) (Fig. 1C). We also character-
ized impurities using TOF-SIMS (fig. S2) and
found that they mainly consisted of carbon
and oxygen, which is consistent with previ-
ous results (21). In addition, we used Raman
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spectroscopy to identify the isotope composi-
tions (Fig. 1D). As the average mass of boron
increases from c10BN to c11BN, the charac-
teristic Raman peaks for the optical phonons
at the Brillouin zone-center red-shift noticeably,
scaling with the square root of the reciprocal
reduced mass and in good agreement with
simulations (fig. S27 and table S1).
We subsequently selected cBN crystals with

flat facets of ~200 mm lateral dimension (Fig. 1A)
for thermal transport measurements using
the laser pump-probe techniques of time- and
frequency-domain thermoreflectance (TDTR
and FDTR, respectively) (Fig. 2, figs. S3 to S19,
and table S4) (11, 15, 16, 22). The ceqBN crystals
yielded the lowest kRT of 810 ± 90 W m−1 K−1,
with 53.1% 10B and 46.9% 11B. A higher kRT of
880 ± 90 W m−1 K−1 was found for the cnatBN
crystals, with 78.3% 11B, which was also higher
thanpreviously reportedmeasurements (Fig. 3C)
(11, 12). As we further enriched the 11B isotope
to 99.2%,we observed akRT of 1660± 170Wm−1

K−1 in the c11BN crystals. Likewise, we mea-
sured an ultrahigh kRT of 1650 ± 160Wm−1 K−1

in the c10BN crystals with 99.3% 10B, which we
confirmed using a different TDTR platform

that gave a kRT of 1600 ± 170Wm−1 K−1 (Fig. 3,
inset). We found no substantial effect from the
metal transducer layer by using both gold and
aluminum (Fig. 2C and table S4) and no de-
pendence of kRT on the pumpmodulation fre-
quency from 2 to 12 MHz (fig. S16) within the
experimental uncertainty. We also performed
FDTRmeasurements (Fig. 2B) on the same set
of samples to verify the results and obtained
kRT of 800 ± 50Wm−1 K−1, 850 ± 60Wm−1 K−1,
1620± 100Wm−1 K−1, and 1580± 100Wm−1 K−1

for ceqBN, cnatBN, c11BN, and c10BN, respectively.
We quantify the isotope effect as P = (kenr /

knat − 1) × 100%, where kenr and knat denote
the k of enriched and natural isotope abun-
dances, respectively. We observed an unusually
high (P ≈ 90%) isotope effect on heat transport
in cBN at RT, which is qualitatively consistent
with the modeling result of Morelli et al. (18)
and a first-principles prediction that included
three-phonon and phonon-isotope scattering
but ignored four-phonon scattering (13, 19). In
comparison, previous experimental efforts only
reported a small to moderate isotope effect on
othermaterials. For example, the effect was P ≈
10% for Si (23), 20% for Ge (24), 5% for GaAs

(25), 15% for GaN (26), and 50% for diamond
(27). Isotope effects of 43 and 58% were mea-
sured for hBN (28) and graphene (29), respec-
tively. However, first principles calculations for
hBN (28) and graphene (30, 31) found much
smaller isotope effects of only ~15%. Further-
more, the smaller theory values for graphene
werewithin the range of the large error bars in
experiment (29).
To understand the high thermal conductivity

and large isotope effect we observed in cBN, we
used the unified ab initio theory we developed
for phonon-mediated thermal transport in
solids (22, 32, 33). Briefly, we obtained the
required phonon properties and anharmonic
interatomic force constants within the den-
sity functional theory framework (Quantum
ESPRESSO) and acquired the thermal conduc-
tivity by solving the Peierls-Boltzmann equation
(PBE) for phonon transport, including three-
and four-phonon scattering, phonon-isotope,
and phonon-impurity scattering. Our approach
accounts for the distinction between normal
and Umklapp scattering and can accurately
predict the thermal and thermodynamic proper-
ties ofmaterials from low to high temperatures,
fromweak to strong anharmonicity, and with-
out any adjustable parameters (22, 32, 33).
We computed the thermal conductivity of

ideal cBN crystals versus the percentage of 10B
and compared themwith themeasured values
(for three c10BN, two c11BN, one cnatBN, and
two ceqBN crystals) (Fig. 3A and table S4). The
overall agreement is very good, although some
of themeasured values for the isotope-enriched
cBN samples were noticeably smaller. In order
to track down this discrepancy, we computed
the influence of carbon and oxygen substi-
tution impurities for boron or nitrogen and
found that the defect of oxygen substituting
on the boron site (OB) can substantially re-
duce thermal conductivity (22). A realistic OB

concentration around 1018 to 1020 cm−3 (21)
could potentially explain the difference be-
tween experiment and theory (Fig. 3A, gray
bars), along with the variation across multiple
samples and measurements (22). Our simula-
tions predict a high k for crystals of all boron
isotope compositions owing to the shared
high-phonon frequencies and group velocities
(figs. S22 and S23). A modestly enriched iso-
tope composition such as 98% of either 10B or
11B is sufficient for achieving a kRT greater
than 1400 W m−1 K−1 for cBN. This greatly
eases the requirement for boron isotope en-
richment, which is important for facilitating
potential applications of isotopically enriched
cBN. Unlike BAs (11, 13–16), the effect of four-
phonon scattering is weak for cBN at all boron
isotope compositions because three-phonon
scattering dominates over the entire frequency
range (Fig. 3B).
We theoretically and experimentally deter-

mined the isotope effect for kRT in BP and BAs,
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Fig. 1. Structure and composition of homegrown cBN crystals. (A) Optical image of two typical cnatBN
crystals. (B) XRD pattern from a c10BN crystal, indicating a zinc-blende structure (inset) with a lattice
constant of 3.6165 ± 0.0005 Å. Moreover, there appear to be a few crystallites within the sample. Crystals from
the same growth batch were used for thermal measurement. (C) Boron isotope concentrations measured
with TOF-SIMS. Because no large ceqBN crystal was available for an accurate TOF-SIMS measurement,
the dashed red line shows an estimation based on the characteristic Raman peaks (fig. S27 and table S1).
(D) Raman peak positions as signatures of boron isotope compositions. Representative room-temperature
spectra were normalized to the highest peak for better peak-shift visualization.
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in order to compare with cBN (22). We found
reasonable agreement within uncertainty be-
tween our measured, calculated k and refer-
ence k (Fig. 3A, bottom) (9–11, 15, 16). The k
we measured were 600 ± 90, 540 ±
50, and 490 ± 50Wm−1 K−1 for 10BP
(96% 10B), 11BP (96% 11B), and natBP
(19.9% 10B and 80.1% 11B), respec-
tively, and were 1210 ± 130, 1180 ±
130, and 1240 ± 130 Wm−1 K−1 for
10BAs (96% 10B), 11BAs (99% 11B),
and natBAs (19.9% 10B and 80.1%
11B), respectively (figs. S20 and S21).
The phonon-isotope scattering had
much smaller effects on BP and BAs
(Fig. 3A). Quantitatively, the kRT we
computed for cBN, BP, and BAs
increased by up to P = 108, 31, and
12%, respectively, as the boron iso-
topes became 100% purified. Such
dramatic variation in the isotope
effect on these boron pnictides seems
puzzling because boron dictates
the isotope disorder in all of them,
whereas the pnictogens either have
a negligible isotopic impurity (N)
or are isotopically pure (P and As).
A key difference, however, lies in
the pnictogen-to-boron mass ratios,
which vary from ~1.3 for cBN, to 2.8
for BP, and 6.8 for BAs.
The strong inverse correlation be-

tween the isotope effect on k and the
atomic mass ratio is driven largely
by the decreasing phonon-isotope
scattering rates going from cBN to
BP and BAs (Fig. 3B). In all three
compounds, heat is carried mainly
by acoustic phonons. The large rel-
ative mass difference between 10B
and 11B contributes to considerable
mass fluctuations in cnatBN, natBP,
and natBAs (22). With increasing
pnictogen-to-boronmass ratio, the
vibration amplitudes of the isotopi-
callymixed B atoms decrease sharp-
ly for acoustic phonons throughout
the Brillouin zone (fig. S25). In BP
and BAs, the heavier pnictogens dic-
tate the acoustic phonons, whereas
the mass fluctuation on the B sites
becomes increasingly invisible, lead-
ing to weak phonon-isotope scatter-
ing (Fig. 3B). In cBN, the small mass
difference between B and N results
in large displacements on the B sites
for acoustic phonons, which substan-
tially increases the phonon-isotope
scattering strength, leading to shorter
phonon lifetimes and lower thermal
conductivity (Fig. 3B and figs. S25
and S26). The small isotope effect
for BAs results not only from the
weak phonon-isotope scattering but

also from a competition with four-phonon
scattering (Fig. 3B). With only three-phonon
scattering, a 40% isotope enhancement of k
was calculated for BAs (13), in contrastwith the

much smaller P of 12% upon including four-
phonon scattering.
We studied the temperature dependence

of the thermal conductivity of cBN from 250
to 500 K, which is important for
high-power electronics. The ther-
mal conductivities wemeasured de-
creasedwith increasing temperature
(Fig. 3C) and agreed well with our
ab initio calculations for the mea-
sured boron isotope compositions,
except for a small deviation around
250 K. The thermal conductivities
of isotope-enriched cBN lie between
those of BAs and diamond, with a
rate of decrease smaller than that of
BAs but similar to that of diamond.
The more rapid decrease of k in BAs
reflects the important role played by
four-phonon scattering. In fact, the k
of cnatBN can exceed that of natBAs at
elevated temperatures (Fig. 3C and
fig. S26), in contrast to previous cal-
culations that did not include four-
phonon scattering and found the
opposite behavior (13).
We computed the k accumula-

tion with phonon mean free path
(MFP) (34) for cBN at 100, 300, and
500 K (Fig. 3D). Above RT, k sat-
urates beyond a phonon MFP of
~4 mm.However, at 100K,more than
35% (cnatBN) and up to 52% (c10BN)
of the thermal conductivity is con-
tributed by phonons with a MFP
longer than 100 mm. Considering the
small size of our isotope-engineered
samples (~100 to 200 mm) (Fig. 2B
and fig. S1) and the potential exis-
tence ofmultiple crystallites therein
(Fig. 1B and fig. S1),we estimated that
phonon-boundary scattering could
happen at a length scale of 10 mm
and therefore substantially limit ther-
mal transport at low temperatures.
This may explain the discrepancy
between the experiment and cal-
culation at 250 K (Fig. 3C and fig.
S28), especially for c10BN and c11BN,
in which long-MFP phonons have
a larger relative contribution to k
and therefore experience a stronger
size effect.
Cubic-BN has high hardness and

chemical resistance and is impor-
tant for machining under condi-
tions in which diamond tools may
fail (20, 21). Cubic-BN also has a
very wide bandgap (6.2 eV), which
makes it particularly attractive for
ultraviolet optoelectronics (35, 36).
We demonstrated a high thermal
conductivity of over 1600Wm−1 K−1

in isotopically enriched cBN crystals.
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Fig. 2. Heat transport measurement with TDTR and FDTR. (A) TDTR and
(B) FDTR phase signals measured at RT at the Massachusetts Institute of
Technology (MIT) from the same set of cBN crystals together with the fitted
curves. (Inset) The flat and clean surface of a c10BN crystal imaged with
laser confocal scanning microscopy (LCSM). (C) TDTR signals measured at
MIT on two c10BN crystals and with different metal coatings. (Inset) Results
for a third c10BN crystal measured at the University of Illinois at Urbana-
Champaign (UIUC) on a second TDTR platform with different settings (22).
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This ultrahigh thermal conductivity was
achieved by removing the strong phonon-
isotope scattering that occurs in natural cBN.
Ab initio calculations reveal that the strong
isotope effect we observed was due to the
large relative mass difference in boron iso-
topes combined with weak three- and four-
phonon scattering processes. Ourmeasurements
and calculations show that the isotope effect
found in cBN was sharply reduced in BP and
BAs as the isotopic mass disorder becomes in-
creasingly invisible to the heat-carrying acoustic
phonons with increasing pnictogen mass. Our

findings demonstrate isotope engineering as
one potentially effective method for achieving
high thermal conductivity and highlights the
potential of isotopically enriched cBN in cri-
tical thermal management applications involv-
ing high power, high temperature, and high
photon energy.
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Fig. 3. Isotope effect and temperature dependence of heat transport in
cubic boron pnictides. (A) Computed thermal conductivities k of ideal (top)
cBN and (bottom) BAs and BP crystals, compared with measured values (table
S4) as a function of isotope composition for three c10BN, two c11BN, one cnatBN,
and two ceqBN crystals. For cBN, the effect of oxygen impurities is indicated with
the gray bars. (B) Comparison of various phonon scattering rates in cBN, BP, and
BAs with natural B at 300 K obtained from ab initio simulations. Phonon-isotope
scattering rates are inversely correlated with the pnictogen-to-boron mass ratio.

Four-phonon scattering is weaker than both three-phonon and phonon-isotope
scattering in cBN but exceeds phonon-isotope scattering at all frequencies of
interest in BAs. (C) Measured and calculated k of cBN crystals versus
temperature. The solid lines are calculations for the measured B isotope
compositions shown in Fig. 1C, and the dashed lines are for 100% 10B or 11B.
Literature data for cBN, BP, BAs, and diamond with natural isotopes are also
plotted. (D) Calculated k accumulation with phonon MFP for cBN at 100, 300,
and 500 K.
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ORGANIC CHEMISTRY

Catalyst-controlled doubly enantioconvergent
coupling of racemic alkyl nucleophiles
and electrophiles
Haohua Huo, Bradley J. Gorsline, Gregory C. Fu*

Stereochemical control in the construction of carbon-carbon bonds between an alkyl electrophile and an
alkyl nucleophile is a persistent challenge in organic synthesis. Classical substitution reactions via
SN1 and SN2 pathways are limited in their ability to generate carbon-carbon bonds (inadequate scope,
due to side reactions such as rearrangements and eliminations) and to control stereochemistry when
beginning with readily available racemic starting materials (racemic products). Here, we report a chiral
nickel catalyst that couples racemic electrophiles (propargylic halides) with racemic nucleophiles
(b-zincated amides) to form carbon-carbon bonds in doubly stereoconvergent processes, affording a
single stereoisomer of the product from two stereochemical mixtures of reactants.

T
ransitionmetal catalysts for the construc-
tion of aryl-aryl bonds have revolution-
ized organic synthesis (1, 2), particularly
in the pharmaceutical industry, where
these reactions have enabled the straight-

forward diversification of lead structures and
thereby greatly facilitated drug development.
Nevertheless, there is growing recognition in
medicinal chemistry that, to improve the pros-
pect for clinical success, itmay be advantageous
to incorporate more sp3-hybridized carbons
andmore stereocenters into drug candidates
(3, 4). Furthermore, from a broader perspec-
tive, alkyl-alkyl bonds are even more perva-
sive in organic molecules than are aryl-aryl
bonds.
A particularly straightforward strategy for

the construction of alkyl-alkyl bonds is the
nucleophilic substitution reaction of an alkyl
electrophile with an alkyl nucleophile. Un-
fortunately, classical pathways for nucleophilic
substitution (SN1 and SN2 reactions) are ef-
fective for only a very small subset of the
possible electrophiles and nucleophiles, with
side reactions such as elimination (loss of H–X;
X, leaving group) or rearrangement often inter-
vening instead (5). Furthermore, products of
alkyl-alkyl coupling often bear a stereocenter
at one or both carbons of the new bond, where-
as uncatalyzed SN1 and SN2 reactions typi-
cally produce racemic products from racemic
reactants.
Recently, we and others have demonstrated

that transition metals, in particular earth-
abundant nickel, can catalyze nucleophilic
substitution reactions of alkyl electrophiles
and address key shortcomings (reactivity and
stereoselectivity) of classical SN1 and SN2 path-
ways for the construction of alkyl-alkyl bonds
(6–12). Because the simultaneous control of
two stereocenters in reactions between two

racemic partners is an especially challenging
goal (Fig. 1A, iii), efforts have until now fo-
cused on the two individual components of
this ultimate objective, specifically, enantio-
convergent substitution reactions of either
racemic electrophiles or racemic nucleophiles,
each with achiral reaction partners (Fig. 1A,
i and ii, respectively). To date, a range of ex-
amples of enantioconvergent substitutions of
racemic electrophiles have been described
(Fig. 1A, i) (6, 7), whereas in the case of alkyl-
alkyl couplings of racemic nucleophiles (Fig.
1A, ii), success has been restricted to a single
nucleophile, 2-zincated-N-Boc-pyrrolidine
(13–15).
Here, we describe progress in addressing

the two key stereochemical challenges re-
maining in such alkyl-alkyl bond formations
(Fig. 1A, ii and iii). First, we develop a catalyst
that effects enantioconvergent substitutions of
achiral alkyl electrophiles by a family of racemic
nucleophiles (Fig. 1B, i). Then, building on this
foundation, we establish that doubly enantio-
convergent substitution reactions of racemic
electrophiles by racemic nucleophiles can be
accomplished, whereby the chiral catalyst
achieves alkyl-alkyl bond formation while
simultaneously controlling the stereochemistry
at both termini of the newly formed bond
(Fig. 1B, ii).
The catalytic enantioselective synthesis of

carbonyl compounds that bear a b,b-dialkyl
stereocenter is a topic of substantial interest,
owing to the presence of such subunits in a
variety of bioactive molecules (e.g., valnocta-
mide) (16, 17). Unfortunately, one particularly
powerful strategy for the generation of such
targets, the conjugate addition of carbon
nucleophiles to a,b-unsaturated carbonyl
compounds, requires comparatively reactive
nucleophiles (Grignard reagents) in the case of
a,b-unsaturated amides, because of their rela-
tively low electrophilicity (18). Because Grignard
reagents have somewhat poor functional-group

compatibility, the development of complemen-
tary approaches to the direct catalytic asym-
metric synthesis of amides that bear such b
stereocenters is a worthwhile objective.
In the initial phase of this program, we de-

termined that a chiral nickel/(pyridine-oxazoline)
catalyst can achieve enantioconvergent sub-
stitution reactions of achiral alkyl iodides by
racemic b-zincated amides with good enan-
tioselectivity and yield (Fig. 2). Thus, under
our optimized conditions, a b-zincated penta-
namide coupled with n-hexyl iodide in 90%
enantiomeric excess (ee) and95%yield (entry 1).
The ee and yield values together establish that
the catalyst is providing enantioselectivity not
via a simple kinetic resolution of the racemic
nucleophile but instead by selective conversion
of both enantiomers of the nucleophile into a
single enantiomer of the product.
A wide array of primary alkyl iodides served

as suitable electrophiles in this nickel-catalyzed
enantioconvergent substitution reaction by a
racemic nucleophile (Fig. 2, entries 1 to 17). Sub-
stitution proceededwith good ee and yieldwith
electrophiles that varied in steric demand (en-
tries 1 to 4) and bore a broad range of functional
groups (entries 5 to 17: an olefin, a silyl ether, a
trifluoromethyl group, an acetal, an ester, a ke-
tone, a nitrile, an alkyl chloride, analkyl bromide,
an imide, an amide, and a thiophene). Further-
more, through additive studies (see table S3),
we determined that groups such as an aldehyde,
an aryl bromide, an aryl chloride, a benzo-
furan, an epoxide, an indole, and a tertiary
amine are compatible with the method.
To achieve the challenging goal of catalyst-

controlled doubly enantioconvergent couplings
of racemic electrophiles with racemic nucleo-
philes (Fig. 1A, iii), it is necessary for secondary
electrophiles to undergo substitution by second-
ary nucleophiles; to date, examples of metal-
catalyzed secondary-secondary couplings are
still scarce (13, 14, 19–22), with the exception
of allylation reactions (23). When the condi-
tions developed for nickel-catalyzed enantio-
convergent substitution reactions of primary
alkyl iodides (conditions 1 in Fig. 2) were ap-
plied to cyclohexyl iodide, good enantioselec-
tivity butmoderate yieldwere observed (93% ee,
49% yield at 52% conversion). Small modifi-
cations of the reaction conditions (conditions
2 in Fig. 2) led to improved yield with essen-
tially identical enantioselectivity (entry 18: 87%
yield,92%ee).With thismethod, thechiralnickel/
(pyridine-oxazoline) catalyst achieved the enan-
tioconvergent substitution of a range of second-
ary alkyl iodides, including saturated oxygen
and nitrogen heterocycles, by the racemic
nucleophile with good ee and yield (entries
18 to 23).
As described above, a single racemic alkyl

nucleophile (2-zincated N-Boc-pyrrolidine)
has previously been shown to engage in enan-
tioconvergent substitution reactions with alkyl
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electrophiles (Fig. 1A, ii) (13, 14). In contrast, the
present method is effective for nucleophilic
substitutions by a family of racemic nucleo-
philes, with both primary and secondary alkyl
iodides as electrophiles (Fig. 2, entries 24 to
38). For example, the R3 substituent of the
nucleophile can vary in size or bear a func-
tional group, and good enantioselectivities
were consistently observed (entries 24 to 33).
Furthermore, the standard conditions can
be applied to a variety of amides, including
Weinreb amides (24) (entries 34 to 38).
Turning next to doubly enantioconvergent

alkyl-alkyl bond formation (Fig. 1A, iii), we
hypothesized that wemight enhance the like-
lihood for success if we focused our efforts on
the use of electrophiles and nucleophiles that
have successfully participated in the indi-
vidual dimensions of this challenge (Fig. 1A,
i and ii). We therefore examined the cou-
pling of a racemic propargylic electrophile (25)
with a racemic b-zincated amide. Although
the nickel/(pyridine-oxazoline)–based condi-
tions that we developed to control one ste-
reocenter with a racemic b-zincated amide
(Fig. 2) could not be applied directly to the
doubly enantioconvergent substitution reac-
tion, we were able to achieve our goal with a
related nickel/(pyridine-oxazoline)–based
method (Fig. 3).
Under these conditions, the chiral nickel

catalyst coupled a 1.0:1.0 mixture of a racemic
electrophile and a racemic nucleophile to pro-
vide the substitution product with good enan-
tioselectivity, diastereoselectivity, and yield

[Fig. 3, entry 1: 92% ee, 98:2 diastereomeric
ratio (dr), 74% yield]. Together, the values
for stereoselectivity and yield establish that
this substitution reaction is indeed a doubly
enantioconvergent process, whereby the cat-
alyst is transforming both enantiomers of the
two racemic starting materials into a partic-
ular stereoisomer of the desired product with
good stereoselectivity.
On a gram scale, the doubly enantioconver-

gent substitution reaction illustrated in entry
1 of Fig. 3 proceeded with essentially identical
stereoselectivity and yield as for a reaction con-
ducted on a 0.5-mmol scale. A higher turnover
number but a lower yield were observed when
half of the standard loading of the nickel cat-
alyst was used. The method was not highly
sensitive to traces of moisture or air—the ad-
dition of 0.1 equivalent of water or 0.5 ml of
air led to similar stereoselectivity and only a
modest drop in yield.
The scope of themethod proved fairly broad

with respect to both the propargylic halide
and the b-zincated amide. In the case of the
propargylic halide, the R2 substituent could
vary in steric demand (Fig. 3, entries 1 to 4) and
bear functional groups such as an ether, an
acetal, an alkyne, an alkene, an ester, an alkyl
chloride, and a furan (entries 5 to 15). Further-
more, a variety of silicon substituents on the
alkyne were tolerated (entries 16 to 18).
Similarly, good stereoselectivity and yield

were observed with a variety of b-zincated
amides. For example, the b substituent (R3)
could range in size and include a variety of

functional groups (Fig. 3, entries 21 to 30).
Furthermore, different substituents on the
nitrogen of the amide [including a Weinreb
amide (24)] were tolerated (entries 19 and 20).
Although we have not yet carried out in-

depth mechanistic studies of this process, we
have determined that no EPR-active species
were observed during a reaction in progress,
which is consistent with our previous mech-
anistic investigations of nickel-catalyzed enan-
tioconvergent coupling reactions of racemic
electrophiles, wherein a diamagnetic organo-
nickel(II) complex was suggested to be the pri-
mary resting state of nickel during catalysis
(26, 27). Furthermore, when a coupling was
conducted in the presence of TEMPO (2,2,6,6-
tetramethyl-1-piperidinyloxy), adducts derived
from both the electrophile and the nucleophile
were observed, consistent with the generation
of organic radicals from each reaction partner
(Fig. 3, mechanistic data); the intermediacy
of organic radicals provides a pathway for
enantioconvergence of the two racemic reac-
tants. In order for the chiral nickel catalyst to
achieve good stereoselectivity in the case of
the nucleophile, it must distinguish between
two alkyl substituents (R3 and CH2CONR2 in
Fig. 3), which can be challenging in asymmetric
synthesis. We hypothesize that bidentate L2,
rather than a tridentate ligand [e.g., a pybox
(7)], is effective, because the lower coordina-
tion number of the ligand facilitates complex-
ation of the oxygen of the amide to nickel in the
stereochemistry-determining step, thereby en-
abling differentiation of the alkyl groups.
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Fig. 1. Alkyl-alkyl bond formation. (A) Catalyst-controlled stereoselectivity—previous work. (B) Catalyst-controlled stereoselectivity—this study. ee, enantiomeric
excess; M, metal; R, substituent; X, leaving group.
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Fig. 2. Enantioconvergent substitution reactions of racemic nucleophiles. Couplings were generally conducted using 0.6 mmol of the electrophile. All data
represent the average of two experiments. The percent yield represents purified product. Bn, benzyl; Boc, tert-butoxycarbonyl; i-Bu, isobutyl; t-Bu, tert-butyl; Cy,
cyclohexyl; Et, ethyl; n-Hex, n-hexyl; Me, methyl; Ph, phenyl; i-Pr, isopropyl; n-Pr, n-propyl; TBS, tert-butyldimethylsilyl.
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Fig. 3. Doubly enantioconvergent substitution reactions of racemic electrophiles by racemic nucleophiles. Couplings were generally conducted using
0.5 mmol of the electrophile. All data represent the average of two experiments. The percent yield represents purified product. dr, diastereomeric ratio; Ac, acetyl;
TIPS, triisopropylsilyl.
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The products of these enantioconvergent
couplings were readily converted into other
useful families of enantioenriched compounds
(Fig. 4). For example, N-aryl–N-alkylamides
could be directly transformed in good yield
without racemization into tertiary amines,
primary alcohols, and dialkylketones (28).
Furthermore, alkynes are highly versatile syn-
thetic handles that are suitable for elaboration
into a wide variety of useful functional groups
(29). Thus, the terminal alkyne (removal of
the silicon protecting group: tetra-n-buty-
lammonium fluoride, tetrahydrofuran, room
temperature; 91% yield) could be reduced to an
alkene or an alkane (Fig. 4, reactions a and b,
respectively); engaged in an azide cycload-
dition (reaction c) (30, 31) or a Sonogashira
reaction (reactiond); or converted into anamide
(reaction e) (32), an indole, or a benzofuran
(reaction f) (33).

Future studies will focus on expanding the
scope of these doubly enantioconvergent alkyl-
alkyl couplings to include a wide range of ac-
tivated and unactivated electrophiles, aswell as
a broad array of conjugated andnonconjugated
nucleophiles. Success in these endeavors could
transform the enantioselective synthesis of or-
ganic compounds.
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Fig. 4. Transformations into other useful families of enantioenriched compounds. The percent yield
represents purified product (average of two experiments). Tf, triflate; DTBMP, 2,6-di-t-butyl-4-methylpyridine;
AZT, azidothymidine; TC, thiophene-2-carboxylate; TMG, 1,1,3,3-tetramethylguanidine.
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Crystal symmetry determination in electron
diffraction using machine learning
Kevin Kaufmann1, Chaoyi Zhu2*, Alexander S. Rosengarten1*, Daniel Maryanovsky3,
Tyler J. Harrington2, Eduardo Marin1, Kenneth S. Vecchio1,2†

Electron backscatter diffraction (EBSD) is one of the primary tools for crystal structure determination.
However, this method requires human input to select potential phases for Hough-based or dictionary
pattern matching and is not well suited for phase identification. Automated phase identification is the
first step in making EBSD into a high-throughput technique. We used a machine learning–based
approach and developed a general methodology for rapid and autonomous identification of the crystal
symmetry from EBSD patterns. We evaluated our algorithm with diffraction patterns from materials
outside the training set. The neural network assigned importance to the same symmetry features that a
crystallographer would use for structure identification.

I
dentifying structure is a crucial step for
the analysis of proteins (1–3), micro- (4, 5)
andmacromolecules (6), pharmaceuticals
(7), geological specimens (8), synthetic
materials (9–11), and many other types of

materials. Crystal structure plays an impor-
tant role in the material properties exhibited
(12, 13). Determining the crystal symmetry,
lattice parameters, and atom positions of the
crystal phases is a challenging task, especially
for low-symmetry phases andmultiphasema-
terials. The most common techniques involve
either x-ray diffraction (XRD) or transmission
electron microscopy (TEM)–based convergent
beam electron diffraction (CBED) (14–16). XRD
requires only a sample powder or a polished
bulk sample and inmost cases only a fewhours
to collect diffraction intensities over a range
of angles. Researchers must refine diffraction
patterns tomatch the experimentally collected
pattern to one in a database or from a the-
oretical model. This process has drawbacks
because structuralmisclassification can occur
as a result of lattice parameter shifts, over-
lapping XRD peaks in multiphase samples,
texture effects, and the matching thresholds
set by researchers. TEM studies that use CBED
are more precise than XRD in their ability to
pinpoint the location of individual crystals,
produce singular diffraction patterns for a
given phase, and capture subtle symmetry
information.However, sample preparation, data
collection rates, data analysis rates, and the
requirement of substantial operator experi-
ence limit the throughput for CBED-based
studies (17–19).
A scanning electron microscope (SEM)

equipped with an electron backscatter diffrac-

tion (EBSD) system has become important for
the characterization of crystalline materials
and geological samples (8). Nishikawa and
Kikuchi discovered EBSD patterns in 1928 (20).
Early research byAlam et al. (21), Venables et al.
(22), and Dingley (23) led to the emergence of
commercial EBSD systems. The development
of fully automated image analysis methods
occurred in the early 1990s (24, 25). After the
introduction of automated EBSD, commercial
software and hardware have evolved to cap-
ture more than 3000patterns per second,which
expands the applicability of the technique to
assist researchers with more complex prob-
lems (26). For example, the high-throughput
capability of a modern EBSD system enables
determination of fine-scale grain structures,
sample texture, point-to-point crystal orien-
tation, residual stress or strain, geometrically
necessary dislocation densities, and other in-
formation (27–31). The relative ease of sam-
ple preparation compared with TEM samples
and the larger sample area analysis in less time
makes SEM-EBSD an attractive technique for
studies of location-specific orientation with
high precision (~2°), high misorientation reso-
lution (0.2°), and high spatial resolution (~40 nm)
(32). One of themost common applications of
EBSD in multiphase samples is phase differ-
entiation along with orientation determina-
tion. A user selects the phases presumed to be
in the sample, and a program finds the best-fit
phase and orientation to the diffraction pat-
tern (33). Selected libraries of simulated dif-
fraction patterns of phases can be used in a
dictionary indexing approach to assist with
phase differentiation, includingwhenworking
with deformed or fine-grained materials (34).
Phase identification is possible when com-
bined with other analytical techniques such
as energy-dispersive x-ray spectroscopy (EDS)
or wavelength-dispersive x-ray spectroscopy
(WDS) (33, 35, 36). This requires that the
chemical and structural information of the
phase exists in a theoretical model or crystal

database, such as the Inorganic Crystal Struc-
ture Database. A method was developed to
determine the crystal structure using EBSD
without EDS data, but this requires hand-
drawn lines to be overlaidwith a high degree of
accuracy on individual Kikuchi bands (35, 37).
This method is slow and tedious, as it requires
manual annotation of each individual pattern.
In general, EBSD has been limited to eluci-
dating the orientation of user-defined crystal
structures.
Recently, the materials science field has

begun to embrace the big data revolution
(38). Researchers have shown the ability to
predict new compositions for bulk metallic
glasses (39), shape-memory alloys (40), Heusler
compounds (41, 42), and ultra-incompressible
superhard materials (43). Other groups are
developing machine-learning methods to es-
tablish structure-property linkages (44–46)
or to predict the crystal stability of new ma-
terials (47). Holm and colleagues (48, 49)
have demonstrated the classification of op-
tical microscopy images into one of seven
groups with greater than 80% accuracy (48),
as well as microconstituent segmentation
using the PixelNet convolutional neural net-
work (CNN) architecture trained on manually
annotated micrographs of ultrahigh-carbon
steel (49). These machine learning–driven
analysis techniques represent important de-
velopments in the materials science toolbox.
Previous studies have attempted crystal sym-
metry identification using deep neural net-
works and TEM diffraction; however, the
developed model’s practical use is hindered
by the choice to use images simulated inRGB
color, whereas real TEM diffraction patterns
are captured in grayscale (50). Another study
used full XRDpattern images for single-phase
materials (51). These techniques only pro-
vide point (TEM) or global (XRD) informa-
tion about the sample; by contrast, EBSD’s
mapping capabilities can provide spatially
relevant crystallographic information across
many length scales. Here, we demonstrate a
hybrid methodology, EBSD coupled with a
machine-learning algorithm, to identify the
Bravais lattice or space group of a bulk sam-
ple from diffraction patterns. The trained
machine-learning model is subsequently ap-
plied to a distinct set of materials it was not
trained on, but which contain the same crys-
tal symmetry, and it identifies the correct
Bravais lattice or space group with a high
degree of accuracy.
We used two CNNs in this work. The two

image classification model architectures are
ResNet50 (52) and Xception (53) (Fig. 1). We
started by constructing a convolution layer,
where a learnable filter is convolved across
the image. We computed the scalar product
between the filter and the input at every po-
sition, or “patch,” to form a feature map. Next,
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we sequentially stacked a series of alternating
convolutional and pooling layers.We organized
the feature maps with the units in a convolu-
tional layer and connected each feature map to
local patches in the previous layer through a set
of weights called a filter bank. All units in a
feature map shared the same filter banks (also
called kernels), whereas different feature maps
in a convolutional layer used different filter
banks. We placed pooling layers after convolu-
tional layers to downsample the feature maps.
This produced coarse-grained representations
and spatial information about the features in
the data. The trained layers of feature detection
nodes are “learned” from the data as the al-
gorithm finds motifs encoding the underlying
crystallographic symmetry present in the dif-
fraction patterns.
We found that both ResNet50 and Xception

(53) CNNs performed similarly well at classify-
ing EBSD patterns. We applied the trained

model to diffraction patterns that were “new”
to the algorithm. This means that the patterns
were not part of the training set but rather a
random mix of orientations that may or may
not be similar to the training patterns. Both the
ResNet50 (Fig. 2) and Xception (fig. S1) archi-
tectures correctly classified nearly 300,000 dif-
fraction patterns with >90% overall accuracy
for each architecture. Specifically, this means
that no user input was required for the algo-
rithm to identify which of the 14 Bravais lat-
tices each individual EBSP belonged to. The
main crystal structure misclassification was
jadeite, a monoclinic mineral often assigned
to structures containing the same symmetry
elements (fig. S1, A and C). This specific mis-
classification resulted in an overall decrease
of the algorithm’s performance. An in-depth
analysis of this misclassification type was per-
formed to understand the cause. The model
displayed much higher accuracy on all other

materials, typically greater than 95% for in-
dividual materials.
We collected 50,000 EBSD patterns from

nine completely different materials for blind
testing of our algorithms’ crystal symmetry
identification. Each architecture correctly
classified the Bravais lattice of the unknown
materialwith 93.5% (Fig. 2B) and91.2% (fig. S2)
overall accuracy for ResNet50 and Xception,
respectively. The base-centered monoclinic
crystal structure has a propensity to be in-
correctly classified as primitive orthorhombic
or rhombohedral. The base-centeredmonoclinic,
primitive orthorhombic, and rhombohedral
Bravais lattices used in training belong to the
2/m,mmm, and �3m point groups, respectively.
The 2/m and mmm point groups each only
have two-fold axis symmetry, mirror plane
symmetry, and inversion center symmetry in
different multiplicity (table S1). The rhombo-
hedral �3m point group shares these same
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Fig. 1. Illustration of the inner workings of a convolutional neural
network. Convolutional neural networks (CNNs) are composed of a
series of alternating convolutional and pooling layers. Each convolutional
layer extracts features from its preceding layer, using filters (or kernels)
learned from training the model, to form feature maps. These feature

maps are then downsampled by a pooling layer to exploit data locality.
A traditional dense neural network, a simple type of classification network,
is placed as the last layer of the CNN, where the probability that the input
diffraction pattern belongs to a given class (e.g., Bravais lattice or space
group) is computed.
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symmetry elements, with the addition of one
three-fold axis symmetry. Of the misclassifi-
cation to these two point groups, the model
displays a lesser degree of misclassification
to the �3m point group containing the extra
symmetry element, as expected for a well-fit
model. This sort of misclassification event
presents itself as a potential source of error,
especially in a low-symmetry phase, where
one pattern from the Kikuchi sphere may
not contain enough symmetry elements for
the best possible classification.
We also used our method to classify the

small changes in atomic arrangement that
distinguish space groups within the 4/m, �3,

2/m (cubic) point group (fig. S3) at a rate
of 1 pattern per second. We found that the
ResNet50 and Xception algorithms only mis-
classified a small portion of our as-collected
dataset between the selected cubic space
groups.
Walking through a specific example of fea-

ture identification by the algorithmhelps us to
understand how it arrives at a correct classi-
fication. We start with diffraction patterns of
nickel and aluminum with similar crystallo-
graphic orientation (Fig. 3). The importance of
features in each image is determined by the
learned filter banks in the algorithm. The
importance of local regions in the image is

elucidated using the trained neural network
architecture and a set of tools called Grad-CAM
(54). After the algorithm computes the “impor-
tance” of these local regions, Grad-CAM maps
the normalized weights from 0 (dark blue) to
1 (dark red). These heat maps are similar for
nickel and aluminum and show an intense in-
terest of the network in symmetry located
at the zone axes. The regions of greatest in-
terest are the ½1�12� and [112] zone axes (two-fold
symmetry). The machine-learning algorithm
couples this information with the presence of
the [001] (four-fold symmetry) and ½0�13� (two-
fold symmetry) zone axes and their spatial re-
lationship, owing to pooling layers, to correctly
identify the Bravais lattice as face-centered
cubic. We observed a similar interest in infor-
mation nearest the zone axes for the other
materials.
We determined heat maps for the 28 mate-

rials we used in the training set (fig. S4). This
allowed us to investigate where the algorithm
has difficulty with identifications. We used
Grad-CAM to investigate the misidentifica-
tion of diopside (fig. S5). The base-centered
monoclinic and primitive orthorhombic class
both result in similar activations, with inter-
est centered around the only “x-fold” symmetry
present in diopside, the two-fold symmetry ½11�2�
zone axis. Because the base-centeredmonoclinic
and primitive orthorhombic structures differ
only on the number of two-fold axes and do
not possess higher-symmetry elements, the
algorithm has difficulty distinguishing be-
tween the structures. We observed that the
area of greatest interest is not always cen-
tered around the bright spot of a zone axis, as
for Cr3Si or Sn, and instead favors the side
with other zone axes nearby in the diffraction
pattern.
Our algorithm reduced the amount of prior

sample knowledge required for crystal struc-
ture identification. A common approach for
crystal identification is to run the diffraction
images through a Hough transform, which
helps to extract diffraction maxima at Kikuchi
band intersections. This method can lead to
misclassification of similar crystal structures
that have similar diffraction maxima (55–57).
In contrast, our algorithm autonomously uses
all the information in each diffraction pat-
tern. To demonstrate how this helps with a
multiphase sample, we used rutilated quartz
(Fig. 4), which contains a phase that was not
in our training set. Our machine learning–
generated phase map is nearly identical to
the one generated by the Hough-transform
method. Of the seven errors, five are located
where the traditional method could not in-
dex the structure.
Our methodology enables high-throughput

and autonomous determination of crystal
symmetry in electron backscatter diffraction.
We found that the CNN identifies specific
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Fig. 2. Confusion matrix displaying the ResNet50 algorithm’s classification results. (A) The trained
algorithm classifies a second set of diffraction patterns from 14 of the materials. The diagonal (blue
shaded boxes) represents the successful matching of the CNN predictions to the true Bravais lattices
of the sample. (B) The algorithm classifies electron backscatter diffraction patterns collected from materials
not used during training of the model. Correct classification is identified by the green squares instead of
along the diagonal.
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features resulting from unique crystal sym-
metry operations within the diffraction pat-
tern images. The method can potentially
be expanded to encompass a multi-tiered
model to determine the complete crystal
structure. Improvements building on our
methodology include neural network ar-
chitectures specifically designed for specific
multiphase samples or through incorporat-
ing other data (e.g., phase chemistry) into
the algorithm. We believe that a wide range
of research areas including pharmacology,
structural biology, and geology would ben-
efit by using automated algorithms that reduce
the amount of time required for structural
identification.
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Fig. 3. Visualizing the features used for classification of a diffraction
pattern as face-centered cubic (fcc). Electron backscatter diffraction
patterns from nickel (Ni) and aluminum (Al) were selected from
nearly identical orientations. In the diffraction patterns, four of the
zone axes present in each are labeled. The corresponding heat maps

display the importance of information in the image for correctly
classifying it as fcc. Note that for each of these two images, the symmetry

information near the ½1�12� zone axis produces the highest activation,
followed by the [112] zone axis and the symmetry shared by the [001] and

½0�13� zone axes.

Fig. 4. Comparison of phase-mapping techniques. (A) Phase map generated
by traditional Hough-transform EBSD, where the user had to select quartz
and rutile as the two specific phases present in the sample. Black pixels
could not be identified. (B) Electron image of the region of the sample from

which the diffraction patterns were collected. The quartz appears recessed
and rutile emerges above the surface. (C) Phase map generated via
machine-learning determination of the Bravais lattice for each diffraction
pattern. Scale bar in (A), 100 mm.
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HUMAN GENETICS

Genetics of schizophrenia in the South African Xhosa
S. Gulsuner1, D. J. Stein2, E. S. Susser3,4, G. Sibeko2, A. Pretorius2, T. Walsh1, L. Majara5,
M. M. Mndini2, S. G. Mqulwana2, O. A. Ntola2, S. Casadei1, L. L. Ngqengelele2, V. Korchina6,
C. van der Merwe5, M. Malan2, K. M. Fader3, M. Feng3,4, E. Willoughby7, D. Muzny6, A. Baldinger2,
H. F. Andrews3,4, R. C. Gur8, R. A. Gibbs6, Z. Zingela9,10, M. Nagdee9,10, R. S. Ramesar5,
M.-C. King1*, J. M. McClellan1

Africa, the ancestral home of all modern humans, is the most informative continent for understanding
the human genome and its contribution to complex disease. To better understand the genetics of
schizophrenia, we studied the illness in the Xhosa population of South Africa, recruiting 909 cases and
917 age-, gender-, and residence-matched controls. Individuals with schizophrenia were significantly
more likely than controls to harbor private, severely damaging mutations in genes that are critical
to synaptic function, including neural circuitry mediated by the neurotransmitters glutamine,
g-aminobutyric acid, and dopamine. Schizophrenia is genetically highly heterogeneous, involving severe
ultrarare mutations in genes that are critical to synaptic plasticity. The depth of genetic variation in
Africa revealed this relationship with a moderate sample size and informed our understanding of the
genetics of schizophrenia worldwide.

S
chizophrenia is a disabling neurodeve-
lopmental disorder characterized by aber-
rant perceptions, thought, and social
connectivity. An evolutionary perspective
is particularly valuable for understanding

the genetic origins of the disorder (1). Because
fewer children are born to persons with schizo-
phrenia, mutations underlying the illness are
under negative selection. Therefore, the genetic
architecture of schizophrenia is characterized

by damagingmutations that are very recent or
de novo and thus individually extremely rare
(2–5). Common variantswith individually small
effects on schizophrenia have also been re-
ported (6). Genes implicated by both common
and rare alleles operate in pathways that are
essential to brain development, including his-
tone modification, neuronal migration, tran-
scriptional regulation, immune function, and
synaptic integrity (3–6).

Until now, nearly all genetic studies of
schizophrenia have been based in populations
of European or Asian ancestries. The goal of
the present study was to identify and charac-
terize genetic influences on schizophrenia in
the Xhosa population of South Africa. The
study was undertaken not because the Xhosa
have an unusual prevalence of schizophrenia,
but because African populations harbor the
greatest wealth of human genetic diversity
(7). Nearly 99% of human evolution after the
chimpanzee-human divergence 5 to 6 million
years ago took place before humanmigrations
fromAfrica to Eurasia 50,000 to 100,000 years
ago. Because relatively small numbers of in-
dividuals migrated (8), a very large number of
alleles remained on the African continent, cre-
ating an African-specific tranche of human ge-
netic variation. Alleles of the African tranche
aremore rare than thecommonsingle-nucleotide
polymorphisms (SNPs) shared by all popula-
tions andmore common than recentmutations
that appeared subsequently in all populations.
In the absence of studies of ancestral African pop-
ulations, alleles of the African tranche aremiss-
ing from our understanding of human disease.
The Xhosa trace their history to the migra-

tion of Bantu people from the Great Lakes
region of eastern Africa to southern Africa
centuries ago. Until the arrival of these mi-
grants, southern Africa was occupied exclu-
sively by San peoples, who diverged from
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Fig. 1. The Xhosa of South Africa. (A) Sites of
the Western Cape and Eastern Cape provinces of
South Africa, where cases and controls were
recruited. (B) Heterozygosity at coding sequence
31.7 Mb of the human genome, calculated in 10-kb
intervals, in the Xhosa and other populations from
all continents. (C) Population structure of the
Xhosa with respect to other world populations, evaluated by using ADMIXTURE version 1.3.0 with K = 6. Genotypes from populations other than the Xhosa are from the
African Genome Variation Project and the 1000 Genomes Project. Sources and abbreviations for all populations are listed in the materials and methods.



other modern humans at least 100,000 years
ago (9). Archaeological, linguistic, and DNA
evidence indicate that the Xhosa people are
descended from the admixture of these Bantu
and San populations (10–12). The Xhosa now
live throughout SouthAfrica and are the largest
population of the Eastern Cape region.
For this project, participants with schizo-

phrenia (cases) were recruited from psychiatric
inpatient units and outpatient health clinics in
the Eastern Cape Province and Western Cape
Province (Fig. 1A). Controls were recruited from
the same locales, including patients presenting
with conditions not related to mental health.
Cases and controls were matched for age, gen-
der, education, and region of recruitment (13).
A total of 2092 individuals, all self-identifying

asXhosa, enrolled in the study. The final cohort
for genetic analysis was 1826 individuals, com-
prising 909 cases and 917 controls. More de-
tailed information regarding sampling strategy,
consent, and clinical and demographic features
of the cohort is provided in tables S1 and S2
(13). DNA from participants was evaluated by
whole-exome sequencing, with quality control
and variant interpretation being based on es-
tablished experimental and bioinformaticsmeth-
ods (figs. S1 to S5) (13).
As expected, genetic variation among the

Xhosa (regardless of case-control status) was
far greater than among non-Africans (Fig. 1B).
Analysis of the Xhosa vis-a-vis other African
populations suggested the closest genetic re-
lationship to the Zulu and Sotho populations,
their geographic neighbors (Fig. 1C and figs. S6
to S10).
To characterize the genetic architecture of

schizophrenia in the Xhosa population, we
evaluated contributions from both rare alleles
and common alleles. We first compared the
numbers of cases versus controls carrying at
least one private damaging variant in a gene
that was intolerant to such mutations (table S3)
(13). A “private variant”was defined as a variant
that appeared in only one case or only one
control among our participants and that was
absent from other population databases (13).
“Damaging variants”were defined as nonsense
mutations, frameshift mutations, and splice-
disrupting andmissense mutations that were
predicted to be damaging bymultiple criteria (13).
Definition of private damaging variants in

mutation-intolerant genes yielded “case genes,”
which harbored such mutations only in cases,
and “control genes,” which harbored such mu-
tations only in controls. For example, CNTNAP1
was a case gene, harboring four different private
damaging variants in cases and none in con-
trols, whereas MUC5B was a control gene,
harboring seven different private damaging
variants in controls and none in cases. Analyses
were carried out for minimum thresholds of
one, two, or three different private damaging
mutations per case gene or per control gene.

Comparisons of cases and controls yielded
four significant results. First, cases were sig-
nificantly more likely than controls to harbor
private damaging mutations in case genes or
control genes that were intolerant to such
mutations (Fig. 2A). Results were similar for
thresholds of one, two, and three private dam-

aging mutations per gene and were robust to
definitions of intolerance (table S4). These
results paralleled those of our prior study of
exclusively de novo events in schizophrenia
cases and controls (4). As a control for this
approach, we compared the numbers of cases
versus controls harboring at least one private
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Fig. 2. Distributions of damaging mutations in cases and controls. Histograms indicate the proportions
of cases and controls with private damaging mutations in genes with such mutations only in cases (case
genes) or only in controls (control genes). Thresholds indicate the minimum number of private damaging
mutations that define a case gene or a control gene. (A) Proportions of cases and controls with either private
damaging or benign mutations in all case genes or control genes. O.R., odds ratio. (B) Proportions of cases
and controls with either private damaging or benign mutations in synaptic genes (15).
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benign mutation in mutation-intolerant genes
(13). There were no significant differences be-
tween cases and controls for these benign
events (Fig. 2A).
Differences in mutation distributions in

cases versus controls were consistent with an
oligogenic model; that is, the hypothesis that
the illness may be caused by one or a few
severe damaging variants. Case status was
significantly associated with more private
damaging mutations per individual [Firth
logistic regression, P = 0.0002 (13)]. The odds
ratio representing the increased risk of being
a case associated with each additional muta-
tion was 1.25 [95% confidence interval (CI),
1.11–1.41] (table S5).
Second, cases were significantly more likely

than controls to carry private damaging mu-
tations, specifically in genes that are highly
expressed in brain (14) (table S6) and in genes
that are involved in synaptic functioning (15)
(Fig. 2B). Increasingly strong effects were
found for subsets of synaptic genes harboring
two or three private damaging mutations
(Fig. 2B). Again, as a control for the approach,
we compared the numbers of cases versus
controls harboring at least one private benign
mutation inmutation-intolerant synaptic genes.
There were no significant differences between
cases and controls.
Proportions of HIV-positive individuals dif-

fered by case-control status and by gender
(table S1). To determine whether HIV status
was a confounder for the genomics analyses,

we recalculated all comparisons in two ways:
by using HIV status as a covariate in regres-
sion and excluding all HIV-positive individu-
als. Results did not differ from those reported
above (table S7).
Third, integration of gene dysregulation

profiles from analysis of postmortem brain
tissues from individuals with schizophrenia,
autism, or bipolar disorder (16) with muta-
tional profiles of Xhosa cases and controls
revealed that Xhosa cases were significantly
more likely than controls to carry private dam-
aging mutations in genes that are downregu-
lated in schizophrenia or autism, or up-regulated
in bipolar disorder (Fig. 3). By contrast, controls
were not enriched for damaging mutations
in any set of genes that are dysregulated in
these illnesses.
The possibility that individual genes were

enriched for rare variants in cases versus con-
trols was evaluated by using SKAT (sequence
kernel association test) (17). No single gene was
significant after multiple-comparison adjust-
ment, although marginal results may prove
significant in future studies with larger sam-
ple sizes (13) (table S8 and fig. S11).
To evaluate the African tranche of variation,

we compared distributions of African-specific
exonic variants of frequency 0.01 to 0.10 in
cases versus controls by logistic regression,
adjusting for covariates (13). In addition, com-
mon exonic variants (defined as minor allele
frequencyMAF ≥ 0.01 in the Xhosa, regardless
of frequency in other populations) were eval-

uated by using the same methods. Q-Q plots
and Manhattan plots for these analyses are
shown in fig. S12. With the caveat that sample
size was low for an exome-wide association
design, one SNP was significant after exome-
wide multiple-comparison adjustment (table
S9): rs12600437 in the 3′ untranslated region
of zinc finger protein ZFP3 had a higher mi-
nor allele frequency in controls than in cases.
Cases and controls were assessed for copy

number variants (CNVs) in 15 genomic regions
enriched for CNVs in schizophrenia and other
psychiatric disorders (18). Of the 904 cases and
912 controls with exome data that could be
evaluated for CNVs (19), three cases and one
control carried a deletion at chromosome 15q11.2,
three cases carried a duplication at chromo-
some 16p13.11, and one control carried a du-
plication at chromosome 16p11.2 (fig. S13). In
addition, one control had karyotype XXY, and
one control had karyotype XYY.
Fourth, to determine whether results for

the Xhosa generalized to non-African popula-
tions, we evaluated data from a case-control
study of schizophrenia in the Swedish popu-
lation (3) using the samemethods. We applied
our quality control criteria to the Swedish
dataset, yielding data from 4436 cases and
5713 controls, then selected random subsets of
909 Swedish cases and 909 Swedish controls
10,000 times, matching for critical covariates
(13). For each Swedish subset, we counted the
numbers of cases and controls harboring qual-
ifying privatemutations, using the same criteria
as for the Xhosa cases and controls, then cal-
culated P values from the median numbers of
cases and controls for each threshold (table S10).
As with the Xhosa, Swedish cases were sig-
nificantly more likely than controls to harbor
private damaging mutations in case genes
or control genes that are intolerant to such
mutations.
Results for the Xhosa yielded generally

larger effect sizes than did the results for the
Swedes, reflecting the greater depth of genetic
variation of the Xhosa population and hence
more rigorous definitions of case-only and
control-only genes. For the same number of
cases and controls, greater genetic variation in
Africa provides more power to detect relation-
ships of genes to phenotypes. The concor-
dance of analyses of the Xhosa and Swedish
populations is important, because many find-
ings in genetic studies of schizophrenia do not
replicate across populations (20). Results from
both populations support disruptions in syn-
aptic signaling and plasticity as being critical
to the development of schizophrenia.
We can make some inferences about the

causes of schizophrenia given these results.
In the Xhosa, private damaging mutations in
genes that are critical to synaptic plasticity and
neural circuitry were enriched in participants
with schizophrenia, with one or a few severe
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Fig. 3. Proportions of cases and controls with mutations in genes that are dysregulated in severe
mental illness. Previous studies evaluated differential gene expression in the postmortem brain of genes
from individuals with schizophrenia, autism, and bipolar disorder (16). Integrating these data with mutational
profiles of cases and controls reveals that cases were significantly more likely than controls to carry
private damaging mutations in genes that are downregulated in schizophrenia or autism or upregulated in
bipolar disorder. ns, not significant.
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mutations in each affected individual. Human
brain circuitry comprises some 100 million
neurons interconnected by synapses, which
are the communication hubs for transmitting
and processing information. Dynamic changes
in dendritic structure and synaptic organiza-
tion are choreographed by complex signaling
cascades involving thousands of proteins, in-
cluding scaffolds, channels, receptors, kinases,
adhesion molecules, signaling enzymes, and
cytoskeleton components. These changes are
ultimately responsible for learning, memory,
and brain function (21).
Genes encoding synaptic proteins are well

conserved, intolerant of mutations, and en-
riched for de novo mutations associated with
neurodevelopmental disorders, including in-
tellectual disability, autism, and schizophrenia
(15). Among Xhosa cases, synaptic genes har-
boring private damaging mutations included
glutamate (GRIA2), g-aminobutyric acid
(GABRB1, GABRB2, GABRA5, and GABRD),
dopamine (DRD2), and glycine (GLRA2) re-
ceptors; voltage-gated calcium channels
(CACNA1A and CACNA1C); scaffold proteins
(DLG1, DLG3, and DLGAP1); cell adhesion
molecules (CNTNAP1, CTNNB1, CTNNA2, and

CTNND2); and multiple postsynaptic density
signaling proteins, kinases, and phosphatases
(Fig. 4). Synaptic genes that are disrupted by
private damaging mutations in multiple cases
include CACNA1C, DLGAP1, and huntingtin
(HTT) and its associatedkinase kalirin (KALRN),
each of which was mutant in three cases, and
CNTNAP1, which was mutant in four cases.
In bothAfrican andnon-African populations,

a causal role for private damagingmutations in
genes that are important to brain development
is consistent with the nature of schizophrenia
and with selection against it. Although schizo-
phrenia is highly heritable, most cases are
sporadic, and affected individuals have sig-
nificantly fewer children, all of which are
consistent with a critical role for de novo and
recent ultrarare mutations (1). As a result,
schizophrenia is characterized by extreme
genetic heterogeneity, with no single gene
explaining schizophrenia in more than a
small number of patients (22).
Advances in treatments for schizophrenia

depend on characterizing shared mechanisms
underlying the illness. Results from African
and European cohorts converge, both impli-
cating disruptions in synaptic architecture

and plasticity. Current antipsychotic medi-
cations generally act as antagonists and/or
agonists at neurotransmitter receptors, mostly
targeting dopamine, serotonin, and adrenergic
receptors (23). These agents broadly affect
neurotransmitter firing in neuronal circuits
throughout the central nervous system, rather
than narrowly targeting specific molecular
pathways. Although helpful for reducing psy-
chotic symptoms, these agents are not curative
and generally do not address the neurocogni-
tive and social difficulties inherent to the dis-
order (23). The synaptic genes that are disrupted
in our cases encode structural components of
neurotransmitter and ion channel receptors, cell
adhesion proteins, scaffolding proteins, and
postsynaptic density signalingmolecules (21).
Interventions designed to remediate disrup-
tions in synaptic structural organization and
intracellular signaling pathways potentially
offer more specific therapeutic benefits.
Private damaging mutations in genes that

are critical to brain function also appear in
controls. For this study, controls were re-
cruited from health clinics, which is a con-
servative bias because damaging mutations
in controls may confer susceptibility to con-
ditions that share genetic influences with
schizophrenia. Whether a person harboring a
severe mutation in a critical gene develops
schizophrenia depends on the biology of the
gene, the consequences of the mutation for
gene function, and secondary events. Formany
patients, schizophrenia may be oligogenic, in-
volving a few severe germline mutations and/or
brain-specific severe somatic events, either ge-
netic or epigenetic (1, 24). Secondary eventsmay
also include nongenetic brain injury during de-
velopment. To the extent that these secondary
events are stochastic, a damaging mutation in a
critical gene may not lead to schizophrenia in
the person in whom it first appears, but only in
subsequent generations.
Finally, the infrastructure, capacity building,

and research cohorts currently beingestablished
by H3Africa offer enormous promise for gene
discovery for complex human phenotypes (25).
Human biology is universal, and the study of
humangenomics inAfrica provides an invaluable
scientific opportunity to better detect anddefine
genes that are critical for health worldwide.
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BEE HEALTH

Engineered symbionts activate honey bee immunity
and limit pathogens
Sean P. Leonard1,2, J. Elijah Powell1, Jiri Perutka2, Peng Geng2, Luke C. Heckmann1, Richard D. Horak1,
Bryan W. Davies2, Andrew D. Ellington2, Jeffrey E. Barrick2*, Nancy A. Moran1*

Honey bees are essential pollinators threatened by colony losses linked to the spread of parasites and
pathogens. Here, we report a new approach for manipulating bee gene expression and protecting bee
health. We engineered a symbiotic bee gut bacterium, Snodgrassella alvi, to induce eukaryotic RNA
interference (RNAi) immune responses. We show that engineered S. alvi can stably recolonize bees and
produce double-stranded RNA to activate RNAi and repress host gene expression, thereby altering
bee physiology, behavior, and growth. We used this approach to improve bee survival after a viral
challenge, and we show that engineered S. alvi can kill parasitic Varroa mites by triggering the mite RNAi
response. This symbiont-mediated RNAi approach is a tool for studying bee functional genomics and
potentially for safeguarding bee health.

H
oney bees (Apismellifera) are dominant
crop pollinators worldwide and amodel
organism for studying development, be-
havior, and learning. Recently, high honey
bee colonymortality (1), attributed large-

ly to synergistic interactions between parasitic
mites (Varroa destructor) and RNA viruses (2),
has become a critical problem for agriculture
and the maintenance of natural biodiversity.
Despite the importance of honey bees, studies
of honey bee biology are limited by bees’ un-
usual social structure and reproductive biology.
New genetic tools and methods for deterring
pathogens are vital for understanding and
protecting honey bees.
Honey bees possess themolecularmachinery

for RNA interference (RNAi) (3), a eukaryotic
antiviral immune system in which double-
stranded RNA (dsRNA) triggers degradation
of other RNAs with similar sequences. RNAi
can be induced by feeding or injecting dsRNA,
and this has been used to knock down ex-
pression of bee genes and to impair repli-
cation of RNA viruses, including deformed
wing virus (DWV) (4–8). dsRNA administered
to bees is transmitted to their eukaryotic par-
asites and can induce parasite RNAi responses.
This approach has been used to suppress
Varroa (9) andNosema (10) by using dsRNAs
that silence essential parasite genes. How-
ever, use of dsRNA for sustained manipula-
tion of bee gene expression or control of bee
pests has proven difficult. Even administration
of dsRNA to individual bees yields patchy and
transient gene knockdown (11), and dsRNA can
have off-target effects (12–14). There are even
greater obstacles to using dsRNA to defend en-
tire hives located in the field against pathogens,

as dsRNA is expensive to produce anddegrades
rapidly in the environment.
Here, we describe successful efforts to en-

gineer Snodgrassella alvi wkB2, a symbiotic
bacterium found in bee guts, to continuously
produce dsRNA to manipulate host gene ex-
pression and protect bees against pathogens
and parasites.
S. alvi is a coremember of the conserved gut

microbiota of honey bees (15). To test whether
engineered S. alvi robustly colonizes bees, we
inoculated newly emerged, antibiotic-treated
bees en masse with S. alvi transformed with a
plasmid expressing green fluorescent protein
(GFP) and thenmonitoredbacterial colonization
(Fig. 1). Even at a dose of 500 colony-forming
units (CFU), engineered S. alvi establishes
within worker bees, grows to ~5.0 × 107 CFU
after 5 days (Fig. 1A), and persists stably
throughout the life span of bees reared in the
lab (Fig. 1B). Most engineered S. alvi cells
remained functional throughout our 15-day
experiments, although some bees contained
cells that lost fluorescence at the final time
point (Fig. 1C). We also confirmed that, 11 days
after colonization, engineered S. alviwas found
along the gut wall with the same localization
as the wild-type strain (Fig. 1, D to F) (15).
To test whether S. alvi can deliver dsRNA

in situ, we designed a modular platform to
assemble plasmids that produce dsRNA from
an inverted arrangement of two promoters
(fig. S1). First, we assessed whether S. alvi
produced dsRNA during colonization and
whether there was a general bee immune
response to symbiont production of dsRNA.
We inoculated bees with S. alvi wkB2 trans-
formed with either a plasmid that expressed
no dsRNA (pNR) or a plasmid that expressed
dsRNA corresponding to the GFP coding se-
quence (pDS-GFP). At 5, 10, and 15 days after
inoculation, we sampled and dissected bees
to measure RNA levels in different body re-
gions. We detected GFP RNA in the head, gut,

and hemolymph of bees colonized with dsRNA-
producing bacteria at all sampling times (fig.
S2). The presence of GFP RNA in the hemo-
lymphs and heads of bees, where no bacte-
ria reside, suggests that RNA is transported
throughout their bodies, as previously reported
(8). We also detected up-regulation and differ-
ential expression of immune pathway genes
in the bees colonized with S. alvi bearing the
pDS-GFP plasmid, and for some genes this
up-regulation correlated with the amount of
dsRNA produced in the gut (fig. S2). The up-
regulated genes includedDDX52 andDHX33,
which encode RNA helicases previously im-
plicated in the bee immune response to dsRNA
(8). Other up-regulated genes included cact1
and cact2 (in abdomens), which remained up-
regulated for the entire 15-day trial; cact1 and
cact2were previously shown to be up-regulated
after injection of dsRNA, but only for a few
hours (8). The RNAi components dicer and
argonaute were not consistently up-regulated,
but dicer expression in abdomens did increase
5 to 10 days after colonization, as reported for
dicer shortly after dsRNA injection (8). Thus,
engineered S. alvi persistently produces dsRNA
in situ, and the bee host responds by activating
immune pathway genes.
Next, we testedwhether symbiont-produced

dsRNA can be used to silence specific host
genes. The insulin/insulin-like growth factor
signaling pathway controls bee feeding behav-
ior and development, including the transition
of worker bees from nurses to foragers (16).
We built a dsRNA plasmid targeting the in-
sulin receptor InR1 (pDS-InR1) (Fig. 2A and
fig. S3), transformed this plasmid into S. alvi,
and assayed its effects on bees. Comparedwith
the pDS-GFP off-target control, we saw signif-
icantly lower expression of InR1 over multiple
days and in all tested body regions (Fig. 2B). In
contrast, previous studies found that direct
injections of dsRNA into honey bee brains
cause only transient (<1 day) knockdown (17).
Bees colonized by bacteria harboring the pDS-
InR1 plasmid showed increased sensitivity to
low concentrations of sucrose (Fig. 2C) and
gained more weight over time in each of two
independent trials (Fig. 2D and fig S4). InR1-
suppressing bacteria led to significantly heav-
ier bees at 10 and 15 days after colonization,
likely a product of increased feeding behavior.
Thus, symbiont-mediated RNAi systemically
silences bee genes and can lead to persistent
behavioral and physiological changes.
Next, we testedwhether symbiont-produced

dsRNA can protect bees against a common
viral pathogen. We designed three dsRNA-
producing plasmids targeting different sections
of theDWVgenome (pDS-DWV1 topDS-DWV3)
(fig. S5) and then initially assessed whether
S. alviwith these plasmids could help bees re-
sistDWV infection (fig. S6).Weorally inoculated
beeswithDWVand48hours later assessed viral
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replication in the hemolymph using a quan-
titative polymerase chain reaction assay. DWV
levels were lower, on average, in bees colonized
by S. alvi with any dsRNA-producing plasmid,
including the off-target pDS-GFP control (figs.
S6A and S7). The dicer gene was also up-
regulated in bees inoculatedwithmost dsRNA-
producing plasmids after virus exposure (fig.
S6B). These results suggest some nonspecific
induction of an immune response in bees
colonized with S. alvi expressing dsRNA.
However, only the pDS-DWV2 plasmid sig-
nificantly increased survival in a separate ex-
periment in which bees were injected with
purified virus (fig. S6C).

To validate the latter finding, we performed
a larger experiment to assess whether dsRNA-
producing bacteria improved survival after
DWV injection. This procedure mimics the
natural route of DWV transmission viaVarroa
mites feeding on bees (2). We injected cohorts
of 7-day-old bees with DWV and monitored
their survival over 10 days (Fig. 3). After DWV
injection, bees with bacteria bearing pNR died
rapidly. Likewise, pDS-GFP provided no sig-
nificant protection. In contrast, pDS-DWV2
significantly improved survival of virus-injected
bees. Thus, symbiont-mediated RNAi can pro-
tect honey bees fromDWV, and it does so in a
targeted, sequence-specific manner.

Finally, we tested whether symbiont-produced
dsRNA can protect bees against Varroamites.
When Varroa mites parasitize bees, they feed
on fat bodies (18) and ingest dsRNA present in
that tissue, triggering their ownRNAi response.
Using mite RNAi to target essential mite genes
results in mite death or lowered reproduction
(8). We designed a dsRNA-producing plasmid
with 14 concatenated sequences from essential
genes previously shown to kill Varroa (pDS-
VAR) (Fig. 4A and fig. S8) (8). We inoculated
bees with S. alvi bearing pNR, pDS-GFP, or
pDS-VAR; introduced adultVarroamites 5 days
later; and monitored mite survival for 10 days.
Mites that fed on bees colonized with pDS-VAR

Leonard et al., Science 367, 573–576 (2020) 31 January 2020 2 of 4

Fig. 1. Engineered S. alvi colonizes and functions in bee guts. (A) Colonization of newly emerged honey bees by different inoculum sizes. The percentage of
bees colonized in each treatment is annotated above the inoculation dose. N = 53 bees from two hives. (B) Stability of S. alvi colonization over time. N = 48 bees
from three hives. Colors in (A) and (B) correspond to different source hives. (C) Stability of GFP expression by engineered S. alvi over time. (D) Photograph of
dissected bee. S. alvi resides in the ileum (gray box). (E and F) Ilea of bees 11 days after colonization with nonfluorescent (E) or fluorescent (F) S. alvi. E2-Crimson
fluorescence from engineered S. alvi is blue. Scale bars, 150 mm. Error bars in (A) to (C) are 95% bootstrap confidence intervals.
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bacteria died more quickly than mites that
fed on control bees (Fig. 4B).
Determining whether engineered symbiotic

bacteria can improve whole hive health will
require further testing. It is promising that
inoculating beeswith dsRNA-producing strains
alone has no negative effect on their survival
(fig. S9). Ongoing within-hive transmission could
increase the effectiveness of this treatment by

promoting the persistence and spread of en-
gineered strains to new bees. Natural trans-
mission of S. alvi and other bee gut symbionts
occurs through direct social contact within
hives (15), and engineered S. alvi strains are
transferred between cohoused bees in the
lab (fig. S10), suggesting that within-hive
transmission is likely. Less is known about
between-hive transmission of the bee gut

microbiota. Use of this approach outside of
the laboratory would require an understand-
ing of these processes and the necessary bio-
containment safeguards.
The degree of protection of bees that we

observed in our experiments could likely be
improved by further optimizing this symbiont-
mediated RNAi delivery system. The specific
dsRNA sequence chosenwill affect the efficacy
of targeted RNAi knockdown, as has been
shown for suppression of DWV by oral de-
livery of RNAi (19). Engineering S. alvi to
deliver more dsRNA to bees (e.g., by reducing
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Fig. 2. Symbiont-mediated RNAi reduces expression of a specific host gene and alters feeding
behavior and physiology. (A) Plasmid design for off-target dsRNA control plasmid (pDS-GFP) and InR1
knockdown plasmid (pDS-InR1). (B) Bees colonized with engineered S. alvi expressing InR1 dsRNA
(pDS-InR1 plasmid) show reduced expression of InR1 throughout body regions for 10 days compared to
bees colonized with off-target dsRNA control (pDS-GFP). Total N = 29 bees from one hive. (C) pDS-InR1
plasmid increases host feeding activity (sucrose sensitivity response), measured 5 days after inoculation.
Curves are a binomial family generalized linear model fit to the response data for N = 67 bees from two hives.
(D) pDS-InR1 plasmid significantly increases bee weight, measured 10 and 15 days postinoculation
(Mann-Whitney U test). Total N = 135 bees from one hive. See fig. S4 for data from an additional trial.
Error bars and shading represent SEs. **P < 0.01; ***P < 0.001.

Fig. 3. Symbiont-produced RNAi can improve
honey bee survival after viral injection.
(A) Design of the DWV knockdown construct
pDS-DWV2. (B) Survival curves of bees monitored
for 10 days after injection with DWV or the
phosphate-buffered saline (PBS) control. Bees
inoculated with pNR, pDS-GFP, or pDS-DWV2 and
then injected with PBS showed no significant change
in survival (dotted lines). When injected with DWV,
bees inoculated with pDS-DWV2 showed increased
survival compared with bees inoculated with pNR
(no dsRNA control) or pDS-GFP (off-target dsRNA
control). ***P < 0.001 (Wald test); NS, not
significant. Total N = 980 bees, sourced from three
separate hives.
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ribonuclease III activity) could also improve
efficacy (20). The deleterious effects of Varroa
mites and viruses for which the mites act as
vectors are interdependent (2); both types of
pests could be targeted simultaneously by
symbiont-mediated RNAi, which might lead
to synergistic improvements in bee health or
more robust protection in the context of the
fluctuating biotic interactions within hives.

For example, co-infecting viruses that encode
RNAi suppressors may limit the efficacy of
symbiont-mediated RNAi (21); thus, a strat-
egy that exploits the RNAi machinery of both
bees and mites could ensure more consistent
benefits to bee health.
We have shown that microbiome engineer-

ing can increase resistance to pathogens, a
strategy proposed for humans (22) and honey
bees (23, 24). Insect-associatedmicrobes have
been engineered to interfere with mosquito
transmission of malaria (25) and to kill crop
pests (26), but not to improve pollinator health.
Our results imply movement of symbiont-
produced dsRNA from the gut lumen into bee
cells but do not identify the mechanism of
transfer. Possibly, lysis of S. alvi cells releases
dsRNA to be taken up through the same route
as orally administered dsRNA. Alternatively,
symbiont-mediated dsRNA delivery may co-opt
an uncharacterized interaction of S. alviwith
its bee host, such as outer membrane vesicle
production (27) or direct RNA export (28).
Symbiont-mediated RNAi provides a new tool
to study bee biology and to improve resilience
against current and future challenges to honey
bee health.
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Fig. 4. Symbiont-produced RNAi kills Varroa
mites feeding on honey bees. (A) Design of
pDS-VAR plasmid targeting essential Varroa genes.
(B) Survival curves for Varroa mites that fed on bees
colonized with engineered S. alvi. Total N = 253
mites. All mites came from a single infested hive.
Bees were sourced from three separate hives.
**P < 0.01 (Wald test); NS, not significant.
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GRAVITATION

Lense–Thirring frame dragging induced by a
fast-rotating white dwarf in a binary pulsar system
V. Venkatraman Krishnan1,2*, M. Bailes1,3, W. van Straten4, N. Wex2, P. C. C. Freire2, E. F. Keane1,5,
T. M. Tauris6,7,2, P. A. Rosado1†, N. D. R. Bhat8, C. Flynn1, A. Jameson1, S. Osłowski1

Radio pulsars in short-period eccentric binary orbits can be used to study both gravitational dynamics
and binary evolution. The binary system containing PSR J1141–6545 includes a massive white
dwarf (WD) companion that formed before the gravitationally bound young radio pulsar. We observed
a temporal evolution of the orbital inclination of this pulsar that we infer is caused by a combination
of a Newtonian quadrupole moment and Lense–Thirring (LT) precession of the orbit resulting from
rapid rotation of the WD. LT precession, an effect of relativistic frame dragging, is a prediction of general
relativity. This detection is consistent with an evolutionary scenario in which the WD accreted matter
from the pulsar progenitor, spinning up the WD to a period of <200 seconds.

I
n general relativity (GR), themass–energy
current of a rotating body induces a grav-
itomagnetic field, so called because it has
formal similarities with the magnetic field
generated by an electric current (1). This

gravitomagnetic interaction drags inertial
frames in the vicinity of a rotating mass. The
strength of this drag is proportional to the
body’s intrinsic angular momentum (spin).
Frame dragging in a binary system causes a
precession of the orbital plane called Lense–
Thirring (LT) precession (2). The effect has
been detected in the weak-field regime by

satellite experiments in the gravitational field
of the rotating Earth (3, 4). Frame dragging
is also a plausible interpretation for x-ray
spectra of accreting black holes because it
affects photon propagation and the proper-
ties of the accretion disk, which in some cases
allows the determination of the black hole
spin (5).
In binary pulsar systems [systems contain-

ing both a rotating magnetized neutron star
(NS), the radio emission of which is visible
from Earth as a pulsar, and an orbiting com-
panion star], relativistic framedragging caused

by the spin of either the pulsar or its com-
panion is expected to contribute to spin–orbit
coupling. These relativistic effects are seen in
addition to Newtonian contributions from a
mass-quadrupole moment (QPM) induced by
the rotation of the body (6). Both contributions
causeprecessionof thepositionof theperiastron
(w; the point in the pulsar orbit that is closest
to its companion) and precession of the
orbital plane, changing the orbital inclination
(i; see Fig. 1). If these precessional effects are
induced by the NS rotation, then they are
dominated by LT, whereas in the case of a
rotating main-sequence companion star, they
are dominated by QPM interactions (6, 7).
Fast-rotating white dwarf (WD) companions
with spin periods of a fewminutes fall between
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Fig. 1. Definition of the orbital geometry. Diagram
illustrating the orbital geometry of the system
following the “DT92” convention (10) with all vectors
shifted to the origin. L is the angular momentum
of the orbit, which is perpendicular to the orbital
plane and inclined at an angle i to the line-of-sight
vector, K. The plane containing the vectors L
and K intersects the orbital plane, defining the
orbital plane’s unit vector j and its perpendicular
counterpart i. Sc is the spin angular momentum of
the WD companion, which is misaligned from L
by an angle dc. The vector sum of L and Sc forms
the total angular momentum vector Ltot, which is

invariant, whereas L and Sc precess. ~Fc is the
angle that the projection of Sc on the orbital plane
subtends with respect to i and is related to the

precession phase of the WD (Fc) as ~Fc= Fc – 270°.
The precessions of L and Sc form precession
cones around Ltot as labeled. The precession of Sc
causes Fc to sweep through 360°, whereas its rate
of advance is modulated by the precession of
L, which induces small oscillations to the position
of j and thus in i. Some angles and vector magnitudes
in the figure are exaggerated for clarity. In practice,
|L| >> |Sc|; even if the WD is spinning at its breakup
speed, the angle between L and Ltot is at most
0.74°. A more detailed version of this diagram is
shown in fig. S1.



these two extremes and are expected to yield
similar contributions from both effects (8).
Although QPM spin–orbit interaction has al-
ready been observed in some binary pulsars
[e.g., PSR J0045–7319 (7)], no binary pulsar
orbit has been shown to experience a mea-
surable contribution from LT drag.
The times of arrival (TOAs) of the radio

pulses from pulsars can be measured with
high precision, with uncertainties that are often
more than three orders of magnitude smaller
than their spin periods. This allows pulsars to
be monitored for decades without losing rota-
tional phase information. This “pulsar-timing”
methodology can provide precise measure-
ments of the pulsar’s spin and astrometric
parameters (9). For pulsars in binary systems,
pulsar timing also provides precise mea-
surements of the binary orbit: five parameters
describing the nonrelativistic (Keplerian) pa-
rameters and, for some binaries, relativistic
effects that affect both the orbit and the
propagation of the radio signals (10). These
relativistic effects are typically parameter-
ized using theory-independent post-Keplerian
(PK) parameters (11, 12). Measurements of
two PK parameters can be used to obtain the
mass of the pulsar (Mp) and of the companion
(Mc) by assuming a theory of gravity, such as
GR, whereas three or more PK parameters
can be used to perform self-consistency tests of
that theory. An alternative formalism assumes
a theory of gravity such as GR, which allows
direct model fitting of the component masses.
The latter is preferred if the goal is to under-
stand the properties and dynamics of the
system under that theory, rather than testing
the theory itself. We adopt this approach and
assume that GR adequately describes the
system.
PSR J1141–6545 is a radio pulsar with a spin

period of ~394 ms in an ~4.74-hour eccentric
orbit with amassiveWD companion (13, 14). It
is one of only two confirmed NS–WD binary
systems (the other being PSR B2303+46, a
much wider-orbit binary) in which the WD is
known to have formed first and is thus older
than the NS. This requires an unusual evolution
of the stellar pair (15, 16). The initially more
massive (primary) star must have formed the
older massive WD. Forming a NS requires a
higher stellar mass, so the initially (slightly) less
massive secondary star must have accreted
sufficient mass from the primary star to ex-
plode in a supernova (SN), producing the pulsar.
Before exploding, the secondary would have
undergone an expansion leading tomass trans-
fer back to the primary star, by that point al-
ready a WD.
Because the primarywas already aWD, there

cannot have been subsequent mass accretion
onto the newly formed pulsar. Thus, unlike
most other pulsars withWD companions, PSR
J1141–6545 and PSR B2303+46 were not spun

up by mass transfer; they still have the large
magnetic field strengths typical of young
pulsars, as inferred from their spin evolution.
The pulsar spin axes, which are expected to
have started at a random orientation with
respect to the orbital plane after the SN ex-
plosion, were therefore not aligned with the
orbital angular momentum by an accretion
process. For a compact system, such a mis-
alignment can result in observable relativistic
spin precession of the pulsar (17). This has
been observed in PSR J1141–6545 as preces-
sion led to temporal evolution of the pulse
profile, providing constraints on the system’s
geometry (18, 19).
PSR J1141–6545 has been observed since

2000, allowing the determination of sever-
al PK parameters including the advance of
periastron ðw� Þ, relativistic time dilation, gravi-
tational wave damping, and the Shapiro delay.

These are all in agreement with GR (8), jus-
tifying our assumption of the theory. We seek
the measurement of an additional PK param-
eter, the temporal evolution of the observed
projected semimajor axis (xobs), which to nec-
essary precision can be written as xobs =
(ap sin i/c) + A, where ap is the semimajor
axis of the pulsar's orbit, i its inclination, c is
the speed of light, andA is the first “aberration”
parameter, which describes how the aberra-
tion of the pulsar signal affects our measure-
ment of x (8, 10).
Timing observations of PSR J1141�6545

have been undertaken using the 64-m Parkes
and the UTMOST radio telescopes (20). Our
data recording and TOA extraction followed
standard pulsar data acquisition and reduction
methods (8). The timing data were analyzed
using the DDGRmodel (21), which describes
the timing of the pulsar using GR. Themeasured
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Fig. 2. Contributions to orbital precession from WD rotation. The absolute ratio of the contributions to
ẋSO from ẋLT and ẋQPM, R = |ẋLT/ẋQPM|, is plotted as a function of PWD. (A and C) Marginalized posterior
distributions with their 68% confidence intervals shaded, defined as the combination of the two 34%
confidence regions on either side of the 2D maximum of the likelihood function. (B) Two-dimensional
probability distribution with contours defining the 68%, 95%, and 99% likelihood confidence intervals. The
gray-shaded regions and dotted contours are constraints using only the radio observations of the pulsar,
whereas the red regions and solid contours include additional binary evolutionary constraints from
simulations (8). Numerical values are provided in Table 2.
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and derived parameters of the system are pro-
vided in Table 1.
We measure the temporal evolution of x for

this system, x
�

obs = (1.7 ± 0.3) × 10–13 s s�1. This
value may include contributions from differ-
ent physical and geometric effects depending
on whether there is a corresponding change
in ap, i, or A. We find (8) only two appreciable
contributions tox

�

obs: The largest is a change in
i that is due to the precession of the orbital
plane caused by the spin of theWD (x

�

SO), with
a smaller contribution arising from a change
inA caused by geodetic precession of the pulsar
(10). The magnitude of the latter contribution
was computed from the precessional con-

straints on the system’s geometry (8, 19); we
find that it contributes <21% of x

�

obs at 99%
confidence. The remainder is caused by x

�

SO,
the largest contribution, which corresponds
to an average increase of i of 1.7 arc sec per
year. All other contributions are several orders
of magnitude smaller (8).
Both QPM and LT effects induced by the

WD spin (and only these effects) provide non-
negligible contributions to x

�

SO: The QPM con-
tribution (x

�

QPM) is inversely proportional to the
square of the WD spin period (PWD), whereas
the LT contribution (x

�

LT) is inversely propor-
tional to PWD. These effects also contribute
to w

�

, but for this system the contribution is

expected to be smaller than our observational
uncertainties. The LT contribution to w

�

is
potentially detectable in compact double-
NS systems such as the double pulsar, PSR
J0737–3039A (22).
Both x

�

QPM and x
�

LT are modulated by the
spin misalignment angle (dc) and the preces-
sion phase (F0

c ; see Fig. 1) of the WD at our
reference epoch (T0; see Table 1). Both of these
angles are unknown, so we performedMarkov
Chain Monte Carlo (MCMC) computations
to obtain a distribution for the individual con-
tributions and used Bayesian statistics to mar-
ginalize over the parameter space of dc andF0

c.
From this, we infer the maximum allowable
PWD consistent with the observed x

�

obs (8).
Figure 2 shows the absolute ratio of the con-

tributions from x
�

LT and x
�

QPM, R = |x
�

LT/x
�

QPM|,
as a function of PWD (fig. S2 shows a full cor-
relation plot). This demonstrates that we can
constrain PWD < 900 s with 99% confidence.
For known isolated WDs, their spin periods
are known to range from a few hours to a
few tens of hours (23, 24); the fastest rotating
isolated WD known (SDSS J0837+1856), which
also has a mass similar to the WD in the PSR
J1141–6545 system [~0.9 solar masses (M⨀)],
has a spin period of ~1.13 hours (24). Our
upper limit on PWD is thus a confirmation of
WD spin-up caused by an earlier episode of
mass transfer. If PWD > 270 s, LT is the dom-
inant contributor to x

�

SO. R never reaches zero
(see also fig. S2), so for all allowed values of
{dc,F

0
c }, x

�

LT never vanishes. Thus, we detect
the action of LT drag in the motion of this
binary pulsar.
Taking these results as confirmation of the

evolutionary history discussed above, we use
binary evolution simulations to constrain dc
and place further constraints on PWD (8). We
find that the mass-transfer phase lasts for
~16,000 years before the resulting pulsar pro-
genitor star undergoes an “ultrastripped” SN
event (25–27). If the mass-accretion rate of the
~1.02 M⨀ WD is restricted by the Eddington
limit (i.e., themaximumrate of accretion before
photonpressure blocks further accretion),which
is ~4 × 10–6 M⨀ per year for this WD, then it
would accrete ~0.06M⨀ in this time.We choose
an initial orbital period and mass of the pulsar
progenitor star to reproduce the most probable
pre-SN binary parameters using 70million sim-
ulations of post-SN orbital parameters of sys-
tems resembling PSR J1141–6545 (8).
These simulations allow us to estimate a

lower limit on PWD of ~20 s, although this
depends on the interactions between the ac-
creted material and the magnetosphere of the
WD, which is not known. The angular velocity
at which the WD would break up provides a
firmer lower limit on PWD of 7 s. The value of
dc obtained from simulations is <50° at 99%
confidence. This means that the WD spin
is prograde, i.e., still rotating in the same
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Table 2. Confidence intervals (68%) from Fig. 2. Shown are the 68% confidence intervals of the
companion spin period and the absolute ratio of contributions to x

�

SO from x
�

LT and x
�

QPM.

Parameter Uniform
dc prior

dc prior
from simulations

Companion spin period [PWD (s)] 397þ78
�242 116þ17

�70.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Absolute ratio of contributions to ẋSO [R = |ẋLT/ẋQPM|] 2:13þ6:18
�1:41 0:33þ0:11

�0:19.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. Model parameters for PSR J1141–6545. Shown are postfitting model parameter values for
PSR J1141–6545 with the DDGR timing model. The glitch parameters apply to a previously known
pulsar glitch that occurred in 2008 (8).

Dataset and model fit quality
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Modified Julian date (MJD) range 51,630.8 to 58,214.5 (18.03 years)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

No. of TOAs 20,861
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Weighted root mean square timing residual (ms) 95.6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Reduced c2 value 1.0004
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Fixed quantities
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Reference epoch (MJD) 54,000
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Glitch epoch (MJD) 54,272.7
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Measured quantities
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Right ascension, a (J2000 equinox) 11h41m07.007s ± 0.003s
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Declination, d (J2000 equinox) –65°45′19.14″ ± 0.1″
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Pulse frequency, n (s–1) 2.5387230404 ± 1 × 10–10
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

First derivative of pulse frequency, n� (s–2) –2.76800 × 10–14 ± 1 × 10–19
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Dispersion measure, DM (pc cm–3) 115.98 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Orbital period, Pb (d) 0.19765096149 ± 3 × 10–11
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Epoch of periastron, T0 (MJD) 53999.9960283 ± 2 × 10–7
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Projected semimajor axis of orbit, x
�

obs (s) 1.858915 ± 3 × 10–6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Longitude of periastron, w0 (degrees) 80.6911 ± 6 × 10–4
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Orbital eccentricity, e 0.171876 ± 1 × 10–6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

First derivative of x, x
�

obs (s s–1) (1.7 ± 0.3) × 10–13
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

First derivative of e, ė (s–1) (–2 ± 8) × 10–15
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Companion mass, Mc (M⨀) 1.02 ± 0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total mass, MTOT (M⨀) 2.28967 ± 6 × 10–5
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Glitch phase 1.0011 ± 0.0001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Glitch-induced step change in n (Hz) (1.49508 ± 0.0001) × 10–6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Glitch-induced step change in n
� (Hz s–1) –(8.7 ± 0.2) × 10–17

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Derived quantities
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Pulsar mass, Mp (M⨀) 1.27 ± 0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Orbital inclination, i (degrees) 71 ± 2 or 109 ± 2
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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direction as the orbit (before the SN, the WD
spin was most probably aligned with the orbit,
dc ~ 0°, caused by accretion of matter from the
pulsar’s progenitor). We use the distribution
of dc from simulations as a prior for additional
MCMC computations, obtaining tighter con-
straints for the distribution of R and PWD

shown in Fig. 2 (see also fig. S3 for a full cor-
relation plot). We find that PWD is <200 s with
99% confidence. This is because, for dc < 50°,
x
�

QPM is positive whereas x
�

LT is negative. To
obtain the net positivex

�

SO that we observe, the
WD needs to spin substantially faster so the
excess from QPM (x

�

QPM – x
�

SO) compensates
for the negative x

�

LT. Table 2 provides the 68%
confidence limits on R and PWD with and
without binary evolution simulations. These
WD spin constraints correspond to an angular
momentum between 2 and 20 × 1048 g cm2 s–1.
This is one to two orders of magnitude larger
than the range observed among the recycled
pulsars in double-NS systems, 0.03 to 0.4 ×
1048 g cm2 s–1, which also likely experienced
accretion onto the first-formed NS (26).
In summary, measurement of the relativis-

tic effects in the PSR J1141–6545 system have
enabled us to determine the masses of its WD
and NS components, the orbital inclination,
and its variation. This variation is dominated
by contributions from both the Newtonian
quadrupole spin–orbit coupling and the LT
precession caused by the rapidly spinning
WD. LT precession is required for any orbital
orientation and is the dominant term if PWD >
270 s after marginalizing over the system’s ge-
ometry. For prograde rotation of theWD,which
is indicated by binary evolution simulations,
PWD < 200 s and LT precession has an oppo-
site sign to the quadrupolar term. PSR J1141–
6545 therefore exhibits another manifestation
of Einstein’s general theory of relativity: LT
frame dragging.
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MOLECULAR BIOLOGY

N6-methyladenosine of chromosome-associated
regulatory RNA regulates chromatin state
and transcription
Jun Liu1,2*, Xiaoyang Dou1,2*, Chuanyuan Chen3,4*, Chuan Chen5, Chang Liu1,2, Meng Michelle Xu6,
Siqi Zhao3,4, Bin Shen7, Yawei Gao5†, Dali Han3,4,8,9†, Chuan He1,2,10†

N6-methyladenosine (m6A) regulates stability and translation of messenger RNA (mRNA) in various
biological processes. In this work, we show that knockout of the m6A writer Mettl3 or the nuclear reader
Ythdc1 in mouse embryonic stem cells increases chromatin accessibility and activates transcription in an
m6A-dependent manner. We found that METTL3 deposits m6A modifications on chromosome-associated
regulatory RNAs (carRNAs), including promoter-associated RNAs, enhancer RNAs, and repeat RNAs.
YTHDC1 facilitates the decay of a subset of these m6A-modified RNAs, especially elements of the long
interspersed element-1 family, through the nuclear exosome targeting–mediated nuclear degradation.
Reducing m6A methylation by METTL3 depletion or site-specific m6A demethylation of selected carRNAs
elevates the levels of carRNAs and promotes open chromatin state and downstream transcription.
Collectively, our results reveal that m6A on carRNAs can globally tune chromatin state and transcription.

N
6-methyladenosine (m6A) is an abun-
dant modification on most eukaryote
mRNAs (1, 2), regulated mainly by writer,
eraser, and reader proteins (3). The
mRNA m6A modification is installed

by METTL3 (4) and can be removed by de-
methylases FTO and ALKBH5 (5, 6). Readers,
including the YTH domain family and HNRNP
proteins, directly or indirectly recognize the
m6A-marked transcripts and affect mRNA
metabolism (4, 7–9).
m6A plays critical roles in diverse biological

processes, including the self-renewal and dif-
ferentiation of embryonic and adult stem cells
(3, 4). Inmouse embryonic stem cells (mESCs),
transcripts encoding pluripotency factors
tend to be m6A-methylated and subjected to
YTHDF2-mediated decay in cytoplasm, which
affects their turnover during differentiation

(10–12). However, m6A appears to also exhibit
YTHDF2-independent regulations during early
development, given that Ythdf2 knockout (KO)
mice can survive to late embryonic develop-
mental stages but Mettl3 KO results in early
embryonic lethality (11, 13). Notably, mouse
KO of the nuclear m6A reader Ythdc1 exhibits
similar early mouse embryonic lethality to the
Mettl3 KO (14). These observations imply that
m6A could play additional roles in the nucleus
that affect cell survival and differentiation.
Previous studies have also suggested that m6A
methylation on chromatin modifier transcripts
or the chromosome binding of methyltrans-
ferase may affect transcription (15–17).
We investigated two independent Mettl3

KO mESC lines (Mettl3−/−-1 and Mettl3−/−-2)
(10) and analyzed newly transcribed RNA
levels.Mettl3 KO mESCs displayed marked
increases in nascent transcripts synthesis
compared with control wild-type (WT) mESCs
(Fig. 1A). We generated stable rescue cell lines
that express WT METTL3 or an inactive mu-
tant METTL3 (fig. S1A). The increased tran-
scription of nascent transcripts upon Mettl3
KO was reversed with WT but not mutant
METTL3 (Fig. 1B).
We next asked if the global chromatin state

is affected by Mettl3 deletion. We performed
deoxyribonuclease (DNase) I–treated terminal
deoxynucleotidyl transferase–mediated deox-
yuridine triphosphatenick end labeling (TUNEL)
assay and observed a notable increase in chro-
matin accessibility inMettl3 KOmESCs com-
pared with wild type. Moreover, expression of
WT but not mutant METTL3 reversed the
increased chromatin accessibility, suggesting
m6A dependence (Fig. 1, C and D).
We constructed conditional knockout (CKO)

Ythdc1 (fig. S1B) and Ythdf2 (fig. S1C) mESCs.
Ythdc1 CKO showed a similar increase in tran-

scription and chromatin openness asMettl3KO
(fig. S1, D and F), whereas Ythdf2 CKO showed
minimal differences (fig. S1, E and G). The
changes observed in Ythdc1 CKO mESCs were
reversed by expressing WT but not mutant
YTHDC1 (fig. S1, B, D, and F). Consistently, both
H3K4me3 andH3K27ac, two histonemarks as-
sociated with active transcription, were elevated
uponMettl3 and Ythdc1 depletion (fig. S1, H and
I). Together, these data suggested a nuclear re-
gulatory role for RNA m6A.
We next isolated nonribosomal RNAs from

soluble nucleoplasmic and chromosome-
associated fractions and quantified m6A/A by
liquid chromatography–tandem mass spec-
trometry (LC-MS/MS) (fig. S2A). The m6A/A
ratio in nonribosomal chromosome-associated
RNAs (caRNAs) decreased the most (>50%)
upon Mettl3 KO (Fig. 2A and fig. S2B), sug-
gesting an effect of m6A on caRNAs. We im-
munoprecipitated ribosomal-RNA–depleted,
m6A-containing caRNAs and performed high-
throughput sequencing (methylated RNA im-
munoprecipitation sequencing, MeRIP-seq)
inMettl3 KO and WTmESCs. The m6A levels
showed a global decrease after Mettl3 KO
(fig. S2C), consistent with LC-MS/MS anal-
ysis (Fig. 2A). We identified ~40,000 peaks in
each sample; both m6A levels (fig. S2D) and
peaks (fig. S2E) were fully reproducible. Com-
paredwithwild type,Mettl3KO samples showed
more hypomethylated peaks (fig. S2F), with
the largest reduction found at intergenic re-
gions (fig. S2, G and H).
We analyzed three types of caRNAs with

potential regulatory functions: promoter-
associatedRNA(paRNA), enhancerRNA(eRNA),
andRNAtranscribed fromtransposableelements
(repeat RNA), which we termed chromosome-
associated regulatory RNAs (carRNAs). The
m6A levels of these carRNAs were markedly
decreased in Mettl3 KO mESCs (Fig. 2B).
Approximately 15 to 30% of all carRNAs con-
tain m6A in mESCs, ~60% of which are reg-
ulated byMETTL3 (fig. S3A). Thesem6A peaks
contain GAC and AAC motifs, similar to those
of the coding mRNAs (fig. S3, B and C). We
categorized carRNAs into m6A-marked and
non-m6A subgroups and found that the abun-
dances of m6A-marked transcripts, but not
non-m6A RNAs, were significantly elevated
upon Mettl3 KO (Fig. 2C and fig. S3D). Ad-
ditionally, changes in m6A levels negatively
correlated with changes in expression levels
for all three carRNA groups upon Mettl3 KO
(fig. S3E). Together, these data suggest that
m6A methylation destabilizes these carRNAs.
Previous work has uncovered that YTHDC1

associates with components of the nuclear
exosome targeting (NEXT) complex, which
is responsible for degradation of certain non-
coding nuclear RNAs (18). We confirmed that
YTHDC1 interacts with the NEXT compo-
nents RBM7 and ZCCHC8 (fig. S4A). Because
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YTHDC1 is a known m6A reader and Ythdc1
CKO induced transcription up-regulation (fig.
S1D), we hypothesized that YTHDC1 recognizes
a subset of m6A-marked carRNAs and triggers
their decay through NEXT in mESCs. Consist-
ently, depletion of Ythdc1 or Zcchc8, but not of
Ythdf2, increased the m6A/A ratio of caRNAs
(fig. S4B). We subsequently performed MeRIP-
seq of nonribosomal caRNAs and observed
consistently increased m6A levels after Ythdc1
depletion (fig. S4, C to E). We identified more
hypermethylated peaks in Ythdc1 CKO mESCs
compared with controls (fig. S4F). The distribu-
tion of m6A peaks on mRNA was not notably
altered (fig. S4G); however, the proportion of
m6A peaks at intergenic regions increased
upon Ythdc1 CKO (fig. S4H). These observations
suggest that YTHDC1, like METTL3, affects
caRNAs transcribed mostly from intergenic
regions.
We examined carRNAs and observed mark-

edly increased m6A for repeat RNAs upon
YTHDC1depletion (fig. S5A). Specifically, ~20 to
30% of m6A-marked paRNAs and eRNAs and
>60% of m6A-marked repeat RNAs are affected
by YTHDC1 depletion, indicating a main role
of YTHDC1 in affecting the stability of repeat
RNAs in mESCs (fig. S5B). These m6A peaks

in different regions share similar motifs to
those we detected previously (fig. S5, C and D).
Moreover, we correlated m6A fold changes on
three carRNA groups separately and observed
distinct negative correlations in all cases be-
tween Mettl3 and Ythdc1 depletion (fig. S5E),
which further indicates that YTHDC1 pro-
motes decay of a portion of these carRNAs.
We next performed nuclear RNA decay assays
and observed notably increased half lifetimes
for all three groups of carRNAs upon Ythdc1
CKO (Fig. 2D and fig. S5F). Moreover, the
m6A-marked RNAs from all three carRNA
groups showed greater increases in half life-
time compared with those of non-m6A RNAs
after Ythdc1 CKO (Fig. 2E and fig. S5G).
We then ranked repeats families according

to their m6A peak enrichment fold changes in
response to Mettl3 or Ythdc1 depletion and
identified the long interspersed element-1
(LINE1) family as one of the most responsive
in both cases (fig. S6, A and B). LINE1 ele-
ments are the most abundant class of mouse
retrotransposon, transcribed in early embryos,
and they play critical roles in development—
particularly in remodeling chromatin struc-
ture and regulating transcription (19, 20). We
observed that m6A levels of each subfamily of

LINE1 negatively correlate with their diver-
gence: younger LINE1 contains higher m6A
levels (fig. S6, C and D) and shows more sig-
nificant methylation fold changes (fig. S6, E
and F) upon Mettl3 or Ythdc1 depletion. We
next verified that the decay of L1Md_F, a rep-
resentative young subfamily of LINE1, is
regulated by YTHDC1 andMETTL3 in anm6A-
dependent manner (supplementary text and
figs. S6G and S7).
paRNAs, eRNAs, and repeat RNAs, such as

LINEs, can regulate transcription by affecting
chromatin architecture at corresponding ge-
nomic loci. Because Mettl3 KO increases both
transcription and chromatin accessibility (Fig.
1), we next examined whether these changes
are regulated bymethylation of these carRNAs.
We performed time-course RNA sequencing
of nascent transcripts as well as total nuclear
RNAs and conducted mammalian native
elongating transcript sequencing (mNET-seq)
(21, 22) inMettl3 KO andWTmESCs. Both the
global expression level (Fig. 3, A and B) and
transcription rate (Fig. 3, C and D, and fig. S8,
A and B) increased upon Mettl3 KO. Genes
that were up-regulated in Mettl3 KO mESCs
tended to have upstream carRNAs marked
withm6Amore frequently than those thatwere
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Fig. 1. Mettl3 KO in mESCs leads to increased nascent RNA transcription
and chromatin accessibility. (A and B) Analysis of nascent RNA synthesis
in WT or Mettl3−/− mESCs [(A), Mettl3−/−-1 and -2 are two independently
generated KO lines], and Mettl3−/− mESCs rescued with WT or an
inactive mutant Mettl3 (B). Nascent RNA synthesis was detected by
using a click-it RNA Alexa fluor 488 imaging kit. EU, 5-ethynyl uridine;

DAPI, 4′,6-diamidino-2-phenylindole. (C and D) Analysis of chromatin
accessibility in WT or Mettl3−/− mESCs (C), and Mettl3−/− mESCs rescued
with WT or mutant Mettl3 (D). DNase I–treated TUNEL assay was performed.
For (A) to (D), the nucleus is counterstained by DAPI. EV (empty vector)
refers to Mettl3−/− mESCs when transfected with empty vector plasmid.
dsDNA, double-stranded DNA.
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down-regulated (Fig. 3, A and B). Moreover,
genes with m6A-marked upstream carRNAs
attained higher increases in transcription rate
than those with non-m6A–marked upstream
carRNAs. The same is true when sorting genes
with their precursor mRNAs (pre-mRNAs) not
subjected to m6A methylation (Fig. 3, E to F,
and fig. S8, C to E), which indicates that the
reduced m6A methylation of these carRNAs
upon Mettl3 KO activates the transcription of
downstream genes.
Notably, we found that all m6A-dependent

genes that showed reduced upstream carRNA
methylation upon Mettl3 depletion (~6584
genes) exhibited increased transcription rates
(Fig. 3G). We identified a subset of these genes
that demonstrated transcription rate differ-
ences >1 uponMettl3 KO (fig. S9A) and found
that these genes are mainly involved in tran-
scription regulation, chromatin modification,
and stem cell population maintenance (fig.
S9B). Hence, the reduced m6A methylation
of carRNAs not only promotes downstream
transcription but may activate genes involved

in chromatin opening, initiating a positive
feedback loop. We further analyzed Prdm9,
Kmt2d (encoding twoH3K4me3methyltrans-
ferases), Esrrb, and Ranbp17 (related with dif-
ferentiation), all of which possess upstream
carRNAs with reduced m6A level upon Mettl3
KO (fig. S10). Consistently, the half lifetime of
these carRNAs and the transcription rate of
their downstream genes both increased upon
Mettl3 KO, and these changes could be res-
cued byWT but not mutantMETTL3 (fig. S11).
The interactions between super-enhancers

and their target genes are known to be affected
by transcription of exosome-regulated transcripts
in mESCs (23). We examined super-enhancers
and found that ~80% of super-enhancer RNAs
(seRNAs) contain m6A peaks (Fig. 3H and fig.
S12A). The m6A methylation level of seRNAs
decreased (fig. S12, B and C) and the m6A-
marked seRNAs showed a greater increase in
abundances comparedwith non-m6A–marked
ones upon Mettl3 KO (Fig. 3I). seRNAs that
showed reduced m6A level upon Mettl3 KO
were associated with increased transcription

rates at downstream genes (Fig. 3J); genes
with transcription rate differences larger than
one weremainly involved in transcription reg-
ulation, chromatinmodification, and stem cell
maintenance (fig. S12, D and E), consistent
with results obtained from other carRNAs
(fig. S9). Moreover, we found that genes reg-
ulated bym6A-marked upstream seRNAs tended
to exhibit greater increases in transcription rate
than those regulated by m6A-marked upstream
typical eRNAs uponMettl3 KO (fig. S12F).
Wenext investigated chromatin state changes

affected by altered carRNA methylation. We
performed chromatin immunoprecipitation
sequencing (ChIP-seq) and observed global
increases of these two active marks, H3K4me3
and H3K27ac, upon Mettl3 KO (fig. S13, A and
B), consistent with the Western blot results
(fig. S1H). Moreover, genes with m6A-marked
upstream carRNAs showed greater increases
in H3K4me3 and H3K27ac than genes with
non-m6A upstream carRNAs in Mettl3 KO
mESCs (Fig. 4A). Likewise,Mettl3 KOmESCs
showed obvious increases in both marks at
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Fig. 2. Transcript turnover
of carRNAs is regulated by
m6A. (A) LC-MS/MS
quantification of the m6A/A
ratio in nonribosomal
(non-Rib) caRNAs (including
pre-mRNA) extracted from
WT or Mettl3−/− mESCs.
n = 3 biological replicates;
error bars indicate means ±
SEM. (B) m6A level changes
on carRNAs were quantified
through normalizing m6A
sequencing results with
spike-in between WT and
Mettl3 KO mESCs. n = 2
biological replicates.
(C) carRNAs were divided
into methylated (m6A) or
nonmethylated (non-m6A)
groups. The boxplot shows
greater increases in
transcript abundance fold
changes of the m6A group
versus the non-m6A group upon
Mettl3 KO over WT mESCs.
For (A) and (C), P values
were determined by two-
tailed t test. (D) Cumulative
distribution and boxplots
(inside) of nuclear carRNA
half lifetime changes in CKO
Ythdc1 and control mESCs.
(E) Cumulative distributions
and boxplots (inside) of
the half lifetime changes of carRNAs upon Ythdc1 CKO. carRNAs were divided into methylated (m6A) or nonmethylated (non-m6A) groups.
Depletion of YTHDC1 led to greater half lifetime increases of m6A-marked carRNAs than non-m6A–marked ones. For (D) and (E), P values were
calculated by a nonparametric Wilcoxon-Mann-Whitney test. h, hours.
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regions that flank METTL3-enriched DNA
loci (fig. S13, C and D). These data suggested
that stabilizing the upstream carRNAs in
Mettl3 KO mESCs could increase the deposi-
tion of active histone marks.
We suspect that carRNAs could recruit pro-

teins, such as CBP/EP300 and YY1, to promote
open chromatin and activate transcription
(24, 25). In fact, YY1 was identified as one of
the top enriched transcription factors (TFs)
at genomic regions that harbor m6A-marked
carRNAs (fig. S14A). Our ChIP-seq experi-
ments revealed global increases of EP300
and YY1 binding inMettl3 KOmESCs (Fig. 4,
B and C), which correlated well with higher
nearby eRNAs or paRNAs abundances (fig.
S14, B and C). Moreover, both EP300 and YY1
binding negatively correlate with the m6A
level of nearby carRNAs (Fig. 4, D and E),
and Mettl3 KO leads to elevated EP300 and
YY1 binding at regions that lose m6A (Fig. 4,
F and G). The genomic regions with both
m6A-marked carRNAs and binding of EP300
or YY1 showed the greatest increase inH3K27ac
compared with regions with just m6A or just
EP300/YY1 binding uponMettl3 KO (Fig. 4H).
We also performed ChIP-seq of JARID2, a com-
ponent of the polycomb repressive complex 2
(PRC2), because RNA transcripts could repel
PRC2 binding tomaintain chromatin openness
(26). We observed a globally decreased JARID2
binding, correlating well with the abundance
increases of eRNAs and repeats transcripts
upon Mettl3 KO (fig. S14, D and E). Further-
more, JARID2 tends to bind to regions with
high m6A methylation of carRNAs (fig. S14F),
with a positive correlation between the m6A
level on carRNA and local JARID2 binding
changes uponMettl3KO (fig. S14G). Therefore,
these m6A-regulated carRNAsmay stabilize the
open chromatin state by not only recruiting
active TFs but also repelling repressive factors,
such as PRC2, upon loss of methylation.
Lastly, elevated LINE1 may also modulate

global chromatin accessibility (19).We blocked
LINE1 RNA inMettl3−/− mESCs and observed
an overall reduction in chromatin accessibility
(Fig. 4I) (20). We employed a fused CRISPR-
dCas13b system (27) with eitherWTor inactive
mutant FTO (fig. S15A). Only when targeting
LINE1 by guide RNA (gRNA) with dCas13b-wt
FTO, but not dCas13b-mu FTO, did we observe
decreased m6A level and increased half life-
time for LINE1, together with a globally in-
creased chromatin accessibility (fig. S15, B to
E). We then applied the dCas13b-FTO system
to genes that harbor m6A-marked upstream
carRNAs (fig. S16). When targeting carRNAs
using gRNAs and dCas13b-wt FTO, we observed
site-specific methylation reduction, with little
methylation change observed using dCas13b-
mu FTO or negative control gRNAs (Fig. 4J
and fig. S17). We also observed increased half
lifetime of these carRNAs, up-regulation of
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Fig. 3. The m6A level of carRNAs affects downstream gene expression and transcription rate.
(A and B) Volcano plot of genes with differential expression levels in Mettl3−/−-1 (A) or Mettl3−/−-2 (B) versus
WT mESCs [P < 0.05 and |log2FC| > 1 (FC, fold change)]. Genes with upstream, m6A-marked carRNAs are
shown with orange circles. Gene expression level was normalized to ERCC spike-in with linear regression
method. DEG, differentially expressed gene. (C and D) Cumulative distribution and boxplot (inside) of gene
transcription rate in Mettl3−/−-1 (C) or Mettl3−/−-2 (D) versus WT mESCs. (E and F) Cumulative distribution
and boxplot (inside) of transcription rate difference between Mettl3−/−-1 (E) or Mettl3−/−-2 (F) versus WT
mESCs. Genes were categorized into two subgroups according to whether their upstream carRNAs contain
m6A (m6A) or not (non-m6A). For (C) to (F), P values were calculated by a nonparametric Wilcoxon-Mann-Whitney
test. (G) Heatmap showing the m6A level fold changes (log2FC < −1) on carRNAs and downstream gene
transcription rate difference between Mettl3 KO and WT mESCs. (H) Venn diagram showing the overlap between
the m6A peaks and super-enhancer peaks in mESCs. (I) Boxplot showing fold changes of the abundance of
m6A-marked and non-m6A–marked seRNAs between Mettl3−/− and WT mESCs. For (A), (B), and (I), P values
were determined by two-tailed t test. (J) Heatmap showing fold change (log2FC < −0.38) of m6A level of
seRNAs and transcription rate difference of their downstream genes between Mettl3 KO and WT mESCs.
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(bottom) level changes on gene body together with 2.5 kb upstream of the
TSS (transcription start site) and 2.5 kb downstream of the TTS (transcription
termination site) in WT and Mettl3 KO mESCs. Genes were categorized into
two groups according to whether they harbor upstream m6A-marked carRNAs
(m6A) or not (non-m6A). (B and C) Profiles of EP300 (B) or YY1 (C) DNA
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WT mESCs. (F and G) The correlation between changes in m6A level of the
carRNAs and changes in EP300 (F) or YY1 (G) DNA binding at genomic
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regions that are m6A methylated (m6A only, without EP300 and YY1 binding),
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showed the highest increase upon Mettl3 KO. (I) Analysis of chromatin
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oligos (ASOs). DNase I–treated TUNEL assay was performed. (J) A dCas13b-
FTO (WT or inactive mutant) construct with gRNA targeting the seRNA of
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H3K4me3 levels, and increased Arntl transcription rate were observed,
accompanied by the decreased seRNA m6A level. (K) A schematic model
showing how m6A affects transcription by regulating the decay of upstream
carRNAs stability and chromatin state.
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downstream gene transcription, and elevated
local H3K4me3 and H3K27ac levels (Fig. 4J
and fig. S18). Together, these results strongly
support our discovery that m6A methylation
of carRNAs controls carRNA stability and
downstream gene transcription.
To explore functional relevance of this m6A-

mediated regulation, wemodulated the LINE1
RNA level in WT and Mettl3 KO mESCs.
LINE1 abundance was elevated in Mettl3 KO
mESCs (fig. S19A) (11). Blocking LINE1 ele-
vated differentiation capacity and decreased
cell renewal in Mettl3 KO mESCs (fig. S19, B
to D). In contrast, targeting LINE1 using gRNA
with dCas13b-wt FTO resulted in decreased
differentiation capacity and increased cell re-
newal in WTmESCs but not with Cas13b-mu
FTO (fig. S19, B to D). We also confirmed reg-
ulatory functions of m6A-marked carRNAs
in endometrial cancer progression, in which
down-regulation of METTL3 increases cell
proliferation, migration, and tumor growth
(supplementary text and figs. S20 to S23) (28).
In this work, we report that carRNAs can

be m6A methylated by METTL3. A subset of
these m6A-marked carRNAs (mainly LINE1
repeats) is destabilized by YTHDC1 via the
NEXT complex.We show thatm6A serves as a
switch to affect abundances of these carRNAs,
thus tuning nearby chromatin state and down-
stream transcription (Fig. 4K). Effects of m6A
methylation on carRNAs could vary; m6A may
stabilizemodified carRNAs indifferent cell types.

InmESCs, the transcription activation induced
by m6A depletion is coupled with the increased
chromatin accessibility, enrichment of certain
TFs, and elevated histone marks, revealing a
direct cross-talk between carRNA m6A methyl-
ation and chromatin state. Our findings demon-
strate an additional layer of regulatory effect
of carRNA m6A on transcription.
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CANCER

Therapeutic targeting of preleukemia cells in a
mouse model of NPM1 mutant acute
myeloid leukemia
Hannah J. Uckelmann1,2, Stephanie M. Kim1,2, Eric M. Wong1,2, Charles Hatton1,2, Hugh Giovinazzo1,2,
Jayant Y. Gadrey1,2, Andrei V. Krivtsov1,2, Frank G. Rücker3, Konstanze Döhner3, Gerard M. McGeehan4,
Ross L. Levine5, Lars Bullinger6, George S. Vassiliou7,8, Scott A. Armstrong1,2*

The initiating mutations that contribute to cancer development are sometimes present in premalignant
cells. Whether therapies targeting these mutations can eradicate premalignant cells is unclear. Acute
myeloid leukemia (AML) is an attractive system for investigating the effect of preventative treatment
because this disease is often preceded by a premalignant state (clonal hematopoiesis or myelodysplastic
syndrome). In Npm1c/Dnmt3a mutant knock-in mice, a model of AML development, leukemia is preceded
by a period of extended myeloid progenitor cell proliferation and self-renewal. We found that this self-renewal
can be reversed by oral administration of a small molecule (VTP-50469) that targets the MLL1-Menin
chromatin complex. These preclinical results support the hypothesis that individuals at high risk of
developing AML might benefit from targeted epigenetic therapy in a preventative setting.

N
ucleophosmin (NPM1) mutant acute
myeloid leukemia (AML) is one of the
most common types of AML (1–3). De-
spite its high prevalence, the mecha-
nism of leukemogenesis is still poorly

understood, and targeted therapy options are
lacking (4). NPM1 gene mutations (NPM1c) in-
duce cytoplasmic localization of NPM1 and often
co-occur with other mutations in genes such
as DNAmethyltransferase 3A (DNMT3AR882H).
NPM1c leukemias express a distinctive stem
cell–like gene expression pattern that includes
homeobox cluster A and B (HOXA/B) genes
and their DNA-binding cofactor MEIS1 (5–8).
In humans, DNMT3Amutations are detected
in themost primitive hematopoietic stem cell
compartment, often long before the develop-
ment of leukemia, a condition often referred
to as clonal hematopoiesis of indeterminate
potential (CHIP) (9).NPM1mutations are found
in committed progenitors and differentiated
myeloid cells in AML but are absent from the
stem cell and lymphoid compartments (9, 10).
This suggests that NPM1c may induce self-
renewal in myeloid progenitors as a critical
step in the development of AML and that this
aberrant progenitor self-renewal may repre-
sent a critical step in the progression from
CHIP to AML.

To identify the leukemia-initiating cellular
population inNPM1cAML,we used previously
developed mouse models with an inducible
Cre recombinase (MxCre) and heterozygous
conditional knock-in of the humanized Npm1
mutation (Npm1flox-cA/+; hererafter called
Npm1cmutantmice), alone or in combination
with Dnmt3aR878H mutation (Dnmt3aR878H/+;
hererafter called Dnmt3amutant mice) (5, 11).
We confirmed Hox gene up-regulation in dif-
ferent hematopoietic stem and progenitor
populations of Npm1c, Dnmt3a, and Npm1c/
Dnmt3a mutant mice 16 weeks after induc-
tion of the knock-in allele by polyinosinic:
polycytidylic acid (pIpC) injection (Fig. 1A).
At this time, mutant mice showed no signs of
leukemia and had normal blood counts, and
only the double mutant showed a slight in-
crease in granulocyte-macrophage progen-
itor (GMP) frequencies (fig. S1, A and B).
Sorted wild-type (WT) and Dnmt3a single-
mutant cells showed a stepwise decrease of
Hoxa9mRNA expression from long-term hem-
atopoietic stem cells (LT-HSCs) toGMPs,which
coincides with their loss of self-renewal proper-
ties (Fig. 1A).Npm1c orNpm1c/Dnmt3amutant
cells maintained inappropriately high levels of
Hoxa9 across the different progenitor cell types
(Fig. 1A). RNA sequencing (RNA-seq) analysis
4 weeks after activation of the Npm1c allele
revealed that half of the top 20 up-regulated
genes in Npm1c GMPs were Hoxa/b genes.
TheHSC-enriched Lin−, Sca1+, Kit+ population
(LSK) showedmuch lower fold changes owing
to their high baseline expression of Hoxa/b
genes (Fig. 1B and table S1). The gene expres-
sion programs induced inNpm1cmutantGMPs
were also enriched for LT-HSC and human
NPM1cmutant AML signatures, which include
Hoxa/b genes andMeis1 (fig. S1, C to I). On the
basis of these gene expression data, we con-

clude that Npm1c supports the inappropriate
expression of genes associated with normal
stem cell self-renewal, such as Hoxa/b cluster
genes, throughout myeloid differentiation.
We next investigated whether Npm1c can

induce stem cell–associated gene expression
de novo in committed progenitor cells, which
lack self-renewal and have low levels of Hox
andMeis1 expression. For this, we sorted Cre-
negative Npm1c, Dnmt3a, and Npm1c/Dnmt3a
mutant GMPs and LSK cells and then used
retroviral Cre overexpression to induce themu-
tant knock-in alleles in vitro (Fig. 1C).Npm1c
expression inducedHoxa9 expression in GMPs
in vitro, suggesting that theNpm1c-driven stem
cell–associated program can be turned on at
different stages ofmyeloid differentiation (Fig.
1C). Induction of Dnmt3aR878H knock-in alone
did not induce or enhance the Hoxa9 induc-
tion activated by Npm1c in progenitors, indi-
cating that mutant Npm1c and not Dnmt3a is
responsible for the observed up-regulation of
stem cell–associated genes.
Our gene expression data suggest thatNpm1c

induces stem cell properties in non–stem cells.
To examine whether these transcriptional
changes coincide with functional self-renewal
properties in Npm1c progenitors, we first per-
formed colony-forming unit (CFU) assays.Npm1c
mutant GMPs displayed increased in vitro self-
renewal capacity, as shown by their ability to
replate up to four rounds in CFU assays (fig.
S2, A and B). Transplantation experiments per-
formed using in vivo pIpC-induced and in vitro
Cre-transduced mutant GMPs demonstrated
that Npm1c enhances engraftment and self-
renewal of GMPs (Fig. 1D and fig. S2C). Al-
though some of the initially engrafted GMPs
were depleted over time, about half of the mice
retained self-renewing GMPs for >12 weeks
(Fig. 1E). These long-term engrafting GMPs
(LT-GMPs) showed CD11b+Gr1+ peripheral
blood engraftment, and recipient mice showed
no signs of leukemia for more than 6 months
(fig. S2D). These experiments demonstrate that
self-renewal properties induced byNpm1c in
myeloid progenitors are sufficient to give rise
to a preleukemic population that stably engrafts
long term.
To determine whether these preleukemic

Npm1c mutant clones would progress to leuke-
mia, we performed secondary transplants of
LT-GMPs (Fig. 2A). Secondary recipients of
Npm1c single-mutant or Npm1c/Dnmt3a double-
mutant LT-GMPs developedAML3 to 5months
after secondary transplant similar tomice that
received mutant LSK cells (Fig. 2B). LSK- and
GMP-derived secondary transplanted mice
presented with high white blood cell counts,
enlarged spleens, and extramedullary hema-
topoiesis, suggesting that Npm1c is sufficient
to give GMPs enough self-renewal capacity to
ultimately generate AML (Fig. 2, C and D, and
fig. S3, A and B). The long latency indicates
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thatNpm1cmutant LT-GMPs may acquire fur-
thermutations over time, which has been shown
to occur in this and other Npm1c knock-in
mouse models (7, 12). Furthermore, mouse
Npm1c/Dnmt3amutant leukemia cells showed
highly up-regulatedHoxa/b expression, which

resembled expression patterns observed in
humanNPM1cAMLand otherHOX-associated
AMLs such asMLL-AF9 AML (Fig. 2E and fig.
S3, C and D). These results confirm that pre-
leukemic Npm1c mutant LT-GMPs eventually
give rise to leukemia.

We have previously shown that inhibition of
the interaction between the histone methyl-
transferase MLL1 and adaptor protein Menin
reverses leukemogenic gene expression in the
NPM1cAMLcell lineOCI-AML3 (13).Menin-MLL
interaction inhibitors were originally developed
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to target the oncogenic MLL-fusion complexes
by directly disrupting the oncogene complex
from assembling on chromatin. Our findings,
however, suggest that the WTMLL1-Menin in-
teraction is essential to maintain NPM1c-driven
leukemia. To test this, we used an orally bio-
available inhibitor of the Menin-MLL1 inter-
action (VTP-50469). This compound has been
used to treat established disease in models of
MLL-rearranged AML and B cell acute lym-
phoblastic leukemia [see (14) for details on the
chemical synthesis of VTP-50469]. We assessed
whether Npm1cmutant mouse cells respond
to Menin inhibition in serial CFU replating as-
says of double- and single-mutant cell lines (Fig.
3A and fig. S4A).Menin inhibition led to a rapid
loss of replating capacity and up-regulation of
myeloid differentiation marker CD11b with no
significant increase in apoptosis (fig. S4, B and
C). Gene expression analysis ofNpm1c/Dnmt3a
mutant mouse cells after Menin inhibition re-
vealed a rapid repression of stem cell genes,
includingMeis1 and Pbx3 (fig. S5A, left). Meis1
and Pbx3 are important cofactors of Hoxa/b
transcription factors and play essential roles in
Hoxa9-driven leukemogenesis andmaintenance
of leukemic stem cell gene expression programs
(15–17). Even though many Npm1c-induced
genes, including Hoxa/b, remained highly ex-
pressed, the loss of essential cofactors such as
Meis1 could account for the loss of self-renewal
observed upon Menin inhibition.

To confirm that reducedMeis1 expression is
crucial for the drastic differentiation ofNpm1c/
Dnmt3amutant cells observed after VTP-50469
treatment, we first attempted to rescue the VTP-
50469–induced loss of leukemic stem cell gene
expression by retroviral overexpression ofMeis1.
MaintainingMeis1 expression rescued the replat-
ing capacity ofNpm1c/Dnmt3amutant cells in
the presence of Menin inhibitor and increased
themedian inhibitory concentration (IC50) values
significantly (Fig. 3B and fig. S5B). Whereas
control cells lost essential components of their
self-renewal program in response to VTP-50469,
Meis1-expressing cells showed increased expres-
sion of a group of stem cell–associated genes,
includingMecom and Pbx3, and retained them
in the presence of Menin inhibitor (fig. S5, B to
G). Conversely, Cas9-mediated knockout (KO)
of Meis1 led to a rapid loss of out-of-frame
edited cells in culture as well as a reduction in
CFU replating capacity, confirmingMeis1 as a
dependency in NPM1c mutant AML (Fig. 3C
and fig. S5H). These data confirm the essential
role of Meis1 in maintaining leukemic stem
cell programs.
Next, we confirmed that human NPM1c

mutant leukemia cell line OCI-AML3 also re-
sponds to VTP-50469. OCI-AML3 cells were
highly sensitive to Menin-MLL inhibition, as
demonstrated by their low IC50 value (3 nMon
day 6) and rapid down-regulation of MEIS1
and PBX3 upon VTP-50469 treatment (fig. S6,

A to C). In contrast to previously published
Menin inhibitor molecules such asMI-2-2 and
MI-503 that were shown to reduce expression
of HOXA/B cluster genes as well as MEIS1,
HOX genes were not repressed in response to
VTP-50469 in OCI-AML3 cells (fig. S6, B and
C). Inmouse cells, amodest repressive effect on
someHox genes was observed, whereas others
were up-regulated (figs. S7, D and E, and S10,
A to D) (18, 19). Furthermore, we observed a
reduction of Menin and MLL1 chromatin oc-
cupancy at theMEIS1 andPBX3 transcriptional
start sites (TSSs), whereas MLL1 binding at
HOXA/B TSSs was retained in regions where
Meninwas depleted (Fig. 3D, fig. S6E, and table
S2). Globally, Menin chromatin occupancy was
decreased, whereas MLL1 and trimethylated
histone H3 lysine 4 (H3K4me3) were lost only
at specific sites that were highly enriched for
genes down-regulated in response to Menin
inhibition (figs. S6, F to H, and S7, A to C). To
verify that MLL1 loss is responsible for the ob-
served loss of stem cell–associated gene expres-
sion, we generated Cas9-mediated OCI-AML3
KO cell lines ofMLL1,MLL2, andMenin (fig.
S8, A to C, and table S4).MeninKOmimicked
the expression changes observed upon VTP-
50469 treatment, with reduced MEIS1 and
PBX3 expression and up-regulation ofHOXB5
and HOXA5 (Fig. 3, E and F, and fig. S8, D
and E). Loss ofMLL1, however, also resulted in
a reduction inHOX expression, whereasMLL2
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mean of three independent experiments. d7, day 7. (B) CFU assay of mouse SIIIL12
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represent the mean of three independent experiments. (D) Chromatin immuno-
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disruption showed no or only minor effects
on HOX andMEIS1 (Fig. 3F and fig. S8E). In
agreement with this, Menin and MLL1 KO
cells were rapidly depleted in competition as-
says, whereas MLL2 KO cells were not (fig.
S8F). Our findings confirm MLL1 as the main
driver of oncogenic HOX and MEIS1 gene ex-
pression inNPM1cmutant AML and show that
only a subset of MLL1 target genes are also
Menin dependent.
DNMT3Amutations are frequently found in

patients with CHIP and are associated with
increased risk for hematologic malignancies
(9, 20–23). By contrast,NPM1cmutations have
not been reported in CHIP, suggesting that
their acquisition is rapidly followed by leuke-
mic progression. This was demonstrated in at
least one patient with IDH2mutant CHIP that
developed AML shortly after NPM1c was de-
tected (8, 24). Ourmousemodel of preleukemic
Npm1c/Dnmt3a LT-GMPs allowed us to test
whether we can interrupt leukemia progres-
sion bymeans of eradication ofNpm1cmutant
preleukemic clones. We evaluated the in vivo
efficacy of VTP-50469 using secondary trans-
plants of Npm1c single-mutant and Npm1c/
Dnmt3a double-mutant LT-GMPs (fig. S9A).
Engraftment was confirmed 3 weeks after
transplant, and mice were treated with 0.1%
VTP-50469–spiked chow for 9 weeks (fig. S9,

B and C). In control animals, we observed
an expansion of LT-GMP engraftment and
eventually mice succumbed to AML (Fig. 4, A
and B, and fig. S9D). After 3 weeks, Menin
inhibitor–treated preleukemic mice showed
a rapid decrease in engraftment (<1%) (Fig. 4A
and fig. S9D). Notably, no relapse of LT-GMPs
was observed more than 6 months after the
treatment was discontinued, and VTP-50469–
treated groups showed prolonged survival of
more than 9 months versus an average of
5 months in the untreated groups (Fig. 4B
and fig. S9E). Furthermore, when VTP-50469–
treated mice were sacrificed 300 days after
transplant, no Npm1c mutant cells were de-
tected in bone marrow, spleen, or liver (fig.
S9, F to H).WT stem cell self-renewal was not
affected by VTP-50469 treatment, as demon-
strated by stable engraftment of WT HSCs (fig.
S9I). Repression of Meis1 and Pbx3 and other
stem cell–associated genes was validated by
RNA-seq analysis of sorted Npm1c/Dnmt3a
LT-GMPs after 5 days of in vivo treatment (fig.
S10, A to D). VTP-50469 was well tolerated even
when administered for long periods (9 weeks
continuously), which could potentially be ex-
tended to ensure complete clearance ofNPM1c
mutant cells if needed. These data indicate that
we can specifically eradicate preleukemicNpm1c
mutant self-renewing myeloid progenitor cells

using targeted epigenetic therapy without
having detrimental effects on either normal
HSCs or hematopoiesis.
We next investigated whetherNPM1cmutant

cells remained sensitive to Menin-MLL inhi-
bition after progression to AML. Menin-MLL
inhibitors have been shown to be effective tar-
getingMLL-fusion leukemias invivo,butwhether
they will be similarly effective in themore com-
mon NPM1c mutant AML was less clear. To
this end, we used patient-derived xenograft
(PDX) assays of untreated and relapsedNPM1c
AML harboring FLT3, DNMT3a, and IDH1 co-
mutations (table S5). Inhibiting MLL1-Menin
dramatically reduced tumor burden in blood,
spleen, and bonemarrow of three different PDX
models treated for 30 to 43 days (fig. S11, A to
I). The few detectable human cells expressed
high levels of the differentiation marker CD11b
(fig. S11, J and K). VTP-50469 treatment signif-
icantly prolonged survival in two indepen-
dentNPM1c PDXmodels (Fig. 4, C and D, and
fig. S12, A and B). Gene expression analysis of
NPM1c PDX cells isolated 10 days after in vivo
Menin inhibitor treatment confirmed reduced
expression ofMEIS1 and PBX3, as observed in
our mouse model, whereas HOX genes were
slightly increased (fig. S12C). Furthermore,Menin
inhibition was effective in PDX mice with
high tumor burden [40 to 80% human CD45
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0.1% VTP-50469–spiked chow for 129 days (patient 1, table S5; n = 5 mice
per group; error bars indicate mean ± SD). (E) Mutational screening of
49 paired MDS and sAML patient samples for RUNX1, TP53, NPM1,
FLT3, ASXL1, DNMT3A, IDH1, and IDH2 mutations revealed six patients
with persistent NPM1 mutations detected in MDS samples before AML
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(hCD45)] (fig. S13A). A reduction of blood
leukemia burden was observed after 3 weeks
of VTP-50469 treatment. Except for one mouse
that expired after 10 days of treatment, the
three remaining VTP-50469–treated mice sur-
vivedmore than 150 days after transplant with
hCD45 engraftment of <1% (fig. S13, B and C).
Our data suggest that Menin-MLL inhibition
is highly effective not just in the preleukemic
setting but also in fully developed aggressive
human NPM1cmutant AMLs.
To determine the feasibility of detecting pre-

leukemic NPM1 mutant clones in patients, we
screened 49 paired myelodysplastic syndrome
(MDS) and secondary AML (sAML) samples for
AML-associated mutations (NPM1, DNMT3A,
RUNX1, TP53, NF1, ASXL1, IDH1, and IDH2).
NPM1c was detected in six (12%) of MDS and
paired sAML samples, whereas co-occurring
signalingmutationsNF1 and FLT3weremostly
acquired during progression to sAML in these
samples (Fig. 4E). Half of theseNPM1cmutant
MDS patients rapidly developed leukemia with-
in 1 to 2 months, whereas the remaining three
patients (or the other half of patients) progressed
more slowly (5 to 6.5months) (table S6).NPM1c
can therefore be detected in a preleukemic
setting and may act as a marker for progres-
sion to AML, making it an ideal target for pre-
ventative therapy. In the context of screening
and monitoring, this may plausibly be ex-
tended to individuals with large DNMT3A or
IDH1/2 mutant CHIP clones, which is pre-
dictive of high AML risk (9).
In summary, this study shows that eliminat-

ing preleukemic cells with targeted therapy is

a potentially promising approach; specifically,
we present evidence in amousemodel of AML
that early intervention is possible with mole-
cules that target chromatin regulators. Com-
bined with improved long-term monitoring
of patients with high-risk CHIP or MDS for
appearance of an NPM1c preleukemic clone,
disease prevention could become a realistic
possibility in the future.
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Avoiding immigration limbo

B
anks won’t give a mortgage loan to someone who is only going to be in the country for 1 year,” 

declared the real estate agent. His remark shocked me. I was a tenure-track faculty member 

at the time, but I was deemed unworthy to receive a line of credit because of my visa situa-

tion. I’m a citizen of the Philippines, and the visa that my U.S. institution obtained for me had 

to be renewed each year. So, on paper it looked as though I only had permission to be in the 

country for 1 year. My wife and I encountered many such hurdles because of my visa—and 

they ultimately drove me to quit my faculty position and leave the country.

By Jaivime Evaristo
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In hindsight, I didn’t take the 

visa application process seriously 

enough when I was negotiating my 

job offer. I was so excited about 

landing a tenure-track position that 

I didn’t take time to think through 

what kind of visa and accommoda-

tions I would need to make my per-

sonal life work. I also assumed that 

the university had a system in place 

to deal with foreign hires. I said yes 

to the job offer and signed on the 

dotted line.

The first sign of trouble came 

when I tried to buy a house in our 

new city. I had moved there ahead 

of my wife and 1-year-old daughter 

so that I could look for a neighbor-

hood where we could settle down. 

But as the real estate agent pre-

dicted, mortgage lenders didn’t 

want to gamble on someone with 

a 1-year visa. I signed a lease for an apartment instead.

After my wife joined me, we needed a car because our 

sprawling community didn’t have a strong public transpor-

tation system. But we had trouble securing credit for that, 

too. In the end, we had to put down more than $3000 as a 

down payment.

The third, and final, straw came when my wife wanted 

to return to her work as a nurse after her maternity leave. 

Prior to our move, she had obtained a license to practice 

nursing in the United States. But she couldn’t apply for jobs 

because of legal restrictions associated with my visa. That 

left her feeling frustrated and isolated, unable to establish a 

professional life in a new country.

Stress ran high in our small one-bedroom apartment. 

The logical fix to our problems was for me to secure per-

manent residency status, otherwise known as a green card. 

But that just brought more problems. I pleaded with my 

department chair, dean, and provost to support my green 

card application. But it took 6 months for the university 

to agree to sponsor my application, 

and I didn’t know how long the re-

view and approval process would 

take on top of that.

Exasperated by the entire ordeal, 

I applied for jobs in countries that 

I thought would be more support-

ive of foreign workers and their 

families. I was offered a faculty 

job in the Netherlands and, within 

3 months, my family and I moved 

across the Atlantic.

That was 1 year ago, and we’ve 

been much happier ever since. My 

wife, who is allowed to work in 

the Netherlands, is completing a 

course toward a nursing certifica-

tion while our daughter, now 3 years 

old, is at government-subsidized 

day care. We are renting a nice 

house and are looking for one to 

buy. And we’ve been helped by a 

government policy that grants a 30% tax exemption for 

foreign hires for a period of 5 years.

I’m glad we’ve ended up where we are. But when I look 

back, I wish that I’d been more prepared and proactive 

when negotiating my first faculty position. I could have 

asked the university to apply for a multiyear visa—which, 

I later learned, is what human resources staff had done for 

other faculty hires. I could have also requested a guaran-

tee that the university would sponsor my application for 

permanent residency within a certain period of time and 

would pay for some immigration-related expenses, such as 

green card application fees. 

I hope that other immigrant scientists take heed from my 

tale. If you land a job, don’t sign on the dotted line until you 

know that you’ll have what you need in your new country. j

Jaivime Evaristo is an assistant professor at Utrecht University 

in the Netherlands. Do you have an interesting career story to share? 

Send it to SciCareerEditor@aaas.org. 

“Don’t sign … until you know 
that you’ll have what 

you need in your new country.”

“
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