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ON THE COVER

A growing number 
of scientists are 
studying science 
itself. These 
“metaresearchers” 
are asking how 
researchers generate 
and test hypotheses; 
what they read, cite, 

and publish; and how they collaborate 
and network. Some hope that a better 
understanding of how science works will 
help address systemic problems such 
as biases and the inability to reproduce 
many studies. See pages 1178 and 1194. 
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W
e have a problem in the academy. Accord-

ing to an extensive meta-analysis cited by 

the U.S. National Academies in their 2018 

report Sexual Harassment of Women: Cli-

mate, Culture, and Consequences in Aca-

demic Sciences, Engineering, and Medicine, 

more than 50% of women faculty and staff 

at academic institutions in the United States report 

having been sexually harassed—as do some 20 to 50% 

of women students, de-

pending on their field and 

level of study.

As troubling as this is, 

the problem, according to 

the National Academies 

report, is particularly egre-

gious in the sciences, en-

gineering, and medicine 

(SEM). It notes that SEM 

environments have four 

main characteristics that 

contribute to the prob-

lem: They have long been 

dominated by men; at an 

organizational level, they 

tolerate sexually harassing 

behavior; their mentorship 

structure of a hierarchy of 

individuals based on ex-

pertise and professional 

position creates depen-

dent relationships between 

trainees and faculty men-

tors; and they often iso-

late faculty and trainees 

for considerable periods 

of time in labs, field sites, clinics, and hospitals.

None of this will come as a surprise to women who 

work or study in SEM fields. Many have experienced 

sexual harassment firsthand or know colleagues who 

have. This harassment distorts their environment 

and undermines the effectiveness of the communi-

ties in which they work. The problem is systemic, as 

are its impacts: It affects the physical and emotional 

health of victims and alters their career pathways and 

opportunities—it hinders the process and progress 

of science.

It’s time for systemic change. The scientific com-

munity must act with urgency to create an inclusive 

organizational culture and professional standards of 

behavior that will allow all of its members to reach 

their full potential. Recognizing this, last week the 

American Association for the Advancement of Science 

(AAAS, the publisher of Science) Council approved a 

new policy (www.aaas.org/FellowsRevocation) that de-

fines sexual and gender-based harassment as a breach 

of professional ethics. The policy enables the revoca-

tion of elected AAAS Fellows “in cases of proven sci-

entific misconduct, serious breaches of professional 

ethics, or when the Fellow 

in the view of AAAS oth-

erwise no longer merits 

the status of Fellow.” The 

policy will go into effect 

on 15 October 2018.

This is only one step 

among many that need 

to be taken in the months 

and years ahead. AAAS 

and other professional 

organizations can foster 

change by using their net-

works and influence to 

bring attention to policies 

and practices that sup-

port a culture of equal-

ity and integrity. Many 

scientific and engineer-

ing societies, funding 

organizations, and insti-

tutions are already doing 

important work on this 

front, but much remains 

to be done. To that end, 

AAAS will continue to 

host discussions across 

the national and international scientific community to 

facilitate the exchange and dissemination of policies, 

procedures, and best practices for the adoption and 

enforcement of professional standards.

The goal to end sexual harassment across the scien-

tific community is achievable only through sustained 

attention and commitment. Our community must 

no longer tolerate harassment in its labs, classrooms, 

clinics, hospitals, and other institutions. The health, 

quality of life, and productivity of all members of the 

scientific community depend on everyone’s response to 

this problem.

–Margaret Hamburg, Susan Hockfield, Steven Chu

Address harassment now
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“The problem is systemic, as are 
its impacts…it hinders the process 

and progress of science.”
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FDA eyes e-cigarette crackdown
PUBLIC HEALTH |  The U.S. Food and Drug 

Administration (FDA) in Silver Spring, 

Maryland,  last week said it may pull 

e-cigarettes from the market unless manu-

facturers propose satisfactory steps within 

60 days to help curb an “epidemic” of use by 

minors. Studies indicate the addictive nature 

of these nicotine-containing vaping products 

leads youth to begin to smoke. Although 

e-cigarettes may help adults stop smoking, 

“The FDA won’t tolerate a whole generation 

of young people becoming addicted to nico-

tine as a tradeoff for enabling adults to have 

unfettered access to these same products,” 

FDA Commissioner Scott Gottlieb said in a 

statement. FDA also issued 1300 warning 

letters and fines to retailers who illegally sold 

e-cigarettes to minors this summer, part of 

what the agency called the largest coordi-

nated enforcement effort in its history.

Industry ties prompt resignation
RESEARCH ETHICS |  Breast cancer 

researcher José Baselga, chief medical 

officer at Memorial Sloan Kettering Cancer 

Center in New York City, resigned last week 

following revelations that he failed to fully 

report his financial ties to drug companies 

in his publications. ProPublica and The New 

York Times reported on 8 September that 

Baselga did not disclose his paid relation-

ships with Roche and other companies 

in scores of published papers over the 

past 5 years, including articles in Cancer 

Discovery, where he is an editor-in-chief. 

The payments—all reported to his 

institution—totaled more than $3 million. 

Baselga helped develop Herceptin and other 

molecularly targeted cancer drugs. 

Brussels OA champion leaves
PUBLISHING |  Robert-Jan Smits, the civil ser-

vant at the European Commission who helped 

hatch a radical plan to promote open access 

(OA) in scientific publishing, is leaving his job. 

Smits will become president of Eindhoven 

University of Technology in the Netherlands, 

his home country, in the spring of 2019. 

Smits shepherded many major reforms in EU 

science policy during his 25 years at the com-

mission; in March, the commission appointed 

A 
remote solar observatory in New Mexico reopened this week, 

10 days after it was mysteriously evacuated because of an 

unspecified “security issue.” The operator of the site, the 

Association of Universities for Research in Astronomy (AURA), 

says it closed the facility, located on Sacramento Peak, to coop-

erate with a law enforcement investigation of criminal activity 

and because it was concerned that a suspect posed a threat to the 

staff. AURA has not disclosed the nature of the suspected criminal 

activity, but it says the threat has ended. A small number of astrono-

mers at the Sunspot Solar Observatory make routine observations of 

the sun with the Richard B. Dunn Solar Telescope, run by a consor-

tium of universities and the National Solar Observatory.

Managers have not said what led them to temporarily evacuate the Sunspot Solar Observatory.

NEWS
I N  B R I E F

“
We stand by the science underlying our study. 

It is rigorous. It’s state of the art.

”Carlos Santos-Burgoa, leader of a George Washington University study criticized by 

President Donald Trump that put Hurricane Maria–related deaths in Puerto Rico near 3000.

Edited by Jeffrey Brainard

ASTRONOMY

Observatory closed for security threat
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Last year, Marchant, of Boston University, 

was found to have sexually harassed then–

graduate student Jane Willenbring during 

field work in Antarctica nearly 20 years 

ago (Science, 13 October 2017, p. 162). The 

glacier sits near Matataua Peak; “matatua” 

is a Maori word meaning “a scout before 

the troops.” Willenbring, now of the Scripps 

Institution of Oceanography in San Diego, 

California, says she was “pleased and sur-

prised” by the move, which “sends a message 

that this sort of thing isn’t tolerated anymore.” 

You published that?
SCIENCE COMEDY |  Riding in the front 

seat of a roller coaster could help you pass 

a kidney stone—but even more so if you sit 

in back. These and other head-scratching 

research findings were among those 

honored last week by the Ig Nobel Prizes, 

a parody of the Nobel Prizes organized 

by the science humor magazine Annals 

of Improbable Research. At the awards 

ceremony at Harvard University, a trio of 

urologists won the award in reproductive 

medicine for a journal article for which they 

used postage stamps to measure night-

time erections. The Peace Prize went to 

researchers who surveyed Spanish drivers 

to determine the frequency, motivation, 

and effects of shouting and cursing while 

in a car. And the Economics Prize honored 

an investigation of whether employees felt 

better after using voodoo dolls to retaliate 

against abusive bosses. (They did.) 

21 SEPTEMBER 2018 • VOL 361 ISSUE 6408    117 1SCIENCE   sciencemag.org

him its special envoy for OA. Unveiled this 

month, his “Plan S” seeks to finally “flip” 

the publishing industry to OA; it has the 

support of the commission and a coalition of 

European science funders (Science, 

7 September, p. 957). Smits tells Science he’s 

not worried about leaving his brainchild 

alone. An international task force will work 

out details by the end of the year, he says, 

after which it’s up to funders and institutions 

around the European Union to implement it. 

Meanwhile, Smits hopes to convince tradi-

tional academic publishers opposing the plan 

to make the switch. “By the time I leave, my 

job will be finished,” he says.

Spending rises for U.S. research
RESEARCH FUNDING |  Congress delivered 

some good budget news on 13 September 

to several major U.S. research agencies. 

Lawmakers agreed on a plan to give the 

National Institutes of Health, the nation’s 

largest funder of biomedical research, a 

5%, $2 billion boost, to $39.1 billion, in 

the fiscal year that begins 1 October. They 

also agreed to increase the Department of 

Defense’s spending on basic research by 8%, 

to $2.5 billion, in 2019. The same day, they 

sent President Donald Trump a bill that 

rejects his proposed cuts to Department 

of Energy science programs and instead 

provides a 5.2% spending boost, to 

$6.6 billion. But Congress is not expected 

to complete work on bills funding other 

research agencies before the current fiscal 

year ends on 30 September. Instead, it 

plans to send Trump legislation that would 

extend current spending levels for those 

agencies through 7 December, in hopes of 

completing work on the 2019 budget by the 

end of the calendar year.

Former IPCC head to stand trial
#METOO |  A court in New Delhi last week 

ordered Rajendra Pachauri, former head 

of the United Nations’s Intergovernmental 

Panel on Climate Change (IPCC), to stand 

trial on criminal charges that he sexually 

harassed a former colleague. Pachauri, 78, 

stepped down from IPCC in February 2015 

when a female colleague at The Energy and 

Resources Institute (TERI) in New Delhi, 

where he was director general, filed a police 

complaint against him, alleging he kissed 

and grabbed her inappropriately and threat-

ened to retaliate against her for refusing his 

advances. Pachauri denies the allegations. 

He filed a pending defamation lawsuit 

against a second former TERI employee 

after she alleged in 2016 that he sexually 

harassed her a decade earlier; authorities 

have not charged him in that case.

Harasser’s name is off glacier 
#METOO |  The Marchant Glacier in the 

Royal Society Range of Antarctica, named 

in 1994 for geologist David Marchant, was 

renamed Matataua Glacier on 10 September 

by the U.S. Board on Geographic Names. 

AGRICULTURE 

Virus outbreak in Belgian boars  
causes jitters

I
n another giant leap for a deadly pig virus, African 

swine fever (ASF) was discovered last week in 

Western Europe. Belgian authorities reported 

finding the disease’s virus in two wild boars in the 

southeastern province of Luxembourg. No farm 

infections have been reported, but animal health 

experts worry they are inevitable if the virus becomes 

established in wild boars. Harmless to humans but 

hard to stamp out, ASF poses an increasing global 

threat to pig farming. It had previously been discov-

ered in a dozen countries in Eastern Europe and has 

caused outbreaks in more than 20 locations in China 

since 1 August. The jump to Belgium suggests the 

disease may have reached “pandemic proportions,” 

the University of Minnesota’s Swine Health Monitoring 

Project in St. Paul wrote in a statement last week.

Experts worry African swine fever could jump from wild 

boars to pigs on Western European farms.
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W
eather and marine scientists 

were awestruck last week as they 

watched deadly, record-breaking 

storms evolve on opposite sides 

of the globe. Now, they are scram-

bling to analyze a torrent of data 

on the origins and impacts of the storms, col-

lected by satellites, gauges, robotic subma-

rines, and other instruments. They are also 

assessing damage to research infrastructure.

In Asia, Typhoon Mangkhut made land-

fall early on 15 September local time on 

northern Luzon in the Philippines, killing 

at least 70 people, many in massive mud-

slides. It went on to pound Hong Kong, 

China, with some of the strongest winds 

and highest storm tides recorded there in 

the modern era.

At about the same time in North America, 

Hurricane Florence came ashore near Wilm-

ington, North Carolina. Its winds were far 

weaker, but it produced unprecedented rain-

fall and flooding, killing at least 24 people 

and leaving several coastal science facilities 

in tatters.

At the Duke University Marine Lab in 

Beaufort, North Carolina, the “terrifying” 

hurricane “peeled [the roof] off our primary 

teaching building” and left many dormito-

ries “uninhabitable,” says Director Andrew 

Read. Florence also severely damaged Dobo 

Hall, a main science building at the Univer-

sity of North Carolina in Wilmington. It’s 

not clear how long it will take to reopen the 

campuses, officials say.

Off Wilmington’s coast, 8-meter waves and 

chaotic currents dragged a buoy equipped 

with sensors that measure wind speeds, 

wave heights, and other conditions more 

than a kilometer from its mooring. But as of 

early this week, it was still transmitting data, 

says Debra Hernandez, executive director of 

the buoy’s operator, the Southeast Coastal 

Ocean Observing Regional Association in 

Charleston, South Carolina. She was wait-

ing to find out whether an instrument that 

tracks ocean currents with high-frequency 

radar, silent since the storm, is still intact. It 

could take years to replace lost instruments, 

she notes, because her network relies mostly 

on federal funding that must work its way 

through Congress. 

In China, ocean researchers at The Uni-

versity of Hong Kong (HKU) dodged a bul-

let when 175-kilometer-per-hour winds and 

high waves slammed into The Swire Insti-

tute of Marine Science, which is perched 

on an exposed peninsula. The facility 

“took a lot of damage,” says Director Gray 

Williams, an intertidal ecologist. “But it 

hasn’t affected us at all,” because the insti-

tute’s specimens, experiments, and major 

equipment were out of harm’s way. They 

had been moved to the main HKU campus 

several months ago to allow for a major 

renovation and expansion. “The timing was 

fortuitous,” Williams says.

Other researchers are beginning to comb 

through data on the storms themselves. In 

the Pacific Ocean, monitoring networks con-

firmed that Typhoon Mangkhut was the most 

powerful seen this year, with winds peaking 

at 287 kilometers per hour. But the Philip-

pines got a bit lucky, says I-I Lin, a specialist in 

typhoon-ocean interactions at National Tai-

wan University in Taipei: The storm passed 

over relatively cool surface waters before it 

made landfall, sapping some of its power.

In the United States, however, researchers 

say a warming climate likely contributed to 

Florence’s extraordinary rainfall, which to-

taled more than a meter in some areas and 

fed floodwaters that overtopped measuring 

gauges put in place to document the storm’s 

impact. Warm air simply holds more water, 

researchers note. On top of that, there’s evi-

dence that warming is slowing the forward 

motion of storms, potentially by weaken-

ing the temperature differentials that drive 

steering winds, allowing the rain to linger.

That slowing, described in Nature earlier 

this year by a group led by climate scientist 

James Kossin of the University of Wiscon-

sin in Madison, was certainly a factor in 

the flooding that Hurricane Harvey caused 

last year in Texas. “Now we have another 

textbook example with Florence,” Kossin 

SEVERE WEATHER

I N  D E P T H

By Frankie Schembri

Deadly storms break records, damage facilities
Florence and Mangkhut hold lessons for future disasters, and omens of growing severity
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says. “The main thing that Florence is do-

ing is that it’s not moving.” At one point, the 

storm was creeping along at some 3 kilo-

meters per hour, he notes. “I’m old and I 

can walk faster than that.”

Florence also underscored the importance 

of winds in driving coastal flooding, says 

computer scientist Russell Clark of Georgia 

Institute of Technology in Atlanta. People 

tend to focus on a hurricane’s maximum 

wind speeds, he says, but that can be “very 

misleading. It is the sustained onshore winds 

over multiple days, over a large area, that 

have caused the waters to pile up in the bays 

and rivers, leaving nowhere for this massive 

rainfall to go.” Those winds partly explain 

why New Bern, North Carolina, a small town 

hard hit by floodwaters, “started flooding … 

even before the worst of the rain had arrived.”

More insight into the behavior of 

Florence—and future storms—could come 

from two automated submarine gliders 

and other sensors deployed along the con-

tinental shelf in the hurricane’s path. The 

sensors “have given us a really cool view 

of what’s happening on the shelf,” includ-

ing how subsurface temperatures and sa-

linities changed as Florence churned, says 

Catherine Edwards, a marine researcher at 

the University of Georgia’s Skidaway Institute 

of Oceanography in Savannah. She predicts 

the data will useful in improving forecasts.

The pattern of blown-out windows in 

Hong Kong’s tall building canyons may offer 

lessons for cities, says Deng Xiaowei, an HKU 

structural engineer. When wind is channeled 

between buildings set close together, it can 

accelerate and become turbulent, shattering 

windows. Current building codes don’t “con-

sider sufficiently the interaction of buildings 

in the local wind environment,” Deng says.

Landslides in the Philippines highlight 

another shortcoming of current disaster pre-

vention efforts. “Extreme rainfall was fore-

cast, landslide hazard maps showing nearby 

safe areas were available, and yet we have 

many deaths,” says Alfredo Mahar Francisco 

Lagmay, a geologist at the University of the 

Philippines Diliman in Quezon City. In one 

heartbreaking incident 200 kilometers north 

of Manila, dozens of miners and their fami-

lies took shelter in a makeshift chapel that 

was buried when the slope above it collapsed. 

The site had been designated as dangerous, 

and safer locations were just several hundred 

meters away. But hazard maps for the re-

gion, though available online, had never been 

printed and distributed. j

With reporting by Dennis Normile and 

Paul Voosen.

Evidence-based medicine 
group expels internal critic
Cochrane is in turmoil after ousting co-founder Peter 
Gøtzsche, who accused it of becoming “industry-friendly”

SCIENTIFIC COMMUNITY

A
crisis has erupted within Cochrane, 

an international network of sci-

entists that promotes evidence-

based medicine. On the eve of its 

annual conference, held earlier 

this week in Edinburgh, Cochrane’s 

13-member Governing Board voted to ex-

pel Peter Gøtzsche, director of the Nordic 

Cochrane Centre in Copenhagen and a 

board member himself, for actions “likely to 

have a serious adverse effect” on the orga-

nization or causing “disrepute.” Four other 

board members then resigned in protest.

Gøtzsche, whose books have made him 

one of Cochrane’s most 

widely known research-

ers, says he was the vic-

tim of a “show trial” likely 

instigated by Cochrane 

funders who dislike his 

highly critical views about 

pharma. But details about 

the procedure against him 

are shrouded in secrecy, 

and for Cochrane’s mem-

bers and supporters it 

was hard to tell this week 

whether the conflict is 

about scientific rigor, the 

limits of academic free-

dom within a large multinational organi-

zation, or a personality clash.

Formerly known as the Cochrane Col-

laboration, the group surveys the literature 

on treatments and diagnostics to produce 

consensus reports on their efficacy. Tens of 

thousands of volunteer reviewers, as well as 

independent Cochrane groups in 43 coun-

tries, contribute to the work, which is sup-

ported mainly by government agencies, 

including the U.S. National Institutes of 

Health; Cochrane does not accept industry 

money. Its Governing Board confirmed in a 

15 September statement that it had expelled 

Gøtzsche, but did not mention him by name.

Gøtzsche had long been on a collision 

course with Mark Wilson, who heads 

Cohrane’s central executive team in Lon-

don. Wilson is credited with profession-

alizing the organization since his arrival 

in 2012, but he has clashed with some in 

the network. The U.S. Cochrane Center de-

cided to close down in February, says that 

center’s former director, Kay Dickersin of 

the Johns Hopkins Bloomberg School of 

Public Health in Baltimore, Maryland, in 

part because “interactions with the CEO 

had become difficult.” 

In its statement, the Governing Board cited 

three complaints made against the unnamed 

board member in March—the latest of many 

since 2003, it noted. “Many disputes have 

arisen,” the statement said. “Promises have 

been made. And broken. Some disputes have 

been resolved, some have not.” Gøtzsche dis-

putes the long history of problems; he says 

the recent complaints were 

about alleged violations of 

Cochrane’s spokesperson 

policy, which specifies who 

can speak on behalf of the 

organization and how.

At a meeting on 13 Sep-

tember that Gøtzsche 

was asked not to attend, 

six board members voted 

to expel him, five voted 

against, and one abstained, 

according to a statement 

written by the four mem-

bers who left the board 

to protest the decision. 

“We consider the Board’s use of its author-

ity to expel Peter from Cochrane to be dis-

proportionate,” the four wrote. “We believe 

that the expulsion of inconvenient mem-

bers from the Collaboration goes against 

Cochrane ethos.”

Wilson did not respond to Science’s re-

quests for an interview; neither did the 

Governing Board’s two co-chairs, Martin 

Burton of the University of Oxford in the 

United Kingdom and Marguerite Koster, 

a senior manager at Kaiser Permanente in 

Los Angeles, California.

Gøtzsche is known as a firebrand who is 

fiercely critical of the pharmaceutical in-

dustry and medical interventions he deems 

useless or harmful; he has likened the phar-

maceutical industry to “organized crime.” But 

he “has always been a very good scientist,” 

Dickersin says. He “might be classified as 

By Martin Enserink

Hurricane Florence dawdled over North Carolina, 

dropping catastrophic amounts of rain.

One colleague calls Peter Gøtzsche 

“an evidence-based medicine purist.”
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an evidence-based medicine purist,” Trish 

Greenhalgh, an expert in primary health 

care and evidence-based medicine at Ox-

ford, wrote in a blog post this week.

One example of that purism came in 

response to a favorable Cochrane review 

about vaccines against human papilloma-

virus (HPV), a common cause of cervical 

cancer, published in May by scientists from 

Belgium and the United Kingdom in the Co-

chrane Library, the group’s in-house publi-

cation. In July, Gøtzsche and two co-authors 

published an attack on the review, titled 

“The Cochrane HPV vaccine review was in-

complete and ignored important evidence 

of bias,” in BMJ Evidence-Based Medicine. 

The critique said Cochrane’s review didn’t 

constitute the “trusted evidence” promised 

in the organization’s motto. After an inves-

tigation, Cochrane Library editors acknowl-

edged some shortcomings in the study but 

said they made little or no difference to the 

main outcome and that the criticism was 

“substantially overstated.”

They also worried the debate would be 

fodder for the antivaccine movement: “If 

the result of this controversy is reduced up-

take of the vaccine among young women, 

this has the potential to lead to women suf-

fering and dying unnecessarily from cervi-

cal cancer,” they wrote. And some found 

the tone of Gøtzsche’s criticism too harsh. 

“I would not have expressed the critique in 

those terms myself,” Greenhalgh says.

Gøtzsche says Cochrane isn’t doing 

enough to guarantee the independence 

and quality of its reviews. He argues that 

the organization should no longer allow 

scientists who have financial conflicts of 

interest to serve as reviewers (see story, 

p. 1184). Gøtzsche also decries a “top-down 

authoritarian culture” and says Wilson has 

pulled the organization in a “more commer-

cial, more industry-friendly direction.” That 

the Cochrane leadership increasingly uses 

terms like “brand” and “business” is a sign 

of the shift, he says.

Such dissent should be possible within 

Cochrane, says David Hammerstein Mintz, 

a consumer advocate, former member of 

the European Parliament from Spain, and 

one of the four departing board members. 

“If it can’t tolerate a few disagreements or a 

few headaches, that is a problem,” he says. 

Others hope cooler heads will prevail in 

the interest of Cochrane’s mission. “What’s 

at stake in the current bloody fight [is] the 

future of reliable trustworthy evidence in a 

world of increasing falsity and fake news,” 

Ray Moynihan of the Centre for Research 

in Evidence-Based Practice at Bond Univer-

sity in Gold Coast, Australia, wrote in a blog 

post. “To see this future threatened fore-

shadows a disaster for all of us.” j
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Small clinical trial revives hope for an alternative 
to bulky breathing machines

BIOMEDICINE 
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Opening a blocked airway 
In obstructive sleep apnea, the muscles that maintain an open upper airway collapse repeatedly. The hypoglossal 

nerve controls many of these muscles, including the crucial tongue muscle, the genioglossus. A pair of drugs that 

acts on the nerve may help keep airways open.

Oxybutynin 

blocks receptors 

for acetylcholine on 

hypoglossal motor-

neurons, making the 

genioglossus muscle 

more responsive during 

rapid eye movement 

(REM) sleep.

Atomoxetine prevents 

norepinephrine from 

being resorbed by 

neurons that release it, 

increasing its signal. In 

concert with oxybutynin, 

it boosts responsiveness 

of the genioglossus in 

non-REM sleep.

Drug pair shows promise 
for treating sleep apnea

D
uring decades of lab experiments and 

dozens of clinical trials, scientists 

have searched in vain for drugs to de-

feat obstructive sleep apnea, the risky 

and increasingly prevalent condition 

in which a person’s upper airway 

repeatedly collapses during sleep, causing 

them to briefly stop breathing dozens or 

hundreds of times each night. Now, a new 

drug combination has reawakened hopes.

A team led by researchers in Boston 

has identified a pair of medications—

approved for other uses and with solid 

safety records—that appear to work in con-

cert during sleep to activate the muscles 

that dilate the upper airway. In a study 

of 20 patients, the scientists found that 

a combination of atomoxetine and oxy-

butynin, taken as two pills at bedtime, 

reduced patients’ frequency of airway 

obstruction—called the apnea-hypopnea 

index (AHI)—from a median of 28.5 hourly 

obstructions on placebo to 7.5 on the pills. 

In the 15 patients with the highest AHIs, 

the median reduction was 74%—and every 

patient experienced at least a 50% reduc-

tion, Andrew Wellman and Luigi Taranto-

Montemurro at Brigham and Women’s 

Hospital in Boston reported this week at 

the European Respiratory Society’s Inter-

national Congress in Paris. Patients’ blood 

oxygenation also improved strikingly, their 

group found.

“We’ve never had a drug combination, 

or any sort of a drug, that consistently im-

proved everybody’s AHI. That’s actually 

unbelievably exciting,” says Sigrid Veasey, 

a physician-researcher who studies sleep at 

the University of Pennsylvania (UPenn). It’s 

“a great first step,” adds Martina Mason, a 

sleep physician at the Royal Papworth Hos-

pital in Cambridge, U.K., who co-authored a 

2013 review of 30 previous, underwhelming 

drug trials.

The trial turned up one potentially prob-

lematic finding: Although the drug combi-

nation reduced patients’ AHIs, the number 

of subconscious arousals—the subtle awak-
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enings that leave patients exhausted—

remained high. But if this combination 

proves safe and effective in larger trials, 

it could free many sleep apnea patients 

from the current gold-standard remedy, 

the cumbersome continuous positive air-

way pressure (CPAP) machines that blow 

air into the throat to keep the airway open, 

but require users to wear a mask and head-

gear at night.

Mason, Veasey, and other sleep apnea 

experts caution, however, that the findings 

are extremely preliminary. They note that 

the pilot study, although double-blind and 

randomized, included just a small number 

of patients who took the drug combination 

for just 1 night.

The search for sleep apnea treatments 

has become pressing as its prevalence has 

grown, as widespread noncompliance with 

CPAP has been charted, and as researchers 

have documented the disease’s long-term 

dangers. In addition to enduring daytime 

sleepiness, sleep apnea sufferers—some 13% 

of U.S. men and 6% of women aged 30 to 

70—are at higher risk for depression, cogni-

tive impairment, high blood pressure, heart 

attack, stroke, and premature death. The 

obesity epidemic is thought to be increasing 

the incidence of sleep apnea, though thin 

individuals can also be afflicted.

Wellman, a physician who has been 

studying sleep apnea since 2001, began 

to test various drugs for the condition in 

clinical trials more than 10 years ago. “I 

had given up, really,” he recalls. Then, in 

2015, Taranto-Montemurro, an enthusi-

astic postdoc, arrived in his lab. Wellman 

reluctantly let him launch a new trial of 

a drug combination suggested by animal 

studies from other labs. “I wasn’t really 

happy about it,” Wellman says, “until all of 

a sudden the data started coming in.”

Atomoxetine, approved by the U.S. Food 

and Drug Administration in 2002 to treat 

attention deficit hyperactivity disorder, in-

creases messaging in the brain by the ex-

citatory neurotransmitter norepinephrine, 

whose levels normally fall off markedly 

during sleep. Giving a stimulating drug at 

bedtime seems counterintuitive. But ani-

mal work led by Richard Horner, a sleep 

physiologist at the University of Toronto 

in Canada, had shown that injecting rats 

with a norepinephrine-mimicking drug in 

an area of the brainstem that controls the 

hypoglossal nerve, which powers the up-

per airway muscles, improved activity of 

the genioglossus, a large tongue muscle 

that is critical for keeping the throat open. 

The drug was consistently effective only 

during nonrapid eye movement sleep, not 

during rapid eye movement (REM) sleep, 

when throat muscles are especially prone 

to relaxation and collapse, making sleep 

apnea worse.

The other half of the combination, oxy-

butynin, improves genioglossus responsive-

ness during REM sleep. Again, work by 

Horner’s team provided the crucial clue. 

It found that during REM sleep the neuro-

transmitter acetylcholine acts on certain 

receptors on the hypoglossal nerve to 

powerfully inhibit activation of the genio-

glossus. Oxybutynin, Wellman and Taranto-

Montemurro knew, blocks acetylcholine’s 

action at the same receptors—and it had a 

long track record as a marketed drug used 

for decades to treat overactive bladder.

As the drug pair progresses through 

clinical trials, sleep apnea specialists will  

watch closely whether the drugs actually 

reduce subconscious arousals and improve 

sleep quality. “What if you can improve 

the AHI, the obstructions, but the pa-

tients are as sleepy as they were before the 

treatment?” asks UPenn’s Leszek Kubin, a 

neurophysiologist who studies the mecha-

nisms of sleep-disordered breathing.

The study researchers propose that the 

patients’ arousals may have been due to 

the invasive instrumentation attached 

to them during the night, and the associ-

ated discomfort. And they note that in the 

13 patients with the highest AHIs, the num-

ber of arousals did decline a statistically 

significant amount on the pill combination.

Some are already betting that the drug 

pair, on which a patent for use in sleep 

apnea is expected to be published next 

month, will find a large and eager mar-

ket. Apnimed, Inc., a new Cambridge, 

Massachusetts, company formed to com-

mercialize the discovery, recently landed 

$25 million from Morningside Venture 

Capital in Newton, Massachusetts. It is 

planning a phase II trial involving more 

than 100 patients, to study dosing and side 

effects, says CEO Larry Miller. (Wellman 

and Taranto-Montemurro have a financial 

interest in the firm but are not involved 

with the trial.)

Sleep physicians note that side effects 

unrelated to breathing may make the drug 

combination a nonstarter for some sleep 

apnea patients. In a population at risk for 

hypertension and heart attacks, the stimu-

lant effects of atomoxetine will have to be 

watched. And oxybutynin’s dampening ef-

fect on bladder muscle activity may prove 

problematic for a typical group with sleep 

apnea: “old men who have trouble urinat-

ing in the night,” says J. Steven Poceta, a 

sleep physician at the Scripps Clinic Tor-

rey Pines in San Diego, California. Still, he 

says, he’s excited about the drug combina-

tion’s promise. “It could be great for a lot 

of people.” j

O
n Saturday, the governing council of 

AAAS (the publisher of Science) in 

Washington, D.C., unanimously ad-

opted a policy on sexual harassment 

and other misconduct by scientists 

who have been elected as AAAS fel-

lows. Starting on 15 October, fellows who 

have been found by an outside body to have 

violated professional ethics—which are de-

fined as including sexual harassment—may 

be stripped of the prestigious honor.

“Harassment has no place in science,” says 

Margaret Hamburg, president of AAAS. (On 

p. 1167, Hamburg and other AAAS officials 

explain the policy in an editorial.) But, she 

adds, “We are not going to make decisions 

based simply on a newspaper article, a blog, 

or somebody’s anecdotal report.”

The new policy will allow any AAAS mem-

ber to request revocation of a fellow’s title 

for breaches that range from harassment to 

fabricating results. AAAS will require proof 

in the form of investigative reports or an-

nouncements by institutions, organizations, 

or government agencies. AAAS has about 

9000 fellows among its 120,000 members.

Advocates welcomed the policy. “I am 

thrilled that AAAS has shown themselves 

to be the leaders we knew they were,” says 

BethAnn McLaughlin, a neuroscientist at 

Vanderbilt University in Nashville, who re-

cently launched petitions urging AAAS and 

the National Academies of Sciences, Engi-

neering, and Medicine (NASEM) to eject 

harassers. NASEM is considering revising 

its bylaws to allow harassers to be ousted.

AAAS fellows who have been sanctioned 

recently for sexual harassment or sexual mis-

conduct include Francisco Ayala, formerly of 

the University of California, Irvine; Thomas 

Jessell, formerly of Columbia University; 

Lawrence Krauss of Arizona State Univer-

sity’s Tempe campus; and Inder Verma, 

formerly of the Salk Institute for Biological 

Studies in San Diego, California. j

AAAS adopts 
new policy 
for ejecting 
harassers 
Society may strip honors if 
misconduct has been found

SCIENCE POLICY
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R
un, climb, breathe deep. You might 

not connect those abilities to your 

backbone. In fact, mammals owe 

many of their capabilities to the com-

plex structure of their spine, which 

has five distinct regions, each free to 

adopt specialized functions. On p. 1249, Har-

vard University vertebrate paleontologist 

Stephanie Pierce and postdoc Katrina Jones 

report an investigation of fossils from the 

dawn of mammals that shows how evolution 

built our versatile spine.

“This is an important analysis,” says 

Richard Blob, biomechanist at Clemson 

University in South Carolina. “It’s tackling a 

fundamental problem: the origins of animal 

construction.” And it shows how mammals 

ended up with a backbone that “can evolve in 

pieces and respond to different selective pres-

sures at different places along the column,” 

says Emily Buchholtz, a vertebrate paleonto-

logist at Wellesley College in Massachusetts.

Biologists have long recognized distinct 

regions in the mammalian spine based on 

their vertebrae. For example, small cervical 

vertebrae make up the neck, thoracic verte-

brae bear the ribs and support the chest, and 

the ribless, hefty lumbar vertebrae bring up 

the rear. In contrast, reptiles and amphibians 

have very uniform backbones. “All their ver-

tebrae are essentially doing the same thing,” 

Pierce says. She and others assumed a region-

alized spine was unique to mammals.

But in 2015, a sophisticated statistical 

analysis of a snake spine and a look at the 

genetic programs controlling its develop-

ment indicated this backbone, too, has very 

subtly defined regions. “The work showed 

that regions could be distinct even if they 

weren’t as different as in mammals,” says 

Christian Kammerer, a paleontologist at the 

North Carolina Museum of Natural Sciences 

in Raleigh. The finding suggested a regional-

ized vertebral column evolved early in land 

animal history, even before the divergence of 

mammals and reptiles.

To probe its origins, Pierce, Jones, and 

their colleagues scoured museums for fossils 

with complete backbones. Ultimately, they 

analyzed spines from 16 synapsids, creatures 

that lived 200 million to 300 million years ago 

and include distant and immediate predeces-

sors to mammals. They used computerized 

tomography scanning to get high-resolution 

images and worked with paleontologist 

David Polly from Indiana University in 

Bloomington to precisely measure the shapes 

of the vertebrae and assess regionalization 

within each animal.

The analysis uncovered a stepwise addition 

of regions. More distant ancestors of mam-

mals, such as Dimetrodon, a large reptilelike 

synapsid with a giant sail on its back, had 

three regions, designated cervical, anterior 

dorsal, and posterior dorsal. The therapsids, 

creatures that just preceded mammals, had 

a fourth region, the pectoral. A fifth region, 

the lumbar, appeared after early, egg-laying 

mammals arose and is found today in placen-

tal and marsupial mammals.

The work also pointed to factors driving 

the emergence of these distinct regions. The 

pectoral region, for example, appeared in 

the therapsids as they evolved longer fore-

limbs, positioned under the body rather than 

splayed to the sides. (Think of a dog’s legs 

compared with a lizard’s.) The limb changes 

would have required changes in the shoulder 

Fossils show how lumbar vertebrae were freed up 
to adapt to myriad lifestyles

EVOLUTION 

By Elizabeth Pennisi

girdle and the vertebrae supporting it, re-

sulting in a distinct region of the spine just 

behind the neck. The same set of changes 

also freed some shoulder muscles to evolve 

into a muscular diaphragm, which improved 

breathing and enabled mammals to have a 

higher metabolic rate, Buchholtz says.

Over time, further decoupling led to the 

modular spine seen in mammals today, in 

which individual vertebrae can change with-

out jeopardizing the function of the whole 

spine. As a result, different regions can “take 

on new forms and functions, so they can 

adapt to different environments,” Pierce says. 

Perhaps the most variable part of the spine 

has been the last to emerge: the lumbar re-

gion, which interacts with the pelvis and 

hind limbs.

The cat family illustrates the benefits of the 

region’s evolutionary freedom. All cats look, 

well, catlike, but lions tend to keep their feet 

on the ground and hunt large prey, whereas 

clouded leopards live in trees, leaping on 

their quarry, and cheetahs chase down ante-

lopes at high speeds. Paleontologists Marcela 

Randau and Anjali Goswami of the Natural 

History Museum in London did 3D analyses 

of 109 cat skeletons representing species with 

various hunting and living strategies. They 

compared the vertebrae within each species 

and between species, as well as the limbs, 

shoulders, pelvises, and skulls.

In all these cats, most of the spine looks 

similar. Their lumbar regions have diversi-

fied, however, suggesting this region evolved 

independently of the rest of the spine and 

skeleton, Randau said last month at the sec-

ond Joint Congress on Evolutionary Biology 

in Montpellier, France. The size and shape 

of the lumbar vertebrae vary depending on 

what the cat does best.

“It’s the lumbar region that really al-

lows mammals to do all sorts of different 

things,” Pierce says. On the downside, the 

more recently evolved parts of the back—

the lumbar region in particular—are also 

the source of most back pain, Pierce says, so 

“maybe we also owe our ancestors for hav-

ing back complications.” j

Distant mammal ancestors such as Dimetrodon (right) 

had three spine regions; a mouse (left) has five. 

A modular backbone 
aided the rise of mammals
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W
hile artificial intelligence (AI) has 

been busy trouncing humans at 

Go and spawning eerily person-

able Alexas, some neuroscientists 

have harbored a different hope: 

that the types of algorithms driv-

ing those technologies can also yield some 

insight into the squishy, wet computers 

in our skulls. At the Conference on Cogni-

tive Computational Neuroscience here this 

month, researchers presented new tools 

for comparing data from living brains 

with readouts from computational mod-

els known as deep neural networks. Such 

comparisons might offer up new hypoth-

eses about how humans process sights and 

sounds, understand language, or navigate 

the world.

“People have fantasized about that since 

the 1980s,” says Josh McDermott, a com-

putational neuroscientist at the Massa-

chusetts Institute of Technology (MIT) in 

Cambridge. Until recently, AI couldn’t come 

close to human performance on tasks such 

as recognizing sounds or classifying images. 

But deep neural networks, loosely inspired 

by the brain, have logged increasingly im-

pressive performances, especially on visual 

tasks. That “brings the question back to 

mind,” says neuroscientist Chris Baker of 

the National Institute of Mental Health in 

Bethesda, Maryland.

Deep neural networks work by passing 

information between computational “nodes” 

that are arranged in successive layers. The 

systems hone skills on huge sets of data; for 

networks that classify images, that usually 

means collections of labeled photos. Perfor-

mance improves with feedback as the sys-

tems repeatedly adjust the strengths of the 

connections between nodes. 

The complexity of these models makes it 

devilishly hard to figure out how they make 

decisions (Science, 7 July 2017, p. 22); speak-

ers at the meeting variously described their 

innards as “mush” and “goo.” But they’re not 

completely inscrutable, McDermott says. 

“You can still look at different parts of a 

network—say, different layers—and ask what 

kinds of information can be read out.”

The answers might give scientists clues 

about how the brain breaks apart and pro-

cesses the world around it, says cognitive 

neuroscientist Elissa Aminoff at Fordham 

University in New York City. For example, a 

human observer looking at a forest is aware of 

features such as shades of green or abundant 

vertical lines, she explains. But other statisti-

cal features that people are not conscious of 

and can’t easily describe in words might also 

help the brain recognize a forest. If a neural 

network identifies a forest by picking up on 

those same features, monitoring its activity 

might help neuroscientists determine which 

brain regions use what kinds of information.

At the meeting, Aminoff and collabo-

rators at Carnegie Mellon University in 

Pittsburgh, Pennsylvania, presented a new 

publicly available data set that may encour-

age such comparisons. It contains func-

tional magnetic resonance imaging (fMRI) 

scans of brain activity from four people 

observing about 5000 images of natural 

scenes—a dog; rolling hills; people playing 

tennis. The scenes come from image col-

lections that computer vision researchers 

commonly use to train and test deep neu-

ral networks, which should make it easier 

to compare how computer models and 

brains represent the images. It could also 

allow machine learning experts to include 

fMRI data alongside the labeled images 

when they train a neural network. Such 

models might do “much more sophisticated 

tasks” with the images, Aminoff says, such 

as using their content to reason and make 

future decisions.

Other neuroscientists remain ambivalent 

about the value of deep neural networks. “I 

question what exactly we learn about the 

brain by using them,” Baker says. He’s par-

ticularly wary of trying to make direct com-

parisons between network layers and brain 

regions. “You wouldn’t want to argue that 

a pitching machine is a model for the bio-

mechanics of throwing a baseball,” he says.

AI researcher Jonas Kubilius of MIT 

hopes his work will help win over neuro-

scientists. At the meeting, he and MIT Ph.D. 

student Martin Schrimpf presented Brain-

Score, a method for judging whether image-

classifying neural networks are good mod-

els for the brain. The test relies on data the 

group collected from monkeys and humans 

as they viewed images of floating objects 

embedded in unrelated scenes. In the mon-

keys, an array of implanted electrodes re-

corded activity from the visual cortex. The 

humans saw the images for just one-tenth 

of a second and then had to choose which 

of two objects they had just seen.

A neural network’s score depends on how 

well it predicts both the pattern of activity 

from the cortical electrodes and the human 

response on the test—including wrong an-

swers. The team hopes neuroscientists will 

submit new brain data that challenge the 

best models’ performance, revealing ways 

that they could become more like the brain.

So far, Brain-Score’s leaderboard, which 

went online this month, suggests the neural 

networks that best identify images aren’t 

necessarily the most brainlike. So Kubilius’s 

team also set out to create a set of deep neu-

ral networks that got higher Brain-Scores 

than many of the top-performing models. 

These relatively simple networks “are more 

penetrable and much easier to work with” 

than most neural networks, Kubilius says, 

and they have a brainlike feature that many 

models lack: They retain information in 

memory and feed it back from later layers 

to earlier ones. He hopes researchers put 

off by the inscrutability of many neural 

networks will buy in. His message to neuro-

scientists: “Don’t be scared of deep nets!” j

By Kelly Servick, in Philadelphia, Pennsylvania

NEUROSCIENCE 

Brain scientists dive into deep neural networks
Increasingly skilled artificial intelligence could hold clues to human sensory systems
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Researchers compared responses of humans, monkeys, and computers to incongruous image combinations.
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iven the billions of dollars the world invests 

in science each year, it’s surprising how few 

researchers study science itself. But their 

number is growing rapidly, driven in part by 

the realization that science isn’t always the 

rigorous, objective search for knowledge it 

is supposed to be. Editors of medical jour-

nals, embarrassed by the quality of the pa-

pers they were publishing, began to turn the 

lens of science on their own profession decades ago, 

creating a new fi eld now called “journalology.” More 

recently, psychologists have taken the lead, plagued 

by existential doubts after many results proved irre-

producible. Other fi elds are following suit, and meta-

research, or research on research, is now blossoming 

as a scientifi c fi eld of its own. 

For some, studying how the sausage is made is a 

fascinating intellectual pursuit in itself. But other 

metaresearchers are driven by a desire to clean up 

science’s act. Their work has spawned many initia-

tives to make research more robust and ef  cient, 

from preregistering studies and establishing report-

ing standards to the recent push to make study data 

freely available for others to explore. Metaresearch-

ers sometimes need a thick skin; not all scientists are 

grateful when their long-standing practices are ques-

tioned. And whether the reforms actually work has 

become a study object in itself.

Metaresearchers are giving their fellow scientists 

lots of things to think about. But their underlying 

message is simple: If we understand better what we’re 

doing, we might be able to do it better.
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T
hey came to Chicago from across 

medicine and around the world, 

converging on a dingy downtown 

hotel to witness the birth of a new 

field. It was a chilly May week 

in 1989. Guests muttered about 

clogged bathtubs and taps that 

ran cold, while a bushy-bearded 

Drummond Rennie, a deputy edi-

tor of The Journal of the American Medical 

Association (JAMA), hurried the crowd away 

from morning bagels and coffee and into the 

meeting hall.

A British nephrologist who scaled moun-

tain peaks in his spare time, Rennie had 

moved to a Chicago hospital from London in 

1967. But while studying how the thin oxy-

gen of high altitudes affects the kidneys, he 

became interested in the world of scientific 

publishing. Curious about how scientists re-

port their work and how editors make their 

decisions, Rennie took a job at The New Eng-

land Journal of Medicine in 1977, and later 

switched to JAMA.

He wasn’t impressed by what he found. 

JAMA “was in an utter shambles. It was a 

laughing stock,” he recalls. “Papers were ri-

diculous. They were anecdotes following an-

ecdotes.” And he felt it wasn’t just JAMA—it 

was much of medical publishing. Some trials 

read like drug company ads. Patients who 

dropped out or suffered side effects from a 

drug were not always counted. Other papers 

contained blatant errors. Yet, all of these 

studies had passed peer review, Rennie says. 

“Every one had been blessed by the journal.”

Which is why Rennie, with support 

from his editor-in-chief, George Lundberg, 

dreamed up the inaugural Peer Review Con-

gress. He wanted to turn the lens of science 

onto the journals themselves. There were 

plenty of issues in publishing that could be 

studied by using scientific methods, Rennie 

reasoned. Are positive outcomes more likely 

to be published than negative ones? A study 

that artificially changed the results of a clini-

cal trial but left the rest of the paper intact 

could offer insight. Did peer review improve 

a paper’s quality? A rigorous comparison of 

submitted papers and the published versions 

might provide an answer.

The Chicago, Illinois, meeting marked 

the birth of what is now sometimes called 

journalology, a term coined by Stephen Lock, 

a former editor of The British Medical Jour-

nal (The BMJ). Its goal: improving the qual-

ity of at least a slice of the scientific record, 

in part by creating an evidence-based proto-

col for the path from the design of a study to 

its publication. That medical journals took a 

leading role isn’t surprising. A sloppy paper 

on quantum dots has never killed anyone, 

but a clinical trial on a new cancer drug can 

mean the difference between life and death.

The field has grown steadily and has 

spurred important changes in publication 

practices. Today, for example, authors reg-

ister a clinical trial in advance if they want 

it considered for publication in a major 

medical journal, so it doesn’t vanish if the 

results aren’t as hoped. And authors and 

journal editors often pledge to include in 

their papers details important for assess-

ing and replicating a study. But almost 

30 years on, plenty of questions remain, 

says clinical epidemiologist David Moher of 

The Ottawa Hospital Research Institute, a 

self-described journalologist. Moher—who 

once thought his dyslexia explained why 

he couldn’t understand so much published 

research—wants to know whether the re-

porting standards that journals now em-

brace actually make papers better, for 

instance, and whether training for peer re-

viewers and editors is effective.

Finding the answers isn’t easy. Journalo-

logy still hovers on the edge of respectable 

science, in part because it’s often compet-

ing with medicine for dollars and atten-

tion. Journals are also tough to study and 

“Journalologists” use scientific methods to study 
publishing. Is their work improving science?

By Jennifer Couzin-Frankel; Photography by Ezra Marcos

JOURNALS UNDER THE 

MICROSCOPE

Drummond Rennie, a pioneer in the study of 

scientific journals, says The Journal of the 

American Medical Association was “a laughing 

stock” when he became an editor there in 1983.
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sometimes secretive, and old habits die 

hard. “It’s hard,” Moher says, “to be a dis-

ruptor in this area.”

EARLY ON, RENNIE WASN’T ALONE in his 

qualms about scientific publishing. Kay 

Dickersin, an epidemiologist now at the 

Johns Hopkins University Bloomberg School 

of Public Health in Baltimore, Maryland, had 

been appalled by the quality of research pub-

lished in the journals her doctor father left 

lying around the house. On the other side 

of the Atlantic Ocean was Iain Chalmers, a 

health services researcher at the University 

of Oxford in the United Kingdom, who had 

trained as an obstetrician and pediatrician. 

After 2 years at a clinic in the Gaza Strip in 

1969 and 1970, he’d developed nagging fears 

that the practices taught in medical training 

weren’t always evidence-based.

Dickersin and Chalmers were both wor-

ried that many important clinical trials were 

never published. To test that suspicion, they 

first tried to dig up unpublished trials in 

obstetrics and neonatology. With their col-

leagues, the pair asked 40,000 clinicians, ob-

stetricians, midwives, and neonatologists in 

18 countries whether they knew of other un-

published trials. Only a couple hundred peo-

ple responded, and they identified 18 trials. 

“We knew that there were more,” Chalmers 

says; smaller surveys had suggested at least 

20% of trials are never published.

There was another big concern: Were the 

studies that were quietly filed away more 

likely to show that a treatment had failed—a 

phenomenon known as publication bias that 

could skew the scientific literature? A survey 

by Dickersin and colleagues of 318 authors 

of published trials validated these fears. 

The 156 respondents acknowledged 271 un-

published trials; only 14% of those favored 

the treatment being tested, whereas 55% 

of the published studies did, a pattern con-

firmed by other studies. “The decision as to 

what to include in a publication and whether 

to publish is largely personal, although dic-

tated by the fashion of the times to a certain 

extent,” Dickersin wrote in 1990 in JAMA. Not 

publishing, Chalmers charged in the same is-

sue, was akin to scientific misconduct.

The two papers electrified many medi-

cal researchers, engendering debate and 

prompting more study. That both appeared 

in JAMA was no accident: From his perch 

as an editor, Rennie thrived on punching 

holes in the veneer of scientific publishing. 

Not particularly diplomatic by nature, he 

declined to take on the prestigious post of 

editor-in-chief at JAMA or anywhere else, in 

part to allow him to “fight battles that go on 

underground,” he says.

Some welcomed the scrutiny. “There are 

some dark corners in the way journals work 

that need to have some light shone on them,” 

says Richard Horton, editor-in-chief of The 

Lancet in London since 1995. But not every-

body agreed. “Some people … wished we’d 

shut up,” Chalmers says. One colleague ac-

cused him of being part of “an obstetric 

Baader-Meinhof Gang,” a reference to the an-

archists behind a string of bombings in West 

Germany. “You point out problems with the 

science which don’t always make you popu-

lar,” agrees Lisa Bero, a pharmacologist and 

health policy specialist now at The Univer-

sity of Sydney in Australia, who has spent de-

cades studying issues such as evidence-based 

medicine and bias. 

 

BUT UNPOPULARITY didn’t stop them. To fight 

reporting bias, journalologists began to urge 

journals to require that clinical trials be pub-

licly registered at inception, making it impos-

sible to keep them secret. Journals declined 

to take action, until scandal forced a sea 

change. In 2004, the New York attorney gen-

eral’s office sued drug giant GlaxoSmithKline, 

alleging that four unpublished trials showed 

that the antidepressant Paxil increased the 

risk of suicidal tendencies in young people. 

(The case was later settled.) That same year, 

the International Committee of Medical 

Journal Editors began to require trial regis-

tration. Since then, more than 280,000 trials 

have been posted on ClinicalTrials.gov and 

elsewhere. “When journals act together, they 

can really change behavior,” says Peter Doshi, 

a BMJ associate editor and health services 

researcher at the University of Maryland 

School of Pharmacy in Baltimore.

Journalology drove other reforms. Several 

studies reported that published clinical trials 

often left out key details, prompting journal 

editors and others to release the Consolidated 

Standards of Reporting Trials (CONSORT). It 

included a 21-point checklist of such basics as 

how the sample size was chosen, any changes 

made to the trial design after the trial be-

gan, and the effects of the treatment on a 

patient’s health. To date, nearly 600 journals 

have pledged to require authors to follow the 

checklist, which has been periodically up-

dated. In 2010, a similar set of guidelines for 

animal studies, ARRIVE, was released.

Embracing such standards is one thing. 

Adhering to them is another. A study pub-

lished in PLOS ONE in May reported that 

many journals that had pledged to follow 

ARRIVE’s guidelines did not comply. Even re-

quiring researchers to fill out and submit the 

checklist after filing their manuscript did lit-

tle to improve adherence, a trial by research-

ers at The University of Edinburgh showed.

Even when new publication rules are 

faithfully followed, it’s hard to measure 

their impact. “Someone once asked me at 

a meeting how many lives CONSORT had 

saved,” says Douglas Altman, a medical 

statistician at Oxford and pioneer in the 

field. (Altman died in June at 69 years old, 

a couple of months after speaking with 

Science.) “I was tempted to say something 

incendiary. Something that leads to a small 

raising of awareness and methodological 

rigor is a good thing. Maybe some people’s 

lives have been saved—but who knows.”

It’s equally unclear whether studies of 

peer review have improved the process. 

Researchers have examined, for instance, 

whether offering reviewers extra training, 

publishing reviewers’ names, or adding 

statements detailing the authors’ conflicts 

of interest improve the quality and honesty 

1990 1995 2000

1990

Papers in The Journal of the 

American Medical Association 

present scientifc evidence of 

publication bias and suggest 

potential remedies.

1989

The frst Peer Review Congress 

is held in Chicago, Illinois, 

with fewer than 300 attendees 

and 50 abstracts. The meeting 

marked the launch of 

journalology as a new feld.

1996

The Consolidated Standards 

of Reporting Trials guidelines 

on reporting standards for 

randomized controlled trials 

are published; they’re now 

endorsed by 585 journals.

1998

A study of peer review across fve 

medical journals fnds no improve-

ment in review quality when 

authors’ identities are hidden, 

which some had believed might 

reduce reviewers’ bias.

2002

An analysis of 362 scientifc 

reviews fnds that almost 

40% had honorary authors, 

suggesting people listed 

as authors often didn’t 

contribute to the paper.

All the research that’s fit to print
The field of journalology has highlighted important problems in scientific literature and triggered reforms in academic publishing.
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of reviews. These changes have passionate 

advocates. “Do we want a secretive culture 

where it’s OK to write an anonymous review 

that trashes your colleague, or do we want 

a system where everyone has to be account-

able?” asks Virginia Barbour, who was an 

editor at The Lancet, helped found PLOS 

Medicine, and now works at Queensland 

University of Technology in Brisbane, Aus-

tralia. “I feel very strongly that it should be 

accountable.” But ethics aside, there is no 

evidence that the changes tested so far have 

improved the quality of papers.

Steven Goodman, a clinical epidemio-

logist at Stanford University in Palo Alto, 

California, and a senior statistical editor at 

the Annals of Internal Medicine, agrees it’s 

hard to rigorously measure progress. “It’s 

not that it’s not a science,” he says of journa-

lology, but “it’s very hard to say what the ef-

fect of any particular intervention is on the 

overall knowledge base.” Moreover, even if 

one journal betters itself, the research it re-

jects may end up somewhere else. “You’re 

squeezing a balloon,” Goodman says, and 

shifting air—or in this case lousy research—

from one place to another.

TODAY, THE WORLD OF PUBLISHING is chang-

ing rapidly. Predatory journals that release 

articles with little or no peer review have 

surged. Papers are posted as “preprints” at the 

same time as they are submitted to journals 

or even earlier, allowing others to comment. 

On the F1000Research publishing platform, 

authors submit their papers and the articles 

get posted after some basic checks; only then 

are they peer reviewed, publicly. 

Publication science is struggling to 

keep up. “Research in this area is not fast-

moving,” says Sara Schroter, a senior re-

searcher at The BMJ. In a recent Nature 

opinion piece, Rennie called for rigorous 

studies to demonstrate the pros and cons 

of many new developments, including open 

peer review and preprints. In JAMA, he 

and Executive Managing Editor Annette 

Flanagin lamented that few people are study-

ing “important issues and threats to the sci-

entific enterprise, such as reproducibility, 

fake peer review, and predatory journals.”

One big factor holding back the field: 

money. “If you approach government 

funders, foundations, often they’re asking 

what diseases you’re curing,” says An-Wen 

Chan, a skin cancer surgeon and scientist 

at Women’s College Research Institute in 

Toronto, Canada. “It is hard to convince 

[them] that this is directly impacting pa-

tients.” (Chan believes it is: His research 

has shown that clinical trials in top jour-

nals often withhold or massage important 

information, which he says can lead doc-

tors to prescribe the wrong treatment.)

Some grant reviewers don’t even be-

lieve journalology is a science, says Larissa 

Shamseer, a postdoc at the University of 

Maryland who works with Doshi. Her pro-

posal to study whether papers in preda-

tory journals are more often negative than 

positive was part of a fellowship application 

that was recently rejected. “One of the peer 

reviewers said, ‘This looks like a nice set of 

activities but where’s the research in it?’” 

Shamseer says. “I think it’s really hard for 

people to wrap their heads around using sci-

entific methods to study publishing.” 

The dearth of funding is a problem for 

journals as well. “We’re sometimes asked to 

take part in research studies, but there are 

no resources offered to help us dedicate time 

and staff to that work,” Horton says. Other 

times, journal policies to protect reviewers’ 

identities or shield communications with 

authors hamper research. Or journals may 

simply decline to offer up information to out-

siders. When Peter Gøtzsche, who directs the 

Nordic Cochrane Centre in Copenhagen, was 

studying whether abstracts in journals with 

more industry ads were more likely to put a 

positive spin on the results, several journals 

declined to cooperate. There “is a level of se-

crecy that stinks,” Gøtzsche says.

Still, journals are sometimes happy to 

help. The BMJ is now pairing up with re-

searchers at Maastricht University in the 

Netherlands, where the journal’s editor-

in-chief has an honorary professorship, to 

set up a new Ph.D. program on responsible 

conduct in scientific publishing. The BMJ 

will share data from its roster of 60 journals 

for a range of studies on such topics as peer 

review, preprints, and patient and public in-

volvement in the review process.

As godfather of the field, Rennie can reel 

off its limitations—but he also delights in how 

far it’s come. Last fall, Chicago was home to 

the eighth edition of his meeting; it drew 600 

attendees, roughly twice as many as the first. 

The number of abstracts had quintupled to 

260, covering everything from journal data-

sharing policies to gender bias in peer review. 

More than half the presenters were women, 

compared with 13% 29 years ago.

Now 82 years old and semiretired in rural 

Oregon, Rennie says it was his last Congress. 

Younger colleagues organized a session 

there to pay him tribute, ending in three 

standing ovations. With funding scarce and 

journals under pressure, “it has required a 

colossal push over the years,” to get people 

to do this work, he says. Was it all worth it? 

Absolutely. “It’s been exhausting, and exhil-

arating,” he says, and now it’s up to others 

to carry the torch. j

2005 2010 2015

2004

The International 

Committee of Medical 

Journal Editors requires 

registration of trials at 

inception to be considered 

for later publication.

2010

The ARRIVE guidelines on 

reporting animal studies 

are published. Hundreds of  

journals have endorsed 

them, but studies show 

that compliance is spotty.

2004

An analysis of 102 clinical 

trials fnds major discrepancies 

in 51 between the protocol 

outcome and the outcome in the 

paper, suggesting researchers 

rewrite goals after the fact.

2015

The Centre for Jour-

nalology is launched at 

The Ottawa Hospital 

Research Institute, the 

frst of its kind.

2017

A Nature paper analyzing 

nearly 2000 articles 

published in journals 

deemed predatory fnds 

that most failed to report 

crucial information.

2017

The eighth International 

Congress on Peer Review 

and Scientifc Publication 

is held in Chicago with 

almost 600 attendees 

and 260 abstracts.

“I THINK IT’S REALLY   

 HARD FOR PEOPLE TO

 WRAP THEIR HEADS

 AROUND USING 

 SCIENTIFIC METHODS 

 TO STUDY PUBLISHING.”
 —Larissa Shamseer,

University of Maryland
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Meta-analyses have failed to settle the 

question of whether violent video games such 

as Grand Theft Auto cause aggression. 
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A
fter Nikolas Cruz killed 17 stu-

dents and teachers and wounded 

17 others early this year at 

Marjory Stoneman Douglas High 

School in Parkland, Florida, Pres-

ident Donald Trump had a theory 

about the underlying causes. “I’m 

hearing more and more people 

say the level of violence on video 

games is really shaping young people’s 

thoughts,” he tweeted.

He wasn’t the only one to make 

the connection. Claims about a link 

to violence in movies and games 

surface after almost every mass 

shooting, and it’s easy to see why, 

once you watch someone kill hun-

dreds of anonymous enemies with 

automatic weapons and trench 

bombs in the bestselling game Call 

of Duty, or murder innocent drivers 

in the wildly popular Grand Theft 

Auto. Cruz reportedly loved such 

games: “It was kill, kill, kill, blow 

up something, and kill some more, 

all day,” a former neighbor told The 

Miami Herald.

Yet the hundreds of scientific 

studies that have explored whether media 

violence can lead to aggressive thoughts 

and actions have produced conflicting re-

sults. That’s why scientists have resorted to 

meta-analyses, studies that collect all the 

evidence about a scientific question, weigh 

it impartially, and declare a winner.

In 2009, Christopher Ferguson and John 

Kilburn of Texas A&M International Uni-

versity in Laredo published a major meta-

analysis in The Journal of Pediatrics that 

dismissed the link between games and vio-

lence. A year later, however, a team led by 

psychologists Brad Bushman, then at the 

University of Michigan in Ann Arbor,  and 

Craig Anderson of Iowa State University in 

Ames published an even bigger analysis in 

the Psychological Bulletin that found the 

opposite: The evidence “strongly suggests” 

exposure to violent video games is a causal 

factor for increased aggressive feelings and 

behavior, they wrote.

Researchers on both sides of the is-

sue are wedded to their views. Ferguson, 

a gamer himself, has written, “The exag-

gerated focus on violent video games dis-

tracts society from much more important 

causes of aggression.” Bushman, for his 

part, has consistently found a link be-

tween video games and violence in his 

own studies, which span 2 decades. (He 

retracted two papers recently, after crit-

ics exposed irregularities in the data, and 

a third because of alleged self-plagiarism.) 

Since their meta-analyses were published, 

Bushman, now at The Ohio Sate University 

in Columbus, and Ferguson have fought 

an increasingly fierce and sometimes 

personal battle, but the question remains 

unresolved. Several other meta-analyses 

have been published, but none has settled 

the matter.

Similar fights are playing out in other 

fields. Although the number of meta-

analyses has exploded, many don’t 

bring clarity—whether it’s on the 

effect of “positive parenting,” the 

relation between antidepressants 

and suicide, or the health benefits 

of organic produce.

One reason is that, although the 

basic rules of the meta-analysis 

are simple, researchers must make 

many choices along the way, al-

lowing conscious or unconscious 

biases to creep in. In the case of 

media violence, for instance, the 

groups dealt in different ways with 

the problem that many studies 

aren’t published, and they applied 

different quality criteria in choos-

ing the studies to be included.

“Meta-analyses were thought to be debate 

enders, but now we know they rarely are,” 

Ferguson says. “They should be regarded as 

an argument, not a fact.” It’s a paradox, says 

Jacob Stegenga, a philosopher of science at 

University of Cambridge in the United King-

dom: “When the evidence points clearly in 

one direction, there is little need for a meta-

analysis. When it doesn’t, a meta-analysis is 

unlikely to give the final answer.”

Meta-analyses were supposed to end scientific debates. 
Often, they only cause more controversy

By Jop de Vrieze
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All meta-analyses

From China

Eager for answers
Virtually unknown until the 1990s, meta-analyses have recently 

become increasingly popular. More than 11,000 were published last 

year, one-third of them by authors from China.
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Still, some metaresearchers say there are 

ways to do better. The movement in some 

fields to ensure that all studies are pub-

lished, whatever their outcome, will help 

ensure that meta-analyses can take the 

full range of evidence into account. Meta-

analyses themselves can be done better. 

And some say researchers at odds over is-

sues such as violence in the media should 

sign a truce, join hands, and design a meta-

analysis that everybody can agree on.

THE TERM META-ANALYSIS was coined in 

1976 by statistician Gene Glass of the 

University of Colorado in Boulder, who 

described it as “an analysis of analyses.” 

Glass, who worked in education psycho-

logy, had undergone a psychoanalytic treat-

ment and found it to work very well; he 

was annoyed by critics of psychoanalysis, 

including Hans Eysenck, a famous psycho-

logist at King’s College London, who 

Glass said was cherry picking studies to 

show that psychoanalysis wasn’t effective, 

whereas behavior therapy was.

At the time, most literature reviews took 

a narrative approach; a prominent scien-

tist would walk the reader through their 

selection of available studies and draw con-

clusions at the end. Glass introduced the 

concept of a systematic review, in which 

the literature is scoured using predefined 

search and selection criteria. Papers that 

don’t meet those criteria are tossed out; 

the remaining ones are screened and the 

key data are extracted. If the process yields 

enough reasonably similar quantitative 

data, the reviewer can do the actual meta-

analysis, a combined analysis in which the 

studies’ effect sizes are weighed.

When Glass did this for studies of psycho-

analysis, the result bore out his personal 

experience of its efficacy. “All the behav-

ior therapists were outraged and all the 

Freudians said they knew it all along,” says 

Glass, now 77 and retired. Eysenck was not 

impressed; he called meta-analyses “an ex-

ercise in mega-silliness ” and “abuse of re-

search integration.”

Yet over the decades, the tandem of sys-

tematic review and meta-analysis has be-

come widely accepted as a standardized, 

less biased way to weigh the evidence; it 

now guides thousands of treatment guide-

lines and social policies. Much of the re-

spect it has earned reflects the work of 

Cochrane, a multinational organization 

headquartered in London that conducts 

systematic reviews of health care interven-

tions and diagnostic tests, which are pub-

lished in the Cochrane Library. (Cochrane 

was plunged into crisis last week after 

its Governing Board voted to expel Peter 

Gøtszche, a prominent member; see story, 

p. 1173.) The Oslo-based Campbell Collabo-

ration produces similar reviews for the 

social sciences. Both groups follow strict 

protocols and attempt to team up experts 

in the issue under study—say, cardiologists 

when the meta-analysis is about a heart 

drug—with methodological experts.

TODAY, meta-analyses are a growth industry. 

Their number has shot up from fewer than 

1000 in the year 2000 to some 11,000 last 

year. The increase was most pronounced 

in China, which now accounts for about 

one-third of all meta-analyses (see graphic, 

p. 1185). Metaresearcher John Ioannidis of 

Stanford University in Palo Alto, California, 

has suggested meta-analyses may be so pop-

ular because they can be done with little or 

no money, are publishable in high-impact 

journals, and are often cited.

Yet they are less authoritative than they 

seem, in part because of what methodo-

logists call “many researcher degrees of 

freedom.” “Scientists have to make several 

decisions and judgment calls that influ-

ence the outcome of a meta-analysis,” says 

Jos Kleijnen, founder of the company Klei-

jnen Systematic Reviews in Escrick, U.K. 

They can include or exclude certain study 

types, limit the time period, include only 

English-language publications or peer-

reviewed papers, and apply strict or loose 

study quality criteria, for instance. “All 

these steps have a certain degree of subjec-

tivity,” Kleijnen says. “Anyone who wants to 

manipulate has endless possibilities.” 

His company analyzed 7212 systematic 

reviews and concluded that when Cochrane 

reviews were set aside, only 27% of the meta-

analyses had a “low risk of bias.” Among Co-

chrane reviews, 87% were at low risk of bias.

A good meta-analysis starts with clear 

criteria for study inclusion and exclusion, 

says statistician Robbie van Aert, a post-

doctoral researcher at Tilburg University in 

the Netherlands. “If you do it after you have 

collected the studies, you can get almost any 

result you want.” But bias can occur even 

when inclusion criteria are chosen before-

hand; because experts in a field already 

know the relevant literature, they can con-

sciously or unconsciously adjust the criteria 

to include studies they like or exclude ones 

they distrust, Van Aert says.

MONEY IS ONE POTENTIAL SOURCE of bias. It 

may not affect the actual results the au-

thors produce, but it appears to affect their 

spin when they draw their conclusions. In 

2006, for instance, the Nordic Cochrane 

Centre in Copenhagen compared Cochrane 

meta-analyses of drug efficacy, which are 

never funded by the industry, with those 

produced by other groups. It found that 

seven industry-funded reviews all had con-

clusions that recommended the drug with-

out reservations; none of the Cochrane 

analyses of the same drugs did. Industry-

funded systematic reviews also tended to 

be less transparent. Ioannidis found in a 

2015 review that industry-sponsored meta-

analyses of antidepressant efficacy almost 

never mentioned caveats about the drugs 

“SCIENTISTS HAVE TO MAKE

 SEVERAL DECISIONS AND 

 JUDGMENT CALLS THAT 

 INFLUENCE THE OUTCOME 

 OF A META-ANALYSIS.  …

 ANYONE WHO WANTS TO 

 MANIPULATE HAS 

 ENDLESS POSSIBILITIES.”
 —Jos Kleijnen, Kleijnen 

Systematic Reviews
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in their abstracts. “This is a clear example 

of an area where meta-analyses are emerg-

ing as a powerful marketing tool,” he wrote.

Even if a study isn’t industry-funded, 

individual reviewers may have conflicts 

of interest. Cochrane’s policies sometimes 

allow researchers who have financial ties 

with a company—such as grants, fees, and 

stocks—to participate in a meta-analysis of 

that company’s products, provided a ma-

jority of the review authors and the lead 

author don’t have such conflicts. Most 

journals’ policies to prevent financial con-

flicts of interest are even less strict.

And Cochrane itself has been charged 

with bias by critics who say some review-

ers have an anti-industry attitude that 

results in overly negative assessments of 

drugs and vaccines. In a 2017 review on 

the effect of a new generation of antiviral 

drugs against hepatitis C, for instance, the 

authors concluded that the drugs cured 

the patients of the virus, but called this 

a “surrogate outcome”; there was no evi-

dence that the drugs led to longer survival, 

they said.

The findings made many headlines, but 

some clinicians were outraged. The studies 

would have to last many years to show an 

effect on survival, they said, but previous 

trials with older drugs had clearly shown 

that patients who eliminate the virus live 

longer. “In my view, they have been too 

strict and they have overstated their con-

clusions,” says Andrew Hill of the Univer-

sity of Liverpool in the United Kingdom. 

“Due to this report, patients with hepatitis 

C may potentially be unable to access life-

saving therapy,” a group called The Hepati-

tis C Coalition wrote in The BMJ.

EVEN WHEN NO MONEY is at stake, research-

ers may have an interest in the outcome 

of a meta-analysis—for instance because 

they may hope to confirm what their own 

studies had previously shown, or because 

they’ve supported certain policies.

Take the “worm wars,” over whether 

mass deworming campaigns among chil-

dren in developing countries are clinically 

effective. Dozens of endemic countries 

have implemented mass deworming at the 

recommendation of the World Health Or-

ganization (WHO). But in 2015, a team led 

by David Taylor-Robinson of the Univer-

sity of Liverpool concluded in an updated 

Cochrane review that mass deworming 

does not improve kids’ average nutritional 

status, school performance, or survival; 

they called the belief in the positive im-

pacts “delusional.” A year later, a team by 

economist Edward Miguel of the Univer-

sity of California, Berkeley, published a 

meta-analysis that did show clear benefits. 

For Miguel, who says the Liverpool study 

looked at the wrong things and lacked 

statistical power, there was more at stake 

than public health: He had headed several 

trials of mass deworming and had become 

a strong advocate of WHO’s policy.

Psychologist James Coyne of the Univer-

sity Medical Center Groningen in the Neth-

erlands says scientists shouldn’t be involved 

in meta-analyses that include their own 

work; he has sharply criticized Cochrane for 

not taking “intellectual conflicts of interest” 

seriously enough. “Meta-analyses have be-

come a tool for academics with vested in-

terests,” he says.

Miguel says his own papers shouldn’t 

disqualify him. “We should judge the 

analysis based on the quality and have the 

debate on scientific terms,” he says. But Co-

chrane Library Editor-in-Chief David Tovey 

acknowledges the problem. Cochrane does 

not ban scientists from taking part in meta-

analyses that include their own work, but 

they can’t be involved in the assessment of 

their trials—which sometimes means hav-

ing to leave the room temporarily—and 

the conflict has to be acknowledged in the 

A child with a worm infection in Brazil (left) is at 

risk of malnutrition and poor school performance. 

But meta-analyses disagree about the effects of 

mass deworming campaigns like one in India (right).

P
H

O
T

O
: 

A
B

H
IS

E
K

 S
A

H
A

/
S

O
P

A
 I

M
A

G
E

S
/

L
IG

H
T

R
O

C
K

E
T

 V
IA

 G
E

T
T

Y
 I

M
A

G
E

S

Published by AAAS

on S
eptem

ber 24, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


NEWS   |   FEATURES   |   METARESEARCH

1188    21 SEPTEMBER 2018 • VOL 361 ISSUE 6408 sciencemag.org  SCIENCE

review paper. “We recognize that this in it-

self is insufficient,” Tovey says. “We have a 

new proposal coming up to make it more 

comprehensive. But I have to say it is jolly 

challenging.” Finding suitable authors for 

a meta-analysis is hard when the people 

with the most expertise in an area are ex-

cluded, he explains.

BOTH SIDES IN THE WAR over media violence 

had a stake in the outcome. But the main 

reason their meta-analyses diverged was 

the different ways the researchers handled 

publication bias, the well-known phenom-

enon in which studies that come up empty-

handed are less likely to be published.

Like other scientists who conduct meta-

analyses, Ferguson and Kilburn have used 

several statistical methods to measure 

publication bias and correct for it. In one 

method, they plotted the outcomes of all the 

studies against their sample size on a graph. 

Without publication bias, the results would 

have been distributed symmetrically, and 

the plot would look like an inverted funnel, 

centered on  the mean. But it didn’t; the plot 

was lopsided. To correct for this bias, they 

essentially added a “missing”—and suppos-

edly unpublished—study for each study that 

lacked a counterpart on the other side of 

the mean. With that and other corrections, 

the evidence that games and movies made 

people more aggressive evaporated, they 

concluded in their 2009 meta-analysis.

Bushman and Anderson took a different 

approach: They tried to find all unpublished 

studies, mainly by asking the authors of 

published studies whether they had failed 

to publish others and checking Ph.D. the-

ses for chapters not published in scientific 

journals. They then included what they had 

collected in their meta-analysis. Applying a 

statistical method to show that the results 

of the studies were now distributed evenly 

around the mean reassured them that they 

had overcome publication bias. The appar-

ent link between video games and aggres-

sion persisted.

The debate became heated. Ferguson 

accused his opponents of only collecting 

unpublished studies with desirable results 

and “overestimating and overadvertising” 

the effect—which Bushman and Anderson 

said was “a red herring.” Many other scien-

tists weighed in, as did game enthusiasts 

and opponents. Both sides also pushed 

their results outside science. Last year, 

Ferguson published a book called Moral 

Combat: Why the War on Violent Video 

Games Is Wrong. (The title was a play on 

the video game Mortal Kombat.) Bushman 

was a member of former President Barack 

Obama’s committee on gun violence, testi-

fied before the U.S. Congress on the topic 

of youth violence, and has frequently been 

interviewed on TV.

Things got even more complicated after 

a third researcher joined the fray in 2016: 

Joseph Hilgard, a psychologist at Illinois 

State University in Normal. Hilgard, who 

studies pathological aspects of gaming, 

including addiction, says, “I was curious: 

Would I be more persuaded by one or the 

other? So I tried to find the answer by 

mashing around in the data.” (Questions 

he raised about another paper in 2017 led 

to one of Bushman’s three retractions.)

With two colleagues, Hilgard re-

examined Bushman’s 2010 meta-analysis, 

applying several novel statistical techniques 

to correct for publication bias, including 

one developed by Van Aert. Based on those 

results, they concluded in a 2017 paper in 

the Psychological Bulletin that Bushman 

and Anderson hadn’t managed to collect 

all unpublished studies, and that publica-

tion bias still played a role. After correct-

ing for that bias, the relationship between 

violent games and aggression turned out 

to be “very small,” they said. Bushman and 

Anderson reject Hilgard’s analysis and 

stand by the results of their meta-analysis.

 

THE MANY BATTLES have sobered Glass, the 

inventor of the meta-analysis. “I have come 

to think of meta-analyses as a tool to con-

vince the undecided,” he says. “To give them 

something useful.” Psychologist Hannah 

Rothstein of Baruch College in New York 

City, a meta-analysis consultant who collab-

orated with Bushman in producing the 2010 

meta-analysis, says she has not lost faith in 

the method—but she has changed her expec-

tations. “We used to make meta-analyses as 

objective as possible. Now, we try to make 

them as transparent as possible,” she says. 

“Anyone who disagrees with a certain deci-

sion will have to be able to redo it and see if 

that has an influence on the results.”

Ioannidis agrees. Systematic review pro-

tocols should be published up front, he says; 

each analytical step and every judgment 

call should be reported. “If this is done, 

one can exactly see the degrees of freedom 

where the deviation is creeping in, and take 

that into account to attach a certain cred-

ibility to the results.” In controversial cases, 

he adds, rival researchers should set up a 

meta-analysis together. Or even better, they 

could forget about the many studies already 

published and set up new ones, using stan-

dardized protocols, and then do a meta-

analysis of the results, using a methodology 

agreed on and published in advance.

That approach was taken to settle a long-

running debate over whether self-control 

can be depleted, just like muscles: Research-

ers at 23 labs around the world conducted 

the same standardized experiment and car-

ried out a meta-analysis. Published in 2016, 

it showed that the effect is close to zero, an 

outcome now widely accepted.

That’s exactly what Hilgard advocates 

to settle the debate on media violence and 

aggression. “We cannot bear the thought 

of another 30 years’ stalemate,” he wrote. 

Rothstein has no illusion that this would end 

the controversy, but it would at least move 

the discussion forward, she says. “Although 

I don’t know if Ferguson and Bushman will 

be able to stay in a room together without 

killing each other.” j

Jop de Vrieze is a science journalist in 

Amsterdam. This story was supported by the 

Science Fund for Investigative Reporting.
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When meta-analyses collide: the case of the placebo response
Some studies suggest that in recent trials of antidepressants, a growing number of patients improve just after 

taking a placebo, making it harder to tell whether the drug being tested is effective. Two key meta-analyses on 

the subject took different approaches—and reached opposing conclusions.
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I
n August 2011, Diederik Stapel, a prom-

inent psychologist and a dean at Tilburg 

University here, confessed to faking 

data for dozens of papers over 15 years. 

As part of an internal investigation, 

Marcel van Assen, a psychologist in the 

university’s Department of Methodo-

logy and Statistics, spent months look-

ing into Stapel’s data, methods, and re-

sults. The scope of the fraud was staggering, 

but just as alarming as the fabricated data, 

Van Assen says, were the flawed analyses, 

rife with statistical problems, that Stapel had 

performed. The fact that all his papers had 

been approved by co-authors and published 

in respectable journals meant psychology 

had a larger problem, Van Assen says. “I 

thought, holy shit, this is not a characteristic 

just of Stapel or Tilburg.”

Around the same time, a psychologist with 

a strong interest in the same issues joined 

his department. Jelte Wicherts, previously 

an assistant professor at the University of 

Amsterdam, wanted to find out why “smart 

researchers do stupid things with statistics,” 

as he puts it. The two hit it off, and have 

since created what psychologist Brian Nosek, 

director of the University of Virginia’s  Cen-

ter for Open Science (COS) in Charlottesville, 

calls “one of the leading groups” in meta-

science, the study of science itself.

Metaresearchers investigate how scien-

tists operate, and how they can slip off the 

rails. “We’ve seen things that we felt were 

not OK,” Wicherts says. “The first way 

to deal with it, that’s our conviction, is to 

study these things.” They’re motivated by 

the desire to make science better, although 

Van Assen is drawn to the detective work. 

“What I like most is to solve puzzles,” he 

says. By scrutinizing the 

problems, metaresearch-

ers aim to help scientists 

do more robust research. 

Thanks to a €2 million 

grant from the European 

Research Council (ERC), 

for example, the Tilburg 

In its drive to expose weaknesses in science, an up-and-coming 
research group doesn’t mind stepping on some toes

By Erik Stokstad, in Tilburg, the Netherlands

Photography by Manon Bruininga

THE TRUTH SQUAD

The metaresearch 

group at Tilburg 

University 

investigates how 

scientists operate, 

and how they can 

slip off the rails.
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group is starting to build software that 

could help researchers explore data with 

less risk of bias.

That Wicherts’s and Van Assen’s cen-

ter was built on the ruins of Stapel’s de-

ceit may seem like poetic justice, but 

straight-up scientific fraud is only a mi-

nor topic for the group. Its main focus is 

questionable research practices, such as 

massaging data and selective reporting 

of statistical tests. These misdemeanors 

don’t get a scientist fired, but they do help 

explain why so many findings are hard to 

reproduce—the “reproduc-

ibility crisis” that has gripped 

not just psychology, but many 

areas of basic biology and 

clinical medicine.

For scientists who find 

themselves in the crosshairs, 

the experience can feel bruis-

ing. Several years ago, the 

Tilburg group—now more 

than a dozen faculty mem-

bers and students—unveiled 

an algorithm, dubbed stat-

check, to spot potential statis-

tical problems in psychology 

studies. They ran it on tens 

of thousands of papers and 

posted the troubling results 

on PubPeer, a website for 

discussion of published pa-

pers. Some researchers felt 

unfairly attacked; one emi-

nent psychologist insinuated 

that the group was part of a 

“self-appointed data police” 

harassing members of the 

research community. 

Van Assen and Wicherts 

say it was worth stepping on 

some toes to get the message 

across, and to flag mistakes 

in the literature. Members of 

the group have become out-

spoken advocates for statisti-

cal honesty, publishing edi-

torials and papers with tips 

for how to avoid biases, and 

they have won fans. “I’m amazed that they 

were able to build that group. It feels very 

progressive to me,” says psychologist Simine 

Vazire of the University of California, Davis, 

a past chair of the executive committee of 

the Society for the Improvement of Psycho-

logical Science (SIPS).

The work by the Tilburg center and oth-

ers, including SIPS and COS, is beginning 

to have an impact. The practice of pre-

registering studies—declaring a plan for 

the research in advance, which can lessen 

the chance of dodgy analyses—is growing 

rapidly (see story, p. 1192), as is making the 

data behind research papers immediately 

available so others can check the findings. 

Wicherts and others are optimistic that 

the perverse incentives of careerist aca-

demia, to hoard data and sacrifice rigor for 

headline-generating findings, will ulti-

mately be fixed. “We created the culture,” 

Nosek says. “We can change the culture.”

TILBURG MIGHT SEEM an unlikely place for 

academic innovation. The city, 90 kilo-

meters south of Amsterdam, was once a 

center of the Dutch textile industry; after 

the woolen mills shut down, insurance and 

transportation businesses sprung up. Til-

burg University was founded in 1927 as the 

Roman Catholic University of Commerce, 

but it is now best known for its social sci-

ences departments, which fill a 10-story 

concrete building. Housed on a floor near 

the top, the metaresearchers have an expan-

sive view of a forested 18th century park.

One morning this May, Wicherts, an 

energetic and talkative 42-year-old, was 

making a cup of strong coffee as he related 

how he became involved in metascience. 

When he was a Ph.D. student in psycho-

logy in the mid-2000s, it was an open se-

cret that many findings were irreproduc-

ible, he says, but scientists feared that 

discussing this would cast the whole field 

into doubt. Then in 2005, John Ioannidis, 

now co-director of Stanford University’s 

Meta-research Innovation Center in Palo 

Alto, California, published a provocative 

essay, “Why Most Published Research 

Findings Are False.” It argued that science 

suffers from an epidemic of small studies 

that try to detect modest effects, poorly 

designed by researchers “in chase of statis-

tical significance.” Wicherts, 

inspired by the paper’s clar-

ity and bravery, calls it a wa-

tershed event for psychology. 

WICHERTS HAD his own en-

counter with poor scientific 

practices during his Ph.D. 

work on the rise of intelli-

gence scores over generations. 

Curious about the impact of 

unusual data points on sta-

tistical analyses, he and his 

colleagues asked the authors 

of 141 recent papers for their 

data, so that they could re-

analyze them. To their sur-

prise, 73% of the authors 

didn’t reply or said they 

were not willing or able to 

share the data, even though 

the journals that published 

the studies stipulated they 

should. Wicherts dropped the 

study but described the expe-

rience in American Psycho-

logist. The 2006 paper was an 

early alert about the impor-

tance of “open data,” Vazire 

says. “We need something 

better than ‘data available 

upon request.’”

Wicherts now co-leads 

the group with Van As-

sen, who had focused on 

cognitive and mathemati-

cal psychology before he 

was drawn into the Stapel investigation. 

Its highest profile—some would say most 

notorious—project is statcheck. The algo-

rithm, developed by Michèle Nuijten, then 

a Ph.D. student at Tilburg, together with 

Sacha Epskamp of the University of Am-

sterdam, scours papers for statistical results 

reported in standardized formats, then ex-

amines them for errors, like a mathemati-

cal spell checker. When statcheck scanned 

30,717 papers published between 1985 and 

2013, it found a “gross inconsistency” in one 

out of eight. Most of these results purported 

to be statistically significant, but in fact 

The metaresearch group, co-led by Jelte Wicherts (left), created a major stir with 

statcheck, an algorithm that Michèle Nuijten (right) helped develop.
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were not, Nuijten and colleagues reported 

in 2015. Statcheck can’t distinguish between 

honest errors and deceit, but “it’s not un-

imaginable that people do this on purpose,” 

says Nuijten, now an assistant professor.

When Tilburg Ph.D. student Chris 

Hartgerink posted statcheck’s evaluations of 

50,000 psychology studies on PubPeer, some 

scientists were furious. The most vocal crit-

ics complained that statcheck had claimed 

an error when in fact it wasn’t able to prop-

erly scan their statistics, which had been 

correct. “Statistical graffiti,” one called it. In 

a column, Susan Fiske of Princeton Univer-

sity, a past president of the Association for 

Psychological Science, decried a trend of 

“methodological terrorism.” (Fiske removed 

that term, which caused a tempest on social 

media after her draft leaked.) The German 

Psychological Society called for a morato-

rium on statcheck.

In retrospect, Nuijten says she would have 

written fuller explanations for the PubPeer 

posts, in less brusque a style. But Vazire says 

she handled the controversy with aplomb, 

showing the kind of communication skills 

that can “win hearts and minds” in the cam-

paign to improve psychology. Ultimately, 

says Eric-Jan Wagenmakers, a statistician at 

the University of Amsterdam, “I think it had 

a really positive effect. And wouldn’t have if 

they had done it more subtly.” 

Still, the episode showed how sensitive 

people can be to criticism. “If you make it 

personal,” Wicherts says, “then they can’t 

admit the errors.” Rather than calling out 

individuals, he now believes that meta-

researchers should highlight the problems, 

encourage best practices, and create a sys-

tem where errors can be caught before pub-

lication. One sign of progress is that two 

psychology journals now run submissions 

through statcheck.

OTHER ATTEMPTS to take a hard look at 

psychology’s practices created a backlash 

as well. Van Assen and two students par-

ticipated in the Reproducibility Project: 

Psychology, a large, 4-year collaboration 

organized by Nosek and COS that managed 

to replicate only 39% of the findings in 

100 studies (Science, 28 August 2015, 

p. 910). Some senior psychologists quickly 

pushed back; Harvard University’s Daniel 

Gilbert and three co-authors, for instance, 

criticized the collaboration’s methods and 

their “pessimistic conclusions.” (A new 

project, published last month in Nature 

Human Behaviour, replicated 62% of ex-

periments reported in recent papers in 

Science and Nature.)

Wicherts says some researchers fear 

such critiques could jeopardize funding or 

breed mistrust in science. But it’s not the 

group’s job to protect psychology’s reputa-

tion, he says. And the Tilburg studies have 

shaken the illusion that scientists are more 

objective than most people, underscoring 

that most researchers have a poor ability to 

look objectively at data and overestimate 

the statistical power of their studies.

With his ERC grant, Wicherts plans to 

develop software that will help psychol-

ogists avoid the temptation to test many 

hypotheses and only report those that have 

a significant p-value. The behavior, called 

data dredging, or HARKing, for “hypoth-

esizing after results are known,” generates 

apparently well-founded results that of-

ten can’t be reproduced. Following an ap-

proach used in particle physics and other 

fields, the software will reveal a random 

sample of the data that researchers have 

gathered, letting them explore and gener-

ate hypotheses. Then it will deliver another 

random selection for rigorously testing 

those hypotheses. “I think there could be 

a role for this,” says psychologist Dorothy 

Bishop of the University of Oxford in the 

United Kingdom, though she suspects it 

will require large data sets.

Wicherts’s main effort right now is lead-

ing a project in which scientists at five uni-

versities take a fresh look at the data behind 

200 studies, repeating the analyses in many 

ways to find out whether the authors chose 

to report specific results that matched their 

hypotheses. “I think we’ll find quite a lot of 

biases in place,” Wicherts says.

SINCE WICHERTS’S DISCOVERY as a student 

that most psychology researchers don’t 

share their data when asked, he and others 

have pushed for change. Even today, only 

10% of newly published psychology papers 

have data available, but the “open data” 

ethos is gaining traction in psychology and 

beyond. As an incentive, 41 journals now 

allow authors to slap a virtual open data 

“badge” on a paper; after Psychological Sci-

ence adopted the practice, the share of open-

data papers rose from 3% to 39% in just over 

a year. (Similar badges exist for “open ma-

terials” and study preregistration.)

Like other metaresearchers, the Til-

burg group has itself adopted a far-

reaching open-data policy: It shares data, 

code, and materials, except when is-

sues of copyright, privacy, or ownership 

are involved. “It’s a much harder way of 

working—it slows you down—but it makes 

you more thoughtful and confident,” Bishop 

says. Hartgerink even posted versions of 

chapters of his Ph.D. online as he wrote 

them. “I share almost everything as I do it,” 

he says. One risk of posting entire data sets 

is that competitors might analyze them and 

come up with new findings first. Although 

that’s arguably good for the field as a whole, 

some labs worry that younger scientists 

who have yet to make their name might lose 

a chance to publish a significant finding.

The reproducibility push has other po-

tential downsides for younger researchers. 

Studies with respectable statistical power 

take major work and might fizzle. For her 

Ph.D., Paulette Flore, now an assistant 

professor at Tilburg, studied whether re-

minding girls of their gender hurts their 

performance on math tests, an effect found 

in many smaller studies. Flore set up the 

largest study of the effect ever—involving 

more than 2000 students at 21 Dutch high 

schools—only to find no evidence for it. “In 

earlier days, her career would have ended,” 

Wicherts says. “Now, you do the best you 

can, and let the chips fall where they may. 

I think this is the future.”

At the moment, however, negative find-

ings “won’t land you a fancy job,” says 

Daniël Lakens, an applied statistician at 

Eindhoven University of Technology in the 

Netherlands. For that to change, science 

will need to put more value on good ideas, 

solid methods, and broadly collaborative 

work, and less on high-profile publications 

and citations. “There’s a corrupting influ-

ence of our current incentive structure,” 

Bishop says. “The pressure on younger 

people not to do research in a reproducible 

way can be quite intense.”

Some of the young scientists at Tilburg  

are pessimistic that the situation will im-

prove anytime soon. “At the current pace, 

it’s going to be 2100 before things are re-

ally different,” Hartgerink says. Wicherts 

believes avoiding bad practices in research 

will pay off for individual scientists in the 

long run. “Keep in mind that these better 

methods empower the truth, and that this 

ultimately promotes scientific progress 

and highlights your contributions.” j

“WE’VE SEEN THINGS 

 THAT WE FELT WERE 

 NOT OK. THE FIRST 

 WAY TO DEAL WITH

 IT, THAT’S OUR 

 CONVICTION, IS TO 

 STUDY THESE THINGS.”
—Jelte Wicherts,Tilburg University
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A simple strategy to avoid bias—declaring in advance 
what you will study, and how—is rapidly catching on

A RECIPE FOR RIGOR

I
n October 2011, Joseph Simmons, a 

psychologist at the Wharton School of 

the University of Pennsylvania, pub-

lished a clearly preposterous result in 

the respectable journal Psychological 

Science. Together with Uri Simonsohn, 

also at Wharton, and Leif Nelson of 

the University of California, Berkeley, 

Simmons showed that people who lis-

tened to the Beatles song “When I’m Sixty-

Four” grew younger, by nearly 18 months. 

But if the result was laughable, the point of 

the paper was serious: to show how standard 

scientific methods could generate scientific 

support for just about anything.

In the years before, the trio had slowly 

lost faith in the stream of neat findings in 

psychology. “Leif, Uri, and I all had the ex-

perience of reading papers and simply not 

believing them,” Simmons says. It seemed 

unlikely that it could all be down to fraud. 

“After much discussion, our best guess was 

that so many published findings were false 

because researchers were conducting many 

analyses on the same data set and just re-

porting those that were statistically signifi-

cant,” they recently wrote. They termed the 

behavior, which also gave them their non-

sense result, “p-hacking,” a reference to the 

p-value, which determines whether a result 

is considered significant.

The paper came at a critical time for 

psychologists. Earlier that year, another 

paper using standard methods had shown 

that extrasensory perception was a real 

phenomenon—a result the authors meant se-

riously, to the dismay of other psychologists. 

“If you use the techniques that everyone is 

using in their normal research … and it sup-

ports the existence of bullshit, then there 

is good reason to think that that method 

is wrong more generally and you shouldn’t 

be using it,” says Chris Chambers, a neuro-

scientist at Cardiff University. In another 

blow a few months later, noted social psycho-

logist Diederik Stapel of Tilburg University 

in the Netherlands admitted to faking data 

for dozens of papers.

The crescendo of problems has led some 

psychologists to adopt a radical solution: 

describing the research they plan to do, and 
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how, before they gather a single piece of 

data. Preregistration, in its simplest form, is 

a one-page document answering basic ques-

tions such as: What question will be stud-

ied? What is the hypothesis? What data will 

be collected, and how will they be analyzed? 

In its most rigorous form, a “registered re-

port,” researchers write an entire paper, mi-

nus the results and discussion, and submit 

it for peer review at a journal, which decides 

whether to accept it in principle. After the 

work is completed, reviewers simply check 

whether the researchers stuck to their own 

recipe; if so, the paper is published, regard-

less of what the data show.

Preregistration had already become the 

norm in clinical trials as a way to prevent 

publication bias, the tendency for many 

negative results to remain unpublished (see 

story, p. 1180). Now, it is spreading through 

psychology and into other fields, not just to 

ensure those results see the light of day, but 

also because of a different advantage: By 

committing researchers to a fixed plan, it 

takes away some of the degrees of freedom 

that can skew their work.

In their paper on the Beatles tune, for 

instance, Simmons and his colleagues had 

tested for significance after roughly every 

10 participants, they had used other songs, 

and they had asked participants many ques-

tions, creating a large data set with which 

they could play around. As it turned out, 

using the age of the participants’ fathers 

to control for variation in baseline age re-

sulted in their statistically significant but 

absurd finding. That would have been im-

possible with a preregistered study. 

Some skeptics warn about unforeseen 

consequences. In a 2016 blog post, Susan 

Goldin-Meadow, then-president of the As-

sociation for Psychological Science in Wash-

ington, D.C., wrote about her “fear that 

preregistration will stifle discovery.” “How 

can we make new discoveries if our studies 

need to be catalogued before they are run?” 

she asked. Science is not just about testing 

pre-established hypotheses, but also about 

discovering them, Goldin-Meadow wrote; 

she also cautioned that the push to pre-

register might “devalue or marginalize the 

studies for which the preregistration proce-

dures don’t fit.”

Preregistration does not preclude gen-

erating new hypotheses, counters Brian 

Nosek, director of the University of Virgin-

ia’s Center for Open Science (COS) in Char-

lottesville; it just makes it transparent when 

researchers are doing so. Too often, a result 

is presented as if it confirms a hypothesis 

when researchers are actually doing what 

has become known as HARKing, he says, 

“hypothesizing after results are known.” 

(For example, a researcher who rolls a die 

three times and gets a six each time could 

report that she wanted to test her hypoth-

esis that a die will always show a six, and 

that her study confirmed it.) 

PREREGISTRATION CAN pay off for individual 

researchers as well as the broader field, ad-

vocates say. For one thing, it forces research-

ers to think harder about a study before it 

begins. “I have at least twice had the experi-

ence of realizing that my study didn’t make 

any sense as I was writing up the analysis 

plan for it,” Simmons says. Registered reports 

have the additional advantage that journals 

agree in advance to accept studies based 

on their methodological strength and the 

importance of the questions they address, 

Chambers adds. “It takes away all this pres-

sure that you might get nonsignificant re-

sults or that your results might in some 

way be seen as undesirable by the editors 

or reviewers.”

Several databases today host preregistra-

tions. The Open Science Framework, run 

by COS, is the largest one; it has received 

18,000 preregistrations since its launch 

in 2012, and the number is roughly dou-

bling every year. The neuroscience journal 

Cortex, where Chambers is an editor, be-

came the first journal to offer registered 

reports in 2013; it has accepted 64 so far, 

and has published results for 12. More than 

120 other journals now offer registered re-

ports, in fields as diverse as cancer research, 

political science, and ecology.

Still, the model is not attractive to every-

one. Many journals are afraid of having to 

publish negative results, Chambers says. And 

some researchers may not want to commit to 

publishing whatever they find, regardless of 

whether it supports a hypothesis. He notes 

that a bit of publication bias can have advan-

tages for scientists, some of whom essentially 

create a “brand” by publishing studies that 

support a certain theory. “A lot of scientists 

are more like lawyers than detectives. They 

have a theory and they are trying to use the 

evidence to support it.”

There are other drawbacks. “It can feel 

like a very bureaucratic burden to have 

to preregister every experiment,” Nosek 

admits. The practice could also lead to a 

conservative shift in science, if reviewers 

recommend against accepting registered 

reports when their hypothesis runs counter 

to conventional wisdom. That could make 

it harder to do high-risk research. “This is a 

real concern,” Nosek says.

It’s not easy to tell how real preregistra-

tion’s potential benefits and drawbacks are. 

Anne Scheel of the Eindhoven University of 

Technology in the Netherlands, for instance, 

recently set out to answer a seemingly sim-

ple question: Do registered reports lead to 

more negative results being published? “I’m 

quite shocked how hard it is,” says Scheel, 

because it’s not clear what a good control 

group would be. Early adopters of pre-

registration may be very different from 

other researchers, for instance, or people 

might choose to preregister only research 

more likely to have no effect. For now, she 

has the less ambitious goal of establishing 

the percentage of hypotheses in registered 

reports that are ultimately confirmed.

Tom Hardwicke, a metaresearcher at 

Stanford University in Palo Alto, Califor-

nia, has many questions about registered 

reports themselves—for instance, how de-

tailed the initial protocols are, how often re-

searchers deviate from them, and whether 

they’re transparent about that. But when 

he tried to answer those questions recently, 

“the raw ingredients were not available,” 

Hardwicke says. Many journals don’t pub-

lish the protocols and don’t deposit them 

in an independent registry such as the COS 

database, Hardwicke says. “The community 

needs access to registered protocols to con-

duct this kind of research and ensure that 

registered reports do what they say on the 

tin,” he says.

Chambers agrees but thinks things are 

getting better. Already, 76% of journals that 

accept preregistrations agree to make proto-

cols publicly available. At others, the reluc-

tance “is part technical teething problems, 

part cultural barriers resulting from intro-

ducing preregistration for the first time to 

fields where it is unfamiliar,” he says.

For preregistration to be a success, the 

protocols need to be short, simple to write, 

and easy to read, Simmons says. That’s 

why in 2015 he, Nelson, and Simonsohn 

launched a website, aspredicted.org, that 

gives researchers a simple template for gen-

erating a preregistration. Like their 2011 

paper, Simmons says, the website has been 

much more successful than he would ever 

have predicted. j
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Planning ahead
Study preregistrations on the Open Science 

Framework (OSF) are doubling every year; more than 

120 journals have introduced registered reports. 
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One superstar funeral at a time
By Pierre Azoulay1,2 and Joshua Graff-Zivin2,3 

Max Planck wrote that “A new scientific truth does not triumph 

by convincing its opponents and making them see the light, but 

rather because its opponents eventually die.” Despite all of their 

contributions to science, might “superstar” scientists also use their 

central position to stymie the arrival of new ideas? To shed empiri-

cal light on this issue, we turned to a ghoulish natural experiment, 

assessing impacts of the premature deaths of 452 eminent life sci-

entists (median age at death = 61 years). We implemented a proce-

dure (drawing on automated analysis of keywords in publications) 

to delineate the boundaries of the intellectual neighborhoods in 

which eminent scientists worked and conceptualized the prema-

ture deaths as shocks to the structure of these neighborhoods. We 

found that after the deaths, the stars’ expansive rosters of collabo-

rators tend to drastically reduce their scientific output (1), whereas 

noncollaborators increase their output in the deceased stars’ field 

INSIGHTS

Climb atop shoulders and wait for funerals. That, suggested Newton and then Planck, is how science 

 advances (more or less). We’ve come far since then, but many notions about how people and practices, 

policies, and resources influence the course of science are still more rooted in traditions and intuitions 

than in  evidence. We can and must do better, lest we resign ourselves to “intuition-based policy” when 

making decisions and investments aimed at driving scientific progress. Science invited experts to 

highlight key aspects of the scientific enterprise that are steadily yielding to empirical investigation—

and to explain how Newton and Planck got it right (and Einstein got it wrong). —Brad Wible
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Toward a more scientific science
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(2). Moreover, these additional contributions are disproportion-

ately likely to be highly cited and are more likely to be authored 

by scientists who were not previously active in the superstar’s field 

before his or her  death. This suggests that intellectual, social, and 

resource barriers impede entry into new subfields, with outsiders 

only entering subfields that offer a less hostile landscape for the 

support and acceptance of “foreign” ideas. Although the contribu-

tions of stars to the advancement of science are unassailable, our 

results suggest that once in control of the commanding heights of 

their fields, star scientists tend to hold on to their exalted position 

a bit too long.

Novelty and hotspots
By Brian Uzzi4,5,6 and Dashun Wang4,5,6

Recent research on nearly 27 million scientific papers since 1950, 

and more than 5 million U.S. patents since 1970, shows that 

how scientists sample the ever-expanding literature is critical to 

making breakthroughs, irrespective of discipline. First, papers or 

patents that cite literature of a certain age range (mean of about 

5 years, with a high variance) are roughly twice as likely to be a 

hit (in the top 5% of citations) than a field’s average paper (3). By 

contrast, the 75% of papers and patents that combine knowledge 

from outside this “hotspot,” referencing the most popular or most 

recent literature—work commonly sampled by search engines 

(4)—are not particularly likely to be hits. Second, hit papers mix 

highly typical and highly novel ideas and do so roughly accord-

ing to a 90/10 ratio (5). Such papers referencing highly familiar 

knowledge—literature that historically has been cited together 

much more frequently than expected by chance—while at the same 

time citing papers that have rarely been  co-cited before are at 

least twice as likely to be hits in their field than the average paper. 

Novelty is prized in science but becomes especially influential 

when paired with familiar, conventional thought. Sampling the 

literature also depends on team work. Team-authored papers are 

more likely to draw on work in the 5-year-old hotspot and to insert 

novel combinations into familiar knowledge domains than papers 

by solo authors (3, 5). Such insights take us closer to uncovering 

approaches for searching for and recombining yesterday’s ideas 

into tomorrow’s acclaimed discoveries (6, 7).

On shoulders of giants
By Heidi Williams1,2

Isaac Newton famously noted, “If I have seen further than others, 

it is by standing on the shoulders of giants,” highlighting the idea 

that many scientific discoveries enable future discoveries. Yet 

although the scientific community makes tremendous investments 

aimed at finding new discoveries, much less attention focuses on 

improving access to past discoveries—efforts that could help us, 

like Newton, to “see further than others.” Although the idea that 

past discoveries may enable future discoveries is quite intuitive, 

measures of and mechanisms for such so-called “cumulative inno-

vation” have traditionally proven elusive to pin down empirically. 

Two recent empirical studies have made progress. First, biological 

resource centers—“living libraries” of biological materials, such as 

cell lines—appear to increase follow-on research by more than 50% 

(8). Second, limitations on access to sequenced human genes—

used by the private firm Celera during the “race” to sequence the 

human genome—reduced subsequent research and development 

on those genes by around 30% (9). These studies share two key 

features. Both generated novel linkages between records of scien-

tific discoveries (such as sequenced human genes) and measures 

of cumulative innovation (such as gene-based medical diagnostic 

tests). In addition, both isolated natural experiments, in which 

otherwise similar scientific discoveries were “treated” by different 

institutions and policies—akin to a randomized controlled trial—

lending credibility to a causal and policy-relevant interpretation of 

the results. Taken together, these findings suggest that the institu-

tions and policies that govern how past discoveries are accessed 

can have dramatic effects on cumulative innovation. 

A crowded frontier 
By James A. Evans7

 Science is a complex system in which rapid circulation of advances 

has resulted in scientists crowding the same frontier of accumu-

lated knowledge, constrained to imagine the same combinations 

of ideas and methods that they might use to unlock discoveries, 

rather than exploring more broadly. Applying computational tools 

to massive corpora of digitized scientific texts and databases of 

experimental results, recent research has advanced our ability to 

trace the dynamic frontier of collective attention and explore how 

we might accelerate discovery, identifying possibilities missed by 
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the crowd and potentially uninferrable by any particular scientist. 

For example, nearly all combinations of scientific components 

in a given year’s papers, most of them highly redundant, can be 

predicted by random walks across the network traced by papers 

published in the prior year (10). Algorithms can identify hypoth-

eses unimagined and paths untaken, not necessarily because they 

lack scientific promise but because scientists are channeled away 

by shared institutional realities, such as the incentive to build 

on work familiar to one’s audience (and reviewers) (11, 12). This 

incentive, combined with the difficulty to publish results from 

failed experiments, draws scientists to the same congested areas of 

common knowledge, pitted with unmarked failures doomed to rep-

etition, and so dramatically slows the pace of collective discovery 

(13). These patterns have been exploited to generate algorithms 

unhampered by professional pressures for publication and promo-

tion, which more efficiently survey the space of scientific possibili-

ties. These findings highlight the importance of supporting diverse 

approaches and independence in research, and of building institu-

tions that log failures as well as successes in order to accelerate 

collective advancement.

Retraction and reputation
By Ginger Zhe Jin2,8,9 and Susan Feng Lu9 

Retractions of scientific articles are increasingly common. Driven 

by community policing and self-reported errors, retractions could 

reflect innocent mistakes or intentional misconduct. Although a 

retracted article always suffers severe losses in citations, it was 

not until recently that literature documented broader reputa-

tional consequences of retraction for authors. Although authors 

of retracted papers commonly have “clean” works that were not 

retracted at any time and were published before their other work 

was retracted, the research community may take retraction as a 

signal of the authors’ quality and cast doubt on those prior works. 

Comparing such prior papers’ citations after the retraction, to 

control papers of similar citation history, reveals a 5 to 10% cita-

tion decline for the prior works, but only if the retraction is not 

self-reported (14) or involves intentional misconduct (15). Reputa-

tion loss also depends on author standing. Comparing author’s 

standing across retraction events shows that eminent scientists (as 

measured with cumulative citation and funding before retraction) 

are more harshly penalized in the citation of their prior works, if 

the retraction involves misconduct (16). However, within scien-

tific teams, the blameworthy party is often nonobvious. In these 

cases, the most eminent team members appear to escape largely 

unscathed, whereas less eminent coauthors experience substantial 

citation declines, especially when teamed with eminent authors 

(17). This result holds for both absolute eminence and relative emi-

nence within the team. In short, reputational effects for individual 

scientists can be substantial after retraction occurs but depend on 

the nature of the retraction and the author’s standing. 

Science across the ages
By Benjamin F. Jones4

Einstein said, “A  person who has not made his great contribution 

to science before the age of 30 will never do so.” But was Einstein 

right? The relationship between age and scientific productivity 

matters not only for assessing one’s own potential but also for 

science institutions deciding whom to hire, promote, and fund. 

Yet although many observers have echoed Einstein’s view, empiri-

cal studies have rejected it with remarkable consistency. Great 

achievements come at many ages and typically peak between 

the mid-30s and mid-40s (18). This finding holds across science, 

engineering, and social science fields, including for Nobel Prize–

winning contributions. It also holds among celebrated inventors 

(19) and successful technology entrepreneurs (20). Recent research 

also emphasizes a dynamic view: Nobel Prize–winning contribu-

tions and great inventions came 8 years later in life at the end of 

the 20th century than at the beginning (19). This shift is due to a 

sharp decline in great contributions at very young ages. This shift 

also appears among more ordinary careers, for which the age at 

first invention is rising 0.6 years per decade (21). The increasing 

depth of scientific knowledge can make subsequent generations 

take longer to reach the research frontier (19, 21). Additionally, 

although an individual’s best works typically come in close suc-

cession, such “hot streaks” can happen, with equal probability, 

anywhere in the sequence of an individual’s body of work (22). 

Overall, although entry to science is an increasingly long road, and 

scientists may write fewer papers later in life, opportunity en-

dures: The next hot streak could be just around the corner.

Modeling and mapping
By Katy Börner10,11

Studies of science, technology, and innovation (STI) have tradition-

ally focused on analyzing historical data. Yet increasingly, decision-

makers wish to understand likely impacts of today’s, for example, 

hires, resource allocations, and legal decisions on the unfolding of 

future STI scenarios. Thus, computational models are increasingly 

used to explore aspects of the STI system itself (23), with hundreds 

of ways to visualize and communicate the structure and dynamics 

of STI (24–26). For example, models have been used to experiment 

and validate alternative approaches for funding science that might 
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be less subject to biases, inconsistencies, and “old-boy” network 

effects associated with standard peer review and reduce the time, 

energy, and effort spent on writing and reviewing research propos-

als and the overhead required to organize the review process. 

Under the Fund-Rank model (27), each year all eligible scholars 

receive an equal portion of funding but are then required to 

anonymously donate a certain fraction of their funding to peers. 

This agent-based model was validated by using large-scale citation 

data (37 million articles and 770 million citations), presuming that 

scholars would d istribute funding similarly to how they distribute 

citations, namely to those peers who do valuable, high-quality re-

search. Other work models the return on investment for univer-

sity-supported information technology (IT) resources on winning 

external funding and publishing papers (28); Sankey diagrams 

visualize correlations of IT usage, external funding, and publica-

tions and support IT strategic decision-making. Ultimately, such 

predictive models help develop and refine hypotheses, explore the 

impact of different parameters, capture causal relationships, and 

pick desirable futures.

Randomized insights
By Karim R. Lakhani2,12,13, Kevin J. Boudreau2,14, Eva C. Guinan13,15,16

Although there is a growing body of research that describes vari-

ous aspects of the scientific enterprise, it is largely observational, 

which limits which questions can be investigated and what causal 

inferences can be drawn. We have worked closely with scientists 

to layer large-scale randomized field experiments onto preexisting 

university research processes in order to generate causal insights 

(29, 30). Little is known as to how scientific collaborations form. 

We hypothesized that finding collaborators is a costly “search” that 

shapes the number and type of collaborations (31). At a research 

symposium related to an institutional funding opportunity, at-

tended by 400 scientists, we randomly enabled face-to-face interac-

tions during 90-minute scientific idea–sharing sessions. Among 

teams that applied for funding, the probability of collaboration 

increased by 75% for the treated scientists compared with controls 

(same idea-sharing but not face to face). However, the collabo-

rations occurred only within the same scientific domains. This 

highlights the role of scientific meetings and structured informa-

tion sharing for increasing collaboration (as opposed to waiting for 

serendipity) and the barriers to collaboration across disciplines. 

To understand the role of cognitive biases in peer review, we 

randomly assigned 150 proposals for institutional research fund-

ing to 142 faculty reviewers (~15 applications per reviewer; 2130 

evaluations total) (32). Controlling for the quality of the proposals, 

reviewers gave poorer scores to proposals that were closer to their 

own field of expertise (based on automated text analysis of the 

applications and of reviewers’ publications). More novel proposals 

(based on text analysis, relative to all publications in the PubMed 

database) also received poorer scores. This highlights the impor-

tance of constructing appropriate review panels and establishing 

procedures that can eliminate bias against novelty.
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“A PERSON WHO HAS   

 NOT MADE HIS 

 GREAT CONTRIBUTION  
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 THE AGE OF 30 
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Chemical clues to the earliest animal fossils

By Roger E. Summons1 and 

Douglas H. Erwin2

T
he Ediacara biota are a diverse assem-

blage of macroscopic body forms that 

appear in the sedimentary rock record 

between 570 million and 541 million 

years ago. First recognized in 

Namibia and Australia, these re-

markable organisms have since been 

found in Russia, China, Canada, Great 

Britain, and other regions. Although 

they immediately preceded the rapid 

appearance and diversification of ani-

mals in the Cambrian (541 million to 

485 million years ago), their position 

within the tree of life has long been 

a puzzle. Some Ediacaran fossils ap-

pear segmented, but most lack obvi-

ous characters such as appendages, 

a mouth, or a gut that might link 

them to animal clades. On page 1246, 

Bobrovskiy et al. (1) use biomarkers to 

confidently assign at least one Edia-

caran group, Dickinsonia and related 

taxa, to the Metazoa (animals). 

The Ediacara biota were first de-

scribed at a time when paleontologists 

relied on overall similarities in form 

to establish phylogenetic affinities. 

Various Ediacaran groups were allied 

with later animal clades on the basis 

of such similarities. Thus, Dickinsonia 

and other apparently segmented taxa 

were considered annelids, Rangea a 

pennatulacean cnidarian, and Par-

vancorina a likely arthropod (2). In 

1992, Seilacher instead proposed that 

most of these organisms were part of 

a single clade that formed a separate, 

independent kingdom of complex multicel-

lular organisms, the Vendozoa (3). After this, 

scientists considered a range of novel solu-

tions, and the fossils were allied with a wide 

array of clades. 

More recent systematic inquiry has fo-

cused on identifying discrete morphological 

characters. There has been growing consen-

sus that the Ediacaran  biota does not rep-

resent a single clade but a diversity of taxa, 

mostly of Metazoa (4, 5). On the basis of a 

detailed analysis of the features of Dickin-

sonia fossils, Gold et al. have suggested that 

they were at least bilaterian-grade animals 

(6). Thus, we can identify discrete groups 

among the fossils, but how they relate to 

Cambrian and later clades has remained 

unresolved. Bobrovskiy et al. now resolve 

this controversy for Dickinsonia and An-

diva, quilted forms with a medial suture, on 

the basis of biomarkers associated with the 

fossils.

Almost all eukaryotes produce and use ste-

rols, a class of lipids that perform vital mem-

brane behavior and cell signaling functions. 

After death, these sterols are transformed 

into more stable sterane hydrocarbons, 

which may be recovered from sediments 

provided that they have not been highly al-

tered by subsequent metamorphism. Sterols 

and steranes can be particularly useful as 

biomarkers because some aspects of sterol 

structure are specific to particular source 

organisms (7). For example, Love et al. iden-

tified 24-isopropylcholestane, which is prev-

alent in several sequences of rocks 

between 660 million and ~535 million 

years ago, as a steroid characteristic 

of demosponges (8). 

Bobrovskiy et al. used an approach 

designed to identify diagnostic hy-

drocarbon biomarkers associated 

with individual fossils preserved in 

remarkably unaltered, fine-grained 

sediments of the White Sea region in 

Russia. In earlier work, they isolated 

an organic biofilm associated with 

circular impressions known as Belta-

nelliformis, analyzed the entrained 

hydrocarbons, and assigned a colonial 

cyanobacterial origin (9). For the cur-

rent study, the authors sampled thin 

layers of organic material associated 

with fossils of Dickinsonia and An-

diva from the same sequence of rocks 

for biomarkers. They also analyzed 

samples of adjacent layers of sediment 

to control for more broadly distrib-

uted biomarkers. 

The surrounding sediments con-

tained diverse steranes, most of which 

comprised compounds with 29 car-

bon atoms (stigmasteroids) that are 

diagnostic of green algae. By contrast, 

the steroids in the Dickinsonia fossil 

biofilms were almost exclusively com-

posed of compounds with 27 carbon 

atoms (cholesteroids), a signature of 

all animal phyla other than sponges and a 

few mollusk taxa. The steroid assemblages 

from the smaller Andiva fossils were con-

founded by background signals and harder 

to interpret.

The cholesteroid predominance from 

Dickinsonia allowed Bobrovskiy et al. to 

refute alternative hypotheses of their affini-

ties to lichens or large protists. Nevertheless, 

the White Sea Dickinsonia organic remains 

are enigmatic in another, biologically strik-

ing way. The sterols of living organisms are 

produced with a single three-dimensional 

1Department of Earth, Atmospheric and Planetary Sciences, 
Massachusetts Institute of Technology, Cambridge, MA 02139, 
USA. 2Department of Paleobiology, MRC-121 Smithsonian 
Institution, Washington, DC 20013, USA. Email: rsummons@
mit.edu; erwind@si.edu

PERSPECTIVES

Biomarkers associated with fossils of Dickinsonia tenuis from the 

White Sea in Russia suggest metazoan affinities. Scale bar, 1 cm.

Steroid biomarkers show that the Ediacaran fossil Dickinsonia was an animal
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configuration, or stereochemistry, but the 

steroids preserved in sedimentary rocks 

are typically mixtures that include more re-

duced and thermodynamically stable forms, 

as a result of chemical transformations dur-

ing burial and subsequent heating. By con-

trast, the Dickinsonia cholesteroids mostly 

have the same 5β(H) stereochemistry. The 

only known pathway to this steroid, infor-

mally termed coprostane, is via the steroid 

coprostanol, which is produced in the gut 

of higher mammals (10–12). Coprostane is 

thought to be unstable on geological time 

scales (13). Bobrovskiy et al. attribute the 

presence of these unusual steroids to reduc-

tion of Dickinsonia cholesterol by bacteria 

during the original decomposition of the 

animal. Yet, coprostanes are absent in much 

younger, exceptionally preserved animal fos-

sils, where the dominant steranes are 5α(H)-

cholestanes (14). The association of unusual 

steroids associated with Dickinsonia sug-

gests that it may have had a distinct meta-

bolic physiology (see the photo).

Molecular clock evidence suggests that an-

imals originated before 720 million years ago, 

although the pattern of their divergence dur-

ing the Cryogenian (720 million to 635 million 

years ago) and Ediacaran (635 million to 541 

million years ago) remains unresolved (15). 

Because molecular clock estimates and mor-

phological characters from fossils offer lim-

ited resolution, our best hope for unraveling 

the early history of animals and the affinities 

of the Ediacara biota lies with identification 

of biomarkers that allow us to differentiate 

specific metazoan clades, particularly among 

the bilaterians. Further refining the phylo-

genetic signals from biomarkers may also 

help to resolve the early history of animals 

during the Cryogenian and early Ediacaran. 

Moreover, the fossil-specific biomarker ap-

proach taken by Bobrovskiy et al. promises to 

yield many new insights into the fossilization 

processes that led to soft-tissue preservation 

across the animal kingdom and throughout 

geological time.        j
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SYNTHETIC BIOLOGY

Programming cells and tissues
New toolkits of biological parts allow powerful cell 
programming by synthetic biologists

By David S. Glass and Uri Alon

T
he field of synthetic biology envi-

sions designing genetic circuits to 

program cells and tissues. These cir-

cuits will enable cells to detect dis-

ease states and act to remedy them, 

direct cells to produce useful sub-

stances and materials, and even allow cells 

to self-assemble into new, user-defined tis-

sues (1). Starting from circuits comprised 

of a few components (2, 3), registries of 

biological parts have been curated, and 

increasingly larger circuits have been en-

gineered in cells (4), but the size and capa-

bilities of these circuits have been limited. 

A key challenge to engineering larger sys-

tems is composability: the ability to con-

nect any two parts and achieve predictable 

behavior. On page 1252 of this issue, Gao 

et al. (5) describe a composable protein-

based system for building  circuits, and 

on page 1217, Andrews et al. (6) describe a 

sequential logic system with many states. 

Recently, Toda et al. (7) used synthetic cell-

cell signaling to drive differentiation and 

adhesion to form prototype tissues. These 

studies demonstrate that careful attention 

to composability can expand synthetic bi-

ology beyond its traditional limits.

Composability is a relatively subtle con-

cept, and it is important to keep in mind 

several related—but distinct—concepts. 

Orthogonality in synthetic biology re-

fers to parts that do not interfere or that 

minimally interfere with one another. This 

amounts to a lack of cross-talk between 

the parts. For example, two transcription 

factors are orthogonal if they do not regu-

late each other’s promoters. Modularity 

refers to a system that can be divided into 

subsystems, each with a defined function. 

These concepts can apply at multiple lev-

els—within a protein, in circuits, and in 

multicellular systems (see the figure). 

Composability is a more stringent crite-

rion than either orthogonality or modular-

ity. Parts that are composable are modular 

units that have matching inputs and out-

puts and are designed  so that any two 

parts can be connected to each other and 

yield predictable behavior. Standardization 

of parts and their interfaces is one way to 

develop such “plug-and-play” capability 

(1). Even electronic circuits,  often consid-

ered easy to engineer compared to biologi-

cal ones, are not necessarily composable, 

and combining parts can fail if input and 

output impedances are not designed ap-

propriately; a similar concept in biologi-

cal circuits has been termed retroactivity 

(8). Natural systems show modularity and 

orthogonality to a first approximation but 

do not automatically provide parts that 

are composable enough for engineering 

purposes. Thus, synthetic biologists must 

carefully engineer natural parts to gain 

composability. 

One important goal in synthetic biol-

ogy has been to bring circuit design from 

the level of gene regulation, which takes 

hours owing to the slow process of mak-

ing proteins, to the level of protein-protein 

interactions, which can occur within sec-

onds to minutes. Protein circuits are not 

only faster but also provide powerful capa-

bilities, including interfacing directly with 

cellular pathways and operating at distinct 

subcellular sites (9). The problem in pro-

ducing protein-based circuits has been the 

lack of a toolkit of composable proteins 

that can regulate one another in arbitrary 

and predictable ways. 

Gao et al. solved this issue using molecu-

lar scissors called viral proteases (10). They 

engineered these proteases to specifically 

regulate each other in a programmable way 

using binding domains, degradation tags, 

and orthogonal cleavage sites to define sites 

of protease activity. Because of the attention 

paid to composability, the authors were able 

to produce a variety of two-input Boolean 

logic gates encoded strictly at the protein 

level. They also formed more complex cir-

cuits, including a pulse generator, which 

benefited from the rapidity of protein-

protein interactions. They even used the 

protease system to implement circuits that 

selectively kill cells harboring mutant and 
Department of Molecular Cell Biology, Weizmann Institute of 
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“…the future is bright for 
the engineering of new 
capabilities in biomedicine…”
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hyperactive proteins that drive 

cancer, all at the protein level 

and all encoded on a single 

RNA molecule. This capability 

expands the possibility of us-

ing synthetic circuits as ther-

apeutics, because a protein 

circuit could be delivered to 

cells as RNA without any need 

to edit the genome. 

Another goal of synthetic 

biology has been to produce 

sequential logic circuits that 

use memory storage (11). 

Building on their earlier work 

with combinatorial logic using 

a composable set of transcrip-

tion factors (4), Andrews et al. 

 engineered sequential logic 

with reversible states, which 

enabled complex circuits with 

behavior that depends on 

memory of past events. This 

development relied on careful 

characterization of a library 

of set-reset latches (toggle 

switches), each of which is 

composed of, regulated by, and 

able to regulate transcription 

factors. The authors composed 

these latches together with 

combinatorial logic circuits 

into state machines that can 

remember multiple events, re-

sulting in circuits that can be 

set to distinct states or locked 

in place (known as a data 

latch), as well as cycle between multiple 

states upon distinct chemical inputs. These 

versatile circuits could be used to detect, for 

example, a sequence of “checkpoint” go—

no-go events that must occur before a cel-

lular response is appropriate. 

Composability can also be applied to the 

multicellular level, thinking of individual 

cells as composable units that can be pro-

grammed to interact with one another in 

predictable ways. Synthetic multicellular 

systems hold promise to aid in tissue re-

generation and to program structured liv-

ing materials capable of responding to the 

environment (12). Key to these abilities are 

systems for cell-cell signaling, differentia-

tion, and adhesion (12). Synthetic signaling 

(9) and differentiation (or memory) (13) 

have been used to produce pattern forma-

tion on sheets of cells (14). More recently, 

a genetically encoded system of compos-

able cellular glues (adhesins) was used to 

program physical cell-cell interactions in 

bacteria, enabling self-assembly of three-

dimensional (3D) patterns at a length 

scale of individual cells that persist during 

growth and division (12). This capability to 

engineer precise, 3D patterns could allow 

efficient separation of chemical interme-

diates in microbial consortia and enable 

bottom-up exploration of the evolutionary 

emergence of multicellularity.

Toda et al. programmed tissues to se-

quentially develop multicellular structures, 

by means of a composable set of molecular 

locks and keys (synthetic juxtacrine sig-

naling) that allows neighboring cells to 

activate each other to express adhesion 

molecules and to differentiate into new 

cell types. Sequential steps are self-driven 

by the timing of adhesion-based cell sort-

ing, a biophysical process that brings cells 

into direct contact to facilitate signaling. 

The resultant structures are reminiscent of 

those that occur during embryo develop-

ment, with comparable behaviors such as 

symmetry breaking and regeneration after 

injury. The regulation of adhesion by syn-

thetic signaling allows the process to be 

more controlled and versatile than purely 

adhesion-based structures (15), opening 

up the possibility of engineering artifi-

cial development systems for studying in 

vitro development.

In the future, composabil-

ity is likely to accelerate syn-

thetic biology, especially when 

circuits at different levels are 

integrated to achieve much 

more powerful systems than 

currently feasible. Memory 

based on rewriting or excis-

ing DNA, if easily composed 

with flexible, sequential logic 

(11), could allow scalable state 

machines with long-term 

stability that do not require 

active protein expression to 

maintain memory. Protein-

based circuits combined with 

transcriptional logic could 

coordinate processes across 

multiple time scales, with in-

puts and outputs directly at 

the clinically relevant protein 

level. In a multicellular con-

text, coupling signaling and 

adhesion to sequential logic 

could allow scalable develop-

mental programs. These inte-

grated processes have natural 

biological counterparts (for 

example, animal development 

and cell signaling networks). 

Synthetic circuits can shed 

light on these native systems: 

One can test in silico simu-

lations by building the cir-

cuits within a real biological 

context but without the un-

knowns of dissecting a fully 

native pathway. With the long-standing 

limits of synthetic biology being crossed 

by means of composable toolkits for se-

quential, protein-based, and multicel-

lular systems, the future is bright for the 

engineering of new capabilities in bio-

medicine and for gaining deeper biological 

understanding. j
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Composability at 
 multiple scales
Composability allows predictable 

interaction of biological parts, 

which is now possible at multiple 

scales (proteins, transcriptional 

circuits, and multicellular systems). 

Arbitrary composability could allow 

programming of new cells, tissues, 

or even organisms.
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By Lan Yang 

F
or many laser applications, beam sta-

bility is critical, but chaotic lasing 

dynamics can create spatiotemporal in-

stabilities. A long-standing problem in 

high-power semiconductor lasers (1, 2) 

is that instabilities can arise from deter-

ministic and random effects that control the 

complex interactions between the radiation 

field and matter. The conventional approach 

to suppress instabilities is to reduce the level 

of complexity of the system. On page 1225 

of this issue, Bittner et al. (3) 

now report a counterintuitive 

method that introduces an 

additional layer of complex-

ity, chaotic ray dynamics, to 

mitigate chaos in lasing dy-

namics—a strategy similar to 

“fighting fire with fire.”

This strategy leverages 

complex wave interference 

that occurs in deformed cavi-

ties (4) or disordered struc-

tures (5). Conventional laser 

resonators feature stable ray 

trajectories and generally 

avoid unstable, chaotic ray 

trajectories. Still, with suit-

able designs, chaotic waves 

may aid the development of 

innovative photonic mecha-

nisms with unconventional 

properties. For example, chaotic waves may 

escape from a deformed cavity only into cer-

tain angles from specific positions (6, 7), en-

abling efficient unidirectional laser emission 

(8, 9). Moreover, an appropriately deformed 

cavity can support modes localized on both 

regular and chaotic ray trajectories, between 

which dynamic tunneling may occur (10). 

Recently, in a deformed resonator, chaotic 

photons with time-varying angular momen-

tum were found to help mediate efficient 

coupling between modes with mismatched 

momentum via dynamic tunneling (11). Such 

a mechanism could aid the broadband mo-

mentum transformation, thereby opening 

new avenues for studying broadband physi-

cal processes and enabling innovative pho-

tonic systems.

Bittner et al. demonstrate another impor-

tant application that relies on the special fea-

tures of chaotic waves. In their microcavity 

lasers, two types of chaos result from different 

mechanisms. One is chaotic wave dynamics 

(4) introduced by deforming the cavity. The 

other is chaotic lasing dynamics (12) caused 

by nonlinear interactions of the light field 

with the gain medium. These interactions 

can result in filamentation and unstable fila-

ments leading to overall unstable lasing dy-

namics. In broad-area semiconductor lasers 

where many transverse spatial modes coex-

ist, their nonlinear interactions with the gain 

medium are especially strong (1). 

Previous strategies for suppressing unsta-

ble laser dynamics in high-power semicon-

ductor lasers tried to reduce the number of 

spatial modes, for example, by injection lock-

ing or with delayed feedback (1, 2). However, 

as the power grows or the cavity size increases, 

the number of lasing modes increases, and 

their nonlinear interactions again cause spa-

tiotemporal instabilities. Instead, Bittner et 

al. used numerous waves propagating with 

unrelated phases in a deformed microcavity. 

Thus, complex wave interference successfully 

disrupts the formation of coherent nonlinear 

structures on subwavelength scales, such as 

filaments, that are prone to instabilities. This 

strategy provides a practical way to stabilize 

high-power semiconductor lasers even for a 

large number of lasing modes. 

Bittner et al. compared a D-shaped, wave-

chaotic microcavity laser to a conventional 

edge-emitting GaAs quantum well broad-

area stripe laser (see the figure). The D-

shaped laser suppressed filamentation and 

pulsation, resulting in substantially more sta-

ble spatiotemporal dynamics. This approach 

is also robust against defects and perturba-

tions because additional randomness does 

not fundamentally change the wave-chaotic 

nature of the deformed cavity. Full-wave 

simulations showed that the introduction 

of structural disorder on a subwavelength 

scale can suppress lasing instabilities even 

in effectively one-dimensional semiconduc-

tor lasers. Pseudo-random 

subwavelength-scale fluctua-

tions in lasing mode struc-

tures disrupted the coherent 

nonlinear processes at larger 

intrinsic length scales.

Deformation and sub-

wavelength-scale complexity, 

which are commonly avoided 

in photonic structures, can 

provide additional degrees of 

freedom to tailor the prop-

erties of photonic systems. 

There are numerous ways 

to introduce chaotic wave 

dynamics in microcavities, 

such as varying the materials, 

shapes, and geometries. Cha-

otic photons could further 

enable unprecedented appli-

cations of resonators, includ-

ing optomechanics (13) and frequency combs 

(14). Moreover, the use of geometry to control 

nonlinear dynamics demonstrated by Bittner 

et al. may provide alternative solutions to 

control other complex dynamic systems. j
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Chaos as a remedy for laser stability 
The emission from an edge-emitting broad-area stripe laser is compared with that 

from a laser developed by Bittner et al. with a D-shaped microcavity.
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By Benjamin Prud’homme1 and

Nicolas Gompel2

H
ow do the periodic patterns of col-

ored stripes that decorate so many 

birds and mammals form? These 

patterns are the object of aesthetic 

fascination and the focus of endless 

debate about the mechanisms that 

generate them or diversify them. Theoreti-

cians show that the most complex of regular 

patterns can be reproduced in silico using 

Turing-like reaction-diffusion mechanisms, 

whereby the concentrations and diffusing 

properties of an activator and an inhibi-

tor regulate their interactions and thus de-

termine the final periodic pattern (1). By 

contrast, experimental data indicate that 

self-organizing processes relying on inter-

actions between skin cells establish striped 

patterns (2, 3). On page 1216 of this issue, 

Haupaix et al. (4) address this question 

from a different perspective, by examining 

the contribution of embryonic structures 

that could act as instructive, spatial land-

marks to guide the formation of alternat-

ing yellow and black stripes on the back 

of chicks of quails, pheasants, partridges, 

and their relatives (galliform birds). They 

show that an early developmental signal 

from under the skin dictates the position of 

stripes and therefore periodic patterns. This 

provides a new framework within which to 

understand the rich diversity of verterbrate 

coat decoration.

Juvenile galliform birds are marked with 

broad stripes running from head to tail. At 

first glance, they look quite diverse. This 

is because these stripes vary extensively in 

shape and width. But Haupaix et al. noted 

that if one ignores this variation, another 

feature emerges: The stripes, although 

variable in number, are located at approxi-

mately the same positions in all birds. This 

invariant positioning of the colored stripes 

suggested that their formation relies on an 

underlying blueprint of spatial landmarks 

that are shared by all birds. To track this hy-

pothetical blueprint, the authors examined 

the process of feather formation and the 

genetic control of feather coloration during 

embryonic development.

In all galliform species examined, longi-

tudinal rows of feathers grow in the same 

sequence in the developing chick skin. 

The first rows appear close to the middle 

of the back, and the last row far away from 

it, just above the wing hinge. Feathers are 

pigmented as they grow. Some rows con-

sistently produce black pigment through-

out their growth, resulting in a solid black 

stripe. Other rows switch temporarily from 

black to yellow pigment production as they 

grow, thereby creating yellow stripes.

In vertebrates, the genetics of pigment 

production is well studied. One gene, 

agouti, turns off the production of black 

pigments in growing hairs of mammals. 

Haupaix et al. hypothesized that the bird 

version of agouti may control the switch 

from black to yellow pigment production 

in growing feathers where and when it is 

expressed. They examined the expression of 

agouti in the embryos of different galliform 

birds and found a striking correlation with 

the final pattern of yellow stripes in each 

species. Hence, agouti expression prefigures 

the color pattern of the chicks long before 

the feathers start to grow. This reinforced 

the authors’ suspicion of a signal that pat-

terns the skin early in development. What 

could this signal be, and where could it 

come from?

In sharp contrast to plumage variation, 

the organization of a bird embryo is in-

variant among species. In particular, un-

derneath the dorsal skin in the middle of 

the back lies the neural tube, which is the 

precursor of neurons and pigmented cells. 

It is flanked laterally by the somites, which 

are precursors of muscles and skeletal ele-

ments, among other derivatives (see the 

figure). Haupaix et al. reasoned that the 

stereotyped positions of the color stripes, 

reflecting the stripes of agouti expression, 

may be dictated by this embryonic architec-
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Dé veloppement de Marseille (IBDM), 13288 Marseille Cedex 9, 
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DEVELOPMENT

A bird’s inner stripes
Patterns of stripes on bird plumage are determined 
from deep under the skin

INSIGHTS   |   PERSPECTIVES

Alternating black and yellow stripes adorn 

the back of juvenile galliform birds.

Feather color patterning 
in development
An unknown signal from the developing somite 

(short arrows) triggers the expression of agouti 

(blue) in the developing skin, and thereby determines 

the position of yellow stripes in chicks.
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By Benjamin U. Hoffman1,2 and 

Ellen A. Lumpkin1,3

T
he anatomist Friedrich S. Merkel pre-

dicted in 1880 that sensory systems are 

composed of epithelial cells and sen-

sory nerves, which together transform 

environmental cues into neural signals 

that trigger our rich sensory experi-

ences (1). We now know that this hypothesis 

mostly holds true for the canonical senses 

of vision, hearing, taste, and touch. Perhaps 

surprisingly, the peripheral outposts of these 

classical sensory systems (eyes, ears, tongue, 

and skin) are dwarfed by the human body’s 

largest sensory organ—the gut. Enteroen-

docrine cells, which are rare epithelial cells 

that decorate the gut lining, have long been 

suspected to be sensory receptor cells that 

inform the brain about ingested nutrients 

(2). Since their description, these cells were 

assumed to play a role in metabolism and gut 

physiology by releasing slow-acting peptide 

hormones that stimulate neurons through-

out the gut and in the brain. On page 1219 

of this issue, Kaelberer et al. (3) challenge 

this view by demonstrating that gut entero-

endocrine cells locally excite sensory nerves 

through release of the neurotransmitter glu-

tamate. A recent study of enterochromaffin 

cells, a subset of enteroendocrine cells, also 

found that gut signals are transmitted at 

epithelial-neural synapses through release of 

the neurotransmitter serotonin (4). Together, 

these findings overturn a decades-old dogma 

that enteroendocrine cells signal exclusively 

through hormones.

Kaelberer et al. focused on a subset of 

mouse enteroendocrine cells marked by 

expression of two neuropeptide precursor 

proteins, cholecystokinin (CCK) and pep-

tide YY (PYY), which are cleaved to produce 

hormones that control hunger (5, 6). The 

authors confirmed that these enteroendo-

crine cells possess anatomical hallmarks of 

presynaptic cells and that they form direct 

synaptic connections with vagal and spinal 

sensory neurons in vivo (3, 7). Moreover, in-

fusing sucrose, or table sugar, into the gut 

caused vagus nerve activation in an entero-

endocrine cell–dependent manner in vivo.

Given the location and relative scarcity 

of enteroendocrine cells, their function is 

difficult to study in the intact gut. To over-

come this challenge, the authors used an in 

vitro co-culture model of enteroendocrine 

cells and sensory neurons. Stimulation of 

enteroendocrine cells with D-glucose, a 

component of sucrose, triggered excitatory 

ionic currents and action potentials in 

their associated neurons. Further studies 

revealed that enteroendocrine cells activate 

sensory neurons within tens to hundreds of 

milliseconds, a time scale typical of synap-

tic transmission rather than neuropeptide 

signaling.

Other epithelial-neuronal synapses, such 

as inner-ear hair cells and retinal pho-

toreceptors, employ glutamate as a neu-

rotransmitter. Using genetically engineered 

biosensors, Kaelberer et al. demonstrate 

that D-glucose stimulates glutamate release 

from enteroendocrine cells. Importantly, 

blocking glutamate-gated ion channels that 

mediate synaptic transmission abolished 

D-glucose–induced currents in vagal neu-

rons in vitro. In vivo studies showed that 

glutamate-gated ion channels are required 

for early (<60 s) vagus responses to dietary 

sugars, whereas neuropeptide receptors are 

responsible for vagus activity on a longer 

time scale. Thus, enteroendocrine cells are 

chemosensory cells that activate vagal sen-

sory neurons via release of glutamate (see 

the figure). Kaelberer et al. hypothesize 

that synaptic transmission confers precise 

spatial and temporal information about gut 

contents. Such sensory feedback could al-

low neural control of rapid processes that 

modulate gut physiology, such as muscle 

contraction, whereas neuropeptides such 

as CCK are responsible for long-lasting be-

havioral outputs of gut stimulation, such 

as satiety (5, 6). A remaining issue is what 

SCIENCE   sciencemag.org

ture. Indeed, the cells of the skin that even-

tually give rise to feathers may acquire their 

identity along the medial-lateral axis, later 

revealed by their color, by receiving some 

signals from adjacent embryonic struc-

tures. To directly test this idea, the authors 

used grafting experiments, swapping small 

pieces of embryonic tissue between spe-

cies with slightly different patterns of color 

stripes. Swapping the neural tube between 

species had no effect on coloration. By con-

trast, swapping a few somites changed the 

agouti expression pattern, and in turn the 

local feather coloration, in the chimeric 

chicks. Hence, skin cells acquire their po-

sitional identity from a landmark signal 

produced by the underlying somites. The 

pattern variation may in turn result from 

changes in the strength of this signal, or in 

how the skin cells interpret it.

The study of Haupaix et al. stands out as 

a direct demonstration that color pattern-

ing on the coat of vertebrates relies on spa-

tial patterning information from embryonic 

structures. Rather than contradicting the 

idea that local cellular interactions or reac-

tion–diffusion phenomena govern the es-

tablishment of color patterns, the existence 

of an embryonic blueprint provides a new 

framework within which to consider these 

processes. Indeed, the embryonic blueprint 

may guide or bias how skin cells interact. Ar-

chitects design buildings and decide where 

structural elements such as walls, windows, 

pipes, and chimneys are placed. These 

structural landmarks impose positional 

constraints for later decoration. Designers 

have to work within these constraints, but 

they can still independently create a unique 

appearance to each building. By analogy, 

spatial embryonic structures may provide a 

template that first translates into skin land-

marks, which may in turn set specific initial 

conditions to the local cellular interactions 

that will define the final coloration pattern.

The work of Haupaix et al. opens a 

new era where self-organizing processes 

are no longer systematically opposed to 

embryonic patterning. Yet to reach the 

integration of these processes and fully un-

derstand color pattern formation and color 

pattern evolution, research is needed to 

investigate how the early embryonic blue-

print and the late cellular interactions are 

coordinated. Identifying the nature of the 

somitic signal patterning the skin will be a 

first step in this direction.        j
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A gut feeling
Gut-brain signaling involves neurotransmission 
from gut sensory epithelial cells
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ARCHAEOLOGY

Bang or 
whimper?
The evidence for collapse of 
human civilizations at the 
start of the recently defined 
Meghalayan Age is equivocal

By Guy D. Middleton1,2

T
he International Commission on 

Stratigraphy recently announced the 

creation of a new unit in the scale of 

geological time, the Meghalayan Age, 

from 4200 years before present, or 

2200 BCE, to the present. The Commis-

sion explains that this period began with a 

two-centuries-long megadrought that caused 

the collapse of civilizations in Egypt, Greece, 

Syria, Palestine, Mesopotamia, the Indus Val-

ley, and the Yangtze River Valley (1). However, 

there is little archaeological evidence for such 

sudden, widespread civilizational collapse.  

Since at least 1971, scientists have repeat-

edly argued that a major drought caused 

civilizational collapse at numerous locations 

at this time (2). Some scholars have amassed 

impressive amounts of data to demonstrate 

the existence of a megadrought and have 

linked this causally with civilizational col-

lapse (3). However, detailed archaeological 

and historical analysis, including recent in-

vestigations of chronology and paleoclimate, 

suggests that rather than simultaneous civili-

zational collapse, different kinds of changes 

occurred in different parts of the world at dif-

ferent times, all of them less abrupt than once 

thought (4–9). The environmental and cli-

matic determinism behind the megadrought-

collapse narrative fails to account for specific 

historical circumstances, the power of hu-

man agency to drive substantial change, and 

the translation of environmental factors into 

cultural and sociopolitical contexts. Current 

evidence, therefore, casts doubt on the utility 

of 2200 BCE as a meaningful beginning to a 

new age in human terms, whether there was 

a megadrought or not.

To understand in more detail what hap-

pened around 4200 years ago, consider the 

situation in several of the locations for which 

collapse has been suggested. In Egypt, there 

behaviors or physiological processes rely on 

subsecond neural signaling from the gut.

 The finding that gut enteroendocrine 

cells form glutamatergic synapses identifies 

a first relay in the neural circuit through 

which the brain detects gastrointestinal 

contents, such as nutrients and microbes, 

to control satiety, metabolism, and di-

gestion. Glutamate is arguably the most 

ancient excitatory neurotransmitter: Gluta-

mate receptors are encoded in the genomes 

of primitive nervous systems, such as in 

ctenophores (marine invertebrates), and of 

Trichoplax, an animal that emerged before 

nervous systems evolved (8, 9). It is interest-

ing that the mammalian gut has co-opted 

this ancient neurotransmitter to mediate 

nutrient sensing, which is perhaps the ear-

liest sense to arise during evolution.

Enteroendocrine cells are remarkably 

heterogeneous, with at least 12 molecularly 

distinct subtypes that express a multitude of 

sensory receptor proteins and neurotrans-

mitters (10, 11). Indeed, enterochromaffin 

cells, which lack expression of CCK and 

PYY, employ serotonin to convey stimuli 

such as stretch, irritants, and metabolites 

to vagal sensory neurons (4, 12). An intrigu-

ing possibility is that enteroendocrine cells 

use discrete neurotransmitter systems to 

communicate with functionally distinct 

subsets of vagal and spinal sensory neurons 

(13). Such a system could allow detection of 

different types of ingested nutrients such 

as sugars, fats, or proteins, or could partici-

pate in neural control of the progression of 

contents through the gastrointestinal tract.

Perhaps most relevant to human health 

is the possibility that synaptic transmis-

sion between gut epithelial cells and sen-

sory neurons provides  a signaling node 

through which microbes interact with our 

nervous system. The gut provides an array 

of essential functions for humans includ-

ing not only nutrient sensing, metabolism, 

and absorption, but also a barrier to infec-

tion from the multiplicity of organisms that 

compose the gut microbiome. Enteroendo-

crine cells express toll-like receptors, which 

detect bacterial products to activate innate 

immune responses and maintain the epi-

thelial barrier. Activation of these receptors 

on enteroendocrine cells induces release of 

neuropeptides, including CCK (14). These 

data suggest that enteroendocrine cells 

might not only serve as detectors of gut mi-

crobiota, but also participate in proinflam-

matory and other immune responses. 

The findings of Kaelberer et al. pose a 

number of tantalizing open questions. For 

example, what are the molecular mecha-

nisms of neurotransmitter release in en-

teroendocrine cells? Which postsynaptic 

receptors mediate glutamatergic transmis-

sion in vagal neurons? Moreover, how do 

enteroendocrine cells modulate neuronal 

signals in the presence of environmental ir-

ritants or in intestinal disorders? The abil-

ity to investigate the first relay station of 

the gastrointestinal–nervous system circuit 

in vitro, in conjunction with genetic target-

ing techniques, provides an exquisite plat-

form to answer these questions. Furthering 

our understanding of the molecular mecha-

nisms that mediate signaling along the gut-

brain axis provides the foundation for the 

development of future therapeutics to treat 

gastrointestinal disease. j
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Epithelial sensory cells
In addition to secreting neuropeptides, entero-

endocrine cells rapidly convey information about 

nutrients in the gut by releasing neurotransmitters 

to excite vagal and spinal sensory neurons.
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is evidence that the centralized 

power of the pharaoh in the Old 

Kingdom fragmented slowly into 

the hands of local potentates in the 

First Intermediate Period (2181 to 

2055 BCE). However, there was no 

disruption to Egyptian civilization, 

no dark age, and no mass starva-

tion and death (10). Contemporary 

tomb inscriptions such as that of 

the governor Ankhtifi note military 

exploits, demonstrating that the 

land could produce enough food 

to feed armies; non-elite tombs be-

came more common and richer at 

this time. The Dialogue of Ipuwer, 

read by some as a factual account of 

drought, famine, and chaos around 

2200 BCE, belongs to a class of later 

Middle Kingdom “pessimistic” or 

“lamentation” literature. Written 

from a rigidly aristocratic perspec-

tive, it uses the themes of chaos and 

disorder—really, social fluidity and 

mobility—as a counterpoint to an ideology 

that proclaimed the rightness of centralized 

pharaonic power and order (11). 

Around the same time, the short-lived 

(about 100 years) Akkadian Empire in Mes-

opotamia also fell apart, probably due to 

the desire for independence of the Mesopo-

tamian city-states. Attributing the empire’s 

demise to the megadrought is problematic 

because the absolute chronology of the em-

pire in Mesopotamia remains debated; it 

is possible that the empire formed during 

the period of the megadrought, rather than 

before it (12). Some sites in northern Mes-

opotamia were abandoned around 2200 

BCE, but urban areas flourished elsewhere 

in the region, including Carchemish and 

Ebla, with researchers noting that a climate 

change explanation does not seem to fit 

the varied patterns of change over time (5). 

The collapse of one empire did not imply a 

general societal collapse of Mesopotamian 

city-states or Mesopotamian civilization; 

complex societies continued to exist unin-

terrupted, and even the Akkadian dynasty 

continued as rulers of their city. 

Urbanism in northern Lebanon contin-

ued at this time, though deurbanization is 

apparent in the south and in the southern 

Levant (13). This deurbanization was a cen-

turies-long process starting around 2500 

BCE, not simultaneous with the end of the 

Egyptian Old Kingdom or the Akkadian col-

lapse (6). Indus Valley deurbanization was 

only partial and also a long-term process, 

with an eastward shift of settlements and 

cultural continuity (7). In Greece, a land of 

small-scale, fairly simple societies, changes 

once thought sudden—the destruction of 

particular types of high-status houses and 

the building of new-style apsidal houses, 

mainly based on work at Lerna in the 1950s—

are now known to have been much more 

gradual processes (8). In China, research-

ers note a number of Neolithic collapses, 

perhaps of chiefdoms, but these happened 

around 2000 rather than 2200 BCE (9). 

They also explain that the Henan Longshan 

culture did not collapse, but rather devel-

oped into the complex Erlitou state.

Overall, the archaeological and historical 

evidence suggests that 2200 BCE was not a 

threshold date and that there was no sudden, 

universal civilizational collapse. If there was 

a megadrought around 2200 BCE and after, it 

may be more instructive to look at how soci-

eties survived—their resilience—rather than 

suggesting an ancient apocalypse. 

What causes the misunderstandings about 

past collapses? A key issue is communica-

tion. Although archaeology and history are 

interdisciplinary fields, they can seldom be 

presented in major interdisciplinary scien-

tific journals, because the research does not 

usually fit into the form of scientific research 

papers and is difficult to present meaning-

fully in short articles. Key issues and devel-

opments in archaeology are thus less visible 

to researchers in other fields and in wider 

academic discourse, with discussion often 

remaining buried in a vast and disparate ar-

chaeological literature. Furthermore, schol-

ars outside archaeology may assume that 

older or well-known ideas remain valid, but 

in archaeological discourse, knowledge is 

often provisional and contested, subject to 

change and questioning. 

Archaeologists are making efforts to 

address these communication problems 

through interdisciplinary and outward-

facing projects. For example, the 

Climate Change and History Re-

search Initiative at Princeton Uni-

versity draws together scholars with 

a range of specialisms and seeks to 

communicate more nuanced mes-

sages to a wider audience (14). Also, 

an increasing number of archaeolo-

gists combine their expertise with 

paleoclimatology, leading to more 

effective and convincing projects 

(15).

Even if scientists agree that the 

paleoclimate data indicate sub-

stantial and widespread climatic 

changes around 2200 BCE, accom-

panied by sudden, severe, and long-

lasting aridification, they must 

be prepared to admit that many 

people and societies seem to have 

coped with it and even flourished 

at this time, as in Egypt. Climate 

change never inevitably results in 

societal collapse, though it can pose 

serious challenges, as it does today. From an 

archaeological perspective, the new Late Ho-

locene Meghalayan Age seems to have started 

with a whimper rather than a bang. j
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The Stele of Khuivi from the First Intermediate Period in Egypt (2181 to 2055 

BCE) is better considered as art and expression from a lively social milieu.
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n a Hanoi restaurant, a cobra lashes its 

body in a desperate attempt at escape 

while a waiter expertly slits its belly 

and extracts its beating heart, sending a 

stream of blood into a waiting vessel to 

the delight of the onlooking French din-

ers. This scene hints at one of the 

factors that drive the illicit trade 

in wild species. But why is it con-

ducted with such apparent impu-

nity? And why have attempts to 

address it been so ineffective? 

In Poached, Rachel Love Nu-

wer tackles the dynamics of this 

enormous, murky, and destruc-

tive trade. She tracks down wild-

life sales and interviews hunters, 

traders, wildlife breeders, end-

users, and conservationists of 

various stripes. The book focuses heavily on 

the major wildlife demand centers of South-

east Asia, supplemented by sorties to Kenya, 

South Africa, and Chad. Traditional Chinese 

medicine, the Convention on International 

Trade in Endangered Species of Wild Fauna 

and Flora (CITES), ivory burns, antipoach-

ing efforts, wildlife farming, organized crime, 

and pervasive government corruption and 

 CONSERVATION

By Rosie Cooney

Animal traf  cking, unveiled

complicity are discussed in a likable and 

often humorous narrative voice, presenting 

perspectives and arguments on drivers of the 

trade and what we should be doing about it.

Poached is nuanced and sensitive. Nuwer 

largely avoids the simplistic trope of ani-

mal-loving Westerners condemning animal 

exploitation and comes to grips with the 

cultural attitudes, economic re-

alities, and institutions that shape 

wildlife consumption. She writes 

with compassion, for example, of 

a Vietnamese father who turned 

to hunting to raise cash for medi-

cal treatment for his son, whom 

he believes is a victim of the Agent 

Orange bombings of the 1960s. 

Poached is chattier and more 

personal than Vanda Felbab-

Brown’s recent book on the same 

topic, which Nuwer cites exten-

sively (1). This makes for a compelling, lively, 

and highly informative read. From this stand-

point, the book is a success. But in terms of 

elucidating some of the thorny questions un-

derlying the disputes that dog wildlife trade 

policy, the book has some weaknesses. 

Not infrequently, Nuwer presents ques-

tions, the answers to which are uncertain, 

as statements of fact. For example, the con-

tention that allowing legal trade stimulates 

rather than satiates demand is sometimes 

presented as a given, despite the evidence 

on this question being scant, variable, 

and contested. 

Nuwer’s discussion of CITES debates 

over wildlife trade is also rather one-sided. 

Although the text is peppered with argu-

ments from anti-trade campaigners such as 

the Environmental Investigation Agency and 

the International Fund for Animal Welfare, 

she dismisses the arguments of pro-trade 

southern African countries and their sup-

porters with short shrift. Given that the lat-

ter countries have successful track records 

of conserving elephants, rhinos, and other 

wildlife, their positions are worth articulat-

ing more clearly. At the heart of their argu-

ment lies the observation that legal trade in 

wildlife can provide tangible benefits to com-

munities and foster broad-based community 

support for conservation and antipoaching. 

Nuwer rightly notes that framing efforts to 

reduce wildlife trade as a “livelihoods issue” 

is used to justify unscrupulous hunting and 

trade. However, abuse of the term does not 

delegitimize the concern itself, and both legal 

and illegal trade are critical to poor rural peo-

ple. Nuwer would have created a richer nar-

rative with more engagement on this issue. 

Likewise, the book pays little attention to 

the unjust political and economic trajectories 

and exclusionary conservation policies that 

have made poaching a compelling option. 

The voices of indigenous and local communi-

ties—those who actually live with wildlife and 

who will largely determine its future—are ab-

sent. This unfortunately echoes the dynamics 

of the global debate on illegal wildlife trade.

Despite these shortcomings, Poached is 

a thoughtful and considered portrayal of 

the complex illegal wildlife trade, avoiding 

(most of ) the simplifications that pervade 

many treatments of the subject. j
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A nuanced treatise on illegal wildlife trade misses some 
opportunities to advance the conversation

B O O K S  e t  a l .

Conservationists in 

Zimbabwe work to 

save the pangolin, 

the world’s most 

trafficked mammal.
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PODCAST

By Heather T. Battles

Listening to a pandemic

W
here did the virulent virus that be-
came the 1918 influenza pandemic 
first emerge and under what con-
ditions? What made it so deadly—
especially for young adults? What 
traces did the disease leave in art 

and in memory? These and many other 
questions are the focus of Going Viral, a new 
podcast marking the 100th anniver-
sary of the devastating epidemic. 

The program features two ex-
pert hosts: Mark Honigsbaum, 
a historian and Wellcome Trust 
Research Fellow at Queen Mary 
University London, and Han-
nah Mawdsley, a Ph.D. student 
conducting research on the 1918 
influenza at the Imperial War Mu-
seum. The first five episodes, each approxi-
mately a half hour in duration, were released 
this past June and July. More are scheduled 
for this fall. Each episode is densely packed, 
reflecting the complexity and richness of the 
topic and the hosts’ efforts to represent di-
verse approaches and perspectives.

The podcast is a wide-ranging, multi-
disciplinary examination of the pandemic, 
spanning molecular research, social his-
tory, and current artistic engagements. It 
features an extensive series of guest ap-
pearances by virologists, microbiologists, 

historians, writers, and others whose work 
has shaped our current understanding of 
the event. These include Laura Spinney, a 
British science journalist whose book Pale 

Rider: The Spanish Flu of 1918 and How It 

Changed the World was released last year, 
and the American virologist Jeffery Tauben-
berger, who coined the term “mother of all 
pandemics” and whose team first recovered 
and analyzed 1918 influenza virus RNA 

from preserved tissue samples. 
The first two episodes detail the 

work of Taubenberger and oth-
ers on the genetics of the virus 
and what made it so virulent. 
Episodes 3 and 4 are focused 
primarily on the three compet-
ing hypotheses of the geographic 
origins of the 1918 pandemic and 
include interviews with propo-

nents for each: French origin, advocated by 
Queen Mary College virologist John Oxford; 
Kansas origin, advanced by author John 
Barry; and Chinese origin, argued for by 
historian Mark Humphries. 

The series’s exploration of the three com-
peting hypotheses serves to highlight what 
they all have in common—namely, the con-
ditions that set the stage for a pandemic. 
These include (i) a nexus of multiple spe-
cies with (ii) substantial mobility in (iii) 
crowded, highly stressful conditions. 

Throughout the series, there are fascinat-
ing glimpses of the social and cultural im-
pacts of the pandemic. Spinney, for example, 
describes how the Jewish “black funeral” 

Stories from the 1918 flu come alive in a new podcast series 

The reviewer is at the University of Auckland, Auckland, 
New Zealand. Email: h.battles@auckland.ac.nz

ritual tradition was revived during the flu 
epidemic in Odessa, Ukraine. Indian-born 
British choreographer Shobana Jeyasingh 
describes a forthcoming performance in-
spired by the Spanish flu and explores how 
the pandemic was experienced outside of the 
West. In India, for example, the death toll 
reached between 18 million and 20 million. 

The podcast encourages listeners to con-
sider not just the statistics but also how the 
flu was experienced and subsequently re-
membered by those who survived it. Early 
flu deaths, we learn, were often classified 
as “purulent bronchitis” or “pneumonic 
plague.” Only retrospectively were these 
cases understood to be the result of the in-
fluenza. And although the 1918 flu has been 
referred to as a “forgotten pandemic,” the 
program reminds us that it was not forgot-
ten everywhere—and certainly not by sur-
vivors. In New Zealand, for example, seven 
publicly accessible commemorative monu-
ments can be found in various parts of the 
North and South Islands. 

What makes this podcast especially com-
pelling is the inclusion of on-location re-
cordings and the dramatized readings from 
diaries and other first-person accounts. For 
example, in episode 3, “The Blue Death,” the 
hosts visit the military cemetery at Étaples, 
the main British base in France during the 
war and, according to Oxford, the site of 
the first pandemic flu deaths. Through poi-
gnant epitaphs and the story of one soldier 
in particular—Private Harry Underdown, 
who died of “bronchitis” in 1917—they 
convey the deep grief and loss the disease 
caused. Passages from volunteer nurse Dor-
othea Crewdson’s diary in episode 3 reveal 
the sense of helplessness among medical 
personnel at Étaples at the height of the 
epidemic in the autumn of 1918. 

In episode 5, “Global Impacts, Local 
Traces,” the hosts describe inscriptions 
made in the rock faces at the North Head 
quarantine station off Sydney, Australia. 
One records the quarantine of the R.M.S. 
Niagara and includes the ship’s name, the 
date (October 1918), and the word “influ-
enza” etched within the borders of a waving 
flag. Returning soldiers were confined at 
North Head for up to 3 months, we learn—a 
frustrating delay that nevertheless contrib-
uted to the comparatively low flu mortality 
reported in that country. 

Ultimately, Going Viral succeeds in illus-
trating the incredible impact of epidemic 
disease on all facets of human life. By the 
end of the series, listeners will no doubt find 
themselves considering the conditions un-
der which the next major pandemic might 
emerge and hoping for a better outcome. j

10.1126/science.aav0195Flu patients are treated in an Army ward in Kansas circa 1918.

Going Viral

 The Mother 

of All Pandemics

Hannah Mawdsley 

and Mark 

Honigsbaum
http://goingviralthepod.
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Edited by Jennifer Sills of harmful marine pollutants, including 

organophosphorus compounds and PCBs, 

should be urgently prioritized by the 

United Nations Environment Programme, 

the Stockholm Convention, and the U.S. 

Environmental Protection Agency (6, 7). 

Failing to protect these cetaceans could 

lead to pollution-mediated population 

collapses (8, 9) and an irreversible loss of 

biodiversity and ecosystem services.
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Good governance for 
migratory species
In their Policy Forum “Preparing ocean 

governance for species on the move” (15 

June, p. 1189), M. L. Pinsky et al. discuss 

the need to cooperatively govern fisheries 

affected by climate change. This idea is 

not new to Pacific Island states, which sup-

ply 30% of the global tuna catch (1). The 

Parties to the Nauru Agreement (PNA) (2) 

provide a shining example of how to equi-

tably share the benefits from fishing for 

skipjack tuna, which move not only among 

the exclusive economic zones (EEZs) of the 

island countries but also in response to 

climate (3). The PNA’s “vessel day scheme” 

(VDS) (4) was developed explicitly to coop-

eratively manage these highly migratory 

tuna species within the combined EEZs of 

the PNA members. 

The cap and trade VDS sets the total 

annual purse-seine fishing effort at 

~45,000 days (i.e., fishing by all vessels 

must add up to no more than the ~45,000 

days mandated for the year) and allocates 

the days to PNA members based on the 

past 7 years of catch history. The VDS 

provides a trading mechanism among 

PNA members, allowing them to respond 

to the profound effects of the El Niño 

Southern Oscillation on the prime fishing 

grounds for skipjack tuna (3). During 

La Niña episodes, the best catches are 

made toward the west of the region (3, 

5). During El Niño events, fishing is most 

efficient up to 4000 km to the east (5). 

During La Niña events, countries in the 

west buy days from members in the east 

to enable fleets to keep fishing in their 

EEZs. The reverse occurs during El Niño 

episodes. Thus, regardless of where the 

fish are caught, all PNA members receive 

license revenue. The stock for skipjack 

tuna has remained robust under this 

cooperative arrangement (6).

The VDS is also designed to govern the 

fishery as skipjack tuna redistribute to 

the east due to climate change (7, 8). Over 

time, PNA members located in the east 

Killer whales (Orcinus orca) are vulnerable to environmental pollutants.

Pollution threatens 
toothed whales  
In their Report “Ancient convergent losses 

of Paraoxonase 1 yield potential risks for 

modern marine mammals” (10 August, p. 

591), W. K. Meyer et al. show that marine 

mammals are particularly vulnerable to 

adverse health effects from organophos-

phorus pesticide pollution because of a 

functional loss of the primary mamma-

lian metabolic defense mechanism—the 

Paraoxonase 1 gene. Unfortunately, this 

finding is just one example of an evo-

lutionary deficiency that puts marine 

mammals at increased risk for modern-

day pollution. 

Toothed whales, which originated in 

the mid-Eocene from herbivorous artio-

dactyls (cloven-hooved land mammals) 

(1), also show a reduced metabolic ability 

to eliminate persistent environmental 

pollutants such as biomagnifiable poly-

chlorinated biphenyls (PCBs) compared 

with carnivorous predators such as polar 

bears (Ursus maritimus), seals and wal-

ruses, and humans (2, 3). Because they 

lack the ability to filter these chemicals, 

extreme concentrations of PCBs and 

mercury have been found in high trophic-

feeding cetaceans, including killer whales 

(Orcinus orca) (4, 5). Moreover, toothed 

whales lack the keratinous pollutant 

sequestration routes, such as hair, that 

relieve carnivorous marine mammals 

from their contaminant burden, including 

mercury (5). 

Given the vulnerability of marine mam-

mals, global regulation and remediation 
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will progressively accumulate a greater 

catch history and receive more days. 

Cooperative arrangements will need to be 

more common as climate change drives 

shifts in species distribution, and the 

Pacific Islands are leading the way. 
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TECHNICAL COMMENT ABSTRACTS

Comment on “U-Th dating of carbonate 

crusts reveals Neandertal origin of Iberian 

cave art”

Ludovic Slimak, Jan Fietzke, Jean-Michel 

Geneste, Roberto Ontañón 

Hoffmann et al. (Reports, 23 February 2018, 

p. 912) report the discovery of parietal art 

older than 64,800 years and attributed to 

Neanderthals, at least 25 millennia before 

the oldest parietal art ever found. Instead, 

critical evaluation of their geochronological 

data seems to provide stronger support for 

an age of 47,000 years, which is much more 

consistent with the archaeological back-

ground in hand.

Full text: dx.doi.org/10.1126/science.aau1371

ERRATA 

Erratum for the Report “Precursors of 

logical reasoning in preverbal human 

infants” by N. Cesana-Arlotti et al., Science 

361, eaav4136 (2018). Published online 21 

September 2018; 10.1126/science.aav4136

OUTSIDE THE TOWER

Science outreach in the Borneo jungle
A group of high school students at a remote school in the Borneo jungle surrounded 

my outreach team. They asked us to autograph their books, friend them on Facebook, 

and pose with them for selfies, all smiles and excitement as we set up for a farewell 

chemistry show 8000 km from our home in New Zealand.

Three days before, we had spent 5 hours on a boat to reach the boarding school 

at Balleh. The indigenous Iban students and their teachers live at the school during 

the week and spend only weekends with their families. Our host, a teacher training 

college in Kuching, had invited us to forge a partnership with 

the Balleh school. To make it work, we knew that we would 

have to overcome language and cultural barriers. Throughout 

the activities, we encouraged the teachers to participate by 

asking them to translate important words into Malay and Iban 

and help us with pronunciation. Although the 200 students 

were accustomed to book-focused lessons, we used humor 

and charm to encourage their participation in our hands-on 

activities. We showed them how to use local flowers and leaves 

as pH indicators and practiced measuring skills by finding the density of liquids and 

preparing acetate stalagmites for a class competition. 

As darkness descended on the final day, we began our show. “Oohs” and “aahs” 

echoed up into the night as we shared some of our favorite chemistry demonstra-

tions. Afterward, the kids went off to bed chattering excitedly, and I sat down with 

the team, themselves buzzing with creative energy and already discussing plans to 

return next year. 

This successful pilot visit marked the beginning of a 3-year partnership between 

the institutions. Otago volunteers learned to ap preciate a variety of cultures as they 

worked with schools around Sarawak, the high school students experienced science 

and scientists in a different light, and their teachers benefited from workshops that 

helped them develop a new, more engaging, approach to their science teaching.

Dave Warren
Department of Chemistry, University of Otago, Dunedin, Otago 9054, New Zealand. Email: dwarren@
chemistry.otago.ac.nz

10.1126/science.aat6367

Call for submissions 
Outside the Tower is 
an occasional feature 
highlighting scientists’ 
advocacy experiences. 
Submit your advocacy 
story at http://cts.
sciencemag.org.

Students at a boarding school in Borneo conduct hands-on science experiments.
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TECHNICAL COMMENT
◥

PALEOANTHROPOLOGY

Comment on “U-Th dating of
carbonate crusts reveals Neandertal
origin of Iberian cave art”
Ludovic Slimak1, Jan Fietzke2, Jean-Michel Geneste3, Roberto Ontañón4

Hoffmann et al. (Reports, 23 February 2018, p. 912) report the discovery of parietal art
older than 64,800 years and attributed to Neanderthals, at least 25 millennia before the
oldest parietal art ever found. Instead, critical evaluation of their geochronological data
seems to provide stronger support for an age of 47,000 years, which is much more
consistent with the archaeological background in hand.

H
offmann et al. (1) announced the discov-
ery of parietal art older than 64,800 years
(64.8 ka). This would represent the first
and only concrete evidence for such ex-
pressions in Neanderthal society. Previ-

ous U-Th dates propose to link parietal art and
Neanderthal groups (2) from evidence of a red
disc fromEl Castillo cave covered by calcite aged
40.8 ka. However, in that part of Cantabrian
Spain, this date falls within the Aurignacian time
scale and so could be associatedwith anatomical-
ly modern humans (AMH) (3, 4). Applying U-Th
dating from tiny efflorescences of calcites is a
relatively recent development in archaeology (2);
the method still has challenges and limitations.
Before the Hoffmann et al. paper, the world’s

oldest parietal art was placed around 36 to 40 ka.
Proposing a minimal age of 64.8 ka indicates a
very early origin for art. This is in itself not a
problem, but the lack of parietal traces for more
than 25 subsequent millennia raises questions,
given the rich abundance (tens of thousands of
recorded examples) of more recent Paleolithic
parietal art. Why would parietal art simply be-
come invisible for such a long time, with no plau-
sible anthropological explanation?
The proposition of the discovery of a parietal

art at such an age represents a bold claim and
so requires careful confirmation of the reliability
of the chronology. There is no doubt about the
quality of the Hoffmann et al. U-Th analyses.
The measured isotope ratio data are of state-of-
the-art quality, and the corrections applied to the
age calculation are within the typical range for
these kinds of studies. A question remains, how-
ever: Are those corrections sufficient to produce

robust ages, or do we find indications in the data
that point toward biases in some of the calcu-
lated ages as the method reaches its limits?
The authors deserve credit for devising and

applying the sequential sampling technique
that tests for preservation of stratigraphic order
in essentially every date published from the
caves.We take a very conservative approach and
cast doubt on a few of the oldest ages, not be-
cause there is evidence that they are inaccurate,
but because there is not positive proof they are
correct. Analyzing the U-Th data presented in
that study, we do see strong support for an age of
~47 ka, but less for the ~65 ka age limit stated by
the authors.
What is critical to obtain reliable ages for

carbonates based on U-Th data?
1) Sample preservation/“closed system”: The

carbonate has not been altered in any way after
its formation. Such alterations (e.g., diagenesis/
recrystallization) have been found to promote a
preferential loss of uranium (5, 6), which would
make a sample appear older.

2) Correction for nonradiogenic 230Th: The
second point addresses the common problem
that not all the 230Th measured originates from
the 234U decaying since the carbonate formed.
This so-called “nonradiogenic” 230Th is incor-
porated at the time of formation. If not corrected
for, the sample again would appear to be older
than it truly is. The two major sources of “non-
radiogenic” 230Th are the detrital fraction and
230Th in the source water forming the carbonate.
For the detrital fraction, the assumption of sec-
ular equilibrium of the 238U decay chain nuclides
involved (238U, 234U, and 230Th) is typicallymade.
The amount of detritus is estimated via 232Th
(not affected by the 238U decay chain) and a
correction factor representing the 238U/232Th
ratio in the detrital fraction.
To evaluate the robustness of reported ages, we

plot the corrected ages versus the activity ratio
232Th/234U (Fig. 1) of the samples overlying the
respective pigment layers (minimum ages in
table 1 of Hoffmann et al.). Although it is more
common to use 232Th/238U, we consider 232Th/
234U to bemore appropriate in this case because
of the differing initial 234U/238U ratios and the
fact that for the anticipated age range, 234U (i.e.,
the immediate parent nuclide of 230Th) is the
better representation. Because the corrections ex-
plained are based on 232Th, the lower the amount
of 232Th found in a sample relative to the nuclides
of the radiometric clock, the smaller the impact of
any 232Th-based correction on the age estimate.
Conventionally, a value of ~0.005 (based on a
238U/232Th ratio of ~200) is considered to be the
upper limit for highly reliable ages. Additionally,
a high 238U/232Th ratio supports, but does not
guarantee, the assumption of closed-system be-
havior, as it makes strong uranium loss appear
less probable.
In Fig. 1, we findmost of the Ardales samples

meeting the criterion of low 232Th/234U cluster-
ing closely (highlighted by the green ellipse),
indicating an upper limit ofminimumcarbonate
formation age of ~47 ka. This age is additionally
supported by the lower limit of maximum age

RESEARCH

Slimak et al., Science 361, eaau1371 (2018) 21 September 2018 1 of 2

1CNRS UMR 5608 TRACES, Université Toulouse Jean Jaurès,
Maison de la Recherche, 31058 Toulouse Cedex 9, France.
2GEOMAR Helmholtz Centre for Ocean Research Kiel, 24148
Kiel, Germany. 3Chauvet Cave Research Group, CNRS UMR
5199 PACEA, La Mouthe Basse, 24620 Les Eyzies, France.
4Museum of Prehistory and Archeology of Cantabria,
Prehistoric Caves of Cantabria, International Institute of
Prehistoric Research of Cantabria, 39009 Santander, Spain.
*Corresponding author. Email: slimak@univ-tlse2.fr

Fig. 1. Minimum
U-Th age data from
Hoffmann et al. (1)
versus the activity
ratio 232Th/234U,
taken as age reliabil-
ity indicator. Higher
232Th/234U ratios
increase the
impact of 232Th-based
corrections on the
calculated age. All
uncertainties are at
95% confidence level.
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estimated (47.6 ka) from carbonate underneath
the pigment layer. The one older-appearing sam-
ple (68.1 ka) has a higher 232Th/234U ratio. It is
accompanied by another sample from the exact
same site dated at 47.1 ka, which by contrast
meets the 232Th/234U reliability criterion. Thus,
we consider a minimum age of ~47 ka very well
constrained by dating of multiple samples. For
now, any older limit for a minimum age solely
depends on the robustness of the one sample
dated 68.1 ka. Although it is entirely possible
that the sample is providing a correct age esti-
mate, we also need to consider that a single
sample standing out from a larger group could
indicate problems of this sample’s preservation
(“open system”).
The three La Pasiega PAS34 subsamples have

elevated 232Th/234U relative to the cluster of
Ardales samples considered most reliable. Addi-
tionally, 230Th/234U, the activity ratio carrying
the chronological information, is correlated to
232Th/234U; that is, the subsamples are becoming
older with increasing 232Th/234U, indicating pos-
sible varying contributions of nonradiogenic
230Th. The authors test different correction fac-
tors in their supplementary materials. The age
presented in the main text has been obtained
using the lowest correction factor (0.8). When
applying a slightly higher correction factor (2.0),
the age estimate for sample PAS34c is shifted
from 79.7 ± 14.9 ka toward 69.9 ± 25.2 ka.
Alternatively, we could consider the whole

PAS34 calcite to have been formed in a relatively
short period. The trend of 230Th/234U versus
232Th/234U could be interpreted as a mixing
line between the radiogenic and nonradiogenic

230Th phases. Extrapolating toward the radio-
genic endmember (232Th/234U = 0) results in a
combined age of <50 ka for all three subsamples
of PAS34, with a nonradiogenic end-member
230Th/232Th between 2.2 (based on 238U/232Th)
and 2.8 (based on 234U/232Th). This correction
value is higher than the “bulk earth” value of 0.8
used by the authors, but is still lower than what
has been used, e.g., for theMaltravieso samples
(3.3 ± 0.2 based on measurements of local sedi-
ments). The low 238U/232Th ratio (3.6) and the
strong impact of the applied correction both
challenge the age estimated for sample PAS34c.
The exact age calculated for PAS34 depends on
the correction applied, allowing for a range of
approximately 47 to 54 ka.
Like the La Pasiega PAS34 samples, those from

Maltravieso also display elevated 232Th/234U ra-
tios. The range of ages obtained for Maltravieso
(supplementary materials of Hoffmann et al.),
while sampled at close proximity to each other,
challenges the reliability of the MAL13A age
estimate of ~70 ka. It is a single sample standing
out from a larger group of samples providing
highly reliable (232Th/234U < 0.005) and younger
ages. Again, we cannot prove that the sample
MAL13Ahas been altered to appear older (“open
system”), nor can we clearly rule out such a
scenario.
It is noteworthy that Maltravieso and La

Pasiega, which appear as the less reliable in
terms of U-Th measures, represent the oldest
and also archaeologically the only true parietal
expressions of graphic categories that have di-
rect comparisons with classic Upper Paleolithic
parietal expressions, whereas Ardales concerns

speleothems simply covered with red deposits,
with no representation. Closer analyses of these
red deposits will be needed to demonstrate their
anthropogenic origin. If anthropogenic, these
parietal deposits would then represent the stron-
gest and oldest evidence for a parietal “art.” At
the Ardales chronology, ~47 ka ago, there is no
anthropological evidence of AMH in the Iberian
Peninsula andmore largely in Europe. Only two
transitional Paleolithic industries—the Bohunician
from Bohunice in central Europe (7) and the
Neronian fromMandrin inMediterranean France,
dated ~50 ka (3)—could possibly reveal an earlier
AMH presence in Europe, but they have provided
for the moment no hominin remains. In that con-
text, Ardales might well indicate that in a more
recent period than stated by Hoffmann et al.,
some late Neanderthal societies may well have
produced some parietal traces.
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I N  SC IENCE  J O U R NA L S

PUBLIC HEALTH

Analyzing the drug 
abuse epidemic
There is a developing drug epi-

demic in the United States. Jalal 

et al. analyzed nearly 600,000 

unintentional drug overdoses 

over a 38-year period. Although 

the overall mortality rate closely 

followed an exponential growth 

curve, the pattern itself is a 

composite of several underly-

ing subepidemics of different 

drugs. Geographic hotspots have 

developed over time, as well as 

drug-specific demographic dif-

ferences. —BJ

Science, this issue p. 1218

CHEMISTRY

A self-optimizing reactor
Chemists spend a great deal of 

time tweaking the conditions of 

known reactions. Small changes 

to temperature and concentra-

tion can have a big influence 

over product yield. Bédard et al. 

present a flow-based reaction 

platform that carries out this 

laborious task automatically. By 

using feedback from integrated 

analytics, the system converges 

on optimal conditions that 

can then be applied with high 

precision afterward. A series of 

modules with heating, cool-

ing, mixing, and photochemical 

capabilities could be configured 

for a broad range of reactions. 

These include homogeneous and 

heterogeneous palladium-cata-

lyzed cross-coupling, reductive 

amination, and the generation of 

sensitive intermediates under an 

inert atmosphere. —JSY

Science, this issue p. 1220

ASTEROSEISMOLOGY

Stellar oscillations show 
differential rotation
The Sun rotates faster at its 

equator than at its poles. This 

process is known as differ-

ential rotation and is seen 

in the motion of sunspots. 

Helioseismology has shown that 

APPLIED ECOLOGY

Using DNA to dissect the ivory trade

T
he African elephant ivory trade is a multibillion dollar industry linked to the 

deaths of up to 40,000 elephants each year. Wasser et al. used DNA-based tools 

to identify the major exporters that smuggle ivory out of Africa. They sampled 38 

seizures between 2006 and 2015 to distinguish the patterns and occurrences of 

tusks that came from the same elephant but had been shipped separately. Of the 

samples, 28 were considered a match, suggesting that tusks from the same elephant 

are often shipped by the same trafficker in separate shipments. Analysis of the seizure 

connections revealed three major export networks. Almost all matched seizures 

passed through a common port within 10 months of one another. —PJB

Sci. Adv. 10.1126/sciadv.aat0625 (2018).

Exploiting tusk 

DNA to help 

investigate illegal 

ivory shipments
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Building robust porous 
aromatic molecules   
Yamagishi et al., p. 1242
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MATERIALS SCIENCE

Antibiotic screening via 
membrane disruption
Some antibiotics destroy 

harmful bacteria by disrupting 

their membranes. Pitsalidis et 

al. used a monolayer of lipids 

as an analog for the mem-

brane in a device designed to 

measure membrane destruc-

tion. The layer is tethered 

to the surface of an organic 

electrochemical transducer, 

where it forms an insulating 

barrier. The introduction of an 

antibiotic, such as polymyxin B, 

disrupts the phospholipids, 

causing a flux of ions that can 

be measured as an electri-

cal signal. The authors show 

that their device can discern 

molecular-scale differences 

in the disruption capabilities 

of two amine-based oligo-

thioetheramide isomers that 

show a fivefold difference in 

antibacterial activity. Thus, 

their device may find use as a 

tool to screen for new antibiot-

ics. —MSL

Adv. Mater. 10.1002/adma.201803130 

(2018).

KIDNEY DISEASE

A metabolite that 
reduces kidney injury
Of critically ill patients, 3 to 

10% experience acute kidney 

injury (AKI), a potentially fatal 

complication caused by severe 

metabolic stress arising from 

restricted blood flow to the 

kidneys. Currently, there is no 

specific treatment for AKI. By 

analyzing urinary metabolites 

from mice and cardiac surgery 

patients who developed AKI, 

Poyan Mehr et al. showed that 

nicotinamide adenine dinucleo-

tide (NAD+) biogenesis was 

impaired during AKI. Mice with 

heterozygous deletion for quino-

linate phosphoribosyltransferase, 

Edited by Sacha Vignieri

and Jesse Smith

IN OTHER JOURNALS

the effect extends into the Sun’s 

interior. It has not been possible 

to measure whether other stars 

also experience equivalent dif-

ferential rotation. Benomar et 

al. used the Kepler spacecraft 

to monitor stellar oscillations 

of a group of Sun-like stars. By 

decomposing the oscillations 

into separate frequencies, they 

searched for signs of differential 

rotation. Several stars do indeed 

seem to have equators that spin 

faster than their poles, and none 

indicated the opposite pattern. 

—KTS

Science, this issue p. 1231

APPLIED OPTICS

Taming laser instabilities
Broad-area and high-power 

lasers often suffer from insta-

bilities owing to the chaotic 

interference of multiple modes 

within the cavity. Such insta-

bilities can ultimately limit 

the operation of the laser or 

damage the cavity. The usual 

approach to minimizing such 

instabilities is to limit the 

number of modes in the cavity. 

Bittner et al. designed a chaotic 

cavity that disrupts the forma-

tion of self-organized structures 

that lead to instabilities (see 

the Perspective by Yang). This 

approach of fighting chaos with 

chaos by using the boundary 

condition of the cavity shape 

may provide a robust route to 

stabilizing lasers at high operat-

ing powers. —ISO

Science, this issue p. 1225;

see also p. 1201

MAMMALIAN EVOLUTION

Early shifts lead to 
big changes
Mammals represent one of the 

most morphologically diverse 

taxonomic groups. One of the 

unique features underlying this 

diversity is variability of the 

spine, which facilitates every-

thing from flexibility for speedy 

running and support for upright 

walking. Jones et al. studied 

a group ancestral to modern 

mammals—nonmammalian syn-

apsids, or mammal-like reptiles. 

As forelimb function diversified, 

the spine developed distinct 

regions. These regions then dif-

ferentiated further, leading to the 

highly varied mammalian forms 

we see today. —SNV

Science, this issue p. 1249

BIOTECHNOLOGY

Expanding the targeting 
space of Cas9
CRISPR-Cas9 associates with a 

guide RNA to target and cleave 

a specific DNA site next to a 

protospacer adjacent motif 

(PAM). Streptococcus pyogenes 

Cas9 (SpCas9), the one most 

often used for genome edit-

ing, only recognizes the NGG 

sequence (where N is any 

nucleobase) as the PAM, which 

restricts regions in the genome 

that can be targeted. To address 

this limitation, Nishimasu et 

al. created a SpCas9 variant 

that recognizes NG rather than 

NGG. The SpCas9-NG variant 

increased the targeting range, 

had a specificity similar to 

that of the wild-type enzyme, 

and could be used with a base 

editor. Thus, SpCas9-NG is 

a powerful addition to the 

CRISPR-Cas9 genome engi-

neering toolbox and will be 

useful in a broad range of appli-

cations, from basic research to 

clinical therapeutics. —SYM

Science, this issue p. 1259

SMART PROSTHETICS

Once more, with feeling
For prosthetics to be as natural 

and functional as possible, they 

need to replace lost sensing. Wu 

et al. developed a small, scalable 

sensor that converts applied 

pressure into pulses of corre-

sponding frequency, conveying 

information in a way our brains 

can understand. Shaped like a 

tiny, flexible, hollow hockey puck, 

the sensor measures the change 

in magnetic impedance when 

the top of the puck is pressed. 

The sensor has a low detection 

limit and high sensitivity and 

shows stable-frequency pulse 

generation at a pressure lower 

than the sensing threshold of 

human skin. —RLK

Sci. Robot. 3, eaat0429 (2018).

RESEARCH   |   IN SCIENCE JOURNALS
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with rhodium and cadmium 

nodes accommodated a cad-

mium complex coordinated by 

five pyrazine ligands and a water 

molecule. An expanded cage 

assembled from zinc porphyrins 

accommodated a rotaxane, a 

macrocycle threaded on an axle 

coordinated to the cage walls. 

—JSY

J. Am. Chem. Soc. 140, 11502 (2018).

GALAXIES

A tidal tussle between 
M31 and M33
The three largest galaxies in the 

Local Group are the Andromeda 

Galaxy (M31), our own Milky 

Way, and the Triangulum Galaxy 

(M33). The morphology of 

M33 has led to suggestions 

that it recently passed close 

to M31, but simulations have 

struggled to reproduce the 

observed properties. Semczuk 

et al. constructed a simulated 

an enzyme involved in NAD+ bio-

genesis, were more susceptible 

to AKI. In a phase 1 clinical trial, 

supplementation of the NAD+-

precursor nicotinamide was safe 

and reduced incidences of AKI in 

cardiac surgery patients. NAD+ 

metabolism could be exploited 

both as a urinary biomarker and 

as a treatment intervention to 

reduce incidences of AKI. —MY

Nat. Med. 24, 1351 (2018).

HOST-GUEST CHEMISTRY

Cagey coordination
Carefully chosen ratios of metal 

ions and bridging ligands form a 

wide variety of polyhedral cages 

in solution. Chemists often have 

tuned the geometry and polarity 

of these cages to accommodate 

particular molecular guests. 

Rizzuto et al. report a pair of 

larger cages that, in a similar 

vein, stabilize unusual coordina-

tion complexes. An initial cage 

close approach between M33 

and M31. They reproduced the 

number and angle of M33’s 

prominent spiral arms, the 

warp in its disc, its rotation 

rate, and more. The model 

is not uniquely required by 

the observations but dem-

onstrates that M33’s current 

appearance could plausibly 

have been generated by tidal 

interactions with M31. —KTS

Astrophys. J. 864, 34 (2018).

BACTERIAL IMMUNITY

Anti-CRISPR RNA?
Bacteria use the CRISPR-Cas 

immune system to fend off 

viruses; viruses use anti-

CRISPR proteins to fight back. 

Some bacteria have acquired 

anti-CRISPR proteins in their 

genomes to avoid self-cutting. 

Meeske and Marraffini report 

the intriguing possibility that 

bacteria might also use RNA to 

inhibit CRISPR-Cas enzymes. 

Cas13, the effector of the 

type VI CRISPR-Cas system, 

is directed by guide RNA to 

cleave target RNA in cis, which 

further unleashes its indis-

criminate trans RNA-cutting 

activity. However, extended 

complementarity between 

guide and target RNAs locks 

Cas13 into an inactive state, 

which prevents both cis and 

trans cleavage, suggesting 

an endogenous RNA-based 

mechanism to regulate Cas13. 

Cas13 is a powerful tool 

because of its ability to detect 

and manipulate RNA. The 

discovery of “anti-CRISPR RNA” 

has the potential to diversify 

and expand Cas13’s applica-

tions. —SYM

Mol. Cell. 71, 791 (2018).

IMMUNOLOGY

Unlucky devils
Devil facial tumor 1 (DFT1) is a 

transmissible cancer that has 

devastated the Tasmanian devil 

population since it emerged in 

the 1990s. By losing major his-

tocompatibility class I (MHC I) 

molecules, DFT1 cells have 

been able to evade detection 

as foreign by the host immune 

system. More recently, a second 

contagious cancer (DFT2) has 

emerged, further hampering 

efforts to preserve this species. 

Caldwell et al. report that DFT2 

cells still express MHC I, 

but the cancer can spread 

because its most commonly 

expressed MHC I variants are 

either nonclassical or shared 

with host animals. Additionally, 

heterogenic MHC I expression 

in DFT2 tumors suggests that 

expression is not fixed and may 

gradually be lost, which may 

have devastating consequences 

for an already vulnerable popu-

lation. —STS

eLife 7, e35314 (2018).

MAMMALIAN PHYSIOLOGY

Plasticity pow!

M
ammals are known for being homeother-

mic, but by reducing metabolic rate and 

other activities, mammals that hibernate 

can greatly decrease their body tempera-

ture and still survive. Treat et al. found that 

Malagasy common tenrecs have a remarkable 

degree of physiological plasticity with respect to 

body temperature—some individuals hibernate 

at normal body temperatures, some are active at 

unusually low body temperatures, and others fall 

at many points in-between. They further found 

that oxygen consumption by tenrecs could vary by 

25-fold and that their heart rates could decrease 

by 34% during hibernation with no change in 

oxygen consumption. Even pregnancy occurs 

at varying temperatures. Yet, the species 

is highly susceptible to temperature 

extremes, suggesting that although 

such plasticity presents advantages 

in moderate temperatures, it may 

be a limiting factor in adaptation 

to extremes. —SNV
J. Exp. Biol. 10.1242/jeb.185900 

(2018).

Tenrecs show remarkable 

variance in body temperature.

The morphology of the spiral arms of the Triangulum Galaxy, M33, was affected by 

a close pass with another nearby galaxy, M31.

Published by AAAS
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SOLAR CELLS

The road ahead for 
perovskites
The high power conversion effi-

ciencies of small-area perovskite 

solar cells (PSCs) have driven 

interest in the development of 

commercial devices. Rong et 

al. review recent progress in 

addressing stability, how to allow 

mass production, and how to 

maintain uniformity of large-area 

films. They note that lifetimes 

exceeding 10,000 hours under 

1 sun (1 kW/m2) illumination have 

been reported for printable triple 

mesoscopic PSCs. —PDS

Science, this issue p. 1214

MICROBIOTA

Interspecies competition 
shapes communities
The gut microbiota of mammals 

is diverse and dynamic, and 

gut bacteria respond sensi-

tively to diet and drug intake. 

Nevertheless, in a healthy adult, 

microbial community com-

position remains remarkably 

stable over time, despite being 

highly individual. García-Bayona 

and Comstock review the 

mechanisms that gut bacterial 

species use to jostle for space 

and resources and maintain 

their populations in the face of 

intense and varied competition. 

Bacteria have evolved a range of 

antibiotics, bacteriocins, toxins, 

and delivery devices to enable 

interspecies conflict. These 

interbacterial weapons possess 

a spectrum of specificities and 

range from those that target 

strains of their own species to 

broad-acting bacteriocides. This 

toxic armamentarium provides 

a valuable resource for potential 

therapeutic development. —CA

Science, this issue p. 1215

PATTERN FORMATION

How birds change their 
stripes
From stripes to spots, animals 

often exhibit periodic color-

ation. Discrete embryonic 

domains (prepatterns) precede 

the periodic feather patterns 

observed in birds. After docu-

menting natural variation in the 

striped pattern of galliform 

birds, Haupaix et al. performed 

long-term skin grafts to transfer 

the pattern of one species to 

another (see the Perspective by 

Prud’homme and Gompel). This 

approach revealed that periodic 

stripe formation obeys develop-

mental landmarks upstream of 

local refining mechanisms. The 

somitic mesoderm first instructs 

stripe position through the early 

expression of the pigmentation 

gene agouti, which then controls 

stripe width by modulating 

pigment production in a dose-

dependent manner. Thus, during 

feather patterning, a two-step 

process is at play. —BAP

Science, this issue p. 1216;

see also p. 1202

SYNTHETIC BIOLOGY

Building smarter synthetic 
biological circuits
Synthetic genetic and biological 

regulatory circuits can enable 

logic functions to form the 

basis of biological computing; 

synthetic biology can also be 

used to control cell behaviors 

(see the Perspective by Glass 

and Alon). Andrews et al. used 

mathematical models and 

computer algorithms to combine 

standardized components and 

build programmable genetic 

sequential logic circuits. Such 

circuits can perform regula-

tory functions much like the 

biological checkpoint circuits of 

living cells. Circuits composed 

of interacting proteins could be 

used to bypass gene regulation, 

interfacing directly with cel-

lular pathways without genome 

modification. Gao et al. engi-

neered proteases that regulate 

one another, respond to diverse 

inputs that include oncogene 

activation, process signals, and 

conditionally activate responses 

such as those leading to cell 

death. This platform should 

facilitate development of “smart” 

therapeutic circuits for future 

biomedical applications. —LBR

Science, this issue p. 1217, p. 1252;

see also p. 1199

NEUROSCIENCE

Dissecting the 
gut-brain axis
It is generally believed that cells 

in the gut transduce sensory 

information through the 

paracrine action of hormones. 

Kaelberer et al. found that, in 

addition to the well-described 

classical paracrine transduc-

tion, enteroendocrine cells also 

form fast, excitatory synapses 

with vagal afferents (see the 

Perspective by Hoffman and 

Lumpkin). This more direct cir-

cuit for gut-brain signaling uses 

glutamate as a neurotransmitter. 

Thus, sensory cues that stimu-

late the gut could potentially 

be manipulated to influence 

specific brain functions and 

behavior, including those linked 

to food choices. —PRS

Science, this issue p. 1219;

see also p. 1203

ORGANIC CHEMISTRY

A swift citrusy path to 
chiral phosphorus
The phosphates in the back-

bones of DNA and RNA are often 

drawn like crosses but are in fact 

tetrahedral. Sulfur is some-

times substituted for one of the 

phosphate oxygens during devel-

opment of nucleotide-based 

drugs. Because of the geometry, 

this swap can lead to two differ-

ent isomers. Knouse et al. report 

a pair of phosphorus reagents 

that conveniently produce either 

isomer selectively. This ability 

depended on the configura-

tion of appended limonene 

substituents that are subse-

quently jettisoned. In addition to 

simplifying the route to sulfur-

substituted oligonucleotides, 

these reagents will enable more 

precise studies of each isomer’s 

distinct bioactivity. —JSY

Science, this issue p. 1234

QUANTUM ELECTRONICS

Counting the state 
of a qubit
Operation of a quantum 

computer will be reliant on the 

ability to correct errors. This 

will typically require the fast, 

high-fidelity quantum nondemo-

lition measurement of a large 

number of qubits. Opremcak et 

al. describe a method that uses a 

photon counter to determine the 

state of a superconducting qubit. 

Being able to simply read out the 

qubit state as a photon number 

removes the need for bulky com-

ponents and large experimental 

overhead that characterizes 

present approaches. —ISO

Science, this issue p. 1239

MICROPOROUS CRYSTALS

Robust assembly of 
aromatic molecules
Organic materials can exhibit 

high porosity, but the structures 

often collapse or decompose at 

high temperatures. Yamagishi et 

al. synthesized an aromatic mol-

ecule that bears a symmetrical 

outer shell of three dipyridylphe-

nyl wedges and crystallized it 

from highly dielectric solvents. 

Porous crystals formed with 

complex pore-wall structures 

that resulted from labile C–H···N 

bonds and van der Waals forces. 

Despite the weakness of these 

interactions, the porous structure 

was stable up to 202°C and could 

be recovered after collapse by 

exposure to solvent vapor. —PDS

Science, this issue p. 1242
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 EARLY ANIMALS

Confirming the identity of 
early animals
The first complex organisms 

emerged during the Ediacaran 

period, around 600 million years 

ago. The taxonomic affiliation 

of many of these organisms 

has been difficult to discern. 

Fossils of Dickinsonia, bilaterally 

symmetrical oval organisms, 

have been particularly difficult 

to classify. Bobrovskiy et al. 

conducted an analysis using 

lipid biomarkers obtained from 

Dickinsonia fossils and found 

that the fossils contained 

almost exclusively cholester-

oids, a marker found only in 

animals (see the Perspective 

by Summons and Erwin). Thus, 

Dickinsonia were basal animals. 

This supports the idea that the 

Ediacaran biota may have been 

a precursor to the explosion of 

animal forms later observed in 

the Cambrian, about 500 million 

years ago. —SNV

Science, this issue p. 1246;

see also p. 1198

GPCR SIGNALING

 Receptor dynamics 
predict drug effects
The effect of a drug on a G pro-

tein–coupled receptor (GPCR) 

can be determined by monitor-

ing the downstream effects of 

that receptor, but not for GPCRs 

whose signaling pathways are 

unclear. Yanagawa et al. per-

formed single-molecule imaging 

of different GPCRs in the plasma 

membrane. They found that the 

diffusion dynamics correlated 

with whether the interacting 

drug activated or inhibited the 

receptor, resulted in the coupling 

of GPCRs to G proteins, or 

induced receptor endocytosis. 

Thus, analyzing the diffusion of 

a GPCR provides an estimate for 

the effect of a candidate drug. 

—JFF

Sci. Signal. 11, eaao1917 (2018).

ALZHEIMER’S DISEASE

Getting back to BACEics
Drugs that block the b-secretase 

BACE1 are in clinical trials 

for treatment of Alzheimer’s 

disease. However, their safety is 

unclear because mice lack-

ing BACE1 exhibit neurological 

phenotypes. Ou-Yang et al. 

generated conditional BACE1 

knockout mice in which the 

Bace1 gene was only ablated 

in the mature adult animal. 

Although these conditional adult 

BACE1 knockout mice largely 

lacked the phenotypes observed 

in germline knockout animals, 

they did exhibit a Bace1-null 

phenotype—disorganization of 

an axonal pathway in the hip-

pocampus, a brain region critical 

for memory. Thus, BACE1 inhibi-

tors could potentially disturb 

hippocampal axonal pathways. 

—OMS

Sci. Transl. Med. 10, eaao5620 (2018).

Published by AAAS
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Challenges for commercializing
perovskite solar cells
Yaoguang Rong*, Yue Hu*, Anyi Mei*, Hairen Tan, Makhsud I. Saidaminov,
Sang Il Seok†, Michael D. McGehee†, Edward H. Sargent†, Hongwei Han†

BACKGROUND: Perovskite solar cells (PSCs)
have attracted intensive attention because of
their ever-increasing power conversion efficien-
cy (PCE), low-cost materials constituents, and
simple solution fabrication process. Initiated in
2009with an efficiency of 3.8%, PSCs have now
achieved a lab-scale power conversion efficien-
cy of 23.3%, rivaling the performance of com-
mercial multicrystalline silicon solar cells, as
well as copper indium gallium selenide (CIGS)
and cadmium telluride (CdTe) thin-film solar
cells. Thousands of articles related to PSCs have
been published each year since 2015, highlight-
ing PSCs as a topic of intense interest in photo-
voltaics (PV) research. With high efficiencies
achieved in lab devices, stability and remain-
ing challenges in upscaling themanufacture of
PSCs are two critical concerns that must be ad-
dressed on the path to PSC commercialization.

ADVANCES:Wereview recent progress inPSCs
and discuss the remaining challenges along the
pathway to their commercialization. Device
configurations of PSCs (see the figure) include
mesoscopic formal (n-i-p) and inverted (p-i-n)
structures, planar formal and inverted struc-
tures, and the printable triplemesoscopic struc-
tures. PCEs of devices that use these structures

have advanced rapidly in the case of small-area
devices (~0.1 cm2). PSCs are also attracting at-
tentionas topcells for the constructionof tandem
solar cellswith existingmature PV technologies
to increase efficiency beyond the Shockley-
Queisser limit of single-junction devices.
The stability of PSCs has attracted muchwell-

deserved attention of late, and notable progress
has beenmade in the past few years. PSCs have
recently achieved exhibited lifetimes of 10,000
hours under 1 sun (1 kW/m2) illumination with
an ultraviolet filter at a stabilized temperature of
55°C and at short-circuit conditions for a print-
able triple mesoscopic PSCs. This irradiation is
equivalent to the total irradiation of 10 years of
outdoor use inmost of Europe. However, with-
in the PSC community, standard testing proto-
cols require further development. In addition,
transparency in reporting standards on stabil-
ity tests needs to be improved; this can be
achieved by providing both initial photovoltaic
performance and normalization parameters.
The upscaling of PSCs has also progressed

steadily, leading toPSCmini-modules, standard-
sized modules, and power systems. PV com-
panies have set out to manufacture large-area
PSC modules (see the figure), and a 110-m2

perovskite PV systemwith screen-printed triple

mesoscopic PSCmoduleswas recently debuted.
Studies of these increased-area modules and
systems will promote the development of PSCs
toward commercialization. PSC research is ex-
panding to cover fundamental topics on mate-
rials and lab-sized cells, as well as to address
issues of industrial-scale manufacturing and
deployment.

OUTLOOK: The PVmarket has been continu-
ously expanding in recent years, bringing op-
portunities for new PV technologies of which
PSCs are promising candidates. It is impera-
tive to achieve a low cost perwatt, whichmeans

that both efficiency and
lifetimeneed improvement
relative to current param-
eters. The efficiency gap
between lab cells and in-
dustrial modules has seen
impressive reductions in

crystalline silicon; PSCs must similarly enlarge
module areas to the panel level and need to
achieve lifetimes comparable to those of legacy
PV technologies. Other improvements will need
to include industry-scale electronic-grade films,
recyclingmethods to address concerns regarding
lead toxicity, and the adoption of standardized
testing protocols to predict the operation lifetime
of PSCs. Modules will need to endure light-
induced degradation, potential-induced degra-
dation, partial-shade stress, and mechanical
shock. The field can benefit from lessons learned
during the development of mature PV technol-
ogies as it strives to define, and overcome, the
hurdles to PSC commercial impact.▪
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(3600 cm2 for each) was launched by WonderSolar in China. P
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SOLAR CELLS

Challenges for commercializing
perovskite solar cells
Yaoguang Rong1*, Yue Hu1*, Anyi Mei1,2*, Hairen Tan2,3, Makhsud I. Saidaminov2,
Sang Il Seok4†, Michael D. McGehee5†, Edward H. Sargent2†, Hongwei Han1†

Perovskite solar cells (PSCs) have witnessed rapidly rising power conversion efficiencies,
together with advances in stability and upscaling. Despite these advances, their limited
stability and need to prove upscaling remain crucial hurdles on the path to
commercialization. We summarize recent advances toward commercially viable PSCs and
discuss challenges that remain.We expound the development of standardized protocols to
distinguish intrinsic and extrinsic degradation factors in perovskites. We review
accelerated aging tests in both cells and modules and discuss the prediction of lifetimes
on the basis of degradation kinetics. Mature photovoltaic solutions, which have
demonstrated excellent long-term stability in field applications, offer the perovskite
community valuable insights into clearing the hurdles to commercialization.

H
ybrid organic-inorganic perovskite solar
cells (PSCs) have recently emerged as a
promising photovoltaic (PV) candidate (1).
Perovskites have a general chemical for-
mula of AMX3, in which the M metallic

cations and X anions formMX6
4− octahedra with

A cations occupying the 12-fold coordinated holes
within the cavity. These materials exhibit desir-
able optical-electrical properties for PV devices,
such as suitable and tunable bandgap, strong op-
tical absorption, long carrier diffusion length, and
high defect tolerance (2). The record-certified pow-
er conversion efficiency (PCE) of PSCs has recent-
ly risen to 23.3% (3–6) for a small-area device
(~0.09 cm2) whose active area is well below that
of standard commercial crystalline silicon solar
cells. Perovskite films are made using solution-
based fabrication and are composed of earth-
abundant materials (7) (Fig. 1A), but the most
efficient devices rely on costly gold and organic
hole-transport materials (HTMs) such as 2,2′,7,7′-
tetrakis(N,N-di-p-methoxy-phenylamine)-9,9′-
spirobifluorene (spiro-OMeTAD).

Although the potential for low-cost PSCs offers
a promising prospect for commercializing this
PV technology, a complex interplay has unfolded
between the pursuit of high efficiency and other
commercially viable aspects, such as long-term
stability and scale-upmanufacturing. This Review
aims to provide an overview of recent progress
toward the commercialization of PSCs.

Device configurations and performance

PSCs have a layered device structure that includes
a transparent conductive oxide (TCO)–coated glass
substrate, an n-type semiconductor as the electron-
transport layer (ETL), a perovskite absorber layer,
a p-type semiconductor as the hole-transport lay-
er (HTL), and a back-contact (metal, TCO, or car-
bon) (Fig. 1B). Inmesoscopic PSCs developed after
investigations of dye-sensitized solar cells, the pe-
rovskite absorber sensitizes a mesoporous metal
oxide layer (e.g.,meso-TiO2) used as a scaffold (3,8).
In planar PSCs, the perovskite layer is sandwiched
between a planar ETL [e.g., compact TiO2 (c-TiO2),
SnO2, or C60 and its derivatives] and an HTL [e.g.,
spiro-OMeTAD, poly(triarlyamine) (PTAA), and
poly(3,4-ethylenedioxythiophene)-poly(styrene-
sulfonate) (PEDOT:PSS)] (9–12). Depending on the
sequence of depositing the ETL andHTL, the struc-
ture can be divided into formal (conventional)
versus inverted architectures (13, 14). Notably, the
design and fabrication of inverted devices is not
a simple reversal from the formal device structure,
and the two device structures typically require
systematicdevelopmentof suitableETLsandHTLs,
especially in light of the restrictions in the suit-
ability of processing solvents. In triplemesoscopic
PSCs, the perovskite is deposited on a triple-layer
scaffold, made of a screen-printed mesoporous
TiO2 layer, a ZrO2 spacer layer, and a carbon elec-
trode (15, 16). Such devices use carbon electrodes
to replace the noble metal back-contacts and
do not require a hole-conducting layer.

The prospects of PSCs as a top-cell for con-
structing tandemsolar cellswith otherPVdevices—
such as silicon (17), copper indium gallium sele-
nide (CIGS) (18), and low-bandgap perovskites
(19)—have been reviewed elsewhere (20). Partner-
ship with existing mature PV technologies not
only boosts their efficiency beyond the Shockley-
Queisser limit of single-junction devices (21)
but also provides access to established market
channels (22).
Progress in the efficiency of single-junction

PSCs is summarized in Fig. 1C (3–6, 11, 15, 23–35).
The perovskite layer and charge-transporting lay-
ers are typically deposited by spin coating for
small-area (<1.0 cm2) lab cells. Enlarging the
device area with current techniques to fabricate
PSC modules leads to a decrease in PCE of all
device structures (8, 9, 36–45). Screen printing,
slot-die coating, spray coating, and soft-cover
coating methods have been developed to fabri-
cate intermediate-sized PSC modules on the scale
of tens of square centimeters (46). Alternative pro-
cessing strategies must be explored to achieve
large-area uniform films and efficient materials
utilization.
Ohmic loss due to resistance from the front

transparent electrode must also be reduced. The
conductivity of FTO films can, in principle, be en-
hanced by increasing the thickness, but this will
decrease its transparency. Depositing conductive
grids and/or constructing interconnected unit
cells can be used to reduce resistance in large-
area modules at some sacrifice to the active area
of themodules (47). Geometrical fill factor [(GFF),
the ratio between the active area and the total
area of a module] can be further enhanced by
enlarging the module area, since the ratio of the
dead area associated with edges for encapsula-
tion and frames can be reduced.

Stability of PSCs

One challenge in comparing stability among
PSCs resides in the use of a range of nonstandard
testing protocols within the PSC community (48).
For shelf-life stability tests in the dark, PSCs are
encapsulated or unencapsulated, and aspects of
the ambient environment (e.g., atmosphere, hu-
midity, and temperature) vary (49). Indoor light
stability tests use different light sources (50),
such as an AM1.5 xenon lamp with or without
an ultraviolet (UV) filter, a metal-halide lamp, a
sulfur plasma lamp, a halogen lamp, or a UV-
free light-emitting diode lamp. Outdoor tests
with encapsulated devices (51), thermal stability
tests (52), thermal cycling tests (53), and others
(54) have also been reported. Transparency in
reporting standards on stability tests needs to be
improved in the perovskite PV community. Some
reports present normalized results without pro-
viding initial PV parameters. Such reports risk
obscuring the fact that the devices under test for
stability are often much less efficient than the
devices with the best or even average perform-
ance. Thus, it is necessary to present the original
PV data and the normalization parameters. We
urge the community to develop and then follow
standardized protocols to enable accelerated
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tests and to predict the lifetime of PSCs on the
basis of degradation kinetics specific to the cell
components (48). Thewell-established standards
[e.g., International Electrotechnical Commission
(IEC) 61215 or 61646] in mature crystalline sili-
con and inorganic thin-film PVs can be deployed
by the PSC community, and additional proto-
cols to test the reliability of PSCs can also be
advanced.
Here we summarize dominant causes of in-

stability in PSCs on the device level. One source
of instability is the chemically active charge-
transporting material and interfacial degrada-
tion. The TiO2-based ETL, which is widely used
in high-performing cells, causes photocatalytic
degradation under UV illumination. Replacing
TiO2with otherUV-stablematerials (e.g., BaSnO3)
(Fig. 2A) (55) or inserting an interfacial modi-
fier (e.g., CsBr, Sb2S3, or Cl atoms) (Fig. 2, B and
C) (9, 56, 57) between the ETL and the perov-
skite absorber can improve stability. Commonly
used organic HTMs such as spiro-OMeTAD,
poly(3-hexylthiophene) (P3HT), and PTAA en-
counter thermal or moisture instability in their
doped forms. Substituting the organic HTMwith
inorganic materials (Fig. 2, D and E), inserting

buffer layers between perovskite and HTM, and
deploying suitable encapsulation can improve
stability (49). Metal electrodes such as Au, Ag,
and Al have stability issues as well. Ag and Al
electrodes suffer from corrosion by ionmigration
in perovskite, resulting in an apparent color
change and PCE decay (58, 59). Even relatively
inert Au diffuses across the organic HTM layer at
temperatures exceeding 70°C, leading to an ir-
reversible performance loss (60). Interfacial layers
such as Cr, MoOx, and reduced graphene oxide
have been introduced to prevent metal diffusion
and thus improve long-term stability (49, 61).
Replacing the metal electrodes with indium tin
oxide (ITO) can also improve stability by provid-
ing an unreactive electrode and creating a bar-
rier layer that keeps moisture out and retains
volatile components of perovskite (17, 53).
Triple mesoscopic PSCs based on TiO2/ZrO2/

carbon/mixed-cation perovskite have passed rela-
tively harsh lifetime testing conditions.With initial
efficiencies of 10 to 12%, the PSCs and modules
exhibited negligible performance loss after illumi-
nation under anunfilteredXe lamp for 1000hours
(Fig. 2, F and G). The devices also exhibited
acceptable stability in thermal stability tests at

85° to 100°C for 2160 hours and in outdoor sta-
bility tests in Jeddah, Saudi Arabia, for 168 hours
and Wuhan, China, for 720 hours (51, 62, 63).
Improved stability in triple mesoscopic PSCs was
enabled by removal of unstable components (such
as organic HTM and metal electrodes) (64) and
incorporation of bulky organic ligand [5-ammo-
niumvaleric acid (5-AVA)] to form mixed-cation
perovskites (5-AVA)x(MA)1−xPbI3, where MA is
methylammonium (16).
Devices using low-dimensional perovskites in

which some or all cations are replaced by large
organic ligands exhibited greater stability over
long-term operation against moisture and light
soaking, as compared with 3D perovskite devices
(65–67) (Fig. 3, A andB).However, the large ligands
impede charge-transfer transport and sacrifice
efficiency (35, 68) (Fig. 3C). Alternatives such as
shorter-chain cations (69) and conjugated cations
(35) can potentially increase efficiency without
sacrificing stability.
Protecting interfaces and grain boundaries—

sites where degradation may begin—can slow
decomposition. Small-molecule additives such as
thiophene, pyridine (70), urea (71), phenyl-C61-butyric
acid methyl ester (PC61BM) (72), and quaternary
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Fig. 1. Chemical elements used in different solar cells, device configura-
tions and efficiencies of PSCs. (A) Atom fraction of elements used for
different types of solar cells.Themajor elements for silicon solar cells are denoted
by blue squares, PSCs by red circles, and CdTe and CIGS thin-film solar cells by
purple triangles.Ni, Sn,Cs, Ba, and Sb elements are labeled in semitransparent
color, as they have been used in PSCs but not in the mainstream architectures.

Major industrial metals and precious metals are categorized according to
Goldschmidt classification (7). (B) Four device configurations of PSCs: meso-
scopic structure, planar structure, triple mesoscopic structure, and tandem
structure with lower-bandgap subcell. (C) Evolution of the best-reported lab-cell
(≤0.1 cm2) efficiencies and large-area (≥1.0 cm2) device efficiencies. Solid symbols
represent certified efficiencies; hollow symbols denote uncertified efficiencies.
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ammonium halide (73) have demonstrated im-
proved stability. The hydrophilic side interacts
strongly with perovskites, and the hydrophobic
side faces outward to protect the surface of pe-
rovskites from moisture. In addition, formami-
dinium (FA+) or Cs+ was used to replace theMA+

cation (74, 75), and Cl−, Br−, or SCN− replaced the
I− anion (76), yielding various perovskites with a
series of tolerance factors (77). This result tunes
the Pb–I bond and the perovskite crystal systems
influencing the formation energy and changes
the inherent stability of perovskites.

Upscaling and future applications

Recently, several PV companies have set out to
manufacture large-areaPSCmodules.Microquanta
Semiconductor (China) obtained a PCE of 17.4%
for a rigid perovskite mini-module with an

active area of 17.8 cm2 (Fig. 4A). Solliance (the
Netherlands) developed 169-cm2 perovskite mod-
ules with a GFF of 90% using laser ablation to
define the cells that exhibited a total efficiency
of 10% and an active area efficiency of 11.1% (41).
The processing steps were carried out at temper-
atures below 120°C and are compatible with
flexible substrates and a roll-to-roll process (Fig.
4B). Saule Technologies (Poland) used inkjet
printing to fabricate perovskite solar modules on
flexible substrates, which allows the design of free-
form patterns (Fig. 4C). Greatcell Solar (previously
Dyesol, Australia) has achieved 12% conversion
efficiency in 10 cm by 10 cm modules and is
committed to full-scale production in 2019 (78).
p-OLED (China) and Solaronix (Switzerland) are
also engaging in the upscaling of PSCs by provid-
ing chemicals and equipment around the world.

Oxford PV (United Kingdom) and Tandem PV
(formerly Iris PV, United States) seek to use pe-
rovskites to upgrade the performance of silicon
solar cells by fabricating high-efficiency perovskite-
Si tandem cells. Recently, Oxford PV announced
a record-certifiedPCEof 27.3% for 1-cm2perovskite-
Si tandem solar cells (79). Huazhong University
of Science and Technology (HUST) in China ini-
tiated the upscaling of printable triple meso-
scopic PSCs and has achieved efficiency >10%
with an area of 100 cm2 (Fig. 4D). A 7.0-m2 solar
panel was assembled with these cells in early
2015 (51). Recently, a 110-m2 perovskite PV sys-
tem with screen-printed triple mesoscopic PSC
modules (3600 cm2 for each) was launched by
WonderSolar (Fig. 4E) (80).
Various device architectures and manufactur-

ing processes are the subject of research and
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Fig. 2. Summary of operational stability for PSCs with various device
architectures. Mesoscopic formal structures (n-i-p) with organic (A) and
inorganic (B) HTLs. [Reproduced from (61) with permission] (C) Planar
formal structure (n-i-p). MPP, maximum power point; J, current density;
V, voltage. (D) Mesoscopic inverted structure (p-i-n). [Reproduced from (8)

with permission] (E) Planar inverted structure (p-i-n). [Reproduced from (30)
with permission] (F to H) Printable triple mesoscopic structure. Relatively
stable devices have been reported for all structures by using appropriate
charge-transporting materials, perovskite, and electrodes. OC, open circuit;
SC, short circuit; FF, fill factor. [Reproduced from (51, 65) with permission]
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development. As yet, it is unclear which archi-
tecture or fabrication method will become dom-
inant. At large scales, it is still challenging to
control morphology and obtain uniform pe-
rovskite thin films by using either solution- or
vacuum-based deposition techniques (81–83). The
crystal growth of the perovskite absorber in sol-
vents varies as a result of different evaporation
rates at different locations. When the concen-
tration of the precursor solution deposited on a
large-area substrate varies, ion migration may
occur and may lead to inhomogeneous crystalliza-
tion. For PSCs in typical mesoscopic or planar
structures, the thickness of the perovskite layer is
on the order of several hundred nanometers.
Pinholes in perovskite films lead to direct contact
between the ETL and HTL and cause current
leakage and voltage loss for the modules. Al-

though slot-die coating has proved to be an
effective method for depositing perovskite thin
films on large scales, further optimizations on the
compositions of the precursors and crystalliza-
tion process are required.
The toxicity of the solvents used to prepare pe-

rovskite films and other charge-transport layers
merits further study and adaptation: Solvent-free
deposition methods (37, 82) and solution-based
deposition approaches that use reagents with low-
er toxicity (84) warrant further development. For
industrial-scale production, rigorous enclosures
that prevent contact between operators and sol-
vents are required, as are recycling and tail-
gas–treating units.
In addition to addressing the concerns regard-

ing stability andmass production, a thorough life
cycle assessment, including evaluation of mate-

rials, production processes, and environmental
impact, should be performed. The lead contained
in PSCs has given rise to toxicity concerns. The
amount of lead contained in PSCs is below that
produced annually by the coal industry when it
generates an equivalent amount of electricity (85)
and is roughly equivalent to that already con-
tained in a 1-cm-thick layer of natural soil (~0.3 to
1.2 gm−2)with the same area (86,87). Nevertheless,
lead in PSCs ismore soluble inwater and thus can
move more readily through the biogeochemical
cycle. Therefore, replacing Pbwith other nontoxic
elements to develop Pb-free PSCs will generate in-
terest if comparable performance can be achieved.
It may also be optional to develop additives that
immediately convert water-soluble lead com-
pounds into insoluble complexes upon destruc-
tion of a large perovskite solar power plant.
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Fig. 3. Strategies to improve the stability of perovskite absorbers.
(A) Encapsulated PSCs based on 2D Ruddlesden-Popper perovskites
exhibit much-reduced degradation under constant AM1.5G illumination and
high relative humidity. BA, butylammonium; a.u., arbitrary units. [Reproduced
from (67) with permission] (B) Improved stability of PSCs by tuning the

dimensionality of the perovskite absorber. [Reproduced from (68) with
permission from American Chemical Society] (C) By taking advantage of
the hydrophobicity of large cations, the stability of perovskites can be
effectively improved by tuning dimensionality. Protecting the interfaces and
grain boundaries of perovskites is another way to slow down the degradation.
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Life cycle assessment of perovskite tandem
solar cells has also raised concerns regarding
the environmental impact of gold and spiro-
OMeTAD (because of solvent use) (88). Therefore,
development of HTL-free and noble-metal–free
PSC architectures that do not compromise PCE
is a topic of growing interest.
When lead is used in PSCs, the recycling of

perovskite modules is required. Experience and
lessons from the CdTe PV industry offer hints for
the treatment and recycling of lead and cadmium
in absorbers. Perovskite solar panels also include
frames, glasses, synthetic materials (e.g., HTMs),
encapsulation materials [e.g., ethylene vinyl ace-
tate (EVA)], and other materials, that require
further development of recycling strategies. One
proposed procedure is to remove the layers of
PSCs by using adhesive tape and via immersion
of the substrate in different organic solvents.
PbI2 can then be recycled from the perovskite
solar panel after recrystallization (89). For specific
devices such as the printable triple mesoscopic
structure, the device scaffold can be reused by
washing away the perovskites and reloading them
(90). In situ recycling of PSCs through a methyl-
amine gas posttreatment has also been reported
(36). For silicon solar cells, recycling efficiency
can reach impressive values of 85%, which is im-
portant given that up to 78 million tons of waste
will be generated by silicon solar panels by 2050
(91). More than 95% of the glass and all-external
aluminum frames can be reused. The remaining
materials are incinerated to evaporate the encap-
sulation plastic, and the silicon can be melted
again for manufacturing new silicon modules.

Reliability concerns for perovskite
solar modules

For commercial PV technologies, international
standards such as “Crystalline silicon terrestrial
photovoltaic (PV) modules—design qualification
and type approval” (IEC 61215) and “Thin-film ter-

restrial photovoltaic (PV) modules—design quali-
fication and type approval” (IEC 61646) have been
established and released by the IEC. Specific en-
durance tests must be passed before the modules
are put into field applications. These tests deter-
mine the electrical and thermal characteristics of
the modules and are needed to show that the
modules are capable of withstanding prolonged
exposure in climates described in the scope. The
actual lifetime expectancy of the modules so qual-
ified still depends on the design, installation, and
environment conditions underwhich they operate.
At present, silicon and inorganic thin-film PV

modules have demonstrated exceptionally high
levels of reliability in field applications and are
able to provide a warranty of 25 years, and the
solar panels can maintain a power output ≥80%
of their initial output after 25 years. Notably, the
lifetimes of such PV modules are not only pred-
icated by accelerated aging tests but also have
been verified by statistical results obtained with
modules under actual outdoor operating condi-
tions (92, 93).
For PSCs, the instability associated with the

perovskite absorber and additional instabilities
associated with materials interfaces are among
the critical hurdles to practical application. The
light-soaking test for PSC mini-modules (active
area ~50 cm2) has now been increased to 10,000
hours, but this test has also utilized UV-filtered
lamps. The total irradiation is equivalent to the
integrated solar irradiation for ~10 years in much
of Europe.With rigorous device design and proper
encapsulation, PSCs (active area ~1 cm2) have
passed the dark damp heat test for 1000 hours,
as described in IEC design qualification testing
protocol 61215. These results have principally
been obtained on small-sized lab devices that are
below the area of commercial solar cells. Up to
now, there exist no reports of PSCs nor perov-
skite modules that pass the IEC design qualifi-
cation-testing protocols for crystalline silicon

and thin-film terrestrial PV modules. Thus, it
will be crucial to develop PSCs andmodules (with
proper encapsulation) that meet IEC standards
for reliability.
In addition to heat and irradiation, mechani-

cal shockmay also influence the stability of PSCs.
Perovskites have a low fracture energy, and their
thermal expansion coefficient is more than 10
times that of glass and TCOs—this may lead to
delamination during temperature cycling. Cells
passed industry-standard tests involving 200 cycles
between −40°C and 85°C when encapsulants
with a moderate Young’s modulus, such as EVA,
were used to help relieve strain in the solar cells.
It remains important to ensure that full-sized
panels, in which the perovskite layers have been
scribed, remain durable during temperature
cycling (53).
In practical applications, cells are exposed to

high-voltage stress compared to ground since they
are connected both in series and in parallel. PSCs
should be assessed through the use of potential-
induced degradation (PID) testing protocols, and
it is noteworthy that other commercial PV tech-
nologies (such as inorganic thin-film PVs) have
been more prone to PID than is c-Si (94). For sil-
icon solar cells, PID is a reliability concern with
varied failure mechanisms, including irreversible
ones (such as electrochemical corrosion and so-
dium ion damage) and reversible ones (due to
the accumulation of static charge on the surface
of cells). For PSCs, ion migration (95) and charge
accumulation (96) are present in cells and lead to
the anomalous photocurrent hysteresis effect.
Ion migration may lead to severe PID and works
against the long-term reliability of modules. It is
thus crucial to develop a method to suppress ion
migration in PSCs. In future studies, PID testing
for PSCs will be required to ensure long-term
module reliability.
Partial-shade stress tests remain another topic

requiring in-depth studies for perovskite modules:
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Fig. 4. Perovskite solar modules. (A) Rigid perovskite mini-module.
[Courtesy of Microquanta Semiconductor] (B) Roll-to-roll processed
flexible module. [Courtesy of Solliance Solar Research] (C) Semitransparent
module fabricated via an inkjet printing technique. [Courtesy of Saule

Technologies] (D) Screen-printed module developed by Wuhan
National Laboratory for Optoelectronics at HUST. [Reproduced from
(51) with permission] (E) Power system with printable triple mesoscopic
PSC modules. [Courtesy of WonderSolar]
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In PV systems, shaded cells will be under reverse
bias, owing to the operation of other cells. IEC
61215 describes partial-shade stress tests to quan-
tify permanent performance loss (97, 98). PSCs
have much lower breakdown reverse bias than
crystalline silicon and inorganic thin-film solar
cells: A reverse-bias breakdown occurs in PSCs
between −1 and −4 V (99). In addition, local heat-
ing as a result of partial shading may lead to dam-
age or even decomposition of perovskites because
organic-inorganic hybrid perovskites are usually
not temperature tolerant. It is important for the
perovskite community to carry out further studies
of partial-shade stress and increase understand-
ing of behavior under reverse bias, as well as to
find themeans to improve durability under these
conditions, possibly by interconnecting bypass
diodes within monolithic modules.

Perspective

PSCs can be produced from low-cost materials via
a simple fabrication process. PSCs have achieved
major advances in efficiency, obtaining high ef-
ficiencies in lab cells, andwill continue to advance
in maturity as stability is enhanced. In general,
PSCs feature both a low materials cost and a
short energy payback time (<0.22 years) (88, 100).
At present, the major challenge for PSCs is to

achieve long-term stability on the module level
and to ensure durable outdoor operation. It is
necessary for the perovskite PV community to
develop a consensus on the stability measure-
ment protocols and release standardized test-
ing protocolswithin the community.Newprotocols
should be designed to accelerate the aging pro-
cess under operation conditions and effectively
predict the lifetime of PSCs. Although the deg-
radation of the perovskite absorber caused by
moisture or oxygen in ambient air can be inhib-
ited by appropriate encapsulations, the perform-
ance decay induced by illumination and heat
should be addressed through the construction
of stable materials and interfaces. Compositional
engineering efforts should aim to maximize for-
mation energies and will likely benefit from
emerging machine learning algorithms and ro-
botized synthesis.
A loss in efficiency is observed when PSC area

increases (81). With continued efforts from the re-
search and industrial communities toward scaling-
up of PSCs, we expect that the efficiency gap
between lab cells and industrial modules will be
minimized andwill achieve a level comparable to
that of other PV technologies. Cost per kilowatt-
hour is dominated by the efficiency and lifetime
of solar panels. The abundant low-cost rawmate-
rials and simple processing for PSCs indicate
pathways to reduce production cost below the
level for conventional PV technologies. In the
long run, the lower production cost can provide a
more sustainable reduction in total module cost,
thus making PSCs commercially competitive.
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Bacterial antagonism in host-associated
microbial communities
Leonor García-Bayona and Laurie E. Comstock*

BACKGROUND:Microbial communities are
ubiquitous on Earth. The microbiota of dif-
ferent habitats are diverse and have distinct
functional traits, but there are common ecolog-
ical principles that govern their composition.
The ability of a microbe to compete with other
members of its community for resources is
paramount to its success. Competition through
the production of molecules that harm other
members, known as interference competition,
is also important in the assembly and mainte-
nance of microbial communities. As new tech-
nologies allow for more in-depth analyses of
microbial communities and their genetic con-
tent, we are better able to identify new anti-
microbial toxins and analyze the effects of
their production. Here, we explore the range

of antibacterial protein/peptide toxins and
toxin-secretion systems, together with the fit-
ness benefits they confer to the producing or-
ganisms. Because human-associated microbial
communities have been intensely studied over
the past decade, our focus is on the growing
body of data regarding bacterial antagonism
in these and other host-associated microbial
communities.

ADVANCES: Studies continue to reveal the
large arsenal of antibacterial peptides and pro-
teins that bacteria produce and the secretion
systems that they use to deliver these toxins to
competing cells. Bacterially produced anti-
microbial peptides and proteins are diverse in
terms of their structures, cellular targets, mech-

anisms of action, and spatial range. Their antag-
onistic range also varies; some are limited to
intraspecies killing, whereas others are able to
kill across genera, families, and orders. Through
a combination of mathematical modeling and
experimental model systems, the ecological
outcomes of bacterial antagonism are being

elucidated. In vivo analy-
ses in host models have
shown that some antimi-
crobial toxins play a role in
microbiota-mediated col-
onization resistance by
preventing invasion of path-

ogens. Some pathogens, however, also use
toxins to battle with the resident microbiota
to invade an ecosystem and cause disease.
Antagonism has also been shown to facilitate
genome evolution; the DNA released from killed
cells can be taken up and incorporated into the
aggressor’s genome. In some cases, antagonism
has been shown to increase rather than reduce
microbial diversity, potentially through promo-
tion of spatial segregation of competing strains,
facilitating the exchange of signals and secreted
products between related cells (kin). The factors
that regulate the production and release of
some antibacterial toxins are also becoming
better understood. Studies are revealing that
toxin producers respond to various environ-
mental signals, including signals that indicate
host occupancy, that nutrients are limiting, or
that they may be attacked by other bacterial
community members.

OUTLOOK: Although bacterial antagonism
is an active area of research, we are still in the
early stages of understanding the impacts of
these interactions in natural community set-
tings and how they influence the overall struc-
ture, dynamics, and composition of complex
microbial communities. The rapid increase in
the number of available metagenomic datasets
derived from diverse microbial communities
and the expanding capability to culture and
genetically modify these organisms is allow-
ing for the identification and characterization
of new antibacterial toxins. The protective func-
tion of microbiota-produced toxins in warding
off pathogens indicates a potential for appli-
cations in medical, agricultural, and other in-
dustrial settings. In addition, the inclusion of
antibacterial toxins in genetically engineered
bacteria (live biotherapeutics) may allow for
specific targeting of harmful community mem-
bers, including those involved in therapeutic
failures, and may also allow a live biotherapeu-
tic to compete with members of the microbiota
to deliver various health-promoting functions.▪
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Intra- and interspecies antagonism—the example of Bacteroides species in the human gut.
Bacteroides fragilis and Bacteroides uniformis use MACPF (membrane attack complex/perforin)
toxins—BSAP-1 and BSAP-2, respectively—for intraspecies killing. Producer strains carry a
modified receptor [outer membrane protein (OMP) or lipopolysaccharide (LPS) glycan] that
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gut Bacteroidales species via type VI secretion systems (T6SSs).
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REVIEW
◥

MICROBIOTA

Bacterial antagonism in host-associated
microbial communities
Leonor García-Bayona and Laurie E. Comstock*

Antagonistic interactions are abundant in microbial communities and contribute not
only to the composition and relative proportions of their members but also to the
longer-term stability of a community. This Review will largely focus on bacterial
antagonism mediated by ribosomally synthesized peptides and proteins produced by
members of host-associated microbial communities. We discuss recent findings on their
diversity, functions, and ecological impacts. These systems play key roles in ecosystem
defense, pathogen invasion, spatial segregation, and diversity but also confer indirect
gains to the aggressor from products released by killed cells. Investigations into
antagonistic bacterial interactions are important for our understanding of how the
microbiota establish within hosts, influence health and disease, and offer insights into
potential translational applications.

B
acteria commonly live in complex micro-
bial communities and have properties
that allow them to survive, replicate, and
compete in their ecosystems (1, 2). Central
to their survival is the ability to harvest

nutrients and scarce resources, to establish a
spatial niche, and to withstand specific envi-
ronmental conditions. In the human gut, colo-
nizing microbes must survive in the face of
various host conditions and factors, such as the
low pH encountered during transit through the
stomach; bile; host-produced immune factors,
including antimicrobial peptides; and growth
under anoxic conditions (3). Not least among the
challenges of life in the gut are the competitive
behaviors of other members of the microbial
community and the potentially deleterious effects
other organisms may have on the local envi-
ronment, such as production of molecules that
modulate host immunity, toxic metabolic end
products, and alteration of oxygen levels (3).
The past decade of research has further high-

lighted the importance of microbial communities
for human, animal, and plant health. Themamma-
lian gut is currently one of the most investigated
microbial ecosystems. Many studies report rapid
changes in gut communities in response to nu-
merous factors—including diet, drugs, and during
infection—yet these are often transient, and over
the lifetime of a healthy adult, the microbiota re-
mains relatively stable (4, 5). An understanding of
the ecological principles that govern this stability
and that contribute to ecosystem fluctuations is
essential to successfully alter microbial commu-
nities for therapeutic and agricultural benefits.
Broadly, ecological competition can be clas-

sified as exploitative competition, in which an

organism consumes the resources required by
another member, or interference competition,
in which a microorganism inhibits the growth
of another through the synthesis of harmful
products (6). Interference competition can be
mediated through the production of different
types of molecules, including small-molecule
antibiotics, nonribosomally synthesized peptide
antimicrobials, metabolites such as hydrogen
peroxide, modification of host-produced mol-
ecules (7), signal interference, and the production
of ribosomally synthesized peptides and protein
toxins (6). This Review will largely focus on in-
terference competition among bacteria mediated
by diffusible proteinaceous toxins and toxins
deployed by contact-dependent systems (Box 1).
Recent studies have provided insights into

the benefits of toxin production to organisms
within a community, but we still have a limited
understanding of the full range of these com-
petitive interactions and their ecological impact.
Studies with an ecological slant have ranged
from mathematical modeling, experimental sys-
tems, and observations of natural microbial com-
munities. In addition, the ever-increasing number
of metagenomes of diverse microbial commu-
nities is a growing resource for analyzing the
numbers and types of toxins produced by a
community.
Although the obvious outcome of toxin pro-

duction is to provide a competitive advantage
by killing a competitor, the overall effects to the
community can be diverse. Some toxins may al-
low a competing member to enter an ecosystem
(invasion), and some have been shown to func-
tion defensively to prevent invasion and to com-
pete with established members. Several studies
show that toxin production tends to increase
diversity, by promoting spatial segregation, rather
than reduce it. When considering the larger
ecological consequences of these antagonistic

systems, the specific constraints of each system
must also be considered. For example, antag-
onistic mechanisms that require physical con-
tact cannot kill cells at a distance. Many toxins
only target strains of the same species and
therefore may not affect other competitors in
the community. Further, the synthesis and sec-
retion of these toxins may be physiologically
costly and thus affect fitness (8, 9). Toxins whose
release requires cell lysis can only be deployed
by a fraction of the population and will have
different relative fitness costs and dynamics
compared with actively secreted toxins. We will
examine these themes in more detail in the next
sections.

Antagonism between community members

The complex gut microbiota of humans remains
relatively stable over time, with many strains
persisting for decades (4, 10, 11). The prevalence
of diverse antagonistic systems produced by its
bacterial members seems counterintuitive con-
sidering the overall stability. However, math-
ematical models of communities with high
species diversity predict that communities domi-
nated by antagonistic interactions are more stable
than those in which cooperative interactions are
more prevalent. Cooperative interactions tend
to decrease resilience to perturbations because
interspecies dependencies render members es-
pecially vulnerable to perturbations to their co-
operative partners, whereas more antagonistic
communities are predicted to be comparatively
resilient (12). Moreover, in structured environ-
ments with highly diverse members, mutually
antagonistic competitors could be isolated from
each other through buffer zones, reducing the
extent to which species interact with one an-
other (2). Theoretical work suggests that an-
tagonistic systems may promote diversity in
unmixed environments under certain condi-
tions (13, 14), as was shown experimentally for
colicin production by Escherichia coli (15, 16)
and type VI secretion system (T6SS)–mediated
antagonism between Aeromonas hydrophila
and Vibrio cholerae (17). Likewise, in natural
soil communities, strong interference competi-
tion by bidirectionally antagonizing Myxococcus
xanthus strains depends on the frequency of
each strain and contributes to high levels of
local diversity by reinforcing barriers to cross-
territory invasion (18).
Many bacterial members of the human gut

microbiota—including Lactobacillus spp., Bifido-
bacterium spp., E. coli, Enterococcus spp. and
Bacteroides spp.—produce one or more types of
antagonistic toxin systems, ranging from small-
peptide bacteriocins, colicins, other secreted
proteins, R-type bacteriocins, and toxins deliv-
ered by T6SSs (Box 1). The numerous studies
of peptide bacteriocins of Lactobacilli and
Bifidobacteria have largely focused on bacte-
riocin structures, mechanisms of action, ther-
apeutic potential in preventing infection, or their
use in the food industry [reviewed in (19, 20)]. By
contrast, there is relatively little known about
their impacts in their natural ecosystem. One

RESEARCH

García-Bayona et al., Science 361, eaat2456 (2018) 21 September 2018 1 of 11

Division of Infectious Diseases, Brigham and Women’s
Hospital, Harvard Medical School, Boston, MA, USA.
*Corresponding author. Email: lcomstock@rics.bwh.harvard.edu

on S
eptem

ber 20, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


García-Bayona et al., Science 361, eaat2456 (2018) 21 September 2018 2 of 11

Colonic
lumen

Outer 
mucus 
layer

Inner 
mucus 
layer

Epithelium

Lamina 
propria

Lumen

Outer 
mucus 
layer

Inner 
mucus 
layer

Epithelium

Lamina 
propria

-Inflammation 
-Enterobacterial bloom

Healthy colon Microcin production 
by commensal E. coli 
during inflammation 

prevents S.Tm infection

- Antibiotic treatment 
- Reduced diversity
- T6SS-facilitated
 colonization

- Inflammation-induced
 S.Tm colicin production
- Reduced commensal
  E. coli

T6SS

L. monocytogenes produces 
a bacteriocin to kill undefined 

commensals and is targeted by 
a L. salivarius bacteriocin ABP-118

Small
intestine
lumen

OR

OR

A B

C

Invading B. fragilis strain

B. fragilis (B.f )

B. thetaiotaomicron (B.th)

Plant polysaccharides

Dead cell

T6SS GA3

BSAP-1 (bacteriocin)

Low fiber dietFiber-rich diet

Competing
B.f strain

Salmonella 
enterica
serovar 
Typhimurium (S. Tm)

E. coli Nissle (EcN)

Listeria 
monocytogenes

Firmicutes

Bacteroidales Microcin M

Microcin H47Enterobacteriaceae

Dead cell

B.th utilizes host glycans, 
which may put it in 

proximity to B.f

Bile 
salts

induce T6SS 
firing

Colicin Ib

Lactobacillus 
salivarius 

ABP-118 
bacteriocin

Listeriolysin S

Commensals

Dead cell

Mucus 
layer

Epithelium

Lamina 
propria

/

Protection Infection

S.Tm invasion

Fig. 1. Examples of interference competition in the gut. (A) B. fragilis
uses T6SS and bacteriocin-mediated antagonism to compete with
other B. fragilis strains. It also can use its T6SS to attack other
Bacteroides species that may localize with B. fragilis when dietary
polysaccharides are lacking. (B) L. monocytogenes colonization of the
small intestine is inhibited by the bacteriocin ABP-118 produced by
L. salivarius. L. monocytogenes invasion is facilitated by production of

the bacteriocin listeriolysin S, which targets unknown commensals.
(C) Colonization by S. enterica serovar Typhimurium (S.Tm) can occur
when antibiotic treatment alters the commensal microbiota, leading
to a proteobacterial bloom and S.Tm–mediated inflammation. T6SS
antagonism and colicin production help S.Tm outcompete other com-
mensal enterobacteriaceae and establish infection. Commensal E. coli
can also produce microcins that prevent S.Tm. infection.
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study analyzed the effect of bacteriocin ABP-118,
a broad-spectrum class IIb bacteriocin produced
by gut isolates of Lactobacillus salivarius. Com-
positional analyses of the fecal microbiota of
mice and pigs indicated only subtle changes
in overall community composition due to this
bacteriocin (21).

The most abundant and stable members of
the gut microbiota, Bacteroides spp. produce
membrane attack complex/perforin (MACPF)
domain pore-forming toxins (22, 23). Two of
the best studied of these, BSAP-1 and BSAP-2,
have precise intraspecies targets, and nearly all
Bacteroides fragilis or Bacteroides uniformis strains

examined either contain the respective BSAP
gene or are sensitive to it (22, 23). The MACPF
bacteriocins do not require cognate immunity
proteins because the BSAP gene is adjacent to
one or more genes encoding a resistant receptor
ortholog that likely replaced the native receptor
gene (or genes), rendering the BSAP-producing
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Fig. 2. Experimental approaches to study and characterize new
antibacterial toxins. (A) Three phenotypic assays typically used to
analyze toxin producer–target cell interactions between two bacteria.
ab, antibiotic. (B) Genetic, biochemical, and in silico analyses to identify

new antimicrobial toxins. (C) Identification of surface receptor and
cellular target in the sensitive strain can be elucidated by using
various methods depending on the strain, its genetic tractability,
and whether the receptor is encoded by an essential gene.
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strain resistant. BSAP-producing strains have in-
creased fitness in mice when cocolonized with a
sensitive isogenic strain, and human gut meta-
genomic data indicate that coresidence of BSAP-
producer and -sensitive strains is rarer than
predicted, suggesting that MACPF bacteriocins
provide a strong intraspecies competitive advan-
tage to Bacteroides in the mammalian gut (23).

Gut Bacteroidales also synthesize T6SSs with
many similarities to those of Proteobacterial
species (Box 1) (24–26). T6SSs with three distinct
genetic architectures are present in diverse gut
Bacteroidales species, with genetic architecture 3
(GA3) T6SSs confined to B. fragilis (26). In vitro,
GA3 T6SSs antagonize nearly all gut Bacteroidales
species analyzed (27). By contrast, when analyzing

these effects in vivo, GA3 T6SS–sensitive Bacteroi-
dales species are able to colonize the gnotobiotic
mouse gut to the same extent when co-inoculated
with a wild-type B. fragilis strain or its isogenic
T6SS mutant (27–29). This effect may be due to
the different spatial and nutritional niches of
these organisms. B. fragilis preferentially con-
sumes host glycans over plant polysaccharides
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Table 1. Types and characteristics of antibacterial toxins and toxin secretion systems of bacteria.

Produced by Features

Bacteriocins (diffusible toxins)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Class I Typically Gram+ Small, 19 to 28 amino acid, <5 kDa
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Posttranslational modifications, can be cyclical
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

ABC transporter secretion
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Class II Typically Gram+ Small, <10 kDa, typically unmodified
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Cleaved at GG of leader peptide during secretion
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Four subclasses (IIa-d), with different structural properties
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Microcins Enterobacteriaceae Small, <10kDa, linear or knotted peptides
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Class I <5 kDa, posttranslational modifications
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Class II 5-10 kDa, modified or unmodified
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Colicins and colicin-like

bacteriocins

Enterobacteriaceae (colicins),

Pseudomonas (S-type)

Require cell lysis for release
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Three modular domains (Binding, translocation, killing)
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Colicins A-E, different cellular targets, different cell receptors
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

F- and R-type bacteriocins (tailocins) Gram+/− Structurally similar to phage tails
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Rigid and contractile (R) or flexible and noncontractile (F)
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Require cell lysis for release
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Lectin-like bacteriocins Proteobacteria High sequence similarity with plant carbohydrate-binding lectins
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Do not require an immunity protein
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Lectin domain can be fused to other diverse toxic domains
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PT* (also contact-dependent) Gram+/− Diverse toxins with distinct domains and toxin activities
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Each PTprotein typically has three distinct domains
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Released from the cell using different secretion systems
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

BSAP Bacteroidetes MACPF domains, likely kill by pore formation
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Mostly intraspecies targeting
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Do not require immunity protein. Receptor ortholog in producer
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Helveticins Lactobacilli ~ 30 kDa, heat labile, modular
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Bacteriolytic enzymes (peptydoglycan)
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Self-export
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Cell contact-dependent systems
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

T4SS (Antibacterial toxin delivery) Xanthomonas Protein complex with a channel that delivers toxic effectors to the periplasm

of target cells
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Likely transfer of diverse toxic effectors
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Broad range (different orders)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

CDI Proteobacteria Surface-associated filamentous hemagglutinin domain protein

mediates cell-cell adhesion
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Toxic C-terminal domain cleaved off and imported into target cell
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Narrow target cell range
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

T6SS Gram– A cell-associated retractile phage tail-like apparatus pierces

the envelope of the target cell to directly deliver toxic effectors
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Adenosine 5′-triphosphate (ATP)–dependent process
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Broad target cell range (often across families)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

LXG proteins (Esx type VII secretion) Gram+ PTdomains and immunity proteins
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

toxin likely displayed on producer cell surface
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

OME Myxococcus Outer-membrane lipoprotein toxins exchanged between cells during

transient membrane fusion
... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..

Polymorphic C-terminal toxic domains and cognate immunity protein
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*Many PT systems belong to other categories described in this table, such as colicins, pyocins, or CDI.
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(30) and tends to reside near the mucus layer
(31). In comparison, Bacteroides thetaiotaomicron
preferentially consumes plant polysaccharides
and uses host mucin glycans when dietary poly-
saccharides are not available (30). Therefore,
when plant polysaccharides are limited and
Bacteroides species must consume host glycans,
they should come into more frequent contact
with B. fragilis (Fig. 1A). It is possible that GA3
T6SS–mediated antagonism allows B. fragilis to
carve out a protected niche and thus allows this
relative specialist to thrive in the face of com-
petition from more generalists (Fig. 1A).

In silico analyses further support the per-
vasiveness of antagonism in human microbial
communities. Whitney et al. showed that the
LXG polymorphic toxin (PT) family (Box 1)
present in Streptococcus intermedius mediates
contact-dependent growth inhibition of diverse
Firmicutes species in vitro (32). Their analysis
of a human gut metagenomic dataset revealed
the presence of numerous LXG toxins. Another
in silico analysis that probed human metage-
nomes for biosynthetic clusters uncovered loci
predicted to synthesize two nonribosomal pep-
tide antibiotics named humimycins (33). These

heptapeptides were chemically synthesized and
shown to have potent activity against Strepto-
coccus spp. and Staphylococcus spp. Synthetic
humimycin A inhibits lipid II flippase and
potentiates b-lactam activity against methicillin-
resistant Staphylococcus aureus. In an S. aureus
peritonitis-sepsis model, treatment with humi-
mycin A in combination with dicloxacillin in-
creased the survival of mice after 48 hours
compared with treatment with either antimi-
crobial alone (33). Another in silico study also
identified a biosynthetic locus for a thiopeptide
called lactocillin (34), which is active against
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Fig. 3. Schematic of some
bacteriocins and contact-
dependent killing systems of
bacteria. Class I bacteriocin
(Nisin A): small peptides with
modified residues (Dha dehy-
droalanine and Dhb dehydro-
butyrine), and lanthionine
(Ala-S-Ala) and b-methillanthionine
(Abu-S-Ala) bridges (shown in
gray) (100). Class II bacteriocin
(Plantaricin EF): small unmodi-
fied two-peptide pore-forming
bacteriocin that dimerizes and
becomes structured in mem-
branes [Protein Data Bank
(PDB) 2JUI and 2RLW] (101).
MACPF toxin: MACPF-domain
toxins produced by Bacteroides
species are predicted to form
multimeric membrane ring
pores similar to those adopted
by the MACPF domain human
immune complement poly-C9
protein shown (PDB 5FMW)
(102). Colicin E3: Crystal struc-
ture of the modular colicin E3,
produced by E. coli that cleaves
16S ribosomal RNA in the target
cell (PDB 1JCH) (103). R-type
bacteriocins: phage tail-like
bacteriocins produced by vari-
ous bacteria that punch holes in
the target cell membrane. Type
VI secretion system (T6SS):
Toxic effectors (depicted as
green and red stars) are
delivered directly into the target
cell via the contractile phage
tail-like T6SS. IM, inner mem-
brane; OM, outer membrane;
Im, immunity protein. Contact-
dependent inhibition (CDI):
CdiB mediates export and
surface-anchoring of CdiA,
which binds a specific surface
receptor in the target cell
(BamA) and delivers a
C-terminal toxic effector. CdiI,
immunity protein (104).
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several Gram-positive bacteria. Lactocillin bio-
synthetic clusters have been found in several
human microbiomes. A metatranscriptomics
dataset from the human oral microbiota showed
that this region is transcribed in vivo, suggest-
ing functional relevance (34).
Data are also suggesting that there may be

opportunities to exploit bacteriocins produced
by gut bacteria therapeutically. For instance, an
Enterococcus faecalis strain that produces the
bacteriocin bac-21 was shown to displace indige-
nous enterococci strains, most notably vancomycin-
resistant E. faecalis V583 in mice (35). Bac-21, like
many bacteriocins, has a narrow activity spec-
trum, making this type of intervention poten-
tially more targeted and less disruptive than the
use of antibiotics.

Interference competition in
colonization resistance

Host-associated microbial communities often rep-
resent a formidable obstacle to invasion by path-
ogens. This phenomenon, known as colonization
resistance, is multifactorial, including competition
for nutrients, niche occupation, immune regu-
lation, and modulation of virulence factors (36).
The contribution of secreted antimicrobial toxins
by the microbiota to prevent invasion by patho-
gens has only recently been investigated. Many
human enteric pathogens—including pathogenic
and toxigenic E. coli, Shigella spp., and Salmonella
spp.—are Enterobacteriaceae and sometimes fall
within the killing spectrum of the toxins of com-
mensal E. coli. The human gut symbiont strain
E. coliNissle, first isolated in 1917, has been widely
used as a probiotic. A recent study demonstrated
that E. coli Nissle produces microcins that limit
the growth of commensal and pathogenic E. coli,
as well as Salmonella enterica serovar Typhimurium
during inflammation in a mouse colitis model
(Fig. 1C) (37).
Although most diffusible bacteriocins of gut

bacteria do not kill across families and orders,
there are exceptions. The ABP-118 bacteriocin of
L. salivarius targets several Gram-positive path-
ogens, including Listeria monocytogenes (Fig. 1B)
(38), which is of a distinct order. Most Staphylococ-
cus isolates from nasal passages also produce
antimicrobial molecules, especially under stress,
such as iron limitation (39). Some of these mol-
ecules have a very wide spectrum of activity
against other nasal microbes, including Actino-
bacteria, Proteobacteria, and Firmicutes. In an
animal colonization model, a nasal Staphylococ-
cus lugdunensis strain produced a nonribosomal
thiazolidine-containing cyclic peptide antibiotic
that prevented nasal colonization by S. aureus
and correlates with reduced nasal carriage of
S. aureus in humans (40).
Similar cross-order and phylum-antagonistic

interactions have been reported in the vaginal
microbiota. The vaginal symbiont Lactobacillus
rhamnosus produces a bacteriocin called lacto-
cin 160 that antagonizes the vaginal pathogen
Gardnerella vaginalis (41). Likewise, Lactobacillus
gasseri EV1461 produces the bacteriocin gassericin
E, which inhibits several common agents of bac-

terial vaginosis, including Atopobium vaginae,
G. vaginalis, and Prevotella bivia (42).
In addition to human microbial ecosystems,

antagonism among plant symbionts are also
well studied. Pseudomonas putida is a normal
soil organism and symbiont of plants and has
three distinct T6SSs that allow it to outcom-
pete known plant pathogens in vitro, including
Pseudomonas syringae, Xanthomonas campestris,
Pectobacterium carotovorum, and Agrobacte-
rium tumefaciens (43). In vivo analyses showed
that a P. putida T6SS limited plant necrosis by
the phytopathogen X. campestris, and such an-
tagonistic interactions are predicted to be a
major factor in this organism’s biocontrol prop-
erties (43).
There has been an increased interest in en-

gineering gut symbionts to specifically target
pathogens without drastically affecting the
microbiota, although to date, studies remain at
the proof-of-concept stage. For example, the E. coli
Nissle microcin H47 gene cluster was modified
to be induced by tetrathionate, a reactive oxy-
gen species produced during inflammation, in-
creasing the ability of the strain to target
S. enterica serovar Typhimurium (44). Similarly,
E. coli was engineered to detect the P. aeruginosa
quorum–sensing signal and secrete a chimeric
bacteriocin designed to target only this path-
ogen (45). In addition, Lactococcus lactis was
programmed to detect the sex pheromone of
E. faecalis from multidrug-resistant strains and
express three bacteriocins (46). These studies
highlight the potential for arming bacteria with
specific antibacterial toxins for clinical and
industrial benefit.

Pathogens and invasion
of microbial communities

Although we know a great deal about mecha-
nisms that pathogens use to establish infection,
only recently has their antagonism of members of
the microbiota been shown to be important during
infection. Just as members of host-associated
microbiota produce toxins to antagonize each
other, which can in some cases act to exclude
pathogens, pathogens also synthesize toxins
that target members of the microbiota. Bacter-
iocins, contact-dependent growth inhibition
(CDI), and T6SSs have all been shown to facili-
tate pathogen colonization by antagonizing the
resident microbiota (Box 1).
Studies have demonstrated a role for S. enterica

serovar Typhimurium (S.Tm) colicins and bac-
terially targeted T6SSs in colonization of the
mammalian gut. S.Tm mouse infection models
often require mice to be treated with antibiotics
in order to allow S.Tm colonization, where it
then induces inflammation (Fig. 1C). Low iron
concentrations in the gut induce expression of
colicin Ib by the salmonellae and the siderophore
receptor to which it binds. Inflammation allows
Salmonella and commensal enterobacteria to
bloom relative to strict anaerobes (47–49). Under
these conditions, S.Tm has a competitive advan-
tage over most commensal E. coli because of
colicin Ib production (Fig. 1C) (50). A similar

colonization advantage is conferred by one of
the T6SSs of S.Tm (SPI-6) because of its an-
tagonism of commensal Enterobacteriaceae (51).
A related study showed that a SPI-6 T6SS mu-
tant of S. enterica serovar Dublin was attenu-
ated for colonization in birds and mice (52).
The enteric pathogens Shigella sonnei, V. cholerae,

and L. monocytogenes also antagonize members
of the gut microbiota to establish infection. The
T6SS of S. sonnei targets commensal E. coli in
the mouse gut (53) but also targets its congener
Shigella flexneri. This effect was suggested to
possibly explain the increased global prevalence
of S. sonnei and the decline of S. flexneri (53).
Similarly, the T6SS of V. cholerae antagonizes
commensal E. coli (54). The resulting E. coli cell
death was shown to further drive the host innate
immune response, enhancing diarrhea and trans-
mission of the organism, demonstrating an ad-
ditional benefit of antagonism to V. cholerae (54).
An additional example is the class I bacteriocin of
L. monocytogenes that alters the gut microbiota
to enhance its intestinal colonization (Fig. 1B)
(55). It will be interesting to identify what this
organism is targeting because the Listeriaceae
do not have commensal representatives in the
gut microbiota.
It is likely that the ability of pathogens to

produce antibacterial toxins to bypass coloni-
zation resistance by the endogenous micro-
biota is common in host-associated communities.
For example, plant pathogens A. tumefaciens,
Xanthomonas citri, Xanthomonas fuscans, and
Erwinia chrysanthemi use T6SS, T4SS, or CDI
to target plant symbionts (56–59), which may
facilitate infection and disease.

Antagonism and genome evolution

The dead cells resulting from these lethal inter-
actions provide genetic material that some trans-
formable organisms take up and incorporate into
their genomes. Many streptoccocal species, includ-
ing Streptococcus pneumoniae and Streptococcus
mutans coordinately regulate synthesis of the
competence machinery and bacteriocin produc-
tion through quorum sensing (60). In a biofilm
model of S. pneumoniae mucosal colonization,
DNA exchange was enhanced by bacteriocin se-
cretion (61). Therefore, bacteriocin production
can inhibit competitors (62), while also increasing
access to DNA during competence. Borgeaud
et al. showed that the T6SS of V. cholerae is part
of the competence regulon and that DNA re-
leased from killed cells could be taken up into
toxin producer cells, notably antibiotic resistance
genes and pathogenicity islands (63). Thomas
et al. also showed that variable genes of V. cholerae
T6SS loci, encoding toxic effectors and immunity
proteins (E-I pairs), can be transferred between
mutually antagonistic V. cholerae strains via
transformation (64). Furthermore, newly acquired
E-I pairs replace “ancestral” effectors via homolo-
gous recombination, yet the recipient strains often
retain the ancestral immunity genes, providing
immunity to a wider array of toxins, which sug-
gests an ongoing evolutionary arms race be-
tween competing strains (65).
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Box 1. Types of bacterial toxins/antagonistic systems.

The repertoire of characterized antibacterial toxins and antagonistic systems of bacteria has substantially increased in recent years. Some traditional and
newer strategies used in the discovery and characterization of bacterially produced and targeted toxins are summarized in Fig. 2. The arsenal of bacterial
antagonistic systems is extremely diverse (Fig. 3 and Table 1). Antimicrobial toxins or systems can be broadly classified into (i) diffusible molecules that are
released into the extracellular milieu and (ii) toxins that are delivered directly to the target cell via cell-to-cell contact through a variety of secretion systems.

Bacteriocins
“Bacteriocin” is a broad term used to describe
a very heterogeneous group of diffusible bac-
terially produced peptides or protein anti-
bacterial toxins. These include small peptide
toxins that are often posttranslationally modified
(PTM), large proteins, and R-type bacteriocins
that are multiprotein complexes with similar-
ities to phage (20). Bacteriocins are ubiquitous,
with evidence of their production across all
major groups of bacteria and many archaea
(20, 105). In contrast to antibiotics, bacteriocins
typically have a narrow killing spectrum, tar-
geting close relatives of the producing strain
(19, 106).This range is most often dictated by the
requirement for a specific cell-surface receptor
on the target cell that mediates attachment
and sometimes import into the cell (107, 108).
Bacteriocins use a variety of mechanisms to
kill sensitive cells, including pore-formation,
inhibition of cell-wall synthesis, degradation of
peptidoglycan, inhibition of protein synthe-
sis, nuclease activity, and gyrase inhibition
(19, 109, 110).

A distinguishing feature of peptide bacter-
iocins relative to small-molecule antibiotics
and other small-peptide toxins is that bacter-
iocins are ribosomally synthesized. In general,
bacteriocins are encoded within gene clusters
that comprise all the products required for syn-
thesis, PTM, and export, along with a gene that
encodes an immunity protein that protects the
producer cell from its own bacteriocin (107, 111).
Often, these bacteriocin biosynthesis regions
contain genes involved in regulation, signaling
molecules, and other genes of unknown func-
tion (111, 112). Peptide bacteriocins are grouped
into a few major classes; however, within those
classes there is tremendous variety, leading to
subclassifications on the basis of structure,
PTMs, and conserved cleavage sites.

Bacteria also produce numerous larger-protein
bacteriocins, including the well-studied colicins
produced exclusively by Enterobacteriaceae [re-
viewed in (113)]. Colicin secretion is dependent
on cell lysis rather than active secretion, so only
a subpopulation secretes the toxin. Colicins
typically have a common three-domain organiza-
tion: an N-terminal region involved in mem-
brane translocation, a central receptor binding
domain, and a C-terminal variable toxin domain
(Fig. 3). Colicins bind specific outer-membrane
molecules,which are typically involved in nutrient
uptake, andare transported into the recipient cell.

Until recently, nearly all of the studies of
bacteriocins of Gram-negative bacteria have
been from members of the phylum Proteo-
bacteria. Interest in host-associated micro-

bial communities has resulted in an intense study
of gut Bacteroidales species, which are the most
abundant Gram-negative bacteria of the human gut
microbiota. Studies of these organisms have re-
vealed completely distinct types of diffusible anti-
bacterial toxins. The first class of diffusible toxins
identified in B. fragilis (BSAP-1) and B. uniformis
(BSAP-2) have MACPF domains present in host
immune molecules that kill bacteria through pore
formation (Fig. 3) (22, 23). A second type of dif-
fusible secreted antimicrobial molecule is produced
by a subset of B. fragilis strains. This molecule is
very similar to human ubiquitin and targets a sub-
set of B. fragilis strains (114).

In addition to small-peptide and larger-protein
toxins, another distinct type of bacterial killing
apparatus given the designation bacteriocin is
the R-type bacteriocins [reviewed in (115)]. Like
the T6SSs discussed below, these structures are
similar to phage in that they contain a needlelike
structure contained within a contractile sheath
(Fig. 3). This complex is coupled to a phage
baseplate–like structure and tail fibers that spe-
cifically recognize a target molecule on sensi-
tive cells. Unlike T6SSs that are cell-associated
and use cellular ATP hydrolysis for sheath con-
traction, R-type bacteriocins are released extra-
cellularly from the producing cell upon lysis, and
their binding to the receptor molecule drives the
needle into the target cell. The R-type bacter-
iocins do not deliver toxic effectors; rather, the
pore created by needle penetration of the mem-
brane dissipates the membrane potential, leading
to cell death.

Type IV secretion system toxins

Type IV secretion systems (T4SSs) can transfer
DNA, proteins, and protein-DNA complexes into
neighboring cells in a contact-dependent manner
(116). This ATP-dependent multiprotein complex
has a translocation channel that spans the whole
cell envelope and an extracellular pilus involved
in conjugative DNA transfers between bacteria or
translocation of effectors largely into eukaryotic
cells (116). Recently, a T4SS of the plant pathogen
X. citri was shown to secrete toxic effectors into
bacterial cells and was shown to antagonize two
different Proteobacterial species (57). It has been
suggested that T4SSs may play a larger role in
interbacterial antagonism than currently appre-
ciated (57).

Polymorphic toxins

Polymorphic toxins (PTs) are a diverse group of
modular proteins with distinct domains gener-
ated through recombination. The N terminus is
typically involved in secretion or cell anchoring,
the central domain is often involved in receptor

binding, and the C terminus contains the toxin
domain. Genomic analyses revealed a tremendous
diversity of PTs and found that they are distributed
across all major bacterial lineages (117, 118). One
abundant family of PT, the recombination hotspot
proteins (Rhs), comprises large proteins with a
central region of Rhs repeats that adopts a fila-
mentous fold. Other common families of PT include
colicins, CDI toxins, and the LXG toxins described
below. Some PTs are released in a diffusible form
from a producing cell, others are filamentous
structures attached to the cell-surface, whereas
others are secreted by means of specific secre-
tion systems as well as through outer-membrane
exchange (117, 118).

CDI (type V secretion)

The first contact-dependent antagonistic sys-
tem to be characterized, cdiBAI, was discovered
in E. coli, but similar systems are widespread in
Proteobacteria (118–120). CdiA and CdiB are the
components of a type V secretion system sub-
class called two-partner secretion. CdiB is an outer-
membrane b-barrel transporter that mediates
translocation of CdiA to the cell surface. CdiA is
a large, modular filamentous PT similar to a stick
with a variable toxin tip (Fig. 3). Toxin delivery into
the target cell requires stable cell-to-cell contact
and specific surface receptor molecules on the
target cell (104). Once contact is established, the
toxin moiety is cleaved from the rest of the pro-
tein and imported into the cell (121–123). Rhs
proteins of Gram-positive bacteria are thought to
mediate attachment and toxin delivery through a
mechanism similar to CDI (124, 125).

Type VI secretion system

T6SSs are widespread in Proteobacteria (126)
and Bacteroidetes (24, 26). The T6SS apparatus
allows producer bacteria to inject toxins directly
into adjacent bacteria or eukaryotic target cells
in a contact-dependent manner (127, 128). The
T6SS multiprotein complex shares structural ho-
mology to the T4 contractile bacteriophage tail
with a portion spanning the cell envelope of the
producing cell. The core components are assem-
bled in the cytosol and membrane and are loaded
with toxic effectors before firing. A spike-tipped
needle (Fig. 3) is surrounded by a contractile
sheath, which through a rapid conformational
change propels the needle outward, piercing the
membrane of the target cell and delivering the
cargo, which can include a variety of different toxins,
including PTs (118, 129–131). Bacterially targeted
T6SSs have only been shown to be produced by
and to antagonize Gram-negative bacteria, but
the target cells can be of distinct genera and
families than the producer.
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Antagonism as a facilitator
of cooperation

The production of a diffusible shared resource
(public good) often incurs a fitness cost to the
producing cell; therefore, a mechanism to ex-
clude freeloading cheats is necessary in order
to maintain cooperation over evolutionary time
(66). Some bacteriocins have been shown to be
a mechanism with which to minimize the im-
pact of spontaneous mutant cheaters. For ex-
ample, in natural populations of Pseudomonas
fluorescens, strains that produce the siderophore
pyoverdine are less susceptible to exploitation
by cheaters when they also produce bacteriocins
(67). Similarly, in Burkholderia thailandensis, a
quorum-sensing regulatory circuit controls a
T6SS, constraining the proliferation of quorum-
sensing mutants that do not synthesize the
T6SS immunity genes and would otherwise
have a competitive advantage associated with
avoiding the metabolic cost of synthesizing and
firing the T6SS (68).

Furthermore, in natural communities in which
several strains from the same species co-reside,
antagonism can discriminate between kin and
competitors, therefore assisting in the produc-
tion of public goods, which are only evolution-
arily advantageous if they benefit individuals
who share genes for helping. For example, the
soil organism Myxococcus xanthus displays an
array of coordinated behaviors (such as collec-
tive swarming, fruiting body formation, and
predation) that require division of labor. Myxo-
bacteria exchange large amounts of surface ma-
terial through contact-dependent outer-membrane
exchange (OME) (Box 1), which not only discri-
minates and supplies resources to kin but also
acts as the mechanism by which a PT is de-
livered (Box 1) (69). Non-kin are killed because
they lack the cognate immunity protein, hence
limiting cooperation to kin. Cooperation in Ba-
cillus subtilis biofilms is similarly coordinated
by kin discrimination facilitated by the combi-
natorial effect of an array of contact-dependent
and diffusible antimicrobial toxins, thus facil-
itating cooperation at different spatial scales
(70). Related examples are found in V. cholerae
biofilms and during multicellular swarming of
Proteus mirabilis, where T6SS-mediated antag-
onism between two strains drives spatial segre-
gation, enabling cooperation within each clonal
patch (71, 72). Interestingly, the CDI system
deployed in biofilm-forming communities of
Burkholderia thailandendis acts as a “helping
greenbeard” to foster cooperation between indi-
viduals that express high levels of the same gene,
independent of global genetic similarity. In this
case, the toxin moiety that kills cells that lack the
cognate immunity gene can also act as a sig-
naling molecule among resistant kin to induce
expression of cooperative genes (73, 74).

Regulation of antagonism

Competition experiments and mathematical
modeling suggest that there are large trade-
offs between deploying aggressive phenotypes
and investing resources in growth. Therefore, the
outcome is strongly dependent on environmental
conditions and metabolic cost of each particular
antagonism system (2, 75, 76). Interestingly, this
cost can be mitigated through tight regulation of
arm deployment (77) and recycling of macro-
molecular complex components (78).
Our current understanding of the in vivo reg-

ulation of bacteriocin production and contact-
dependent systems is limited. In some cases,
antimicrobial toxin systems are induced by
environmental signals indicating that the bac-
terium is inside a host—such as gastric fluid
(79), bile (51, 80), iron starvation, and hydro-
gen peroxide (39)—or by other host products
such as mucins (80), as well as signals derived
from the microbiota (81, 82). Many bacteriocins
require a critical cell density of producer cells to
achieve toxic environmental concentrations, and
therefore, many bacteriocin gene clusters encode
quorum-sensing pheromones and their cognate
two-component response systems (83). For ex-
ample, the gene cluster involved in production of

gassericin E by the vaginal symbiont L. gasseri
EV1461 encodes an autoinducer peptide, a histi-
dine kinase, and a response regulator, ensuring
production only at high cell densities (42).
Regulation of bacterial antagonism systems

through different general stress responses can
be broadly classified as “competition sensing,”
in which toxin production is triggered in re-
sponse to biotic damage or stress caused by com-
petitors, such as starvation, envelope stress, or
DNA damage (83). By contrast, abiotic stress re-
sponses, such as heat shock or osmotic stress,
tend not to induce expression of antimicrobials
(83). Many colicins are part of the LexA regulon
(LexA is the master regulator of the SOS response
to DNA damage). Pseudomonas aeruginosa and
Serratia marcescens fire their T6SS in response
to attack by a T6SS-mediated attack from other
species (77, 84, 85). Some antimicrobial systems
are regulated by specific signals, such as the ab-
sence of a nutrient, and others use a Trojan horse
strategy (by modifying the toxin to look like a
nutrient) to target competitors that consume a
specific resource. For example, microcin MccE492
from Klebsiella pneumoniae and MccH47 from
E. coli have a siderophore moiety attached to the
toxic peptide. These bacteriocins are produced
during iron starvation and taken up by target
cells via their siderophore receptor, leading to
death of cells that lack the immunity protein
(86–88).
Moreover, bacteria can survey their environ-

ment for incoming threats by detecting specific
exogenous molecules, such as volatile organic
compounds and diffusible secondary metabo-
lites, in a manner akin to pathogen-associated
molecular pattern recognition by the mamma-
lian immune system (89, 90). This type of “danger
sensing” allows the cell to respond by antic-
ipating attacks, therefore minimizing damage or
eliminating the source of the threat. Many
diffusible bacteriocins and contact-dependent
systems may be regulated in this manner (89). For
example, debris from lysed P. aeruginosa acts
as a danger signal that triggers deployment of
its T6SS in nearby unharmed cells (91). Some
bacteria, including L. gasseri EV1461, can “eaves-
drop” on the quorum-sensing signals of competing
species and respond by expressing broad-spectrum
antibiotics, as well as by generating antimicro-
bial resistance strategies (42, 89, 92, 93). Notably,
the blp quorum–sensing system that regulates
bacteriocin production in S. pneumoniae is
highly polymorphic, and instances of cross-talk
and eavesdropping between strains are common
(9). Simulations using four strains with vary-
ing ability to sense neighbor's quorum-sensing
signals show that eavesdropping can confer a
fitness advantage with a negative frequency de-
pendence (a strain present at low frequency can
induce bacteriocin production to invade a more
abundant population). Westhoff et al. postulated
recently that bacterial responses to danger may
be fine-tuned to the proximity of the perceived
threat, indicating that more distant threats may
be countered by diffusible antimicrobial pro-
ducts, whereas response to contact-dependent
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Box 1. continued

Type VII secretion (Esx pathway)

The Esx pathway (T7SS) is widespread in
Mycobacteria and other Gram-positive bacte-
ria and exports substrates with a variety of
biological roles, including antibacterial tox-
ins [reviewed in (132)]. The LXG polymorphic
toxins, broadly distributed in Firmicutes, were
recently shown to be Esx clients (32, 117).
The LXG architecture is analogous to Rhs
toxins: a conserved N terminus (LXG domain)
necessary for secretion, a middle domain of
variable length, and a C-terminal variable
toxin domain. In both S. aureus and S. inter-
medius, the T7SS was shown to deliver LXG
or non-LXG toxins to target cells of diverse
Gram-positive species (32, 133).

Other contact-dependent toxin systems

Another contact-dependent toxin system is
the surface-associated glycine-zipper toxins
(Cdz) recently described in the aquatic
oligotrophic a-proteobacterium Caulobacter
crescentus. Cdz toxins are secreted via a
Type I secretion system and form amyloid-like
aggregates on the surface of producer cells,
which are delivered to target cells upon con-
tact (134). Yet another distinct toxin delivery
system is that of OME described in the so-
cial bacterium Myxococcus xanthus. OME is
regulated by a cell-surface receptor,TraA, that
is polymorphic between different strains.
TraA interactions between cells lead to tran-
sient outer-membrane fusion and exchange
of lipopolysaccharide, lipid, and lipoprotein
(135, 136). The polymorphic SitA lipoprotein
toxins are delivered during OME, in which they
are serially transferred between cells, killing
those lacking the immunity protein (69).
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antagonism may be an immediate counter-
attack (90).

Perspectives

Antibacterial toxin production is ubiquitous in
microbial communities. Bacteria synthesize a di-
verse array of antimicrobial toxins and sys-
tems for their secretion. In agreement with
the principle of “habitat-filtering,” phylogenet-
ically related species tend to reside in similar
environments and compete for resources; there-
fore, narrow range antagonism systems are com-
mon (2, 94). Yet many organisms are armed with
multiple antibacterial toxins, some that kill strains
of the same species and others that kill across
species, genera, families, and orders. Furthermore,
a single-secretion apparatus (such as T6SS) can
be used to simultaneously deploy an array of toxic
effectors that target different cellular processes,
giving these producer cells an upper hand in an
evolutionary arms race and increasing the range of
possible competitors that can be targeted (65, 95).
There are also numerous examples in which re-
ciprocal fighting should occur, such as the battles
between armed pathogens and armed members
of the microbiota or between two natural mem-
bers of a microbial community. The outcome of
such reciprocal antagonism likely depends on
density (strain frequency) (18), species range,
and its local distribution (diffusible versus contact
dependent) and mechanism of toxicity.
The studies highlighted in this Review demon-

strate numerous fitness benefits to toxin producers
in microbial communities. The most obvious ben-
efit is the killing of competitors that may use
the same nutrients and scarce resources, but
there are distinct ecological outcomes to these
interactions. Antagonism can prevent organ-
isms from invading ecosystems but can also
assist invasion. Killed cells release DNA that can
be taken up by the killer, leading to genome
evolution. Material released from dead cells
can also modulate host responses, increasing
transmission of a pathogenic aggressor (54).
Antagonism can also maintain microbial di-
versity, promote spatial segregation of different
genotypes, and facilitate cooperation between
kin cells.
Despite numerous advances in this field, there

is still limited knowledge of the ecological effects
of antagonism owing to an incomplete under-
standing of the spatial architecture of many
natural communities, regulatory factors govern-
ing toxin synthesis and secretion, diffusion
capabilities of various toxins in these natural com-
munities, and the combinatorial effects of the
deployment of multiple toxins. Analyses to fur-
ther probe these interactions will benefit from a
combination of mechanistic analyses, experimen-
tal model studies, and mathematical modeling as
well as analyses of metagenomic and metatran-
scriptomic datasets of natural microbial com-
munities. This combination of analyses is key to
understanding how antagonistic interactions al-
low an organism to establish and compete in a
community and, therefore, influence its overall
structure and composition.

Continued analyses of these ecological effects
will help to facilitate the translation of these
antimicrobial toxins into clinical, agricultural,
and industrial applications. Such toxins could
potentially allow a genetically engineered ben-
eficial organism to get a foothold in an ecosystem
to deliver a therapeutic property or to prevent in-
vasion of pathogens into host-associated commu-
nities. Antimicrobial toxins could also be used to
selectively remove strains with pathogenic poten-
tial such as Clostrodium difficile, strains carrying
resistance genes to clinically relevant antibiotics,
and organisms associated with various drug fail-
ures such as to the cardiac drug digoxin (96) and
cancer immunotherapies (97–99). The next dec-
ade is likely to usher in an era of selective micro-
biota engineering in which antimicrobial toxins
may play an important role.

REFERENCES AND NOTES

1. M. E. Hibbing, C. Fuqua, M. R. Parsek, S. B. Peterson,
Bacterial competition: Surviving and thriving in the microbial
jungle. Nat. Rev. Microbiol. 8, 15–25 (2010). doi: 10.1038/
nrmicro2259; pmid: 19946288

2. M. Ghoul, S. Mitri, The ecology and evolution of microbial
competition. Trends Microbiol. 24, 833–845 (2016).
doi: 10.1016/j.tim.2016.06.011; pmid: 27546832

3. A. J. Bäumler, V. Sperandio, Interactions between the
microbiota and pathogenic bacteria in the gut. Nature 535,
85–93 (2016). doi: 10.1038/nature18849; pmid: 27383983

4. J. J. Faith et al., The long-term stability of the human gut
microbiota. Science 341, 1237439 (2013). doi: 10.1126/
science.1237439; pmid: 23828941

5. A. Moya, M. Ferrer, Functional redundancy-induced stability
of gut microbiota subjected to disturbance. Trends Microbiol.
24, 402–413 (2016). doi: 10.1016/j.tim.2016.02.002;
pmid: 26996765

6. A. E. F. Little, C. J. Robinson, S. B. Peterson, K. F. Raffa,
J. Handelsman, Rules of engagement: Interspecies
interactions that regulate microbial communities.
Annu. Rev. Microbiol. 62, 375–401 (2008). doi: 10.1146/
annurev.micro.030608.101423; pmid: 18544040

7. C. G. Buffie et al., Precision microbiome reconstitution
restores bile acid mediated resistance to Clostridium difficile.
Nature 517, 205–208 (2015). doi: 10.1038/nature13828;
pmid: 25337874

8. B. S. Weber, P. M. Ly, J. N. Irwin, S. Pukatzki, M. F. Feldman,
A multidrug resistance plasmid contains the molecular switch
for type VI secretion in Acinetobacter baumannii. Proc. Natl.
Acad. Sci. U.S.A. 112, 9442–9447 (2015). doi: 10.1073/
pnas.1502966112; pmid: 26170289

9. E. L. Miller et al., Eavesdropping and crosstalk between
secreted quorum sensing peptide signals that regulate
bacteriocin production in Streptococcus pneumoniae. ISME J.
(2018). doi: 10.1038/s41396-018-0178-x; pmid: 29899510

10. R. S. Mehta et al., Stability of the human faecal microbiome
in a cohort of adult men. Nat. Microbiol. 3, 347–355 (2018).
doi: 10.1038/s41564-017-0096-0; pmid: 29335554

11. T. N. Jayasinghe et al., Long-term stability in the gut
microbiome over 46 years in the life of Billy Apple.
Hum. Microbiome J. 5–6, 7–10 (2017). doi: 10.1016/
j.humic.2017.09.001

12. K. Z. Coyte, J. Schluter, K. R. Foster, The ecology of the
microbiome: Networks, competition, and stability. Science
350, 663–666 (2015). doi: 10.1126/science.aad2602;
pmid: 26542567

13. M. I. Abrudan, S. Brown, D. E. Rozen, Killing as means of
promoting biodiversity. Biochem. Soc. Trans. 40, 1512–1516
(2012). doi: 10.1042/BST20120196; pmid: 23176508

14. P. Szabó, T. Czárán, G. Szabó, Competing associations in
bacterial warfare with two toxins. J. Theor. Biol. 248,
736–744 (2007). doi: 10.1016/j.jtbi.2007.06.022;
pmid: 17686495

15. B. Kerr, M. A. Riley, M. W. Feldman, B. J. M. Bohannan,
Local dispersal promotes biodiversity in a real-life game
of rock-paper-scissors. Nature 418, 171–174 (2002).
doi: 10.1038/nature00823; pmid: 12110887

16. B. C. Kirkup, M. A. Riley, Antibiotic-mediated antagonism
leads to a bacterial game of rock-paper-scissors in vivo.

Nature 428, 412–414 (2004). doi: 10.1038/nature02429;
pmid: 15042087

17. M. Wong et al., Microbial herd protection mediated by
antagonistic interaction in polymicrobial communities.
Appl. Environ. Microbiol. 82, 6881–6888 (2016). doi: 10.1128/
AEM.02210-16; pmid: 27637882

18. O. Rendueles, M. Amherd, G. J. Velicer, Positively frequency-
dependent interference competition maintains diversity
and pervades a natural population of cooperative microbes.
Curr. Biol. 25, 1673–1681 (2015). doi: 10.1016/j.cub.2015.04.057;
pmid: 26051889

19. P. D. Cotter, R. P. Ross, C. Hill, Bacteriocins—A viable
alternative to antibiotics? Nat. Rev. Microbiol. 11, 95–105
(2013). doi: 10.1038/nrmicro2937; pmid: 23268227

20. M. A. Riley, in Encyclopedia of Microbiology (Elsevier, 2009),
pp. 32–44.

21. E. Riboulet-Bisson et al., Effect of Lactobacillus salivarius
bacteriocin Abp118 on the mouse and pig intestinal
microbiota. PLOS ONE 7, e31113 (2012). doi: 10.1371/journal.
pone.0031113; pmid: 22363561

22. M. Chatzidaki-Livanis, M. J. Coyne, L. E. Comstock,
An antimicrobial protein of the gut symbiont Bacteroides
fragilis with a MACPF domain of host immune proteins.
Mol. Microbiol. 94, 1361–1374 (2014). doi: 10.1111/mmi.12839;
pmid: 25339613

23. K. G. Roelofs, M. J. Coyne, R. R. Gentyala, M. Chatzidaki-Livanis,
L. E. Comstock, Bacteroidales secreted antimicrobial proteins
target surface molecules necessary for gut colonization and
mediate competition in vivo. MBio 7, e01055-e16 (2016).
doi: 10.1128/mBio.01055-16; pmid: 27555309

24. A. B. Russell et al., A type VI secretion-related pathway
in Bacteroidetes mediates interbacterial antagonism.
Cell Host Microbe 16, 227–236 (2014). doi: 10.1016/
j.chom.2014.07.007; pmid: 25070807

25. M. J. Coyne, N. L. Zitomersky, A. M. McGuire, A. M. Earl,
L. E. Comstock, Evidence of extensive DNA transfer
between bacteroidales species within the human gut. MBio
5, e01305–e01314 (2014). doi: 10.1128/mBio.01305-14;
pmid: 24939888

26. M. J. Coyne, K. G. Roelofs, L. E. Comstock, Type VI secretion
systems of human gut Bacteroidales segregate into three
genetic architectures, two of which are contained on mobile
genetic elements. BMC Genomics 17, 58 (2016). doi: 10.1186/
s12864-016-2377-z; pmid: 26768901

27. M. Chatzidaki-Livanis, N. Geva-Zatorsky, L. E. Comstock,
Bacteroides fragilis type VI secretion systems use novel
effector and immunity proteins to antagonize human gut
Bacteroidales species. Proc. Natl. Acad. Sci. U.S.A. 113,
3627–3632 (2016). doi: 10.1073/pnas.1522510113;
pmid: 26951680

28. A. L. Hecht et al., Strain competition restricts colonization
of an enteric pathogen and prevents colitis. EMBO Rep.
17, 1281–1291 (2016). doi: 10.15252/embr.201642282;
pmid: 27432285

29. A. G. Wexler et al., Human symbionts inject and neutralize
antibacterial toxins to persist in the gut. Proc. Natl. Acad.
Sci. U.S.A. 113, 3639–3644 (2016). doi: 10.1073/
pnas.1525637113; pmid: 26957597

30. N. A. Pudlo et al., Symbiotic human gut bacteria with
variable metabolic priorities for host mucosal glycans. MBio
6, e01282–e15 (2015). doi: 10.1128/mBio.01282-15;
pmid: 26556271

31. S. M. Lee et al., Bacterial colonization factors control
specificity and stability of the gut microbiota. Nature 501,
426–429 (2013). doi: 10.1038/nature12447; pmid: 23955152

32. J. C. Whitney et al., A broadly distributed toxin family
mediates contact-dependent antagonism between
gram-positive bacteria. eLife 6, e26938 (2017).
doi: 10.7554/eLife.26938; pmid: 28696203

33. J. Chu et al., Discovery of MRSA active antibiotics using
primary sequence from the human microbiome. Nat. Chem.
Biol. 12, 1004–1006 (2016). doi: 10.1038/nchembio.2207;
pmid: 27748750

34. M. S. Donia et al., A systematic analysis of biosynthetic
gene clusters in the human microbiome reveals a common
family of antibiotics. Cell 158, 1402–1414 (2014).
doi: 10.1016/j.cell.2014.08.032; pmid: 25215495

35. S. Kommineni et al., Bacteriocin production augments niche
competition by enterococci in the mammalian
gastrointestinal tract. Nature 526, 719–722 (2015).
doi: 10.1038/nature15524; pmid: 26479034

36. K. J. Rangan, H. C. Hang, Biochemical mechanisms of
pathogen restriction by intestinal bacteria. Trends Biochem. Sci.

García-Bayona et al., Science 361, eaat2456 (2018) 21 September 2018 9 of 11

RESEARCH | REVIEW
on S

eptem
ber 20, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://dx.doi.org/10.1038/nrmicro2259
http://dx.doi.org/10.1038/nrmicro2259
http://www.ncbi.nlm.nih.gov/pubmed/19946288
http://dx.doi.org/10.1016/j.tim.2016.06.011
http://www.ncbi.nlm.nih.gov/pubmed/27546832
http://dx.doi.org/10.1038/nature18849
http://www.ncbi.nlm.nih.gov/pubmed/27383983
http://dx.doi.org/10.1126/science.1237439
http://dx.doi.org/10.1126/science.1237439
http://www.ncbi.nlm.nih.gov/pubmed/23828941
http://dx.doi.org/10.1016/j.tim.2016.02.002
http://www.ncbi.nlm.nih.gov/pubmed/26996765
http://dx.doi.org/10.1146/annurev.micro.030608.101423
http://dx.doi.org/10.1146/annurev.micro.030608.101423
http://www.ncbi.nlm.nih.gov/pubmed/18544040
http://dx.doi.org/10.1038/nature13828
http://www.ncbi.nlm.nih.gov/pubmed/25337874
http://dx.doi.org/10.1073/pnas.1502966112
http://dx.doi.org/10.1073/pnas.1502966112
http://www.ncbi.nlm.nih.gov/pubmed/26170289
http://dx.doi.org/10.1038/s41396-018-0178-x
http://www.ncbi.nlm.nih.gov/pubmed/29899510
http://dx.doi.org/10.1038/s41564-017-0096-0
http://www.ncbi.nlm.nih.gov/pubmed/29335554
http://dx.doi.org/10.1016/j.humic.2017.09.001
http://dx.doi.org/10.1016/j.humic.2017.09.001
http://dx.doi.org/10.1126/science.aad2602
http://www.ncbi.nlm.nih.gov/pubmed/26542567
http://dx.doi.org/10.1042/BST20120196
http://www.ncbi.nlm.nih.gov/pubmed/23176508
http://dx.doi.org/10.1016/j.jtbi.2007.06.022
http://www.ncbi.nlm.nih.gov/pubmed/17686495
http://dx.doi.org/10.1038/nature00823
http://www.ncbi.nlm.nih.gov/pubmed/12110887
http://dx.doi.org/10.1038/nature02429
http://www.ncbi.nlm.nih.gov/pubmed/15042087
http://dx.doi.org/10.1128/AEM.02210-16
http://dx.doi.org/10.1128/AEM.02210-16
http://www.ncbi.nlm.nih.gov/pubmed/27637882
http://dx.doi.org/10.1016/j.cub.2015.04.057
http://www.ncbi.nlm.nih.gov/pubmed/26051889
http://dx.doi.org/10.1038/nrmicro2937
http://www.ncbi.nlm.nih.gov/pubmed/23268227
http://dx.doi.org/10.1371/journal.pone.0031113
http://dx.doi.org/10.1371/journal.pone.0031113
http://www.ncbi.nlm.nih.gov/pubmed/22363561
http://dx.doi.org/10.1111/mmi.12839
http://www.ncbi.nlm.nih.gov/pubmed/25339613
http://dx.doi.org/10.1128/mBio.01055-16
http://www.ncbi.nlm.nih.gov/pubmed/27555309
http://dx.doi.org/10.1016/j.chom.2014.07.007
http://dx.doi.org/10.1016/j.chom.2014.07.007
http://www.ncbi.nlm.nih.gov/pubmed/25070807
http://dx.doi.org/10.1128/mBio.01305-14
http://www.ncbi.nlm.nih.gov/pubmed/24939888
http://dx.doi.org/10.1186/s12864-016-2377-z
http://dx.doi.org/10.1186/s12864-016-2377-z
http://www.ncbi.nlm.nih.gov/pubmed/26768901
http://dx.doi.org/10.1073/pnas.1522510113
http://www.ncbi.nlm.nih.gov/pubmed/26951680
http://dx.doi.org/10.15252/embr.201642282
http://www.ncbi.nlm.nih.gov/pubmed/27432285
http://dx.doi.org/10.1073/pnas.1525637113
http://dx.doi.org/10.1073/pnas.1525637113
http://www.ncbi.nlm.nih.gov/pubmed/26957597
http://dx.doi.org/10.1128/mBio.01282-15
http://www.ncbi.nlm.nih.gov/pubmed/26556271
http://dx.doi.org/10.1038/nature12447
http://www.ncbi.nlm.nih.gov/pubmed/23955152
http://dx.doi.org/10.7554/eLife.26938
http://www.ncbi.nlm.nih.gov/pubmed/28696203
http://dx.doi.org/10.1038/nchembio.2207
http://www.ncbi.nlm.nih.gov/pubmed/27748750
http://dx.doi.org/10.1016/j.cell.2014.08.032
http://www.ncbi.nlm.nih.gov/pubmed/25215495
http://dx.doi.org/10.1038/nature15524
http://www.ncbi.nlm.nih.gov/pubmed/26479034
http://science.sciencemag.org/


42, 887–898 (2017). doi: 10.1016/j.tibs.2017.08.005;
pmid: 28927699

37. M. Sassone-Corsi et al., Microcins mediate competition
among Enterobacteriaceae in the inflamed gut. Nature
540, 280–283 (2016). doi: 10.1038/nature20557;
pmid: 27798599

38. S. C. Corr et al., Bacteriocin production as a mechanism
for the antiinfective activity of Lactobacillus salivarius
UCC118. Proc. Natl. Acad. Sci. U.S.A. 104, 7617–7621 (2007).
doi: 10.1073/pnas.0700440104; pmid: 17456596

39. D. Janek, A. Zipperer, A. Kulik, B. Krismer, A. Peschel,
High frequency and diversity of antimicrobial activities
produced by nasal Staphylococcus strains against bacterial
competitors. PLOS Pathog. 12, e1005812 (2016).
doi: 10.1371/journal.ppat.1005812; pmid: 27490492

40. A. Zipperer et al., Human commensals producing a novel
antibiotic impair pathogen colonization. Nature 535, 511–516
(2016). doi: 10.1038/nature18634; pmid: 27466123

41. Y. Turovskiy, R. D. Ludescher, A. A. Aroutcheva, S. Faro,
M. L. Chikindas, Lactocin 160, a bacteriocin produced by
vaginal Lactobacillus rhamnosus, targets cytoplasmic
membranes of the vaginal pathogen, Gardnerella vaginalis.
Probiotics Antimicrob. Proteins 1, 67–74 (2009).
doi: 10.1007/s12602-008-9003-6; pmid: 20445810

42. A. Maldonado-Barragán, B. Caballero-Guerrero, V. Martín,
J. L. Ruiz-Barba, J. M. Rodríguez, Purification and genetic
characterization of gassericin E, a novel co-culture inducible
bacteriocin from Lactobacillus gasseri EV1461 isolated
from the vagina of a healthy woman. BMC Microbiol. 16, 37
(2016). doi: 10.1186/s12866-016-0663-1; pmid: 26969428

43. P. Bernal, L. P. Allsopp, A. Filloux, M. A. Llamas,
The Pseudomonas putida T6SS is a plant warden
against phytopathogens. ISME J. 11, 972–987 (2017).
doi: 10.1038/ismej.2016.169; pmid: 28045455

44. J. D. Palmer et al., Engineered probiotic for the inhibition of
Salmonella via tetrathionate-induced production of microcin
H47. ACS Infect. Dis. 4, 39–45 (2018). doi: 10.1021/
acsinfecdis.7b00114; pmid: 28918634

45. S. Gupta, E. E. Bram, R. Weiss, Genetically programmable
pathogen sense and destroy. ACS Synth. Biol. 2, 715–723
(2013). doi: 10.1021/sb4000417; pmid: 23763381

46. J. Borrero, Y. Chen, G. M. Dunny, Y. N. Kaznessis, Modified
lactic acid bacteria detect and inhibit multiresistant
enterococci. ACS Synth. Biol. 4, 299–306 (2015).
doi: 10.1021/sb500090b; pmid: 24896372

47. S. E. Winter et al., Host-derived nitrate boosts growth of
E. coli in the inflamed gut. Science 339, 708–711 (2013).
doi: 10.1126/science.1232467; pmid: 23393266

48. S. E. Winter et al., Gut inflammation provides a respiratory
electron acceptor for Salmonella. Nature 467, 426–429
(2010). doi: 10.1038/nature09415; pmid: 20864996

49. M. X. Byndloss, A. J. Bäumler, The germ-organ theory of
non-communicable diseases. Nat. Rev. Microbiol. 16, 103–110
(2018). doi: 10.1038/nrmicro.2017.158; pmid: 29307890

50. L. P. Nedialkova et al., Inflammation fuels colicin Ib-
dependent competition of Salmonella serovar Typhimurium
and E. coli in enterobacterial blooms. PLOS Pathog. 10,
e1003844 (2014). doi: 10.1371/journal.ppat.1003844;
pmid: 24391500

51. T. G. Sana et al., Salmonella Typhimurium utilizes a
T6SS-mediated antibacterial weapon to establish in the
host gut. Proc. Natl. Acad. Sci. U.S.A. 113, E5044–E5051
(2016). doi: 10.1073/pnas.1608858113; pmid: 27503894

52. D. Pezoa et al., Only one of the two type VI secretion systems
encoded in the Salmonella enterica serotype Dublin genome
is involved in colonization of the avian and murine hosts.
Vet. Res. 45, 2 (2014). doi: 10.1186/1297-9716-45-2;
pmid: 24405577

53. M. C. Anderson, P. Vonaesch, A. Saffarian, B. S. Marteyn,
P. J. Sansonetti, Shigella sonnei encodes a functional T6SS
used for interbacterial competition and niche occupancy.
Cell Host Microbe 21, 769–776.e3 (2017). doi: 10.1016/
j.chom.2017.05.004; pmid: 28618272

54. W. Zhao, F. Caro, W. Robins, J. J. Mekalanos, Antagonism
toward the intestinal microbiota and its effect on Vibrio
cholerae virulence. Science 359, 210–213 (2018).
doi: 10.1126/science.aap8775; pmid: 29326272

55. J. J. Quereda et al., Bacteriocin from epidemic Listeria strains
alters the host intestinal microbiota to favor infection.
Proc. Natl. Acad. Sci. U.S.A. 113, 5706–5711 (2016).
doi: 10.1073/pnas.1523899113; pmid: 27140611

56. L.-S. Ma, A. Hachani, J.-S. Lin, A. Filloux, E.-M. Lai,
Agrobacterium tumefaciens deploys a superfamily of type VI

secretion DNase effectors as weapons for interbacterial
competition in planta. Cell Host Microbe 16, 94–104 (2014).
doi: 10.1016/j.chom.2014.06.002; pmid: 24981331

57. D. P. Souza et al., Bacterial killing via a type IV secretion
system. Nat. Commun. 6, 6453 (2015). doi: 10.1038/
ncomms7453; pmid: 25743609

58. A. Darsonval et al., Adhesion and fitness in the bean
phyllosphere and transmission to seed of Xanthomonas
fuscans subsp. fuscans. Mol. Plant Microbe Interact. 22, 747–757
(2009). doi: 10.1094/MPMI-22-6-0747; pmid: 19445599

59. C. M. Rojas, J. H. Ham, W.-L. Deng, J. J. Doyle, A. Collmer,
HecA, a member of a class of adhesins produced by diverse
pathogenic bacteria, contributes to the attachment,
aggregation, epidermal cell killing, and virulence phenotypes
of Erwinia chrysanthemi EC16 on Nicotiana clevelandii
seedlings. Proc. Natl. Acad. Sci. U.S.A. 99, 13142–13147
(2002). doi: 10.1073/pnas.202358699; pmid: 12271135

60. E. Shanker, M. J. Federle, Quorum sensing regulation of
competence and bacteriocins in Streptococcus pneumoniae
and mutans. Genes (Basel) 8, 15 (2017). doi: 10.3390/
genes8010015; pmid: 28067778

61. W.-Y. Wholey, T. J. Kochan, D. N. Storck, S. Dawid,
Coordinated bacteriocin expression and competence in
Streptococcus pneumoniae contributes to genetic adaptation
through neighbor predation. PLOS Pathog. 12, e1005413
(2016). doi: 10.1371/journal.ppat.1005413; pmid: 26840124

62. C. Y. Wang, S. Dawid, Mobilization of Bacteriocins during
competence in Streptococci. Trends Microbiol. 26, 389–391
(2018). doi: 10.1016/j.tim.2018.03.002; pmid: 29588109

63. S. Borgeaud, L. C. Metzger, T. Scrignari, M. Blokesch, The
type VI secretion system of Vibrio cholerae fosters horizontal
gene transfer. Science 347, 63–67 (2015). doi: 10.1126/
science.1260064; pmid: 25554784

64. J. Thomas, S. S. Watve, W. C. Ratcliff, B. K. Hammer,
Horizontal gene transfer of functional type VI killing genes by
natural transformation. MBio 8, e00654-17 (2017).
doi: 10.1128/mBio.00654-17; pmid: 28743812

65. P. C. Kirchberger, D. Unterweger, D. Provenzano, S. Pukatzki,
Y. Boucher, Sequential displacement of Type VI Secretion
System effector genes leads to evolution of diverse immunity
gene arrays in Vibrio cholerae. Sci. Rep. 7, 45133 (2017).
doi: 10.1038/srep45133; pmid: 28327641

66. D. Wall, Kin recognition in bacteria. Annu. Rev. Microbiol. 70,
143–160 (2016). doi: 10.1146/annurev-micro-102215-095325;
pmid: 27359217

67. J. B. Bruce, G. A. Cooper, H. Chabas, S. A. West, A. S. Griffin,
Cheating and resistance to cheating in natural populations of
the bacterium Pseudomonas fluorescens. Evolution 71,
2484–2495 (2017). doi: 10.1111/evo.13328; pmid: 28833073

68. C. Majerczyk, E. Schneider, E. P. Greenberg, Quorum sensing
control of Type VI secretion factors restricts the proliferation
of quorum-sensing mutants. eLife 5, e14712 (2016).
doi: 10.7554/eLife.14712; pmid: 27183270

69. C. N. Vassallo et al., Infectious polymorphic toxins delivered
by outer membrane exchange discriminate kin in
myxobacteria. eLife 6, e29397 (2017). doi: 10.7554/
eLife.29397; pmid: 28820387

70. N. A. Lyons, B. Kraigher, P. Stefanic, I. Mandic-Mulec,
R. Kolter, A combinatorial kin discrimination system in
Bacillus subtilis. Curr. Biol. 26, 733–742 (2016). doi: 10.1016/
j.cub.2016.01.032; pmid: 26923784

71. L. McNally et al., Killing by Type VI secretion drives genetic
phase separation and correlates with increased cooperation.
Nat. Commun. 8, 14371 (2017). doi: 10.1038/ncomms14371;
pmid: 28165005

72. C. J. Alteri et al., Multicellular bacteria deploy the type VI
secretion system to preemptively strike neighboring cells.
PLOS Pathog. 9, e1003608 (2013).

73. E. C. Garcia, Contact-dependent interbacterial toxins deliver a
message. Curr. Opin. Microbiol. 42, 40–46 (2018).
doi: 10.1016/j.mib.2017.09.011; pmid: 29078204

74. E. S. Danka, E. C. Garcia, P. A. Cotter, Are CDI systems
multicolored, facultative, helping greenbeards? Trends
Microbiol. 25, 391–401 (2017). doi: 10.1016/
j.tim.2017.02.008; pmid: 28285908

75. D. B. Borenstein, P. Ringel, M. Basler, N. S. Wingreen,
Established microbial colonies can survive Type VI secretion
assault. PLOS Comput. Biol. 11, e1004520 (2015).
doi: 10.1371/journal.pcbi.1004520; pmid: 26485125

76. P. L. Conlin, J. R. Chandler, B. Kerr, Games of life and death:
Antibiotic resistance and production through the lens of
evolutionary game theory. Curr. Opin. Microbiol. 21, 35–44
(2014). doi: 10.1016/j.mib.2014.09.004; pmid: 25271120

77. M. Lazzaro, M. F. Feldman, E. García Véscovi, A transcriptional
regulatory mechanism finely tunes the firing of Type VI
secretion system in response to bacterial enemies. MBio 8,
e00559-17 (2017). doi: 10.1128/mBio.00559-17;
pmid: 28830939

78. M. Basler, M. Pilhofer, G. P. Henderson, G. J. Jensen,
J. J. Mekalanos, Type VI secretion requires a dynamic
contractile phage tail-like structure. Nature 483, 182–186
(2012). doi: 10.1038/nature10846; pmid: 22367545

79. C. M. Guinane et al., Impact of environmental factors on
bacteriocin promoter activity in gut-derived Lactobacillus
salivarius. Appl. Environ. Microbiol. 81, 7851–7859 (2015).
doi: 10.1128/AEM.02339-15; pmid: 26341205

80. V. Bachmann et al., Bile salts modulate the mucin-activated
type VI secretion system of pandemic Vibrio cholerae.
PLOS Negl. Trop. Dis. 9, e0004031 (2015). doi: 10.1371/
journal.pntd.0004031; pmid: 26317760

81. A. K. Korgaonkar, M. Whiteley, Pseudomonas aeruginosa
enhances production of an antimicrobial in response to
N-acetylglucosamine and peptidoglycan. J. Bacteriol. 193,
909–917 (2011). doi: 10.1128/JB.01175-10; pmid: 21169497

82. A. Venkataraman, M. A. Rosenbaum, J. J. Werner,
S. C. Winans, L. T. Angenent, Metabolite transfer with the
fermentation product 2,3-butanediol enhances virulence
by Pseudomonas aeruginosa. ISME J. 8, 1210–1220 (2014).
doi: 10.1038/ismej.2013.232; pmid: 24401856

83. D. M. Cornforth, K. R. Foster, Competition sensing: The social
side of bacterial stress responses. Nat. Rev. Microbiol. 11,
285–293 (2013). doi: 10.1038/nrmicro2977; pmid: 23456045

84. M. Basler, B. T. Ho, J. J. Mekalanos, Tit-for-tat: Type VI
secretion system counterattack during bacterial cell-cell
interactions. Cell 152, 884–894 (2013). doi: 10.1016/
j.cell.2013.01.042; pmid: 23415234

85. M. LeRoux et al., Quantitative single-cell characterization of
bacterial interactions reveals type VI secretion is a double-
edged sword. Proc. Natl. Acad. Sci. U.S.A. 109, 19804–19809
(2012). doi: 10.1073/pnas.1213963109; pmid: 23150540

86. S. Rebuffat, Microcins in action: Amazing defence strategies
of Enterobacteria. Biochem. Soc. Trans. 40, 1456–1462
(2012). doi: 10.1042/BST20120183; pmid: 23176498

87. G. Vassiliadis, D. Destoumieux-Garzón, C. Lombard,
S. Rebuffat, J. Peduzzi, Isolation and characterization of two
members of the siderophore-microcin family, microcins
M and H47. Antimicrob. Agents Chemother. 54, 288–297
(2010). doi: 10.1128/AAC.00744-09; pmid: 19884380

88. X. Thomas et al., Siderophore peptide, a new type of
post-translationally modified antibacterial peptide with potent
activity. J. Biol. Chem. 279, 28233–28242 (2004).
doi: 10.1074/jbc.M400228200; pmid: 15102848

89. M. LeRoux, S. B. Peterson, J. D. Mougous, Bacterial danger
sensing. J. Mol. Biol. 427, 3744–3753 (2015). doi: 10.1016/
j.jmb.2015.09.018; pmid: 26434507

90. S. Westhoff, G. P. van Wezel, D. E. Rozen, Distance-dependent
danger responses in bacteria. Curr. Opin. Microbiol. 36, 95–101
(2017). doi: 10.1016/j.mib.2017.02.002; pmid: 28258981

91. M. LeRoux et al., Kin cell lysis is a danger signal that activates
antibacterial pathways of Pseudomonas aeruginosa. eLife 4,
e05701 (2015). doi: 10.7554/eLife.05701; pmid: 25643398

92. J. R. Chandler, S. Heilmann, J. E. Mittler, E. P. Greenberg,
Acyl-homoserine lactone-dependent eavesdropping
promotes competition in a laboratory co-culture model.
ISME J. 6, 2219–2228 (2012). doi: 10.1038/ismej.2012.69;
pmid: 22763647

93. R. P. Ryan et al., Interspecies signalling via the
Stenotrophomonas maltophilia diffusible signal factor
influences biofilm formation and polymyxin tolerance in
Pseudomonas aeruginosa. Mol. Microbiol. 68, 75–86 (2008).
doi: 10.1111/j.1365-2958.2008.06132.x; pmid: 18312265

94. R. Levy, E. Borenstein, Metabolic modeling of species
interaction in the human microbiome elucidates community-
level assembly rules. Proc. Natl. Acad. Sci. U.S.A. 110,
12804–12809 (2013). doi: 10.1073/pnas.1300926110;
pmid: 23858463

95. P. D. Ringel, D. Hu, M. Basler, The role of type VI secretion
system effectors in target cell lysis and subsequent
horizontal gene transfer. Cell Reports 21, 3927–3940 (2017).
doi: 10.1016/j.celrep.2017.12.020; pmid: 29281838

96. H. J. Haiser et al., Predicting and manipulating cardiac drug
inactivation by the human gut bacterium Eggerthella
lenta. Science 341, 295–298 (2013). doi: 10.1126/
science.1235872; pmid: 23869020

97. V. Gopalakrishnan et al., Gut microbiome modulates
response to anti-PD-1 immunotherapy in melanoma patients.

García-Bayona et al., Science 361, eaat2456 (2018) 21 September 2018 10 of 11

RESEARCH | REVIEW
on S

eptem
ber 20, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://dx.doi.org/10.1016/j.tibs.2017.08.005
http://www.ncbi.nlm.nih.gov/pubmed/28927699
http://dx.doi.org/10.1038/nature20557
http://www.ncbi.nlm.nih.gov/pubmed/27798599
http://dx.doi.org/10.1073/pnas.0700440104
http://www.ncbi.nlm.nih.gov/pubmed/17456596
http://dx.doi.org/10.1371/journal.ppat.1005812
http://www.ncbi.nlm.nih.gov/pubmed/27490492
http://dx.doi.org/10.1038/nature18634
http://www.ncbi.nlm.nih.gov/pubmed/27466123
http://dx.doi.org/10.1007/s12602-008-9003-6
http://www.ncbi.nlm.nih.gov/pubmed/20445810
http://dx.doi.org/10.1186/s12866-016-0663-1
http://www.ncbi.nlm.nih.gov/pubmed/26969428
http://dx.doi.org/10.1038/ismej.2016.169
http://www.ncbi.nlm.nih.gov/pubmed/28045455
http://dx.doi.org/10.1021/acsinfecdis.7b00114
http://dx.doi.org/10.1021/acsinfecdis.7b00114
http://www.ncbi.nlm.nih.gov/pubmed/28918634
http://dx.doi.org/10.1021/sb4000417
http://www.ncbi.nlm.nih.gov/pubmed/23763381
http://dx.doi.org/10.1021/sb500090b
http://www.ncbi.nlm.nih.gov/pubmed/24896372
http://dx.doi.org/10.1126/science.1232467
http://www.ncbi.nlm.nih.gov/pubmed/23393266
http://dx.doi.org/10.1038/nature09415
http://www.ncbi.nlm.nih.gov/pubmed/20864996
http://dx.doi.org/10.1038/nrmicro.2017.158
http://www.ncbi.nlm.nih.gov/pubmed/29307890
http://dx.doi.org/10.1371/journal.ppat.1003844
http://www.ncbi.nlm.nih.gov/pubmed/24391500
http://dx.doi.org/10.1073/pnas.1608858113
http://www.ncbi.nlm.nih.gov/pubmed/27503894
http://dx.doi.org/10.1186/1297-9716-45-2
http://www.ncbi.nlm.nih.gov/pubmed/24405577
http://dx.doi.org/10.1016/j.chom.2017.05.004
http://dx.doi.org/10.1016/j.chom.2017.05.004
http://www.ncbi.nlm.nih.gov/pubmed/28618272
http://dx.doi.org/10.1126/science.aap8775
http://www.ncbi.nlm.nih.gov/pubmed/29326272
http://dx.doi.org/10.1073/pnas.1523899113
http://www.ncbi.nlm.nih.gov/pubmed/27140611
http://dx.doi.org/10.1016/j.chom.2014.06.002
http://www.ncbi.nlm.nih.gov/pubmed/24981331
http://dx.doi.org/10.1038/ncomms7453
http://dx.doi.org/10.1038/ncomms7453
http://www.ncbi.nlm.nih.gov/pubmed/25743609
http://dx.doi.org/10.1094/MPMI-22-6-0747
http://www.ncbi.nlm.nih.gov/pubmed/19445599
http://dx.doi.org/10.1073/pnas.202358699
http://www.ncbi.nlm.nih.gov/pubmed/12271135
http://dx.doi.org/10.3390/genes8010015
http://dx.doi.org/10.3390/genes8010015
http://www.ncbi.nlm.nih.gov/pubmed/28067778
http://dx.doi.org/10.1371/journal.ppat.1005413
http://www.ncbi.nlm.nih.gov/pubmed/26840124
http://dx.doi.org/10.1016/j.tim.2018.03.002
http://www.ncbi.nlm.nih.gov/pubmed/29588109
http://dx.doi.org/10.1126/science.1260064
http://dx.doi.org/10.1126/science.1260064
http://www.ncbi.nlm.nih.gov/pubmed/25554784
http://dx.doi.org/10.1128/mBio.00654-17
http://www.ncbi.nlm.nih.gov/pubmed/28743812
http://dx.doi.org/10.1038/srep45133
http://www.ncbi.nlm.nih.gov/pubmed/28327641
http://dx.doi.org/10.1146/annurev-micro-102215-095325
http://www.ncbi.nlm.nih.gov/pubmed/27359217
http://dx.doi.org/10.1111/evo.13328
http://www.ncbi.nlm.nih.gov/pubmed/28833073
http://dx.doi.org/10.7554/eLife.14712
http://www.ncbi.nlm.nih.gov/pubmed/27183270
http://dx.doi.org/10.7554/eLife.29397
http://dx.doi.org/10.7554/eLife.29397
http://www.ncbi.nlm.nih.gov/pubmed/28820387
http://dx.doi.org/10.1016/j.cub.2016.01.032
http://dx.doi.org/10.1016/j.cub.2016.01.032
http://www.ncbi.nlm.nih.gov/pubmed/26923784
http://dx.doi.org/10.1038/ncomms14371
http://www.ncbi.nlm.nih.gov/pubmed/28165005
http://dx.doi.org/10.1016/j.mib.2017.09.011
http://www.ncbi.nlm.nih.gov/pubmed/29078204
http://dx.doi.org/10.1016/j.tim.2017.02.008
http://dx.doi.org/10.1016/j.tim.2017.02.008
http://www.ncbi.nlm.nih.gov/pubmed/28285908
http://dx.doi.org/10.1371/journal.pcbi.1004520
http://www.ncbi.nlm.nih.gov/pubmed/26485125
http://dx.doi.org/10.1016/j.mib.2014.09.004
http://www.ncbi.nlm.nih.gov/pubmed/25271120
http://dx.doi.org/10.1128/mBio.00559-17
http://www.ncbi.nlm.nih.gov/pubmed/28830939
http://dx.doi.org/10.1038/nature10846
http://www.ncbi.nlm.nih.gov/pubmed/22367545
http://dx.doi.org/10.1128/AEM.02339-15
http://www.ncbi.nlm.nih.gov/pubmed/26341205
http://dx.doi.org/10.1371/journal.pntd.0004031
http://dx.doi.org/10.1371/journal.pntd.0004031
http://www.ncbi.nlm.nih.gov/pubmed/26317760
http://dx.doi.org/10.1128/JB.01175-10
http://www.ncbi.nlm.nih.gov/pubmed/21169497
http://dx.doi.org/10.1038/ismej.2013.232
http://www.ncbi.nlm.nih.gov/pubmed/24401856
http://dx.doi.org/10.1038/nrmicro2977
http://www.ncbi.nlm.nih.gov/pubmed/23456045
http://dx.doi.org/10.1016/j.cell.2013.01.042
http://dx.doi.org/10.1016/j.cell.2013.01.042
http://www.ncbi.nlm.nih.gov/pubmed/23415234
http://dx.doi.org/10.1073/pnas.1213963109
http://www.ncbi.nlm.nih.gov/pubmed/23150540
http://dx.doi.org/10.1042/BST20120183
http://www.ncbi.nlm.nih.gov/pubmed/23176498
http://dx.doi.org/10.1128/AAC.00744-09
http://www.ncbi.nlm.nih.gov/pubmed/19884380
http://dx.doi.org/10.1074/jbc.M400228200
http://www.ncbi.nlm.nih.gov/pubmed/15102848
http://dx.doi.org/10.1016/j.jmb.2015.09.018
http://dx.doi.org/10.1016/j.jmb.2015.09.018
http://www.ncbi.nlm.nih.gov/pubmed/26434507
http://dx.doi.org/10.1016/j.mib.2017.02.002
http://www.ncbi.nlm.nih.gov/pubmed/28258981
http://dx.doi.org/10.7554/eLife.05701
http://www.ncbi.nlm.nih.gov/pubmed/25643398
http://dx.doi.org/10.1038/ismej.2012.69
http://www.ncbi.nlm.nih.gov/pubmed/22763647
http://dx.doi.org/10.1111/j.1365-2958.2008.06132.x
http://www.ncbi.nlm.nih.gov/pubmed/18312265
http://dx.doi.org/10.1073/pnas.1300926110
http://www.ncbi.nlm.nih.gov/pubmed/23858463
http://dx.doi.org/10.1016/j.celrep.2017.12.020
http://www.ncbi.nlm.nih.gov/pubmed/29281838
http://dx.doi.org/10.1126/science.1235872
http://dx.doi.org/10.1126/science.1235872
http://www.ncbi.nlm.nih.gov/pubmed/23869020
http://science.sciencemag.org/


Science 359, 97–103 (2018). doi: 10.1126/science.aan4236;
pmid: 29097493

98. B. Routy et al., Gut microbiome influences efficacy of PD-1-
based immunotherapy against epithelial tumors. Science
359, 91–97 (2018). doi: 10.1126/science.aan3706;
pmid: 29097494

99. V. Matson et al., The commensal microbiome is associated
with anti-PD-1 efficacy in metastatic melanoma patients.
Science 359, 104–108 (2018). doi: 10.1126/science.aao3290;
pmid: 29302014

100. E. Breukink, B. de Kruijff, The lantibiotic nisin, a special case
or not? Biochim. Biophys. Acta 1462, 223–234 (1999).
doi: 10.1016/S0005-2736(99)00208-4; pmid: 10590310

101. N. Fimland, P. Rogne, G. Fimland, J. Nissen-Meyer,
P. E. Kristiansen, Three-dimensional structure of the two
peptides that constitute the two-peptide bacteriocin
plantaricin EF. Biochim. Biophys. Acta 1784, 1711–1719
(2008). doi: 10.1016/j.bbapap.2008.05.003pmid: 18555030

102. N. V. Dudkina et al., Structure of the poly-C9 component
of the complement membrane attack complex. Nat. Commun.
7, 10588 (2016). doi: 10.1038/ncomms10588; pmid: 26841934

103. S. Soelaiman, K. Jakes, N. Wu, C. Li, M. Shoham, Crystal
structure of colicin E3: Implications for cell entry and
ribosome inactivation. Mol. Cell 8, 1053–1062 (2001).
doi: 10.1016/S1097-2765(01)00396-3; pmid: 11741540

104. Z. C. Ruhe et al., CdiA effectors use modular receptor-binding
domains to recognize target bacteria. MBio 8, e00290-17
(2017). doi: 10.1128/mBio.00290-17; pmid: 28351921

105. A. Besse, J. Peduzzi, S. Rebuffat, A. Carré-Mlouka,
Antimicrobial peptides and proteins in the face of extremes:
Lessons from archaeocins. Biochimie 118, 344–355
(2015). doi: 10.1016/j.biochi.2015.06.004; pmid: 26092421

106. M. A. Riley, in Prokaryotic Antimicrobial Peptides, D. Drider,
S. Rebuffat, Eds. (Springer New York, 2011), pp. 13–26.

107. S. Rebuffat, in Prokaryotic Antimicrobial Peptides, D. Drider,
S. Rebuffat, Eds. (Springer New York, 2011), pp. 55–72.

108. I. F. Nes, in Prokaryotic Antimicrobial Peptides, D. Drider,
S. Rebuffat, Eds. (Springer New York, 2011), pp. 3–12.

109. D. M. Gordon, E. Oliver, J. Littlefield-Wyer, in Bacteriocins,
M. A. Riley, M. A. Chavan, Eds. (Springer Berlin Heidelberg,
2007), pp. 5–18.

110. N. C. K. Heng, P. A. Wescombe, J. P. Burton, R. W. Jack,
J. R. Tagg, in Bacteriocins, M. A. Riley, M. A. Chavan, Eds.
(Springer Berlin Heidelberg, 2007), pp. 45–92.

111. M. C. Rea, R. P. Ross, P. D. Cotter, C. Hill, in Prokaryotic
Antimicrobial Peptides, D. Drider, S. Rebuffat, Eds. (Springer
New York, 2011), pp. 29–53.

112. J. T. Morton, S. D. Freed, S. W. Lee, I. Friedberg, A large scale
prediction of bacteriocin gene blocks suggests a wide functional
spectrum for bacteriocins. BMC Bioinformatics 16, 381
(2015). doi: 10.1186/s12859-015-0792-9; pmid: 26558535

113. E. Cascales et al., Colicin biology. Microbiol. Mol. Biol. Rev.
71, 158–229 (2007). doi: 10.1128/MMBR.00036-06;
pmid: 17347522

114. M. Chatzidaki-Livanis et al., Gut symbiont Bacteroides fragilis
secretes a eukaryotic-like ubiquitin protein that mediates
intraspecies antagonism. MBio 8, e01902-17 (2017).
doi: 10.1128/mBio.01902-17; pmid: 29184019

115. D. Scholl, Phage tail-like bacteriocins. Annu. Rev. Virol. 4,
453–467 (2017). doi: 10.1146/annurev-virology-101416-
041632; pmid: 28961412

116. E. Grohmann, P. J. Christie, G. Waksman, S. Backert, Type IV
secretion in Gram-negative and Gram-positive bacteria.
Mol. Microbiol. 107, 455–471 (2018). doi: 10.1111/mmi.13896;
pmid: 29235173

117. D. Zhang, R. F. de Souza, V. Anantharaman, L. M. Iyer,
L. Aravind, Polymorphic toxin systems: Comprehensive
characterization of trafficking modes, processing,
mechanisms of action, immunity and ecology using
comparative genomics. Biol. Direct 7, 18 (2012). doi: 10.1186/
1745-6150-7-18; pmid: 22731697

118. A. Jamet, X. Nassif, New players in the toxin field:
Polymorphic toxin systems in bacteria. MBio 6, e00285–e15
(2015). doi: 10.1128/mBio.00285-15; pmid: 25944858

119. S. K. Aoki et al., Contact-dependent inhibition of growth in
Escherichia coli. Science 309, 1245–1248 (2005).
doi: 10.1126/science.1115109; pmid: 16109881

120. S. K. Aoki et al., A widespread family of polymorphic contact-
dependent toxin delivery systems in bacteria. Nature 468,
439–442 (2010). doi: 10.1038/nature09490; pmid: 21085179

121. J. S. Webb et al., Delivery of CdiA nuclease toxins into
target cells during contact-dependent growth inhibition.
PLOS ONE 8, e57609 (2013). doi: 10.1371/journal.
pone.0057609; pmid: 23469034

122. Z. C. Ruhe, J. Y. Nguyen, C. M. Beck, D. A. Low, C. S. Hayes,
The proton-motive force is required for translocation of
CDI toxins across the inner membrane of target bacteria.
Mol. Microbiol. 94, 466–481 (2014). doi: 10.1111/mmi.12779;
pmid: 25174572

123. J. L. E. Willett, G. C. Gucinski, J. P. Fatherree, D. A. Low,
C. S. Hayes, Contact-dependent growth inhibition toxins
exploit multiple independent cell-entry pathways. Proc. Natl.
Acad. Sci. U.S.A. 112, 11341–11346 (2015). doi: 10.1073/
pnas.1512124112; pmid: 26305955

124. S. Koskiniemi et al., Rhs proteins from diverse bacteria
mediate intercellular competition. Proc. Natl. Acad. Sci. U.S.A.
110, 7032–7037 (2013). doi: 10.1073/pnas.1300627110;
pmid: 23572593

125. S. J. Foster, Molecular analysis of three major wall-associated
proteins of Bacillus subtilis 168: Evidence for processing
of the product of a gene encoding a 258 kDa precursor
two-domain ligand-binding protein. Mol. Microbiol. 8,
299–310 (1993). doi: 10.1111/j.1365-2958.1993.tb01574.x;
pmid: 8316082

126. F. Boyer, G. Fichant, J. Berthod, Y. Vandenbrouck, I. Attree,
Dissecting the bacterial type VI secretion system by a
genome wide in silico analysis: What can be learned from
available microbial genomic resources? BMC Genomics

10, 104 (2009). doi: 10.1186/1471-2164-10-104;
pmid: 19284603

127. R. D. Hood et al., A type VI secretion system of Pseudomonas
aeruginosa targets a toxin to bacteria. Cell Host Microbe
7, 25–37 (2010). doi: 10.1016/j.chom.2009.12.007;
pmid: 20114026

128. A. B. Russell et al., Type VI secretion delivers bacteriolytic
effectors to target cells. Nature 475, 343–347 (2011).
doi: 10.1038/nature10244; pmid: 21776080

129. J. C. Whitney et al., An interbacterial NAD(P)(+)
glycohydrolase toxin requires elongation factor Tu for
delivery to target cells. Cell 163, 607–619 (2015).
doi: 10.1016/j.cell.2015.09.027; pmid: 26456113

130. A. B. Russell, S. B. Peterson, J. D. Mougous, Type VI
secretion system effectors: Poisons with a purpose. Nat. Rev.
Microbiol. 12, 137–148 (2014). doi: 10.1038/nrmicro3185;
pmid: 24384601

131. J. Ma et al., PAAR-Rhs proteins harbor various C-terminal
toxins to diversify the antibacterial pathways of
type VI secretion systems. Environ. Microbiol. 19,
345–360 (2017). doi: 10.1111/1462-2920.13621;
pmid: 27871130

132. M. Unnikrishnan, C. Constantinidou, T. Palmer, M. J. Pallen,
The enigmatic Esx proteins: Looking beyond mycobacteria.
Trends Microbiol. 25, 192–204 (2017). doi: 10.1016/
j.tim.2016.11.004; pmid: 27894646

133. Z. Cao, M. G. Casabona, H. Kneuper, J. D. Chalmers,
T. Palmer, The type VII secretion system of
Staphylococcus aureus secretes a nuclease toxin that
targets competitor bacteria. Nat. Microbiol. 2,
16183 (2016). doi: 10.1038/nmicrobiol.2016.183;
pmid: 27723728

134. L. García-Bayona, M. S. Guo, M. T. Laub, Contact-dependent
killing by Caulobacter crescentus via cell surface-associated,
glycine zipper proteins. eLife 6, e24869 (2017). doi: 10.7554/
eLife.24869; pmid: 28323618

135. E. Nudleman, D. Wall, D. Kaiser, Cell-to-cell transfer
of bacterial outer membrane lipoproteins. Science
309, 125–127 (2005). doi: 10.1126/science.1112440;
pmid: 15994555

136. D. T. Pathak et al., Cell contact-dependent outer membrane
exchange in myxobacteria: Genetic determinants and
mechanism. PLOS Genet. 8, e1002626 (2012). doi: 10.1371/
journal.pgen.1002626; pmid: 22511878

ACKNOWLEDGMENTS

We thank M. J. Coyne, G. L. Lozano, K. Coyte, and T. Zhang
for helpful discussions. Funding: The Comstock laboratory is
funded by Public Health Service grants R01AI120633 and
R01AI093771 from the NIH/National Institute of Allergy and
Infectious Diseases.

10.1126/science.aat2456

García-Bayona et al., Science 361, eaat2456 (2018) 21 September 2018 11 of 11

RESEARCH | REVIEW
on S

eptem
ber 20, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://dx.doi.org/10.1126/science.aan4236
http://www.ncbi.nlm.nih.gov/pubmed/29097493
http://dx.doi.org/10.1126/science.aan3706
http://www.ncbi.nlm.nih.gov/pubmed/29097494
http://dx.doi.org/10.1126/science.aao3290
http://www.ncbi.nlm.nih.gov/pubmed/29302014
http://dx.doi.org/10.1016/S0005-2736(99)00208-4
http://www.ncbi.nlm.nih.gov/pubmed/10590310
http://dx.doi.org/10.1016/j.bbapap.2008.05.003
http://www.ncbi.nlm.nih.gov/pubmed/18555030
http://dx.doi.org/10.1038/ncomms10588
http://www.ncbi.nlm.nih.gov/pubmed/26841934
http://dx.doi.org/10.1016/S1097-2765(01)00396-3
http://www.ncbi.nlm.nih.gov/pubmed/11741540
http://dx.doi.org/10.1128/mBio.00290-17
http://www.ncbi.nlm.nih.gov/pubmed/28351921
http://dx.doi.org/10.1016/j.biochi.2015.06.004
http://www.ncbi.nlm.nih.gov/pubmed/26092421
http://dx.doi.org/10.1186/s12859-015-0792-9
http://www.ncbi.nlm.nih.gov/pubmed/26558535
http://dx.doi.org/10.1128/MMBR.00036-06
http://www.ncbi.nlm.nih.gov/pubmed/17347522
http://dx.doi.org/10.1128/mBio.01902-17
http://www.ncbi.nlm.nih.gov/pubmed/29184019
http://dx.doi.org/10.1146/annurev-virology-101416-041632
http://dx.doi.org/10.1146/annurev-virology-101416-041632
http://www.ncbi.nlm.nih.gov/pubmed/28961412
http://dx.doi.org/10.1111/mmi.13896
http://www.ncbi.nlm.nih.gov/pubmed/29235173
http://dx.doi.org/10.1186/1745-6150-7-18
http://dx.doi.org/10.1186/1745-6150-7-18
http://www.ncbi.nlm.nih.gov/pubmed/22731697
http://dx.doi.org/10.1128/mBio.00285-15
http://www.ncbi.nlm.nih.gov/pubmed/25944858
http://dx.doi.org/10.1126/science.1115109
http://www.ncbi.nlm.nih.gov/pubmed/16109881
http://dx.doi.org/10.1038/nature09490
http://www.ncbi.nlm.nih.gov/pubmed/21085179
http://dx.doi.org/10.1371/journal.pone.0057609
http://dx.doi.org/10.1371/journal.pone.0057609
http://www.ncbi.nlm.nih.gov/pubmed/23469034
http://dx.doi.org/10.1111/mmi.12779
http://www.ncbi.nlm.nih.gov/pubmed/25174572
http://dx.doi.org/10.1073/pnas.1512124112
http://dx.doi.org/10.1073/pnas.1512124112
http://www.ncbi.nlm.nih.gov/pubmed/26305955
http://dx.doi.org/10.1073/pnas.1300627110
http://www.ncbi.nlm.nih.gov/pubmed/23572593
http://dx.doi.org/10.1111/j.1365-2958.1993.tb01574.x
http://www.ncbi.nlm.nih.gov/pubmed/8316082
http://dx.doi.org/10.1186/1471-2164-10-104
http://www.ncbi.nlm.nih.gov/pubmed/19284603
http://dx.doi.org/10.1016/j.chom.2009.12.007
http://www.ncbi.nlm.nih.gov/pubmed/20114026
http://dx.doi.org/10.1038/nature10244
http://www.ncbi.nlm.nih.gov/pubmed/21776080
http://dx.doi.org/10.1016/j.cell.2015.09.027
http://www.ncbi.nlm.nih.gov/pubmed/26456113
http://dx.doi.org/10.1038/nrmicro3185
http://www.ncbi.nlm.nih.gov/pubmed/24384601
http://dx.doi.org/10.1016/j.tim.2016.11.004
http://www.ncbi.nlm.nih.gov/pubmed/27894646
http://dx.doi.org/10.1016/j.tim.2016.11.004
http://dx.doi.org/10.1016/j.tim.2016.11.004
http://www.ncbi.nlm.nih.gov/pubmed/27894646
http://dx.doi.org/10.1038/nmicrobiol.2016.183
http://www.ncbi.nlm.nih.gov/pubmed/27723728
http://dx.doi.org/10.7554/eLife.24869
http://dx.doi.org/10.7554/eLife.24869
http://www.ncbi.nlm.nih.gov/pubmed/28323618
http://dx.doi.org/10.1126/science.1112440
http://www.ncbi.nlm.nih.gov/pubmed/15994555
http://dx.doi.org/10.1371/journal.pgen.1002626
http://dx.doi.org/10.1371/journal.pgen.1002626
http://www.ncbi.nlm.nih.gov/pubmed/22511878
http://science.sciencemag.org/


RESEARCH ARTICLE SUMMARY
◥

PATTERN FORMATION

The periodic coloration in birds
forms through a prepattern of
somite origin
Nicolas Haupaix, Camille Curantz, Richard Bailleul, Samantha Beck,
Annie Robic, Marie Manceau*

INTRODUCTION: In animals, coat color is of-
ten arranged in periodic motifs that vary wide-
ly, from striped to spotted patterns. These
intricate designs have long fascinated develop-
mental biologists and mathematicians alike.
What are the mechanisms underlying the for-
mation of periodic patterns and shaping their
diversity? Spatial organization in the
developing skin involves prepatterns
that precede the color pattern. Self-
organizingeventshave longbeenthought
to act upstream of prepatterns (e.g.,
throughmolecular diffusion or pigment
cell interaction). Changes in both of
thesemolecular and cellular eventsmay
contribute to periodic pattern variation.
However, periodic patterns are highly
reproducible within species and display
specificorientationandperiodicity,which
suggests that they also rely on preexisting
spatial reference.

RATIONALE: Documenting pheno-
type diversity constitutes a promising
framework for the prediction of such
spatial landmarks, comparable to
mathematical modeling strategies.
We surveyed variation in the tran-
sient periodic pattern visible in juve-
nile birds of the galliform group, in
which longitudinal stripes are or-
ganized in a black-yellow-black se-
quence in the dorsal region.

RESULTS: By comparing the striped
pattern for 10 galliform bird species,
we showed that the width of each
stripe varied and that their number
increased with dorsum size. In con-
trast, their absolute positions were
comparable. We analyzed pigment
appearance in the embryonic skin
of five representative species and
showed that the periodic striped pat-
tern results from the timely produc-
tion of yellow coloration at specific

locations. This yellow-production pulse was
not triggered by a certain stage of feather
growth or by dynamics of feather follicle
production across the dorsum. However, it
was linked to the early expression of agouti.
This well-known pigmentation gene dis-
played a composite expression pattern in

longitudinal bands whose width and position
correlated with that of yellow stripes in each
species. To test agouti’s role, we used a func-
tional approach by exploiting mutant strains
of quails: The increase (in the Fawn strain)
or decrease (in the recessive black strain) of
agouti expression levels respectively led to
wider or narrower yellow stripes. Comparing
pigment distribution across feathers between
these gain- or loss-of-function mutants and

wild-type quails showed
thatagouti controls stripe
width by adjusting the
duration of the yellow-
productionpulse in adose-
dependentmanner. Both
the position of agouti-

expressing bands and that of yellow stripes
did not change in mutant quails.
To identify the origin of signals controlling

localized agouti expression and setting the posi-
tion of yellow stripes, we performed hetero-
specific grafting experiments: Embryonic tissues
fromdonor quailswere transplanted into phea-

sant hosts.We found that after trans-
planting somites (from which dermal
cells originate), chimeras locally dis-
played quail-like expression of agouti
in the developing skin. Long-term
experiments showed that hosts dis-
played a striped color pattern typical
of the donor at the level of the graft.
Such changeswere not observedwhen
the neural tube (from which pigment-
producing cells originate)was grafted.
These results showed that the somitic
mesoderm autonomously instructs
agouti expression and consequently
the position of yellow stripes.

CONCLUSION: We conclude from
this work that the galliform striped
pattern is achieved in a two-step
mechanism. The somite provides posi-
tional information to the developing
dermis; this controls the position of
agouti expression in a prepattern that
foreshadows yellow stripes. Theirwidth
is then refined by agouti, which lo-
cally controls yellow production in
a dose-dependent manner. This se-
quential organization of space, com-
bining early landmarks and local
mechanisms, may govern the forma-
tion (and thus constrain the evolu-
tion) of many periodic patterns.▪
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The striped pattern of a Japanese quail embryo. Galliform
birds display a longitudinal pattern of colored stripes already
visible a few days before hatching (here in a Japanese quail,
Coturnix japonica). Stripes form through differential deposition
of black and yellow pigments along growing feathers in the
dorsum. Our work shows that this pattern is controlled by a
prepattern instructed by the somitic mesoderm.
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full article online.
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PATTERN FORMATION

The periodic coloration in birds
forms through a prepattern of
somite origin
Nicolas Haupaix1, Camille Curantz1, Richard Bailleul1, Samantha Beck1,
Annie Robic2, Marie Manceau1*

The periodic stripes and spots that often adorn animals’ coats have been largely viewed as
self-organizing patterns, forming through dynamics such as Turing’s reaction-diffusion
within the developing skin. Whether preexisting positional information also contributes to
the periodicity and orientation of these patterns has, however, remained unclear. We
used natural variation in colored stripes of juvenile galliform birds to show that stripes
form in a two-step process. Autonomous signaling from the somite sets stripe position by
forming a composite prepattern marked by the expression profile of agouti. Subsequently,
agouti regulates stripe width through dose-dependent control of local pigment production.
These results reveal that early developmental landmarks can shape periodic patterns
upstream of late local dynamics, and thus constrain their evolution.

M
any vertebrates display intricate color
patterns characterized by a periodic ar-
rangement of pigments in stripes or spots
(1). This spatial organization was recently
shown to involve genes whose embryonic

expression profile forms a prepattern preceding
the adult pattern [e.g., the developmental expres-
sion of the pigmentation genes edn3b and alx3
foreshadows striped patterns in the fur of cats and
African striped mice, respectively (2, 3)]. A long-
standing challenge has been to uncover the em-

bryonic pattern-forming events acting upstream
of prepatterns to create discrete compartments
in the developing skin. Computer simulations of
stochastic dynamics such as Turing’s reaction-
diffusion, which involves the interaction of at
least one self-activating factor and its inhibitor
diffusing at long range, reproduce periodic mo-
tifs that resemble those observed in thewild; this
finding suggests that color self-organizes in the
skin tissue [see (4) for a review]. This hypothesis
is supported by a handful of empirical studies. In

zebrafish, longitudinal stripes form through inter-
action [depolarization-repulsion (5)] of pigment
cells sequentially aggregating locally, forming in-
terstripes, then expanding and compactingwithin
stripe regions (6, 7). In striped cats, the amino-
peptidase taqpep creates periodicity by establish-
ing an edn3b-expressing prepattern (2). Changes
in cell behaviors or in the biological parameters
of molecular players (e.g., clearance rate, which
reflects the rate of molecule elimination; diffusiv-
ity)may contribute to natural variation in periodic
patterns, consistent with theoretical predictions:
Modifying the corresponding parameters of simu-
lations gives rise to a vast array of patterns (4).
Most periodic color patterns, however, display
specific orientation or periodicity and are high-
ly reproducible within species, which suggests
that their formation does not entirely rely on
stochastic events. Here, we investigated wheth-
er early developmental landmarks provide pre-
existing spatial reference to periodic patterns.

Stripes vary in number and width but
have comparable positions relative
to the dorsal midline

To predict potential spatial landmarks, we sur-
veyed phenotypic variation in the transient striped
pattern visible along the dorsum of juvenile birds
of the galliform group (8, 9). In flat-skin specimens
for 10 species chosen for their representative vary-
ing patterns (table S1), we compared feather types
according to pigmentation along barbs (i.e., pri-
mary branches).Wedistinguished twomain types:
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Fig. 1. Stripes vary in width and shape, but not position, in galliforms.
(A) Flat-skin preparations of dorsal skin regions (white rectangle) in
juvenile individuals of 10 galliform bird species (n = 2 to 5 per species, see
table S1) show their alternating yellow and black stripes, labeled as cy
(central yellow), cb (central black), ly (lateral yellow), lb (lateral black), and
ly2 (additional lateral yellow) stripes. This pattern is symmetrical over
the dorsal midline (dm, in red) and was thus used as a landmark reference.
Scale bars, 1 cm. (B) Measures of absolute distances from the dorsal
midline to the boundary between each stripe at wing and leg levels
[indicated by Wi and Le in (A) and (C)] demonstrate interspecies variation
in stripe width. We also observed changes in the number of lateral stripes
despite differences in dorsum size (species are shown in size order,

with smallest at top). Conversely, cb and ly stripes have comparable
positions. Green lines represent cb distance from the dorsal midline
(2 to 4 mm at wing level, 2 to 3 mm at leg level); blue lines represent ly
distance from the dorsal midline (3 to 9 mm at wing level, 3 to 6 mm at leg
level). C.j, Coturnix japonica; O.p, Oreortyx picta; P.p, Perdix perdix;
A.r, Alectoris rufa; N.m, Numida meleagris; C.am, Chrysolophus
amherstiae; S.r, Syrmaticus reevesii; P.c, Phasianus colchicus; C.au,
Chrosoptylon auritum; M.g, Meleagris gallopavo. Error bars indicate SD.
(C) Feathers of the dorsal tract organize in feather rows (fr; shown in
orange in C. japonica). Their spatial arrangement varies between species.
Plotting feather types at each position of the tract produces precise
spatial representations of the color pattern.
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black (b; entirely eumelanic) and yellow (y; with a
pheomelanin band and black base and tip) (fig. S1).
This allowed us to identify a common stripe se-
quence, symmetrical over the dorsal midline and
extending from the wing to the tail: The most
central stripe is black (cb)—sometimes contain-
ing a few central yellow feathers (cy)—and is
flanked by two lateral yellow stripes (ly). The
latter can be ventrally bordered by lateral black
stripes (lb) and additional lateral yellow stripes
(ly2) (Fig. 1A). We observed that the number of
stripes often increased with dorsum size, hence
variation in color pattern does not result solely
from scaling. The position of each stripe relative
to dorsum size varied between species (fig. S2).
In comparison, absolute distances between
the dorsal midline and the center of the stripes
closest to the median (i.e., cb and ly) were com-
parable; this suggests that these stripes are posi-
tioned early, prior to dorsal skin expansion (Fig.
1B). The width of each stripe also varied between
species. To detail this variation, we compared
stripe boundaries relative to feather tracts, which
are feather-covered skin areas separated by near-
glabrous regions. Within tracts, feathers form
longitudinal rows whose number, spacing, and
length along the anteroposterior axis is typical
to each species (10, 11) (fig. S3). We plotted feath-
er types at each position of the dorsal tract and
found that color boundaries are highly repro-
ducible within species’ tracts (e.g., in Coturnix
japonica, the cb-ly boundary is characterized
by the consistent production of b/y split feath-
er types). However, these color boundaries vary
between species relative to feather row number
(i.e., stripe width) and along the anteroposterior
axis (i.e., stripe shape; Fig. 1C). This suggests that
variation in stripe width or shape results from
differences in local mechanisms occurring dur-
ing feather tract formation.

Interspecies differences in agouti
expression correlate with stripe
pattern variation

We took advantage of both the absence of varia-
tion in stripe position and the presence of dif-
ferences in stripe width or shape to link the
juvenile color pattern to (i) pigment production
and (ii) tract formation during embryogenesis
(in contrast to phenotypic surveys classically
limited to observations of adult patterns).We used
five species representative of variation in the
width or shape of stripes, the presence or absence
of cy/lb stripes, and the organization of the dorsal
tract (namely C. japonica, Alectoris rufa, Perdix
perdix, Phasianus colchicus, and Syrmaticus
reevesii). We first compared the appearance of
pigments in these species. We found that pig-
ment production starts a few days before hatch-
ing (when all feather follicles of the dorsal tract
are visible; fig. S4) and occurs in a medial-to-
lateral wave: Eumelanin pigments are first pro-
duced in the most central feathers, forming one
(P. colchicus, S. reevesii) or two (C. japonica, A.
rufa,P. perdix) longitudinal black bands, and then
progressively appearing laterally. This forms the
cb stripe. Eumelanin production is transiently

Haupaix et al., Science 361, eaar4777 (2018) 21 September 2018 2 of 6

Fig. 2. Stripes form through yellow pulses independent of tract differentiation. (A) Flat-skin
preparations of dorsal embryonic skins in five species (left) and high-magnification views of
developing feathers in cb (upper right) and ly (bottom right) stripes allow visualization of the
sequential production of pigments. Scale bars, 0.25 cm. (B) Color pattern diagrams (left) and
color-coded representations of each feather (#fr) at wing (Wi) and leg (Le) levels show the positions
of cy and ly stripes (which sometimes differ between Wi and Le; C. japonica has an additional ly2
stripe). A blue-to-green color code on diagrams (right) and for each feather (squares) shows the
order of formation of feather rows (1 to 11, depending on species). Intercalate feathers (i, in orange)
may form after tract formation. We observed no correlation between the order of formation of
feather rows and their position in the tract (i.e., #fr), nor with the position of cy and ly stripes.
(C) In situ hybridizations for agouti (in purple) reveal the two most lateral expressing bands present
in all species (A1), two intermediary bands visible only in C. japonica (A1′), and one A2 band
visible in C. japonica, A. rufa, P. perdix, and to a lesser extent, S. reevesii. (A1′)A1 and A2 (purple
arrowheads) foreshadow ly and cy stripes [compare with (B)]. E, embryonic day of development.
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replaced in lateral feather rows by pheomelanin,
forming the banded pattern in feathers of ly
stripes. The most lateral feathers produce only
eumelanin (forming lb stripes), and the most cen-
tral feathers transiently produce pheomelanin
(forming the cy stripe; Fig. 2A). Thus, the striped
pattern results from localized “pulses” of yellow
pigment production (cy and ly stripes) in an
otherwise black-producing tissue.
To test whether yellow pulses occur at certain

stages of tract differentiation, we reconstructed
the sequence resulting in the spatial arrangement
of follicles across the dorsal tract in all species and
compared it with the position of the yellow-
producing domains. Developing follicles stained
with the b-catenin marker (12) first correspond
to one (P. colchicus, S. reevesii) or two (C. japonica,
A. rufa, P. perdix) longitudinal bands; rows of
follicles are then added in a wave traveling ven-
trally [consistent with previous observations in
the chick (13)], and lastly in the most central
area, completing the dorsal tract (fig. S5). Tracing
back cy and ly feather rows to their order of for-

mation showed that this order differs between
species (Fig. 2B). Thus, the position of cy and ly
stripes is not set by a mechanism taking place at
given stages of tract formation.
We next tested whether yellow pulses are

triggered by feather growth: We compared, in
the ly stripe, (i) stages at which feathers switch
to pheomelanin or back to eumelanin produc-
tion, and (ii) the size and proximodistal position
of the pheomelanin band in fully grown y feath-
ers (as a readout for the onset and duration of the
pulse). We found no correlation between these
and the timing of yellow production (fig. S6).
Thus, yellow pulses are not temporally linked
to stages of feather growth. Because yellow-
producing domains have shared positions and
varying widths that do not correlate with dy-
namics of tract formation, we predicted that they
rely on prepatterns established before skin dif-
ferentiation. The signaling peptide Agouti controls
the production of pheomelanin pigments in a
timely fashion in the hair (14) and marks pre-
patterns of light color domains in the embryonic

skin (3, 15) and along individual feathers (16). We
found that prior to follicle formation in the five
bird species, two agouti-expressing bands (A1)
form in the dermis on both sides of the neural
tube. In C. japonica, A. rufa, P. perdix, and weak-
ly in S. reevesii, a thinner central band of agouti
(A2) also appears a few hours after A1, and in
C. japonica only, additional thin bands (A1′) in-
tercalate between theA1 andA2bands, a fewhours
after A2 appearance (Fig. 2C and fig. S7). Thus,
agouti expression is composite in space and time.
In all species, the pattern of agouti-expressing
bands resembled that of yellow stripes.

Agouti foreshadows yellow stripes
and controls their width in a
dose-dependent manner

To confirm this spatial correlation, we linked the
position of each band to presumptive feather rows
using double in situ hybridization for agouti and
b-catenin in C. japonica. We found that the A1′
agouti band is expressed in the presumptive
domain of the second feather row, consisting of
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Fig. 3. agouti marks a striped prepattern and controls stripe width.
(A) Double in situ stains for agouti (purple) and b-catenin (red) at E6, E6.5,
and E7 show (in whole-mount embryos and sections) that A1′ corresponds to
fr#2, A1 corresponds to fr#3 to 5, and A2 corresponds to fr#i (putative
domains correspond to interlimb level on an E16 dorsal tract map).
ep, epidermis; d, dermis. (B) Juvenile flat skins, pattern maps, and embryonic
flat skins of mutant strains of C. japonica show a reduction (RB–/–; upper
panels, n = 5) or extension (Fa–/–; lower panels, n = 5) of cy and ly stripe

width. (C) Observations and quantifications of y feather length (as detailed in
fig. S6; upper graph) when they first switch to yellow production (yellow
dot plots) or back to black production (black dot plots) show that the yellow
pulse occurs earlier in RB–/– than in wild-type individuals. Measures of the
size of the yellow band relative to the length of fully grown feathers
(fig. S6 and see scheme in C. japonica; lower graph) show that the yellow
pulse occurs for a longer duration in Fa–/– than in wild-type individuals.
Error bars indicate SD.
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the first b/y feather of the ly stripe, whereas A1
corresponds to the third through fifth rows, form-
ing the rest of the ly stripe, and A2 covers the
central rows that form the cy stripe. In this spe-
cies, agouti is later restricted to feather follicles
of these stripes (Fig. 3A). Thus, the composite
expression of the (A1′)A1 and A2 agouti bands
reveals a prepattern that foreshadows the posi-
tion of ly and cy yellow stripes, respectively. To
understand how agouti expression affects stripe
patterning, we used a functional quantitative ap-
proach and assessed the striped phenotype inmu-
tant C. japonica strains. In recessive-black quails
(RB–/–), agouti’s spatial pattern is maintained
with no change in the position or width/shape of
the A1, A1′, and A2 bands (fig. S8), but a frame-
shift mutation in agouti’s coding sequence results
in a marked decrease in transcript expression
levels (17). We found that these birds display
overall shorter feathers organized in thinner ly
stripes (i.e., only feather rows 3 and 4 produce
yellow, versus rows 2 and 5 in wild-type indi-
viduals), and no visible cy stripe (Fig. 3B). These
changes in ly stripe width result from a decrease
in the duration of the yellow pulse: Relative to

wild-type quails, feathers of RB–/– quails switch
back to eumelanin production earlier (consequent-
ly producing fewer y feathers containing smaller
yellow bands; Fig. 3C). Conversely, quails of the
Fawn mutant strain (Fa–/–) are homozygous for
a duplication at agouti responsible for an increase
in its expression levels (17, 18). In Fa–/– birds, the
spatial pattern of agouti remains unchanged
(fig. S8) but the ly (rows 1 or 2 through row 6)
and cy stripes are wider, with y feathers display-
ing longer yellow bands because of a delayed
switch to eumelanin production (i.e., increase in
the duration of the yellow pulse; Fig. 3, B and C).
These loss- or gain-of-function experiments show
a role for agouti: At given positions (i.e., express-
ing bands), this gene regulates stripe width
through a dose-dependent control of the dura-
tion of the yellow pulse. Agouti is a peptide diffus-
ing in a paracrinemanner; its localized expression
may thus create a signaling gradient to which
dermal cells respond according to their position:
Certain thresholds of agouti levels trigger yellow
production to locally fine-tune the border of yel-
low stripes and modulate the length of the yellow
band (consistentwith the latter being increased in

feathers at the center of ly stripes relative to those
at the edge; fig. S1). This raises the appealing pos-
sibility that striped pattern evolution is governed
by differential regulation of agouti expression
levels.

The somitic mesoderm controls
localized agouti expression and yellow
stripe position

Contrary to stripe width, the position of stripes is
conserved between species; this suggests that
early developmental landmarks establish agouti’s
composite prepattern. We studied the earliest
visible expression of agouti in the embryonic
skin in all five species and found it comparably
located in the dermis above the neural tube
(A2; fig. S9) and the dorsomedial part of dif-
ferentiating somites (A1; Fig. 4A). Previous quail-
chick grafting experiments showed that both the
neural tube and somites contribute to the skin
lineage. Feather follicle cells originate from the
somite dermomyotome, and their spatial distri-
bution ismesoderm-dependent (13, 19). Conversely,
pigment-producing cells (melanocytes) derive from
the neural crest (20, 21), but despite evidence
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Fig. 4. Stripe color pattern has a somitic origin. (A) Sections of in situ
hybridization for agouti (in purple) show that in all species, A1 bands
(purple arrowheads) locate in the embryonic dermal area above the
developing somite. nt, neural tube; s, somite. (B) C. japonica’s three last
formed somites at HH13 (i.e., immediately posterior to the wing bud) were
grafted in place of those of P. colchicus; 3 days after grafting,
immunohistochemistry for QCPN (in green) revealed that C. japonica’s
cells invaded the host tissues (n = 8). High-magnification views with DAPI
stains (in blue) show that QCPN+ cells locate in the developing dermis
but not in the epidermis in regions corresponding to A1/A1′ (red square 2)
and A2 (red square 1). At that stage, grafted regions in chimeras
strongly express agouti in position of the A1 band (purple arrowhead,

n = 7), similar to C. japonica but contrary to P. colchicus embryos. Eleven
days after grafting, QCPN+ cells also locate in the dermis, including the
papillae of feather follicles, but not in the epidermis. Relative to C. japonica
and P. colchicus controls (left panels, n = 3 per species), feathers of the
chimera at the same stage (right panels, n = 4) resemble those of the
host except in the grafted area (in green). (C) The chimera’s grafted side
(third series from top) has the same stripe and feather pattern (see #fr)
as C. japonica (first series and color pattern diagram); conversely, its
ungrafted side (fourth series) has the same stripe and feather pattern
as P. colchicus (second series and color pattern diagram). In chimeras,
the first feather (#fr1) is common to the grafted and ungrafted sides.
n, notochord; end, endoderm.
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that their differentiation responds to cues from
the feather papillae (22), the means by which
they govern color patterning remained unclear,
as grafted strains were homogeneously colored
(and quailmelanocytes produced black pigments
in the host). We thus performed somite and neu-
ral tube transplantations from C. japonica donors
into P. colchicus hosts (because both species dis-
play a typical striped pattern; Fig. 4B). Three days
after transplanting the right half of theC. japonica
neural tube (prior to major migration of the neu-
ral crest) in place of that of P. colchicus at the
equivalent stage, no expression ofagouti (normally
visible in C. japonica but not P. colchicus embryos
at that stage; fig. S7) was detected in the dermis of
chimeras. C. japonica cells (stained with the spe-
cific QCPNmarker) were observed in the develop-
ing neural tube, dermis, and epidermis. The same
was true 11 days after grafting [i.e., embryonic
day 14 (E14), when coloration is visible in lateral
stripes]; at that stage, some QCPN+ cells coex-
pressed themelanocyte marker Trp1 (fig. S10). In
these chimeras, the grafted and ungrafted parts
of the skin displayed similar color (and feather)
patterns (fig. S11). This demonstrates that the neu-
ral tube, despite generating melanocytes produc-
ing black pigments by default (20, 21), does not
spatially control the expression of agouti expres-
sion or the activity of melanocytes (and thus the
position of yellow-producing domains). Converse-
ly, 3 days after replacing the undifferentiated som-
ites of P. colchicus located below wing level by
those of C. japonica, QCPN+ cells invaded the
whole dermal compartment and we observed
strong expression of agouti in the grafted dermis
in the position of the A1 band (Fig. 4B). Eleven
days after transplantation, QCPN+ cells did not
express Trp1 (fig. S12). Growing feathers of the
grafted side were longer than those of the
ungrafted side, spatially organized according to
C. japonica’s dorsal tract [fig. S11 and consistent
with previous work (13)], and displayed the color
pattern seen belowwing level in C. japonica (note
that it differs from leg level; see Fig. 2B). Spe-
cifically, lb feathers were present in the lateral
part of the tract and yellow pigments were pro-
duced in feather rows 2 to 4, thereby reducing the
width of the ly stripe in the grafted side relative to
the ungrafted side (Fig. 4C). Thus, the localized
expression of agouti and production of yellow
pigments (and therefore, the striped coloration
pattern) are autonomously instructed by the so-
mitic mesoderm.

Discussion

Results from this study show that the striped
pattern is achieved in a two-step mechanism. The
somite procures positional information, creating
specific compartments in the dermis at precise
locations (controlling the position of agouti-
expressing bands and consequently yellow stripes).
This prepattern is then refined according to ex-
pression levels of agouti (temporally controlling
pigment-type production and consequently the
width of each stripe). These results raise the pos-
sibility that most natural patterns, including pe-
riodic designs, rely on (and are constrained by) a

stepwise organization of space that combines
late, local events producing periodicity and early
positional sources ensuring reproducibility, which
is the key to fitness and proper directionality (in
this case, longitudinal stripes depend on informa-
tion from axial structures). Our work thus opens
new avenues following from current theoretical
models: Simulations of Turing’s reaction-diffusion
(and other self-organizing systems) can be framed
using initial conditions corresponding to develop-
mental landmarks. Extending empirical work on
other natural patterns will better define such ini-
tial conditions and thus shed light on develop-
mental constraints to color pattern evolution.

Materials and methods
Specimen sampling

Previously euthanized specimens of 1- to 3-day-
old hatchlings (for 10 species of galliform birds;
table S1) and fertilized eggs (for C. japonica, A.
rufa, P. perdix, P. colchicus, and S. reevesii) were
obtained from authorized local breeders (Ferme
de Chanteloup, Caringa, Mr. Bouly de Lesdain,
Les Bois de Vaux) and stored at –20°C prior to
processing. After egg incubation in Brinsea ova-
easy 190 incubators, embryos at various stages of
development were dissected in PBS and fixed in
4% formaldehyde.

Stripe pattern analyses

Flat skin specimens were prepared from frozen
carcasses through an incision of the skin along
the ventralmidline and cautious separation of the
scalp from body muscles. Dissected skins were
stretched flat, left to dry for 1 week, and imaged.
Measures of distances between stripe boundaries
were performed from the dorsal midline to the
wings and legs (Fig. 1A) using a Vernier caliper
(C. japonica and A. rufa, n = 5; Oreortyx picta
andChrosoptylon auritum,n= 2; all other species,
n = 3). Within the measured area, all species
displayed cb, ly, lb (Chrysolophus amherstiae,
and S. reevesii only at leg level), and ly2 (except
S. reevesii) stripes. Only C. japonica, A. rufa,
P. perdix, and Meleagris gallopavo had cy
stripes. Spatial reference maps of dorsal tracts
were obtained by (i) plucking out all feathers
(using forceps), which revealed their respective
positions along longitudinal rows (i.e., feather
rows) from the neck to the tail, and (ii) recording
color at each position (coded yellow when fea-
thers displayed pheomelanin and black when
they only contained eumelanin).

Pigments, tracts, and feather
spacing analyses

Embryonic flat-skin specimens were obtained by
performing longitudinal openings from neck to
tail in embryos of C. japonica, A. rufa, P. perdix,
P. colchicus, and S. reevesii and separating the
developing skin tissue from the body (using mi-
croscissors and forceps). Dissected skins were
fixed in 4% formaldehyde and stored in 80%
glycerol. Developing feathers were plucked,
mounted on glass slides in fluoromount (South-
ern Biotech), imaged, and measured using Fiji
software (23).

The “switch to y” measure corresponds to the
distance (in mm) from the tip of the feather to
the distal limit of the yellow band (C. japonica,
E10, n = 12; A. rufa, E13.5,n = 12; P. perdix, E13.5,
n = 12; P. colchicus, E14, n = 21; S. reevesii, E14,
n = 23; RB–/–, E10, n = 22; Fa–/–, E10, n = 18). The
“switch to b” measure corresponds to the dis-
tance (in mm) from the tip of the feather to the
distal limit of the black base (C. japonica, E11, n =
32; A. rufa, E15, n = 32; P. perdix, E15, n = 7;
P. colchicus, E15, n = 38; S. reevesii, E14.5, n =
24; RB–/–, E10.5, n = 14; Fa–/–, n = 0, in this
strain no eumelanin was seen before hatching).
The “relative y band length”measure (in %) cor-
responds to the length of the yellow band nor-
malized to the length of the whole, fully grown y
feather from its base (0) to its tip (100); see
schemes in Fig. 3 and fig. S6 (C. japonica, E13,n=
24; A. rufa, E22, n = 8; P. perdix, E22, n = 6; P.
colchicus, E22,n= 19; S. reevesii, E22,n= 8; RB–/–,
E14, n = 6; Fa–/–, E14, n = 6).
Distance ratioswere calculated between #fr1-2,

fr2-3… to fr5-6 for three series along the feather
row (see scheme in fig. S11).

Expression analyses

In situ hybridization experimentswere performed
as described (24) using antisense riboprobes syn-
thesized from vectors containing a 269-bp frag-
ment of C. japonica, A. rufa, or S. reevesii’s coding
sequences for agouti, or an 881-bp fragment of
C. japonica’s coding sequence for b-catenin.
For double in situ hybridizations, riboprobeswere
labeled with digoxigenin or fluorescein and se-
quentially revealed with anti-digoxigenin-AP or
anti-fluorescein-AP antibodies (both 1:2000, Roche)
and NBT/BCIP (Promega) or fast-red (Abcam)
substrates.
Primers: agouti-F: TGCTCTGCTACAGTTTGCT-

CAG; agouti-R: TGGTTTGCAGGTTTTGAA);
b-catenin-F: AGCTGACTTGATGGAGTTGGA;
b-catenin-R: TCGTGATGGCCAAGAATTTC).

Heterospecific grafting

Quail-pheasant grafting procedures were adapted
from previous quail-chick grafting experiments
(25): AtHH13 inC. japonica, the three last formed
somites (just posterior to the wing bud), or the
right half of the neural tube alongside these so-
mites, were ablated using glass microneedles and
cleaned of potential additional neighboring tissue
inPBS. Transplantswere immediately transferred
into HH13 P. colchicus hosts in which equivalent
tissues had been previously removed (see schemes
in Fig. 4 and fig. S10). Grafted eggs were kept
humid by adding ampicillin-containing PBS solu-
tion on the yolk surface, closed with tape, and re-
incubated (37°C, 50% humidity) for 3 or 11 days
(i.e., a stage corresponding to E14 in P. colchicus).
Chimeras were dissected (feathers were rapidly
removed for analysis) and fixed in 4% formalde-
hyde. The extent of the graft was determined by
screening chimeras for the presence of (i) pig-
ments in the dermis and epidermis, which are
normally absent in P. colchicus but visible in
C. japonica individuals at that stage (fig. S11), and
(ii) QCPN+ cells on transverse sections.
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Immunohistochemistry
Control and grafted embryonic specimens were
embedded in gelatin/sucrose, sectioned using a
CM 3050S cryostat (Leica), mounted in fluoro-
mount, and immunostained using primary anti-
bodies directed against QCPN (DSHB; 1:10) and
Trp1 (BruceMorgan laboratory; 1:20), and Alexa-
conjugated secondary antibodies (Molecular
Probes; 1:500). Cell nuclei were revealed using
4′,6-diamidino-2-phenylindole (DAPI; Southern
Biotech).

Imaging

Whole-mount flat skins and stained/grafted em-
bryos were imaged using an AF-SMicro NIKKOR
60-mm f/2.8G ED macro-lens equipped with a
D5300 camera (Nikon) and a MZ FLIII stereo-
microscope (Leica) equipped with a DFC 450C
camera (Leica). Tissue sectionswere imagedusing
a BX53 fluorescence microscope (Olympus; for
in situ hybridization or fluorescent stains) or
a CSU-W1 spinning-disk confocal microscope
(Zeiss) equipped with a CMOS flash 4 camera
(Hamamatsu; for Trp1/QCPN fluorescent stains).
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SYNTHETIC BIOLOGY

Cellular checkpoint control using
programmable sequential logic

Lauren B. Andrews, Alec A. K. Nielsen, Christopher A. Voigt*

INTRODUCTION:Moderncomputing is based
on sequential logic, in which the state of a cir-
cuit depends both on the present inputs as well
as the input history (memory). Implementing
sequential logic inside a living cell would enable
it to be programmed to progress through dis-
crete states. For example, cells could be designed
to differentiate into a multicellular structure
or order the multistep construction of a mate-
rial. A key challenge is that sequential logic
requires the implementation of regulatory
feedback, which has proven difficult to design
and scale.

RATIONALE:Wepresent a quantitativemeth-
od to design regulatory circuits that encode
sequential logic. Our approach uses NOT gates
as the core unit of regulation, in which an in-
put promoter drives the expression of a repres-

sor protein that turns off an output promoter.
Each gate is characterized by measuring its
response function, in other words, how chang-
ing the input affects the output at steady state.
Mathematically, the response functions are
treated as nullclines, and tools from nonlinear
dynamics (phaseplaneandbifurcationanalyses)
are applied to predict how combining gates
leads to multiple steady states and dynamics.
The circuits can be connected to genetic sensors
that respond to environmental information.
This is used to implement checkpoint control,
in which the cell waits for the right signals
before continuing to the next state. Circuits are
built that instruct Escherichia coli to proceed
through a linear or cyclical sequence of states.

RESULTS: First, pairs of repressors are com-
bined to build the simplest unit of sequential

logic: a set-reset (SR) latch, which records a
digital bit of information. The SR latches can
be easily connected to each other and to sen-
sors because they are designed such that the
inputs and outputs are both promoters. Each
latch requires two repressors that inhibit each
other’s expression. A total of 11 SR latcheswere
designed by using a phase plane analysis. The
computation accurately predicts the existence
of multiple steady states by using only the
empirical NOT gate response functions. A set
of 43 circuits was constructed that connects
these latches to different combinations of sen-
sors that respond to small molecules in the
media. These circuits are shown to reliably
hold their state for >48 hours over many cell
divisions, only switching states in response
to the sensors that connect to the set and reset

inputs of the latch.
Larger circuits are con-

structed by combining
multiple SR latches and
additional feedback loops.
A gated data (D) latch,
common in electronic in-

tegrated circuits, is constructed where one
input sets the state of the circuit and the
second input locks this state. Up to three SR
latches (based on six repressors) are combined
in a single cell, thus allowing three bits to be
reversibly stored. The performances of these
circuits closely match those predicted by the
responses of the component gates and a bi-
furcation analysis.
Circuits aredesigned to implement checkpoint

control, in which cells wait indefinitely in a
state until the correct signals are received to
progress to the next state. The progression
can be designed to be cyclical, analogous to
cell cycle phases, during which cells progress
through a series of states until returning to the
starting state. The length of time in each state
is indefinite, which is confirmed by demon-
strating stability for days when the checkpoint
conditions are not met.

CONCLUSION: This work demonstrates the
implementation of sequential logic circuits
in cells by combining reliable units of reg-
ulation according to simple rules. This ap-
proach is conducive to design automation
software, which can use these rules to com-
bine gates to build larger circuits. This pro-
vides a designable path to building regulatory
networks with feedback loops, critical to
many cellular functions and ubiquitous in
natural networks. This represents a critical
step toward performing advanced comput-
ing inside of cells.▪
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Quantitative design of sequential logic in living cells. Cells can be genetically
programmed to respond to temporal stimuli by using complex sequential logic circuits.
(Left) Checkpoint control is one such example in which the circuit state (s0 and s1)
transitions when the specified input signals are presented. (Middle) Sequential logic
circuits can be designed from simple steady-state response functions measured in relative
promoter units by using principles of nonlinear dynamics. Bistable latches are used as
rewritable memory. The colored symbols represent gates. (Right) The circuit output (Y) was
measured for cells that were grown in inputs that were varied over time. The square
waveforms indicate the presence or absence of the input signals. Over multiple days, the
cells can be cycled through the circuit states or held waiting for the next checkpoint.
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Cellular checkpoint control using
programmable sequential logic
Lauren B. Andrews1,2*, Alec A. K. Nielsen2, Christopher A. Voigt1,2†

Biological processes that require orderly progression, such as growth and differentiation,
proceed via regulatory checkpoints where the cell waits for signals before continuing to the
next state. Implementing such control would allow genetic engineers to divide complex
tasks into stages. We present genetic circuits that encode sequential logic to instruct
Escherichia coli to proceed through a linear or cyclical sequence of states. These are built
with 11 set-reset latches, designed with repressor-based NOR gates, which can connect to
each other and sensors. The performance of circuits with up to three latches and four
sensors, including a gated D latch, closely match predictions made by using nonlinear
dynamics. Checkpoint control is demonstrated by switching cells between multiple circuit
states in response to external signals over days.

T
he most complex processes in biology use
checkpoint control to synchronize cells in
the face of noisy and asynchronous condi-
tions (1). Checkpoints are implemented
between stages of a cascade via a gene reg-

ulatory network that integrates environmental
and cellular information before triggering a switch
instructing the cell to proceed. Checkpoints are
ubiquitous across eukaryotic and prokaryotic pro-
cesses, such as the cell cycle (2–4), cell develop-
ment pathways (5, 6), inflammation (7), stress
response (8–11), pathogenesis (12), and the assem-
bly of molecular machines (13). From the perspec-
tive of cellular engineering, a generalizablemethod
for implementing checkpoint control would al-
low the division of complex tasks into stages from
which cells only proceed when the proper con-
ditions are met (nutrient or precursor availa-
bility, cell-cell signaling, environmental niche
recognition, etc.).
A progression of events can be implemented

via a cascade in which one transcription factor
regulates the next. Cycles are formed when the
last transcription factor regulates the first in the
cascade. To study these regulatory features in
isolation, synthetic cascades and cycles have been
constructed with heterologous transcription fac-
tors (14–18). Once initiated, the cascades and
cycles progress continuously through each tran-
scription factor in series, either concluding at
the end of a cascade or oscillating via a stable
limit cycle.
By contrast, checkpoints use bistable switches

to control the transitions between discrete stages.
This allows the cell to stop and wait until signals

that regulate progression cross a threshold. When
multiple environmental and cellular signals are
required, they can be integrated by regulation
encoding Boolean logic operations (AND, OR,
etc.) (19). A bistable switch introduces hysteresis
into the transition, which stops the cells from
reversing to the prior state when the stimuli are
removed, and it waits for the necessary signals
to progress forward (20–22). Checkpoint control
leads to variability in the time spent in each stage
but synchronizes the requirements for progres-
sion across cells and buffers against fluctuations
(1). The switch acts as a form of memory to keep
track of the cell state during this period.
In electronics, circuits containing logic and

rewritable memory are referred to as “sequential
logic.” Nearly universal across microprocessors,
sequential logic is necessary to control the timing
and order of processing steps within algorithms
(23). Information is stored regarding the past
state of the circuit, and this is integrated with
input signals to determine the circuit’s next state
transition. The input signals are integrated by
“combinational logic,” whose output is only a
function of the inputs. Latches are analogous to
bistable switches and have two stable states that
are used to store one digital bit of information.
The simplest is a set-reset (SR) latch, composed
of cross-coupled NOR gates that integrate two
inputs to switch the latch between two states,
which are read by two outputs. This architecture
suffers from having a forbidden state (both inputs
on), which can lead to instabilities in the circuit
due to timing effects. More complex latches store
a bit of information without having a forbidden
combination of inputs. A common example is the
data (D) latch used inmicroprocessors for tempo-
rary data storage and to synchronize asynchronous
signals (24, 25).
Synthetic genetic circuits have been built that

encode the core functions required for sequential
logic. Combinational logic has been implemented

inside cells through a variety of biochemicalmech-
anisms (26–32). Here we focus on logic gates that
are implemented on the level of transcription, in
which the inputs and outputs of the gates are
promoters regulated by transcription factors.
This defines RNA polymerase (RNAP) flux as the
common signal carrier, which facilitates the im-
plementation of more complex circuits by layer-
ing simpler gates (33). It also simplifies the
connection of genetic sensors to the circuit when
the sensor responds to a stimulus by activating
a promoter. Following this paradigm, we have
shown that a library of repressor-based NOR gates
can be rationally connected in different permu-
tations to apply arbitrary combinational logic
operations to up to four sensors (34). Central to
this approach are the empirical gate response
functions (how the output changes as a func-
tion of input at steady state) that are used to
computationally identify those gates that can be
functionally connected.
Rewritablememory has also been implemented

as a transcriptional circuit (35–39). One imple-
mentation is a “genetic toggle switch” that con-
sists of a pair of repressors that regulate each
other’s promoter (40–44). The resulting cross-
repression leads to the bistability required for
an SR latch. The inputs of the original implemen-
tation (40) are the small molecule inducers of the
repressors, which complicates the connection of
latches to each other, to combinational logic, or
to sensors. The toggle switch has been connected
to a single sensor by having the output promoter
drive the expression of one repressor, and this
has been used to remember transient exposure to
a sugar, quorum signal, or an antibiotic (45–47).
SR latches with two promoter inputs have been
built based onDNA-inverting enzymes and sigma:
anti-sigma factor sequestration, but we avoided
these architectures because of toxicity, a dearth of
orthogonal variants, or the absence of hysteresis
(35, 48, 49). No more than a single SR latch has
been shown to operate in a cell. More complex
switches, such as the D latch, have been pro-
posed and studied computationally but have not
been implemented (50–53).
Here we present a theory-guided approach

to building complex sequential logic circuits.
Repressor-based NOR gates are connected to
each other and sensors by signal matching their
response functions. Latches are designed by rec-
ognizing that these empirical functions can serve
as nullclines to identify gate combinations that
will exhibit bistability (54). Further, the latch
quality can be predicted quantitatively by the sep-
aration of the stable and unstable steady states.
This is used to design 11 SR latches, a D latch, and
circuits with up to three latches in a single cell.
We demonstrate sequential logic that encodes a
series of circuit states, separated by checkpoints,
where progression is controlled by up to four
sensors responding to different signals.

Design of SR latches

Bistability is a necessary criterion for building an
SR latch. This is achieved by arranging two re-
pressors to regulate each other’s expression. For
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the latch to be extensible, it must have two pro-
moter inputs and two promoter outputs. If these
are characterized with the same units, the in-
formation can be used to connect the latch to
genetic sensors (Fig. 1A), other circuits, and cel-
lular responses. Previously, we characterized insu-
latedNOR gates that have two input promoters in
series driving the expression of a repressor that

turns the output promoter off (55, 56). Because the
promoters are arranged in series, their activity
is summed, and the gate response function is
treated as a single-input NOT gate (Fig. 1B). Our
latch design uses this gate type, in which one of
the NOR inputs is the set input promoter (S) to
the latch and the other is a promoter regulated
by a second NOR gate (Fig. 1C). In turn, the two

inputs to the second NOR gate are the reset in-
put promoter (R) to the latch and a promoter
repressed by the first gate.
The response function of a NOT gate captures

how the gate’s output changes as a function of
its input at steady state. Because the input and
output promoter activities of the gates are mea-
sured in relative promoter units (RPUs) (see
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Fig. 1. Design of a bistable SR latch. (A) The genetic sensors (A, B, C, and
D) used in this work are shown.The one-letter abbreviations are used
consistently in the circuit diagrams shown in the figures.The sensor output
promoters serve as the inputs to the circuits. P, promoter; Ara, arabinose;
HSL,N-(3-oxohexanoyl)-L-homoserine lactone. (B) Two repressor-basedNOT
gates and their corresponding empirical response functions are shown
(table S1) (34).The promoter activities,measured in RPU, are used as indirect
measures of the RNAP flux (gray arrow) into and out of the gates.
(C) The wiring diagram (top) and genetic implementation (bottom) of an SR
latch is shown. INAmtR and INPhlF are the total (summed) input promoter
activities into each gate.The output promoter activities (Qa and Qb) are
measured with yellow fluorescent protein (white gene arrows) and two
reporter plasmids. (D) A phase plane analysis is performed by plotting the
response functions from (B) as nullclines (supplementary materials).The
intersections are stable and unstable steady states, shown as open and solid
circles, respectively. (E) The orange lines represent the nullclines for three
strengths of RBSs controlling the expression of the PhlF repressor that alter
the threshold of the response function and the number of intersections
(multistability). (F) A bifurcation analysis is shown for the AmtR-PhlFSR latch.
This was computed using an ODE model based on the NOTgate response

functions and AUTO software (supplementary methods).The bistable region
(gray) indicates memory by holding the latch state (HOLD).The SET,
RESET, and FORBIDDEN states are contained in the monostable regions
(color).The dashed lines correspond to the OFFand ON outputs of sensors A
and B (input S and input R, respectively) at the inducer concentrations
used in the experiments.The model is provided in Systems Biology Markup
Language (SBML) (supplementary file) (89). (G) Hysteresis plots are shown
for the transitions between HOLD and SET (top) or HOLD and RESET
(bottom). Stable and unstable steady states are indicated as solid and dashed
lines, respectively.The transitions correspond to the white dashed lines in (F).
(H) Experiments validating the AmtR-PhlF SR latch are shown.The blue and
yellow symbols are gates.The methods are described in the text and
supplementary materials.The input waveforms correspond to no inducer
when low and either 2 ng/ml aTc (sensor A) or 1 mM IPTG (sensor B)
when high.The model-predicted outputs are shown as dashed lines. Data
points and error bars for the graphs on the right are shown as the average and
standard deviation of three replicates performed on different days.The
switching experiments to the left show two trajectories performed on
different days. Additional experiments with additional input waveforms
are provided in fig. S3.
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methods), the two NOT functions can be plotted
as nullclines on the same phase plane (Fig. 1D)
(see the supplementary materials for the bio-
physical model) (54). The circuit is monostable
when the nullclines only intersect once, meaning
it does not exhibit the bistability necessary for
a latch. When there are three intersections, the
latch has two stable states separated by an un-
stable steady state. Anexemplar is shown inFig. 1C,
where gates based on two repressors (AmtR and
PhlF) are combined to design an SR latch. These
gates use repressors that are Tet repressor (TetR)
homologs and orthogonal; in other words, they
do not bind to each other’s operators (34, 55).
The ribosome binding site (RBS) that controls
repressor expression can be used to change the
threshold of a gate. Thus, by changing the RBS,
the response function can be shifted in relation
to the second gate in the latch until bistability
is achieved (Fig. 1E) (57).
A full bifurcation analysis was performed for

the AmtR-PhlF SR latch from an ordinary dif-
ferential equation (ODE) model (methods and
supplementary files). This demarcates the bound-
aries of the SET, RESET, and HOLD regions
within phase space (Fig. 1F). Note that there is
also a FORBIDDEN region corresponding to the
simultaneous activation of both inputswhere the
output signals degrade to an intermediate value.
This bifurcation graph fully characterizes the SR
latch and can be used to quantitatively predict
the response obtained from connecting any two
sensors, provided that their dynamic range is
known in RPUs. Each sensor performs the SET
and RESET functions and alternating their activ-
ity switches the latch repeatedly between the two
stable states. Once in either state, the reduction
of the input (e.g., input A when in the SET state)
is not able to switch the latch state without turn-
ing on the other input. Thus, this acts as mem-
ory, where the state is held indefinitely (Fig. 1G)
(58, 59).
TheAmtR-PhlF SR latch designwas constructed

by using a two-plasmid system, one carrying the
circuit and the other carrying an output promot-
er fused to yellow fluorescent protein (YFP) (fig.
S1). The sensors that respond to anhydrotetracy-
cline hydrochloride (aTc) (sensor A) and isopropyl-
b-D-1-thiogalactopyranoside (IPTG) (sensor B) were
used as inputs (Fig. 1A). Two output plasmids
were constructed that independently report the
Qa and Qb outputs (separate strains and exper-
iments). Cells containing the circuit and one
output plasmid were initialized by growing them
to exponential phase in the absence of inducer
and then diluting them into fresh media with
either 2 ng/ml aTc or 1 mM IPTG (methods).
Every 8 hours, the samples were analyzed by flow
cytometry to measure YFP, and an aliquot was
diluted into fresh media containing the same or
different inducers. Figure 1H shows the response
of the outputs of the circuit to changes in the ac-
tivity of the sensors, shown as the square wave-
form. By alternating between inducers, the circuit
can be switched back and forth repeatedly for
2 days and more than 60 generations without
breaking.When one inducer is pulsed, the circuits

hold their state over this period. Notably, the
model quantitatively predicts the level of both
outputs (dashed lines in Fig. 1H), includingwhen
the circuit is in an intermediate FORBIDDEN
state and the steady state that is reached after
the inducers are removed (fig. S4).
A library of SR latches was then designed by

combining gates based on 10 orthogonal repres-
sors from the TetR repressor family that co-
operatively bind their respective operator DNA
sequence (34, 55). Each gate has a different re-
sponse function that, when combined in a phase
plane analysis, can be analyzed for bistability
(Fig. 2A). Forming a bistable switch requires that
nullclines intersect at three points. Of the 45 com-
binations, 23 are predicted to exhibit bistability
(blue boxes in Fig. 2A); however, not all are ex-
pected to behave equally. In some cases, the dis-
tance between the stable and unstable steady
states (d1 and d2 in Fig. 2B), referred to as the
equilibria separation, is small (60). Another mea-
sure is transversality or, in other words, the de-
gree to which the nullclines do not overlap.
Switches with short equilibria separation and
poor transversality are sensitive to fluctuations,
which can drive the switch into the opposite state
(fig. S5). As expected, cooperative gates with steep-
er thresholds are more likely to lead to bistable
switches; for example, the PhlF gate (Hill coef-
ficient n = 4.2) is predicted to form a bistable
switch with all other repressors. The coopera-
tivity of each repressor wasmeasured empirically
in the context of the gate. Cooperativity could
arise from the formation of multimers and/or
the binding to multiple sites in a promoter.
We built the 15 SR latches that were predicted

to be bistable, including some with short separa-
tion and poor transversality (Fig. 2C). These were
constructed and evaluated, as described above
(methods). Each latch was initialized in the first
state (SET or RESET) by growing cells with the
appropriate inducer. To test the latch’s memory,
the cells were then grown in the absence of in-
ducer (HOLD), and, after 8 hours, the outputs
were assayed by flow cytometry. The measure-
ments are compared to the predicted outputs
in Fig. 2D. Eleven of the SR latches exhibited at
least a 10-fold dynamic range and held both latch
states. Four had one state that spontaneously
flipped during the memory assay (red arrows in
fig. S5), which could be predicted from the equi-
librium separation (Fig. 2E). Intriguingly, the
cutoff separation corresponds to the standard
deviation of the cytometry population when con-
verted to RPU (fig. S2). For functional SR latches,
the average dynamic range is 162-fold repression.
An additional 26 SR latch circuits were con-

structed by permuting the sensors connected to
the latches and RBS variants of the component
gates. Because the sensors are measured in stan-
dardized units, in theory, it can easily be deter-
minedwhether they can be functionally connected
to a particular latch (Fig. 1F). For the AmtR-HlyIIR
SR latch, six permutations of sensorswere tested,
and all were able to functionally connect as pre-
dicted (Fig. 2F). This was repeated for different
permutations of sensors connected to latches com-

prised of different pairs of repressors (fig. S5).
Out of this set of 26 SR latches, 19 latches were
functional, and the measured outputs agreed
with the predictions (fig. S6A). The latches that
did not hold both states correlated with poor pre-
dicted equilibria separation (fig. S6B).

Genetic D latch and memory registers

We sought to construct larger circuits containing
multiple latches and feedback using the princi-
ples of signal matching and nonlinear dynamics
(54). First, we designed a gated D latch, which has
two inputs corresponding to the set (S) and lock
(L) inputs (Fig. 3A). The latch state is determined
by whether S is low or high when the lock is off.
When locked, the state of the latch is stored ir-
respective of the input S. In contrast to the SR
latch, this architecture has no FORBIDDEN state
and associated instabilities. As such, it is com-
monly used in electronics to synchronizemultiple
latches to record at the same time through a
shared clock signal that serves as the L input.
The D latch contains four NOR gates, two of

which are cross-coupled to introduce positive
feedback that results in cross-repression (Fig. 3A).
The other two gates provide the upstream logic
to control locking and unlocking of the latch and
relaying the input S. Signal matching was per-
formed to assign repressors to each gate by using
amodified version of the Cello software (34) that
used a hill-climbing algorithm to identify an
assignment with the designed response by sim-
ulating all state transitions and applying a circuit
score cutoff of at least 10-fold for valid assign-
ments (methods). After selecting the repressors
for each gate, a bifurcation analysiswas performed
by using the corresponding model to determine
how the latch switches between states (Fig. 3B)
(supplementary materials). The activation of the
S input switches between the outputs (Qa and
Qb) that are active. When the lock is off, the tran-
sition between the two is bistable. The bistable
region expands as the lock signal increases, until
it encompasses the entire range of S, thus storing
the bit of memory. It is noteworthy that the
bifurcation diagram differs substantially from
that of the SR latch (Fig. 1F), and this complex
behavior can be predicted by using the simple
gate response functions.
The design for the D latch was constructed

with the aTc-inducible sensor A serving as the S
signal and thearabinose-inducible sensorC serving
as the lock L (Fig. 3C). The circuit was constructed
by using the same two-plasmid system as before,
with two versions of the output plasmid to mea-
sure Qa and Qb by using separate strains. The D
latch was evaluated by the same protocol as the
SR latches, except no inducer was used during
the initialization step (methods). The transitions
between all combinations of states were evaluated,
and they closely matched the predicted outputs
(Fig. 3, D and E, and fig. S9). The D latch switched
states over six cycles, correctly recorded in re-
sponse to the lock signal, and maintained the
memory states for longer than 2 days.
Multibit rewritable memory registers were

then constructed by combining multiple parallel
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SR latches in a circuit (Fig. 3F). To operate to-
gether in a cell, each latch requires two repres-
sors orthogonal to the others in the circuit. From
the set of 11 functional SR latches (Fig. 2C), up to
three are fully orthogonal to each other. Based
on this set, we constructed five circuits con-
taining different combinations of two latches
(figs. S10 and S11) and one containing three

latches (Fig. 3F). The quantitative response of
all the outputs to changes in the activity of the
three sensors was predicted by extending the
approach used for individual SR latches. A phase
plane analysis was performed on the basis of
an ODE model parameterized by the response
functions of the repressor-based gates (supple-
mentary materials).

Three sensors for IPTG, aTc, and arabinose
serve as the inputs to multiple latches, following
an architecture similar to memory-register design
in electronics. The construction of the circuit is
based on the same two-plasmid system as before,
except that there are six possible output plasmids
so that the circuit outputs (Qa, Qb, Qc, Qd,Qe, and
Qf) can be measured by using separate strains

Andrews et al., Science 361, eaap8987 (2018) 21 September 2018 4 of 10

Fig. 2. Connecting gates to build SR latches. (A) Phase
planes for all combinations of 10 repressors are shown. The
nullclines are the empirical response functions measured
previously (34). Repressor pairs predicted to be monostable
or bistable are boxed in red or blue, respectively. For some
gates, multiple RBS variants are available. In these cases, we
show the pair of gates that produce the greatest transversality,
calculated as the area between the nullclines. (B) The phase
plane analysis is shown for the SrpR and PhlF repressors.
The equilibria separation is given by the distance in phase
space of the stable state from the unstable state (d1 and d2),
and the transversality is shaded in gray. (C) The wiring
diagrams are shown for the set of 11 SR latches that were
constructed and validated experimentally. The box surrounds
four additional combinations found to be nonfunctional.
Sensors A and B were used in these experiments to assay the
SR latch library. Colors correspond to the repressor of each
gate. (D) Quantitative comparison of the predicted and
measured output (both Qa and Qb) for the set of 15 latches, as
determined by phase plane analysis. The black line is x = y.
For each SR latch, both outputs for each latch state are
plotted after holding the state (absence of either input).
Experimental measurements were performed in duplicate, and
the mean observed value is plotted (fig. S5). Each output
promoter was measured in the ON (green) and OFF (purple)
state. The four SR latches that spontaneously switched are
marked with red arrows in fig. S5, and sensor permutations
were also tested for these SR latches. (E) The observed
outputs in the ON (green) and OFF (purple) states are plotted
against the corresponding equilibria separation for the state
[d1 or d2 in (B)] for the SR latch library in (C). The dashed
line is the mean standard deviation of the cytometry
distributions when the output is ON (fig. S2). (F) Six
permutations of sensors A, B, and C were connected to the
AmtR-HlyIIR SR latch. The dynamic range of the sensors in the
presence and absence of inducer was used to compute
the ON and OFF states of the latch, and these states were
compared to those determined experimentally. The
observed output data points are the average of duplicate
experiments. The black lines are x = y.
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(Fig. 3G). Growth and induction were performed
as before. All six outputs were found to be quan-
titatively correct for input pulses of each sensor
(Fig. 3F). Different patterns of square waveforms
for each input were tested over 2 days, and the
circuit performed quantitatively as predicted, ex-
cept for one trajectory after 2 days (Fig. 3H). After
a single pulse, the memory could be held over a
day, after which at least one output became un-

stable (fig. S11).We also tested five simpler circuits
containing different combinations of two SR
latches and sensors, and these were found to
function quantitatively as predicted (figs. S10
and S11).

Designing checkpoint control

Sequential logic circuits were designed to imple-
ment checkpoint control. This requires that ge-

netic circuits remain in their current state until
they receive the necessary sensory inputs to tran-
sition to the next state. In computer science, this
is referred to as a finite-state machine, which is
defined as being able to exist in one of a finite
number of circuit states at a given time andwhere
external inputs control state transitions. In this
context, a state diagram is used to enumerate the
states (s0, s1, … si), and allowed transitions are
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Fig. 3. Circuits comprising multiple latches. (A) The D latch circuit wiring
diagram. Colors correspond to the repressor assigned to each gate (see Fig.
2C). (B) Bifurcation analysis of the D latch from an ODE model (supplemen-
tary materials). Bistable regions are shown in gray, and the monostable
regions are colored according to the ratio of the two outputs (Qb/Qa).The
white dashed lines mark the ON and OFF inputs used in the experiments, and
sensors A and C are connected to the S and L inputs, respectively.
Corresponding phase plane analysis and hysteresis curves are provided in fig.
S8. (C) Genetic diagram of the D latch, including sensors, gates, and outputs.
The two output promoters (Qa and Qb) were fused to yfp and carried on a
separate plasmid. (D) Experiments verifying the performance of the D latch.
The waveforms correspond to the presence and absence of inducers for the
two sensors (sensor A is 2 ng/ml aTc, and sensor C is 5 mM L-arabinose).
The dashed lines show the predicted outputs from a steady-state model.The
data points were calculated from three replicates performed on different days,
and the error bars are the standard deviation. (E) Cells were repeatedly
switched between states by adding and removing the set signal (aTc) over
2 days. No arabinose was added to the media, keeping the lock in the OFF

state.Two trajectories are shown,which were performed on different days.The
responses to additional waveforms are shown in fig. S9. (F) Amemory register
was constructed from three SR latches connected to sensors A, B, and C.
Colors correspond to the repressor assigned to each gate (see Fig. 2C).
(G) Genetic diagram for the three-latch memory register. Six output plasmids
were constructed to measure the Qa, Qb, Qc, Qd, Qe, and Qf outputs in
separate experiments. (H) The responses of the three-latch memory register
to different input waveforms are shown.The sensor inputs A, B, and C were
2 ng/ml aTc, 1 mM IPTG, and 5 mM L-arabinose, respectively.The dashed
lines are the steady-state levels predicted by the model (supplementary
materials). (Left graphs) The ability to hold a state (memory) is shown for
combinations of inputs. Each point represents an average and standard
deviation calculated from three experiments performed on different days.
(Right graphs) The ability to hold and switch states over 2 days is shown.The
lines show the trajectories for two experiments performed on different days,
and the colors indicate the output (Qa to Qf) and corresponding output
promoter and repressor. Additional experiments showing the circuit response
to other waveforms are shown in fig. S11.
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indicated by arrows that are labeled by the status
of the inputs required (sensors A, B, C, andD) and
the state of the output (Y) during the transition,
assuming an instantaneous response (Fig. 4). The
current state is maintained until signals are re-
ceived to transition to a different state.
Three circuitswere designed to have two, three,

and four states, respectively. They are all based on
a core circuit containing two SR latches whose
outputs are integrated by a final gate that im-
plements OR,NOR, or three-inputNOR logic. The
two-latch register can exist in four possible states
(22); however, the state diagram can be simplified
by collapsing equivalent states that have the same
output and transitions. For each circuit, repres-
sorswere assigned to the gates via signalmatching,
and the DNA sequence was designed and con-
structed as before (methods).
The circuit shown in Fig. 4A has two states (s0

and s1). The checkpoint for the s1→ s0 transition
is controlled by sensor A (aTc). The checkpoint
for the s0 → s1 transition is controlled by the
logic B OR C (the presence of either IPTG or
arabinose). Pulses of the inducer(s) switch the
cells between states (Fig. 4A) (methods). The cells
can bemade to oscillate between the circuit states
by adding the appropriate inducers back and
forth between states. However, unlike a limit cy-
cle oscillator, the cells remain in the current state
in the absence of the checkpoint signals or when
inputs are pulsed that do not participate in the
checkpoint (see Fig. 4A and fig. S12 for additional
trajectories). We demonstrate that the states can
be held stably for days.
The addition of a NOR gate to the circuit ex-

pands the number of states to three (s0, s1, and s2)
(Fig. 4B). This can be viewed as a cycle in which
the transitions between states are controlled by
checkpoints: s0 → s1 (arabinose), s1 → s2 (IPTG),
and s2 → s0 (aTc). The cycle cannot proceed in
the reverse direction because there is no tran-
sition from s2 returning to s1. All state transitions
showed the predicted circuit output for all ex-
periments, including repeatable switching and
stablememory propagation (Fig. 4B and fig. S13).
To increase the number of circuit states to

four, an additional sensor (sensorD) that responds
to acyl-homoserine lactone and a three-inputNOR
gate were added (Fig. 4C). The three-input NOR
gate was constructed by placing a third input
promoter upstream of a NOR gate (fig. S15). The
resulting state diagram is complex and cannot be
reduced to a simple cycle. The SR latches act to
store the past history of three inputs (A, B, and
C), and A serves as the shared reset signal for the
register. The circuit was tested with pulses of
each input, and the output response behaved
as expected over 2 days (Fig. 4C and fig. S14).

Discussion

Natural regulatory networks are rife with complex
interconnected feedback loops that implement
multistable switches and dynamical behaviors
(61). For engineering purposes, it would be val-
uable to be able to recreate these functions (62).
To be designable, the approachmust be based on
reliable units of regulation that can be combined

by following simple rules. Here we demonstrate
the core functions of sequential logic that are
central to computation and representative of the
simplest units of feedback control. Surprisingly,
we can predict how to build complex multilatch
circuits with feedback using only the steady-
state response functions of the underlying NOT
gates. These functions are simple tomeasure and
report in standard promoter activity units. Circuit-
design software can use these functions to
automate the combination of gates to build user-
defined sequential logic. Now, this is specified by
using structural Verilog to define the desired
circuit (supplementary files). However, this work
provides the groundwork for implementing higher-
level tools that will allow a user to specify the
desired sequential logic or finite-state machine
behavior with a state table or state diagram
(63–65).
This designability is not intrinsic to biology,

but rather comes from intense prior engineer-
ing efforts to design gates that aremodular and
insulated, such that the underlying function is
context independent (34, 56, 66). These gates
need to have cooperative thresholds to build cir-
cuits that exhibit multistability and complex dy-
namics. Our gates are based on TetR homologs
that exhibit cooperativity, and we have found
that having at least one gate with a Hill coef-
ficient n ≥ 2.4 is required to consistently build a
robust bistable switch. By contrast, other means
of repression, including transcription activator–
like (TAL) effector proteins and CRISPR inter-
ference (CRISPRi), offer the possibility of many
orthogonal gates but are noncooperative (n ≅ 1)
(67–69). Incorporating positive feedback into the
latch design is a means by which the bistable
region could be expanded (43, 70–72), but this
would complicate design automation.
There are many potential applications for pro-

grammable sequential logic that can bemodularly
connected to sensors. The sensors in this work
respond to small molecules, but others could re-
spond to diverse signals, such as dissolved gases,
light or color, environmental stresses, and tem-
perature (73). The outputs of the circuits are also
modular and can be used to control metabolic
pathways (74), regulate host gene expression using
CRISPRi (68), or implement permanent memory
to irreversibly record the state (75). This work
demonstrates the programmable ability to imple-
ment checkpoint control as a state machine. Im-
portantly, this is not an irreversible progression
for a sequence of signals; the cycle of states can be
repeated in a single cell and its progeny. This
enables the design of cycles and developmental
networks for engineering applications that re-
quire that cells exist in a particular state for an
unspecified amount of time. For example, thera-
peutic cells could be built to sense transient stimu-
li, such as throughout the gastrointestinal tract,
and switch to a new state when the next signal is
encountered. There are similar applications for
diagnostic cells (48, 76–81), pathways to complex
chemicals and materials that require cycles of
ordered operations (82), and sentinel plants and
microbes with responsive traits (31, 83, 84).

Materials and methods
Strains, media, and inducers
E. coli NEB 10-beta [D(ara-leu) 7697 araD139
fhuA DlacX74 galK16 galE15 e14-f80dlacZDM15
recA1 relA1 endA1 nupG rpsL (StrR) rph spoT1
D(mrr-hsdRMS-mcrBC)], which is a derivative of
E. coli DH10B (85), was used for experimentally
measuring circuits. E. coli was cultured in LB
Millermedium (Sigma-Aldrich, L3152) for routine
cloning and propagation of plasmids. Genetic
circuitswere assayed inM9minimalmedia (Sigma-
Aldrich, M6030; 6.78 g/liter Na2HPO4, 3 g/liter
KH2PO4, 1 g/liter NH4Cl, 0.5 g/liter NaCl final
concentration) with 0.34 g/liter thiamine hydro-
chloride (Sigma-Aldrich, T4625), 0.2% Casamino
acids (Acros, AC61204), 2 mM MgSO4 (Sigma-
Aldrich, 230391), 0.1 mMCaCl2 (Sigma-Aldrich,
449709), and 0.4% D-glucose (Sigma-Aldrich,
G8270). Antibiotics used to select for circuit plas-
mids were 100 mg/ml carbenicillin (Corning,
46-100), 50 mg/ml kanamycin (Sigma-Aldrich,
K4000), and 50 mg/ml spectinomycin (Sigma-
Aldrich, S9007). The inputs used for the sensor pro-
moterswere isopropyl b-D-1-thiogalactopyranoside
(IPTG; Sigma-Aldrich, I6758), anhydrotetracycline
hydrochloride (aTc; Sigma-Aldrich, 37919),
L-arabinose (L-ara; Sigma-Aldrich, A3256), and
N-(3-oxohexanoyl)-L-homoserine lactone (3OC6-
HSL; Sigma-Aldrich, K3007).

Genetic circuit assembly

Genetic circuits were built using the repressor
gates, three-input circuit backbone, and output
plasmid as in the Eco1C1G1T1 UCF file (34). Ge-
netic circuits were constructed by hierarchical
Type IIS assembly in two sequential assembly re-
actions (fig. S1B). In the first assembly reaction,
transcriptional unit constructs were assembled
by joining the input promoter fragment(s) to
the fragment containing the insulated repressor
(ribozyme, RBS, repressor gene, terminator). A
BsaI Type IIS Assembly reaction was performed
for this step. The promoter and repressor frag-
ments were supplied to the reaction as purified
plasmid DNA, and the destination vector was
supplied as a purified PCR product. These Type
IIS assembly reactions were performed in 5 ml
total volume containing 20 fmol of each purified
part plasmid, 10 fmol of the purified destina-
tion vector PCR product, 5 U BsaI enzyme (New
England Biolabs, R0535), and 2.5 U T4 DNA
ligase (20 U/ml HC; Promega, M1794) in 1X T4
DNA Ligase Buffer (Promega). The reaction mix-
ture was incubated in a thermal cycler (Bio-Rad
C1000 thermal cycler, 80°C lid) with the protocol:
37°C for 5 hours, followed by 50°C for 30min, and
inactivated at 80°C for 10 min. Then, 1 ml of the
assembly reaction was transformed into 5 ml
chemically competent cells (E. coli NEB 5-alpha,
New England Biolabs, C2988J). After recovery in
SOC, the cells were plated on LB agar containing
carbenicillin. Colonies were grown, and the con-
structed transcriptional unit plasmids were se-
quenced by Sanger sequencing. In the second
assembly reaction, these transcriptional unit con-
structs were assembled together into the circuit
backbone containing the sensors to generate the
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Fig. 4. Implementing checkpoint control by using sequential logic.
Circuit-wiring diagrams are shown with the gate colors indicating the
assigned repressors (colors as in Fig. 2C); the uncolored gate in (A) is an
OR gate. Sensors A, B, C, and D serve as the inputs, and Y is the circuit
output promoter. The standard graphical description is shown for each
finite-state machine generated by the circuits. The circuit states si are
shown in circles, and the arrows mark state transitions, where the input
causing the transition and the resulting output response are labeled
(ABC/Y in binary digits 0 or 1, corresponding to OFF or ON, respectively).
(A) A circuit designed to have two nonredundant states. A simplified
“checkpoint” diagram is shown, in which the colored arrows represent the
states and the bent lines show the sensors and corresponding logic
required to progress to the next state. Experiments were performed for

different input waveforms, showing the ability to switch between states
(left) and hold states (right) as memory in the absence of the correct
sensory inputs. The output Y is shown, as measured with YFP and cytom-
etry (methods). The color bars in the graph show the predicted state for
that set of inputs. (B) A circuit designed to have three nonredundant
states is shown, following the same format as in (A). (C) A circuit
designed to have four nonredundant states is shown. The X in the state
diagram indicates that the input can be either 0 or 1 for the state transition.
Plasmids for the four-input circuit are shown in figs. S16 and S17. For
sequential circuits in all panels, two experimental trajectories are shown,
performed on different days. Additional waveforms were evaluated
for all the circuits (figs. S12 to S14). The inducer concentrations used
were 2 ng/ml aTc, 1 mM IPTG, 5 mM L-arabinose, and 10 mM 3OC6-HSL.
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final circuit plasmid constructs. For these Type IIS
assemblies, the 5-ml reaction volume contained
20 fmol of each purified transcriptional unit plas-
mid (one plasmid for each gate in the circuit de-
sign), 10 fmol of the purified circuit backbone
plasmid (three-input or four-input backbone,
fig. S19), 5 U BbsI enzyme (New England Biolabs,
R0535), and 2.5 U T4 DNA ligase (20 U/ml HC;
Promega, M1794) in 1X T4 DNA Ligase Buffer
(Promega). The reaction mixture was incubated
in a thermal cycler for 6 hours at 37°C, followed
by 30min at 50°C, and then 10min at 80°C. Then,
2 ml of the assembly reaction was transformed
into 8 ml chemically competent cells (E. coli NEB
10-beta, New England Biolabs, C3019I). After
recovery in SOC, the cells were plated onLB agar
containing kanamycin and X-gal. Plasmid DNA
was purified from clonal cultures, and the con-
structed circuits plasmids were sequenced by
Sanger sequencing.
Part plasmids (86) and destination vectors

were assembled by Type IIS restriction-ligation
(also referred to as Golden Gate assembly) using
the SapI, BsaI, or BbsI restriction enzymes or con-
structed by PCR site-directed mutagenesis (also
referred to as inverse PCR or round-the-horn
PCR) usingQ5 polymerase (NewEngland Biolabs,
M0493). Repressor part plasmidswere constructed
by Type IIS assembly. Promoter part plasmids
and destination vectors were prepared by inverse
PCR. For Type IIS assembly of part plasmids,
fragments were PCR amplified with Q5 polymer-
ase, digested with DpnI (New England Biolabs,
R0176), purified (Qiagen QIAquick column or
Agencourt AMPure XP beads), and assembled in
a 5-ml reaction containing 10 fmol each purified
fragment, 5 U Type IIS enzyme, and 2.5 U T4
DNA ligase (20 U/ml HC; Promega, M1794) in 1X
T4 DNA Ligase Buffer (Promega) with the pro-
tocol: 37°C for 6 hours, 50°C for 20min, and 80°C
for 15 min (Bio-Rad C1000 thermal cycler, 80°C
lid). Type IIS enzymes used were BsaI (New
England Biolabs, R0535), BbsI (New England
Biolabs, R0539), and SapI (NewEngland Biolabs,
R0569). PCR site-directed mutagenesis was used
to construct small parts ≤80 bp (e.g., promoters,
terminators, and spacers) with half of the part
to be inserted added to the 5′ end of the forward
and reverse primer. PCR was performed with Q5
polymerase according to manufacturer’s rec-
ommended protocol using NEB Tm Calculator,
followed by DpnI digestion, purification, and
simultaneous phosphorylation and ligation with
T4 polynucleotide kinase (New England Biolabs,
M0201) and T4DNA ligase (NewEngland Biolabs,
M0202) in 1X ligase buffer at room temperature
for 1 hour and inactivation 65°C for 10min before
chemical transformation. Part plasmids contained
the ColE1 high-copy origin of replication and a
standard antibiotic resistance cassette (KanR or
AmpR). Parts were flanked by BsaI cut sites and
the 4-bp linker sequences GGAG, TACG, AATG,
AGGT, GCTT, or CTGA. Plasmids and assembly
reactions were chemically transformed cells, clo-
nally amplified, and sequence verified by Sanger
sequencing. All part sequences are listed in table
S2 and provided in the supplementary SBOL file.

Circuit induction assays
Circuit plasmids were cotransformed with an
output plasmid containing YFP expressed by the
circuit output promoter (fig. S19D: pPAmeR-YFP,
pPAmtR-YFP,pPBetI-YFP,pPBM3R1-YFP,pPHlyIIR-
YFP, pPIcaRA-YFP, pPLitR-YFP, pPPhlF-YFP,
pPQacR-YFP, pPSrpR-YFP, or pPAmtR-PHlyIIR-
YFP). When a circuit contains multiple output
promoters, these were measured independently
in multiple strains, where each strain contains a
reporter for one output. To cotransform the cir-
cuit and output plasmids, 0.5 ml of the purified
circuit plasmid and 0.5 ml of the purified output
plasmid were transformed into 5 ml chemically
competent cells (E. coliNEB 10-beta, NewEngland
Biolabs, C3019I) and plated on LB agar containing
kanamycin and spectinomycin. One colony was
inoculated into 200 ml M9 minimal media with
appropriate antibiotics in a V-bottom 96-well mi-
crotiter plate (ThermoFisher Scientific, 249952)
sealed with a breathable seal (WorldWide Medi-
cal Products Inc., 41061023) and incubated for
16 hours (overnight) at 37°C with shaking
(1000 rpm) in an Elmi DTS-4 Digital Thermo-
staticMicroplate Shaker (Elmi Ltd., Riga, Latvia).
After overnight incubation, cells were diluted with
two serial dilutions of 15 ml culture into 185 ml M9
minimal media with antibiotics (178-fold total
dilution) and incubated for 3 hours at 37°C
with shaking (1000 rpm) in a V-bottom plate
(ThermoFisher Scientific, 249952). Then cellswere
diluted by two serial dilutions (resulting in 658-
fold dilution), the firstwith 15 ml culture into 185 ml
M9 minimal media with antibiotics, and then
15 ml diluted culture into 145 ml M9 minimal me-
dia with antibiotics and inducers. The inducer
concentrations used for the sensorswere 2 ng/ml
aTc, 1 mM IPTG, 5 mM L-arabinose, and 10 mM
3OC6-HSL. The cells were incubated for 8 hours
at 37°C with shaking (1000 rpm) in a V-bottom
plate with a breathable seal. To measure cell
fluorescence, a 5-ml aliquot of the cell culture was
diluted into 195 ml phosphate buffered saline
(PBS, pH 7.4) with 2 mg/ml kanamycin and in-
cubated for 1 hour at room temperature before
flow cytometry analysis.
To change the inducers or continue growing

the cells, the cells were diluted (658-fold total) by
two serial dilutions: (i) 15 ml culture into 185 ml
M9minimal media with antibiotics, then (ii) 15 ml
diluted culture into 145 mlM9minimalmediawith
antibiotics and inducer inputs as needed. For me-
dia containing 3OC6-HSL, the cells were washed
by pelleting and resuspending in fresh media be-
fore carrying out the two dilutions. The diluted
cells were then incubated for 8 hours at 37°Cwith
shaking (1000 rpm) in a V-bottom plate with a
breathable seal. Then tomeasure cell fluorescence,
an aliquot of cells was diluted into phosphate
buffered saline (PBS, pH 7.4) with 2mg/ml kana-
mycin and incubated at room temperature for
1 hour before flow cytometry analysis.

Flow cytometry analysis

Fluorescence was measured using an LSRII
Fortessa flow cytometer (BDBiosciences, San Jose,
CA) and the BD FACSDiva software. The settings

used were: 437-V FSC voltage, 289-V SSC voltage,
and 425-V green laser (488 nm) voltage. For each
culture, fluorescence was measured on the FITC
channel, and the data for all events were collected
with a cutoff of 20,000 gated events. A flow rate of
approximately 1000 events/s or less was used for
analysis. The cells were gated with a rectangu-
lar gate for cell-sized particles using the FlowJo
software (TreeStar Inc., Ashland, OR). Themedian
cell fluorescence was calculated in FlowJo using
the geometric median statistical tool.

Conversion of fluorescence AU to RPU

The arbitrary units of fluorescence from the cy-
tometrymeasurements were converted to relative
promoter units, as described previously (34, 87).
The conversion follows:RPU ¼ ðhYFPi �hYFP0iÞ=
ðhYFPRPU i � hYFP0iÞ, where hYFPi is the median
fluorescence of the promoter, hYFP0i is the medi-
an fluorescence of white cells (E. coliNEB 10-beta
lacking plasmids), and hYFPRPU i is the median
fluorescence of the standard promoter. The stan-
dard plasmid that we use for RPUmeasurements
is pJSBS_RPU_standard in fig. S19. In this manu-
script, we used either pAN1717 or pAN1730, de-
pending onwhether the circuit contained 2 or ≥3
sensors tomeasure the standard fluorescence (be-
cause of a concern over the potential impact of the
burden of expressing additional regulators). In
theory, we could convert the fluorescence values
to that of the standard plasmid, pJSBS_RPU_
standard.However, in ourhands, all threeplasmids
produced statistically indistinguishable fluores-
cence measurements, so the conversion factor
is unity.

Construction and characterization of
four-input circuit backbone

The circuit shown in Fig. 4C required that four
sensors be carried on a single plasmid backbone.
Therefore, we constructed four-input circuit back-
bones by adding the LuxR regulator to the three-
input circuit backbone (pAN871). Permutations of
the sensor operons were constructed (fig. S16).
For each circuit backbone, the sensors were char-
acterized, and the toxicity of the backbone was
tested by measuring the growth (OD600) in a
plate reader (Biotek H1 Synergy Hybrid Multi-
Mode Reader) with shaking at 37°C (fig. S16).
Sensor characterization was performed to deter-
mine the dynamic range of each sensor on the
circuit backbone (34). The ON and OFF activity
of each sensor input promoter (PTet, PTac, PBAD,
or PLux) was measured in RPU by growing the
cells with and without the appropriate inducer
(2 ng/ml aTc, 1 mM IPTG, 5 mM L-arabinose, or
10 mM3OC6-HSL) (fig. S16). Cells containing each
sensor characterization plasmid were grown as
described above for the circuit assays and mea-
sured by flow cytometry. The pLW555 plasmid
was selected as the best four-input circuit back-
bone. The plasmid map is shown in fig. S16. The
sensor response functions for pLW555weremea-
sured by testing additional inducer concentra-
tions (fig. S17). The sensor input promoter values
for the three-input circuit backbone pAN871
were PTet (ON = 3.66 RPU, OFF = 0.0078 RPU),
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PTac (ON = 2.96 RPU, OFF = 0.011 RPU), and
PBAD (ON = 2.25 RPU, OFF = 0.022 RPU). The
measured sensor input promoters for the four-
input circuit backbone pLW555 were PTet (ON =
3.16RPU,OFF=0.0097RPU), PTac (ON= 1.61RPU,
OFF = 0.0072 RPU), PBAD (ON = 1.48 RPU, OFF =
0.020 RPU), and PLux (ON = 1.32 RPU, OFF =
0.0056 RPU).

Computational analysis of circuits

The ODE models for the SR latch, D latch and
three-latch memory register are provided as
supplementary files in the .ode input file format
that was used. Numerical analysis of the ODE
models was performed using the XPP AUTO
software (XPPAUT 8.0 version) with the Runge-
Kutta numerical method for the phase plane
analyses andbifurcationanalyses (88). Thenumeric
parameters were set as follows: step size dt =
0.001, nullcline grid size = 40, output storage in-
tegration steps n = 1, and total time = 500. To
simulate state transitions, the initial conditions
were set to the previous state’s steady-state output
values, and the sensor input values were updated
corresponding to the inducer inputs present. The
measured sensor input promoter values from the
sensor characterization were used for the inputs
to the model. The previously measured gate re-
sponse functions were used (34). The bifurcation
analyses were performed using the AUTO inter-
face and starting at a steady-state point. The
AUTOnumeric parameterswere the default values,
except: the maximum number of steps = 1000,
the initial step size = 0.01 (sign was changed to
represent increasing or decreasing inducer input),
minimum step size = 0.001, and maximum step
size = 0.01. To account for the experimentally
measured copy-number difference between the
circuit backbone and the output plasmid, the
XPPAUT predictions weremultiplied by a scaling
factor e = 0.25. The equilibria separation was cal-
culated as the distance d between the x-y co-
ordinates of the unstable equilibrium U and a
stable equilibrium (S1 or S2) in log-log scale on
the phase plane plot as:

d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxS1 � xUÞ2 þ ðyS1 � yUÞ2

q

and

d2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxS2 � xUÞ2 þ ðyS2 � yUÞ2

q

Transversality was calculated as the area be-
tween the nullcline curves between the three in-
tersecting points in log-log coordinate space using
trapezoidal numerical integration in Matlab. A
modified version of the Cello software (34) was
used to assign gates to the D latch. The Cello
software and code is available open source
(https://github.com/CIDARLAB/cello). In this ver-
sion, the hill-climbing assignment algorithmwas
selected for the gate assignment. To specify the
sequential logic, we split the D latch’s state table
into a time series of truth tables that sampled all
state transitions. We used structural Verilog to
specify how the NOR gates are wired together
(supplementary files). Cello was run locally using
the Cello API, and the growth score cutoff was

changed to 0.10. The input UCF file was the
Eco1C1G1T1.UCF.json file (34) with the LmrA and
PsrA gates removed. The Cello code is written in
Java (version 1.8.0_31) anduses theApacheMaven
(version 3.2.1) software project management.
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INTRODUCTION: The epidemic of substance
use disorders and drug overdose deaths is a
growing public health crisis in the United
States. Every day, 174 people die from drug
overdoses. Currently, opioids (including pre-
scription opioids, heroin, and synthetic opioids
such as fentanyl and its chemical analogs) are
the leading cause of overdose deaths. The over-
dose mortality data can reveal the complex
and evolving dynamics of drug use in the
United States.

RATIONALE:Reports on theU.S. drugoverdose
epidemic tend to focus on changes in yearly sta-
tistics. Improved understanding of the long-term
dynamics of the overdose epidemic may aid in
the development of more effective epidemic pre-
vention and control strategies. At present, there
are no reliable methods to forecast the likely
future course of the epidemic. We focused on
deaths from overdoses as a relatively reliable
metric of the epidemic because all deaths are
required to be reported in all U.S. states and
territories using the standardized International

Classification of Diseases. In an effort to under-
stand the epidemic dynamics and perhaps pre-
dict its future course, we analyzed records of
599,255 deaths from 1979 through 2016 from
the National Vital Statistics Systemwhere un-
intentional drug poisoningwas identified as the
main cause of death. We examined the time
course of the overall number of deaths; the con-
tributions of individual drugs (prescription opi-
oids, heroin, synthetic opioids like fentanyl,
methadone, cocaine, methamphetamine) to the
overall curve; changes in the populationsmost
affected by each drug as measured by demo-
graphic factors of age, sex, race, and urbanicity;
and changes in the geographic distribution of
deaths due to each drug as measured by the
county of residence of each decedent.

RESULTS: The overall mortality rate for un-
intentional drug poisonings in the United States
grew exponentially from 1979 through 2016.
This exponentially increasing mortality rate
has tracked along a remarkably smooth trajec-
tory (log linear R2 = 0.99) for at least 38 years

(left panel). By contrast, the trajectories of mor-
tality rates from individual drugs have not
tracked along exponential trajectories. Cocaine
was a leading cause in 2005–2006, which was
overtaken successively by prescription opioids,
then heroin, and then synthetic opioids such
as fentanyl. The demographic patterns of deaths
due to each drug have also shown substantial

variability over time. Until
2010, most deaths were in
40- to 50-year-old persons,
from cocaine and increas-
ingly from prescription
drugs. Deaths from heroin
and then fentanyl have

subsequently predominated, affecting younger
persons, ages 20 to 40 (middle panel). Mortality
rates for males have exceeded those for females
for all drugs. Rates for whites exceeded those
for blacks for all opioids, but rates were much
greater among blacks for cocaine. Death rates for
prescription drugs were greater for rural than
urban populations. The geographic patterns of
deaths also vary by drug. Prescription opioid
deaths are widespread across the United States
(right panel), whereas heroin and fentanyl deaths
are predominantly located in the northeastern
United States and methamphetamine deaths
in the southwestern United States. Cocaine
deaths tend to be associated with urban centers.
The online manuscript provides many details
of the patterns of mortality in these data.

CONCLUSION: The U.S. drug overdose epi-
demic has been inexorably tracking along an
exponential growth curve since at least 1979.
Although there have been transient periods of
minor acceleration or deceleration, the overall
drug overdose mortality rate has regularly re-
turned to the exponential growth curve. This
historical pattern of predictable growth for at
least 38 years suggests that the current opioid
epidemic may be a more recent manifestation
of an ongoing longer-term process. This process
may continue along this path for several more
years into the future. Paradoxically, there has
been substantial variability with which spe-
cific drugs have become dominant in varying
populations and geographic locales. This var-
iability all but negates the possibility of con-
fident predictions about the future role of
specific drugs. Indeed, it is possible that a fu-
ture overdose epidemic may be driven by a new
or obscure drug that is not among the leading
causes of drug overdose death today. Under-
standing the forces that are holding multiple
subepidemics together onto a smooth expo-
nential trajectory may be important in reveal-
ing, and effectively dealing with, the root causes
of the epidemic.▪
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Changing dynamics of the
drug overdose epidemic in the
United States from 1979 through 2016
Hawre Jalal1, Jeanine M. Buchanich2, Mark S. Roberts1, Lauren C. Balmert2,4,
Kun Zhang5, Donald S. Burke3*

Better understanding of the dynamics of the current U.S. overdose epidemic may aid in the
development of more effective prevention and control strategies. We analyzed records
of 599,255 deaths from 1979 through 2016 from the National Vital Statistics System in
which accidental drug poisoning was identified as the main cause of death. By examining
all available data on accidental poisoning deaths back to 1979 and showing that the
overall 38-year curve is exponential, we provide evidence that the current wave of opioid
overdose deaths (due to prescription opioids, heroin, and fentanyl) may just be the
latest manifestation of a more fundamental longer-term process. The 38+ year smooth
exponential curve of total U.S. annual accidental drug poisoning deaths is a composite of
multiple distinctive subepidemics of different drugs (primarily prescription opioids,
heroin, methadone, synthetic opioids, cocaine, and methamphetamine), each with its own
specific demographic and geographic characteristics.

T
he epidemic of substance use disorders
and drug overdose deaths in the United
States is a growing public health crisis.
Every day, 174 people in the United States
die from drug overdoses (1). Currently, opi-

oids (including prescription opioids, heroin, and
synthetic opioids such as fentanyl and its chem-
ical analogs) are the main causes of overdose
deaths in the United States, leading the U.S.
government to declare the opioid crisis to be a
public health emergency (2).
Knowledge of the opioid epidemic has been

mostly limited to scattered statistics that only
reveal selected aspects of the epidemic, such as
specific geographic regions, specific time periods,
and/or specific drugs. For example, a recent Na-
tional Center for Health Statistics (NCHS) data
brief shows that the Appalachian region and
southwest region have overdose death rates sta-
tistically higher than the national rate (3). Sim-
ilarly, a recent study has identified geospatial
clusters of heroin-related overdose deaths in
Southern California in 2000, and emerging later
in New England, the Mid-Atlantic, and the Great
Lakes region between 2013 and 2014 (4).

We lack a detailed analysis of the opioid epi-
demic in the context of the larger drug epidemic
that reveals the complex and evolving dynam-
ics of drug use in the United States (5). This
manuscript examines mortality patterns of all
accidental (unintentional) drug poisonings as
reported through the U.S. National Vital Statis-

tics System from 1979 through 2016. We describe
the overall pattern of drug overdose deaths in
the United States and reveal specific aspects of
these deaths by drug, demography, and geogra-
phy; we refer to these patterns as subepidemics.

The overdose epidemic is a composite
of multiple subepidemics

Annual mortality rates attributed to prescrip-
tion opioids, heroin, methadone, synthetic opioids
other than methadone, cocaine, methamphet-
amine, unspecified narcotics, and unspecified
drugs are shown in Fig. 1. Drug classes are de-
fined in the supplementary materials and table
S1, which sorts the drugs by their International
Classification of Diseases (ICD) codes. Acci-
dental drug poisoning trend analyses begin
in 1979 with the ninth revision (ICD-9), owing
to comparability issues with the cause of death
in earlier revisions. Similarly, analyses by drug
and drug class begin in 1999 (with ICD-10) be-
cause those classifications are not comparable
with ICD-9.
Since 2010, the mortality curves for all drug

types have been increasing, except for metha-
done and for unspecified drugs and narcotics.
Each drug’s mortality curve shows some variabil-
ity. For example, the mortality rate from prescrip-
tion opioids decreased slightly in 2012, whereas
the mortality rates from heroin and synthetic
opioids have been increasing rapidly. These trends
may be related because several epidemic inter-
ventions may have reduced the impact of pre-
scription opioids around 2010, including the
reformulation of OxyContin in 2010 (6), imple-
mentation of pain clinic laws and mandatory
checking of Prescription Drug Monitoring Pro-
gram data by prescribers (7), the reduction in
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Fig. 1. Mortality rates from unintentional drug overdoses. (A and B) Mortality rates for
(A) individual drugs and (B) all drugs. Detailed data for individual drugs are only available from
1999 to 2016, although additional data for all drugs are available since 1979 (this area is grayed out).
The exponential equation and fit are shown for all drugs. (Synth Opioids OTM: synthetic opioids
other than methadone. This category includes fentanyl and its analogs.)
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the amount of opioids prescribed (8), and the
rescheduling of hydrocodone compounds in
2014 (9). Although these changes may have re-
duced the overdose deaths from prescription
opioids, it is possible that they may have led some

opioid-dependent persons to switch to illicit opi-
oids, such as heroin and fentanyl (10–12). Eco-
nomic factors may also have contributed to the
transition from prescription opioids to heroin;
heroin is increasingly more available, easier to

use through non-oral routes, and becoming
purer and less expensive than prescription opi-
oids (13). In addition, the subsequent sharp in-
crease in fentanyl overdose deaths after 2013 is
consistent with law enforcement data showing

Jalal et al., Science 361, eaau1184 (2018) 21 September 2018 2 of 6

Fig. 2. Heatmaps showing the subepidemics by demography and urbanicity.Total number of deaths in each category from 1999 through 2016
are shown in the upper left corner of each plot. The colors indicate age-adjusted mortality rates per 100,000 people. (Synth Opioids OTM: synthetic
opioids other than methadone. This category includes fentanyl and its analogs.)
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increased seizures of illicitly manufactured fen-
tanyl (14, 15).
Several other fluctuations observed in the

drug-specific mortality curves may also, in ret-
rospect, be explainable. For example, in 2006,
a spike in overdose deaths in the United States
associated with fentanyl was traced to a pro-
duction laboratory in Mexico (16). Similarly, the
decline in methadone deaths after 2007 may
be attributed to the removal of methadone from
the preferred drug list by state Medicaid pro-
grams, which used to be major sources of metha-
done prescriptions for pain management (17).
The rise and fall of cocaine-related overdose
deaths in the United States appears to be linked
to production and supply in Colombia, which in
turn have reflected diplomatic turns of events
in a decades-long civil war (18). Although opi-
oids are the major offenders, drugs other than
opioids, such as cocaine and methamphet-
amine, now also contribute substantially to the
rising counts of overdose deaths in the United
States (19).
We also examined the mortality rates for deaths

reported as being due to unspecified narcotics
and unspecified drugs. Mortality rates from the
unspecified narcotics have remained stable
during the study period, but unspecified drugs
closely follow prescription opioid mortality rates
until 2008 and start to diverge after 2013, pos-
sibly indicating improvements in vital statistics
reporting by some states.
Mortality curves from individual drugs do

not show regular or predictable growth patterns.
Nonetheless, we observed that the annual sum
of all drug overdose mortality rates follows a
remarkably smooth mathematical trajectory.
Figure 1B plots changes in the total accidental
poisoning mortality rate, from all drugs. Note
that the total mortality rate per year is less than
the sum of the mortality rates reported for in-
dividual drugs, owing to listing of more than
one drug on the death certificate in many in-
dividual cases (see fig. S2). The total accidental
poisoning mortality rate closely tracks along an
exponential growth curve defined as annual over-
all mortality rate in year (y) = 10(a + b*(y – 1978)),
where a = –0.038 [confidence interval (CI) =
(–0.104, 0.027)] and b = 0.032 [CI = (0.030, 0.034)].
With this exponential growth, the doubling time
is approximately 9 years. Of particular interest is
the observation that the first half of this long-
term smooth exponential growth curve predates
the current opioid epidemic.

The drug-specific subepidemics differ
significantly with respect to their
time course, geographic spread,
and demographic groups affected

Next, we examined death record data availa-
ble from 1999 to 2016 to determine if there
were any patterns in the demography or geog-
raphy of mortality by drug that might explain
how these variable individual drug curves
might meld into a single smooth exponential
process. To reveal patterns in these data, we
use visualization techniques consisting of heat-

maps (Fig. 2) and geospatial hotspot analyses
(Fig. 3).
Figure 2 is a matrix of 72 individual age dis-

tribution heatmaps depicting how the age of
overdose decedents has historically changed
over time, as analyzed by drugs, gender, race,
and urbanicity. Age has been recognized as an
important predictor in transitions from non-
use or asymptomatic use to problematic drug
use (20, 21) of illicit drugs, and the middle-aged
have had higher rates of prescription opioid
deaths than other age groups (3, 22–24). In
addition, significant increases in heroin overdose–
related hospitalizations among the age groups
of 20 to 29 and 50 to 59 have recently been
identified, suggesting potential new cohorts of
heroin users among these age groups (25, 26).
These age distribution heatmaps reveal some

distinct patterns. One pattern is a clear bimodal
distribution of unintentional drug overdoses: a
younger group (age 20 to 40 years) and an older
group (age 40 to 60 years). The relative am-
plitudes of these groupings vary according to
drug, gender, race, and urbanicity. The younger
age group predominates among deaths due to
heroin and synthetic opioids, and especially
among males, whites, and in urban counties.
Mortality rates from prescription opioids and
unspecified drugs were higher among the older
age group, especially among females, among
whites, and in rural counties.
Recent studies have examined the unspecified

drug overdose death category and attributed some
deaths in this category to prescription opioids
because many states have drastically under-
reported prescription opioid–related overdose
deaths, owing to lack of toxicology testing for
drug specificity in overdose deaths (27). From
1999 to 2016, there were 112,480 drug overdose
deaths in which unspecified drugs were identi-
fied as the contributory cause of death, as com-
pared to 106,193 deaths in which prescription
opioids were a contributory cause of death. The
patterns of overdose mortality rates for which
the drug was unspecified closely resemble the pat-
terns for prescription opioids across age, gen-
der, race, and urbanicity. The heatmaps clearly
present these similarities.
Mortality differences between male and fe-

male rate are associated with age and type of
drug. Prior reports of prescription opioid mor-
tality rates have shown nearly four times higher
rates in younger males than younger females, in
contrast to only 1.3-fold higher rates in older
males relative to older females (28). The heat-
maps reveal that these differences can be mostly
explained by the type of drug. The higher risk
among young males relative to young females is
mostly attributable to heroin and synthetic drugs,
whereas the risk of death among older females
is mostly attributable to prescription opioids and
unspecified drugs. These differences by age, sex,
and type of drug have generally become more
apparent in recent years.
The description of the association between

drug overdose deaths and race in the literature
has been mostly limited to the reports that show

increased mortality rates, especially for opioids
among whites (22–24, 29–31). In addition to the
increased overdose deaths among whites, the
heatmaps reveal that the age showing the peak
mortality rate for cocaine among blacks has in-
creased with each year, indicating a cohort aging
effect. This pattern is especially noticeable among
men and in urban counties. Among whites, the
younger age group is at greatest risk for heroin
and synthetic opioid deaths, whereas among
blacks, the older age group is at greater risk.
The increase in drug poisoning mortality in

2016 is due to increased mortality from multiple
drug-specific subepidemics: synthetic opioids (most
likely fentanyl) among males, whites, and those
in urban counties; heroin among young adults;
prescription opioids among the middle-aged
and blacks; and cocaine and methamphetamine
among a wider age range, males, and whites.
To reveal geographic hotspots of each of the

drugs over time, we also performed geospatial
hotspot analyses of deaths due to each drug,
broken into historical time intervals. Figure 3
shows the geographic distribution of eight drug
classes at each of four periods. Taken together,
these maps provide a synoptic view of changing
landscape of drug mortality hotspots. [See the
supplementary materials for a detailed descrip-
tion of the methodology.]
From 1999 to 2016, the epidemic intensity, as

well as the spatial distribution of deaths attrib-
uted to prescription drugs, heroin, synthetic
opioids other thanmethadone, cocaine, andmeth-
amphetamine, have all increased. Only for metha-
done has the epidemic intensity and spatial
distribution peaked and then declined. Although
the overall national epidemic may be smooth
and continuous, each drug has shown a specific
geospatial pattern of spread during this 18-year
period. Heroin hotspots have changed from being
closely clustered around large cities to being
distributed more widely, especially in the North-
east and the Southwest. Prescription opioid
hotspots initially were prominent in the south-
western United States and Appalachia but sub-
sequently spread to involve much of the western
United States, Oklahoma, Florida, and New
England. Fentanyl and fentanyl analog hotspots
have centered in opioid hotspots, especially in
the Appalachian and Northeast regions. Co-
caine hotspots have also centered around large
cities but have diffused more broadly in recent
years. Methamphetamine deaths have increased
most dramatically in the western and south-
western United States Almost every region in
the country is a hotspot for mortality from one
or more drugs. The only large region that ap-
pears to have been relatively spared (a relative
“cold spot” for all drugs) is composed of the north
central states.
These detailed demographic and geographic

analyses do not suggest obvious mechanisms
as to how multiple drug-specific subepidemics
have merged into a single smooth exponential
38+ year process. Indeed, these findings add to
the paradox by revealing how disparate the in-
dividual drug epidemics are.
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Fig. 3. Geospatial hotspot analysis by drug and period.The Gi* statistics
are standardized using pooled statistics across all drugs and periods. The
various shades of red and blue indicate pooled standard deviations above and
below the pooled mean, respectively, as shown in the legend.The small black

circles indicate major cities with populations greater than 300,000 people.
None of the regions were less than 2 pooled standard deviations below
the pooled average. (Synth Opioids OTM: synthetic opioids other than
methadone. This category includes fentanyl and its analogs.)
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Effective public health responses will be cru-
cial to address the USA drug crisis. Understanding
the demographic and geographic characteris-
tics of the subepidemics as reflected by overdose
death patterns may be valuable in designing and
strengthening “upstream” public health surveil-
lance systems for substance abuse and non-
fatal overdoses among living persons (32), and
elucidation of the underlying complexity of the
drug-specific subepidemics may facilitate devel-
opment of more effective, locally tailored pri-
mary, secondary, and tertiary prevention strategies
(33, 34). For the large existing population of
persons with substance use disorder or addic-
tion (35), availability of and access to treatments
and harm reduction services that are subepi-
demic specific may be valuable in preventing
more overdose deaths. Lastly, better understand-
ing of local drug death patterns may lead to in-
novative collaborations between public health
and law enforcement, which could include data
sharing (36), partnership at the local and com-
munity level on harm reduction, and linking
people with addiction to treatment (37).

Caveats

Our findings should be interpreted with cau-
tion. First, there is substantial variation in the
level of specificity of drug reporting for vital
statistics across states and/or counties. A re-
cent analysis found that in 2015, the percentage
of overdose deaths with the drug unspecified
ranged from 0% in the District of Columbia to
just over 50% in Pennsylvania (38). The geo-
graphic distribution of these deaths not attrib-
uted to specified drugs can be seen in Fig. 3.
This analysis and others (39) have found that
states with centralized medico-legal systems have
more complete drug reporting than states with
decentralized systems. Figure S1 reproduces
Fig. 2 with data only from states that produce
good-quality data [as defined by the U.S. Centers
for Disease Control and Prevention (CDC)] with
fewer unspecified drug overdose diagnoses, and
the results are almost identical, supporting the
validity of the national-level data analyses.
Second, our categories of specific drug mor-

tality rates are not mutually exclusive; there-
fore, overdose deaths that involve multiple drugs
could be counted more than once. Multidrug
abuse and overdose are increasing, and it is not
always clear which drug or drugs are respon-
sible for the overdose. Figure S2 shows how the
relationships among various drugs have changed
over time. In this figure, we show that the per-
centage of death certificates listing synthetic
opioids OTM (other than methadone), cocaine,
and methamphetamine as a secondary drug has
increased dramatically in recent years, regard-
less of the index drug. While, the percentage
of deaths attributed to heroin in addition to
another drug is showing early signs of decline,
this decline is, of course, only relative to the
rapid rise in deaths due to the index drug. Ad-
ditionally, the 10th revision of the International
Classification of Diseases (ICD-10) only has a set
number of codes for drug classes. Overdoses are

now being attributed to new drugs, such as fen-
tanyl analogs, but the drug class codes have not
changed (e.g., acryl fentanyl would be coded as
T40.4), meaning that even with complete drug
reporting, death certificates lose some drug spec-
ificity during the coding process. Additionally,
coroners and medical examiners may not be able
to identify newer psychoactive substances, indi-
cating that these drugs will not be recorded on
the death certificate. Such ambiguities in diag-
nostics do not affect our main finding of an
exponential increase in the rate for overall drug
overdose, as each overdose death is counted once.
Third, the intent of an overdose death is not

always easy to determine by a medical examiner
or coroner. Our study only focused on uninten-
tional or accidental drug overdoses, which con-
stitute roughly 85% of all drug overdoses every
year; however, we recognize that the practice or
capacity of determining intent varies by states.
Lastly, the dynamics of the substance use epi-

demic are not fully captured in drug overdose
mortality data alone. A more complete analysis
would also describe the initiation, natural his-
tory, treatment, and progression of drug use.

The opioid crisis may be part of a larger,
longer-term process

The epidemic of drug overdoses in the United
States has been inexorably tracking along an
exponential growth curve since at least 1979,
well before the surge in opioid prescribing in the
mid-1990s. Although there have been transient
periods of minor acceleration or deceleration, the
overall drug overdose mortality rate has regularly
returned to the exponential growth curve. This
historical pattern of predictable growth for at
least 38 years strongly suggests that the epidemic
will continue along this path for several more
years. By contrast, the recent historical variability
with which some specific drugs have waxed and
waned makes predictions about the future role of
specific drugs far more uncertain. Indeed, it is
possible that in the future, the drug overdose
epidemic may be driven by a new or heretofore
obscure psychoactive substance.
Understanding the forces that are holding

multiple subepidemics together into a smooth
exponential trajectory may be important in re-
vealing the root causes of the epidemic, and this
understanding may be crucial to implementa-
tion of prevention and intervention strategies.
Economic and technological “push” factors may
be at work to increase supply, such as improved
communications and supply chains, efficiencies
in drug manufacturing, and expanding drug
markets, leading to lower prices and higher drug
purities (40, 41). Sociological and psychological
“pull” forces may be operative to accelerate de-
mand, such as despair, loss of purpose, and dis-
solution of communities (42, 43). Elucidation of
the dynamics of the “deep” drivers of the overdose
epidemic may provide valuable new insights.

Materials and methods

This section provides a summary of the mate-
rials and methods. A more detailed explanation

can be found in the supplementary materials.
Death information was obtained from the Mor-
tality Multiple Cause Micro-data Files from 1979
to 2016. These data use ICD-9, enabling us to
identify accidental drug poisoning deaths since
1979. In addition, we can identify specific drugs
as contributory causes of accidental overdose
deaths since 1999, because the use of ICD-10
starts from this time. For example, the ICD-10
code for heroin is T40.1, and for natural and
semi-synthetic opioids (including prescription
opioids), the code is T40.2.
To illustrate the changing dynamics of the

drug-overdose deaths on multiple levels, we ex-
amined overdose mortality rates at three levels
of detail: (i) national level, by drug, over time;
(ii) national level, by drug, over time, with detailed
analysis by demographic groups of age, sex, race,
and urbanicity; and (iii) county-level cluster anal-
ysis, by drug, over time (hotspot analysis).
For national-level analyses, we computed mor-

tality rates for individuals by drug codes and by
age, sex, race, and urbanicity. For each compu-
tation, we used the appropriate denominator from
the U.S. census population estimates from 1999
through 2016. To distinguish rural from urban
counties, we used the 2013 Rural-Urban Con-
tinuum Codes (RUCC). RUCC codes 1–3 were
considered urban, and RUCC codes 4–9 were
classified as rural.
In the county-level analysis, we used the

Getis-Ord Gi* statistic to show geospatial clus-
tering of hot (high) and cold (low) spots of
mortality rates. The Gi* statistic identifies these
hot and cold spots on the basis of contiguous
counties. The Gi* statistic is essentially a Z-score
standardized by a mean and standard deviation
of mortality rates in all the counties. Typically,
the Gi* statistic can display geospatial informa-
tion on one dimension such as mortality rates.
To add additional dimensions and compare mor-
tality rates by drug and time, we restandardized
the Gi* statistics by using the pooled mean
and standard deviations of the Gi* statistics
across all drugs and over time. This restandard-
ization allowed us to produce a set of compara-
ble maps across time and drugs.
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A gut-brain neural circuit for nutrient
sensory transduction
Melanie Maya Kaelberer, Kelly L. Buchanan, Marguerita E. Klein, Bradley B. Barth,
Marcia M. Montoya, Xiling Shen, Diego V. Bohórquez*

INTRODUCTION: In 1853, Sydney Whiting
wrote in his classic Memoirs of a Stomach,
“…and between myself and that individual
Mr. Brain, there was established a double set
of electrical wires, by which means I could,
with the greatest ease and rapidity, tell him all
the occurrences of the day as they arrived, and
he also could impart to me his own feelings
and impressions.”Historically, it is known that
the gut must communicate with the brain, but
the underlying neural circuits and transmitters
mediating gut-brain sensory transduction still
remain unknown. In the gut, there is a single
layer of epithelial cells separating the lumen
from the underlying tissue. Dispersed within
this layer reside electrically excitable cells
termed enteroendocrine cells, which sense in-
gested nutrients and microbial metabolites.
Like taste or olfactory receptor cells, entero-
endocrine cells fire action potentials in the
presence of stimuli. However, unlike other sen-
sory epithelial cells, no synaptic link between

enteroendocrine cells and a cranial nerve has
been described. The cells are thought to act on
nerves only indirectly through the slow endo-
crine action of hormones, like cholecystokinin.
Despite its role in satiety, circulating concen-
trations of cholecystokinin peak only several
minutes after food is ingested and often after
the meal has ended. Such a discrepancy sug-
gests that the brain perceives gut sensory cues
through faster neuronal signaling. Using a
mousemodel, we sought to identify the under-
pinnings of this neural circuit that transduces
a sense from gut to brain.

RATIONALE: Our understanding of brain
neural circuits is being propelled forward by
the emergence of molecular tools that have
high topographical and temporal precision.
We adapted them for use in the gut. Single-
cell quantitative real-time polymerase chain
reaction and single-cell Western blot enabled
the assessment of synaptic proteins. A mono-

synaptic rabies virus revealed the neural
circuit’s synapse. The neural circuit was re-
capitulated in vitro by using nodose neurons
cocultured with either minigut organoids or
purified enteroendocrine cells. This system,
coupled to optogenetics andwhole-cell patch-
clamp recording, served to determine the
speed of transduction. Whole-nerve electro-
physiology, along with optical excitation
and silencing, helped to uncover the neuro-
transmission properties of the circuit in vivo.
The underlying neurotransmitter was re-
vealed by using receptor pharmacology and
a fluorescent reporter called iGluSnFR.

RESULTS: Single-cell analyses showed that
a subset of enteroendocrine cells contains
presynaptic adhesion proteins, including
some necessary for synaptic adhesion. Mono-

synaptic rabies tracing
revealed that enteroendo-
crine cells synapse with
vagal nodose neurons.
This neuroepithelial cir-
cuit connects the intes-
tinal lumen with the

brainstem in one synapse. In coculture, this
connection was sufficient to transduce a
sugar stimulus from enteroendocrine cells
to vagal neurons. Optogenetic activation
of enteroendocrine cells elicited excitatory
postsynaptic potentials in connected nodose
neurons within milliseconds. In vivo record-
ings showed that enteroendocrine cells are
indeed necessary and sufficient to trans-
duce a sugar stimulus to the vagus. By using
iGluSnFR, we found that enteroendocrine
cells synthesize the neurotransmitter glu-
tamate, and pharmacological inactivation
of cholecystokinin and glutamate receptors
revealed that these cells use glutamate as a
neurotransmitter to transduce fast, sensory
signals to vagal neurons.

CONCLUSION: We identified a type of gut
sensory epithelial cell that synapses with vagal
neurons. This cell has been referred to as the
gut endocrine cell, but its ability to form a
neuroepithelial circuit calls for a new name.
We term this gut epithelial cell that forms
synapses the neuropod cell. By synapsing with
the vagus nerve, neuropod cells connect the
gut lumen to the brainstem. Neuropod cells
transduce sensory stimuli from sugars in
milliseconds by using glutamate as a neuro-
transmitter. The neural circuit they form gives
the gut the rapidity to tell the brain of all the
occurrences of the day, so that he, too, can
make sense of what we eat.▪

RESEARCH

Kaelberer et al., Science 361, 1219 (2018) 21 September 2018 1 of 1

The list of author affiliations is available in the full article online.
*Corresponding author. Email: diego.bohorquez@duke.edu
Cite this article as M. M. Kaelberer et al., Science 361,
eaat5236 (2018). DOI: 10.1126/science.aat5236

The neuropod cells. (Top left) Neuropod cells synapse with sensory neurons in the small
intestine, as shown in a confocal microscopy image. Blue indicates all cells in villus; green indicates
green fluorescent protein (GFP) in neuropod cell and sensory neurons. (Bottom left) This neural
circuit is recapitulated in a coculture system between organoids and vagal neurons. Green
indicates GFP in vagal neuron; red indicates tdTomato red fluorescence in neuropod cell. (Right)
Neuropod cells transduce fast sensory signals from gut to brain. Scale bars, 10 µm.

ON OUR WEBSITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aat5236
..................................................

on S
eptem

ber 20, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


RESEARCH ARTICLE
◥

NEUROSCIENCE

A gut-brain neural circuit for nutrient
sensory transduction
Melanie Maya Kaelberer1, Kelly L. Buchanan2, Marguerita E. Klein1, Bradley B. Barth3,
Marcia M. Montoya3, Xiling Shen3, Diego V. Bohórquez1,4,5*

The brain is thought to sense gut stimuli only via the passive release of hormones.This is
because no connection has been described between the vagus and the putative gut epithelial
sensor cell—the enteroendocrine cell. However, these electrically excitable cells contain several
features of epithelial transducers. Using a mouse model, we found that enteroendocrine cells
synapse with vagal neurons to transduce gut luminal signals in milliseconds by using glutamate
as a neurotransmitter.These synaptically connected enteroendocrine cells are referred to
henceforth as neuropod cells.The neuroepithelial circuit they form connects the intestinal
lumen to the brainstem in one synapse, opening a physical conduit for the brain to sense gut
stimuli with the temporal precision and topographical resolution of a synapse.

W
hereas touch, sight, sound, scent, and
taste are transduced to the brain by in-
nervated epithelial sensor cells (1), per-
ception of gut stimuli is thought to occur
only indirectly, through the slow action

of hormones (2). The putative gut epithelial sen-

sor cells—enteroendocrine cells—are assumed to
lack synapses with the cranial nerve that inner-
vates the viscera—the vagus (3).
Coined in the 1930s (4), the term enteroendo-

crine is rooted in the notion that nutrients stim-
ulate the release of hormones. These neuropeptides

either enter the bloodstream or act on nearby
nerves minutes to hours after ingesting a meal
(5). But enteroendocrine cells have several fea-
tures of epithelial transducers: They havemechan-
ical (6), olfactory (7), and taste (8) receptors;
their membranes contain voltage-gated ion chan-
nels that render them electrically excitable (9);
and they are capable of forming synapses (10).
Almost two-thirds of enteroendocrine cells syn-
apse with adjacent nerves in the intestinal and
colonic mucosa (10). Similar features have been
confirmed in a subset of colonic enteroendocrine
cells known as enterochromaffin (11). Therefore,
we hypothesized that enteroendocrine cells syn-
apse with the vagus to transduce a sense from
gut to brain.

Innervated epithelial sensors in the gut

Using mass spectroscopy (seemethods and table
S1), we confirmed that enteroendocrine cells ex-
press multiple neuropeptides (12, 13), including
both cholecystokinin (CCK) and peptide YY (PYY).
Thus, we identified these cells using CCK and

RESEARCH

Kaelberer et al., Science 361, eaat5236 (2018) 21 September 2018 1 of 8

1Department of Medicine, Duke University, Durham, NC, USA.
2School of Medicine, Duke University, Durham, USA, NC.
3Department of Biomedical Engineering, Duke University,
Durham, NC, USA. 4Department of Neurobiology, Duke
University, Durham, NC, USA. 5Duke Institute for Brain
Sciences, Duke University, Durham, NC, USA.
*Corresponding author. Email: diego.bohorquez@duke.edu

Fig. 1. Enteroendocrine cells
contact sensory nerve fibers.
(A) CckGFP_Pgp9.5GFP mice express
GFP in CCK-enteroendocrine cells
and Pgp9.5 sensory nerve fibers.
The two cell types are shown in
the enlarged view, with the CCK-
enteroendocrine cell represented by
a triangle. (B) Confocal microscopy
image of proximal small intestine
villus showing a GFP-labeled
CCK-enteroendocrine cell and
GFP-labeled Pgp9.5 nerve fibers;
18.9 ± 2.0% SEM of CckGFP cells
contact Pgp9.5 fibers (n = 3 mice,
>100 cells per mouse). (C) PYY-stained
enteroendocrine cells (left, green)
in the colon contact Phox2b vagal
nerve fibers (center, red) in a
Phox2bCRE_tdTomato mouse;
merged image is shown on the right.
(D) Two-thirds of CckGFP (green)
enteroendocrine cells colocalize
with the presynaptic marker synapsin-
1 (purple) (n = 6 mice, 200 cells per
mouse). (E) Real-time quantitative
polymerase chain reaction (qPCR)
expression levels of presynaptic
transcripts, including genes encoding for
synaptic adhesion proteins (n = 3 mice,
>10,000 cells per cell type per mouse;
error bars indicate mean ± SEM; a.u.,
arbitrary units; EEC, enteroendocrine cell).
All scale bars, 10 mm.
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PYY. In the mouse small intestine and colon,
enteroendocrine cells contacted sensory nerve
fibers (Fig. 1, A to C). About one in five CCK-
expressing enteroendocrine (CCK-enteroendocrine)
cells contacted Pgp9.5 sensory nerve fibers that
express green fluorescent protein (Pgp9.5GFP
nerve fibers) (18.9 ± 2.0% SEM, >100 cells per
mouse,n= 3mice) (Fig. 1B). CCK-enteroendocrine
cells immunoreact with an antibody against
the presynaptic protein synapsin-1 (Fig. 1D),
showing that these connections have synaptic
features. Furthermore, using single-cell Western
blot, we found that 83% of enteroendocrine cells
contain synapsin-1 (164 of 198 CckGFP cells an-
alyzed) (fig. S1). Compared with other intestinal
epithelial cells, purified CCK-enteroendocrine
cells express the synaptic adhesion genes Efnb2,
Lrrtm2, Lrrc4, and Nrxn2 (Fig. 1E), showing
that these epithelial sensors have the machin-
ery to form synapses.

From gut lumen to brainstem
in one synapse
To determine the source of neurons synapsing
with enteroendocrine cells, we used a modified
rabies virus (DG-rabies-GFP) (10). This rabies virus
infects neurons but lacks the G glycoprotein nec-
essary for transsynaptic spread (Fig. 2A) (14).
In intestinal organoids, rabies prefers to infect
enteroendocrine cells over other epithelial cells
(fig. S2A). In the mouse, when introduced into
the lumen of the colon by enema, almost 9 out of
10 infected cells are PYY-enteroendocrine cells
(87.8 ± 2.4% SEM, n = 5 mice) (Fig. 2B) (10). The
lack of fluorescence in the underlying mucosa
shows that, in the absence of its G glycoprotein,
the rabies virus does not spread beyond infected
enteroendocrine cells.
To trace the neural circuit, we bred a mouse

(strain PyyCRE_rabG-TvA) in which enteroendo-
crine cells express the G glycoprotein (rabG) (Fig.

2C). In these mice, rabies delivered by enema
infects enteroendocrine cells and spreads through
synapses onto nerves. Some of the nerve fibers
can be traced to vagal nodose neurons (control
group: 0 positive out of 3 PyyCRE_tdTomato
mice; experimental group: 4 positive out of
5 PyyCRE_rabG-TvA mice). Furthermore, an
enema of the chemical tracer dye Fast Blue
labeled both nodose ganglia, confirming that
the vagus indeed innervates the distal colon (15).
In control experiments in which the right cer-
vical vagus was severed, the Fast Blue enema
labeled the left (intact) but not the right (vagot-
omized) nodose (fig. S3).
Because DG-rabies-GFP can infect any neuro-

nal cell it contacts, we restricted its entrance to
enteroendocrine cells only by using an EnvA-
coated rabies (EnvA-DG-rabies-GFP) (Fig. 2C).
EnvA is an envelope glycoprotein of the avian
sarcoma leukosis virus that binds to the avian
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Fig. 2. Enteroendocrine cells of the colon and small intestine syn-
apse with vagal nodose neurons. (A) Model of DG-rabies-GFP enema
delivery. (B) PYY cells expressing tdTomato (top left, red) are infected by
DG-rabies-GFP (top right, green). Overlay (bottom) shows overlap of
87.8 ± 2.4% SEM (n = 5 mice). In the absence of G glycoprotein (DG),
DG-rabies-GFP does not spread beyond the infected PYY cell.
(C) EnvA-DG-rabies-GFP virus enters cells via the TvA receptor and
spreads by using the rabG protein within specific cells. (D) EnvA-DG-
rabies-GFP (top right, green) infects PYY cells (top left, red) and spreads

synaptically to underlying colon nerve fibers. Three-dimensional reconstruc-
tion (bottom) shows EnvA-DG-rabies-GFP–infected PYYcell and mono-
synaptically labeled nerve fiber. (E) EnvA-DG-rabies-GFP enema infects
colonic enteroendocrine cells and spreads onto vagal neurons in the nodose
ganglion (green). (F) In additional experiments, DG-rabies-GFP delivered
by oral gavage spreads in the intestinal lumen of CckCRE_rabG-TvA mice to
label the nucleus tractus solitarius (green). This neuroepithelial circuit links
the intestinal lumen with the brainstem. The inset shows the location of the
nucleus tractus solitarius in the mouse brain. All scale bars, 10 mm.
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TvA receptor. Therefore, EnvA-DG-rabies-GFP
only infects cells that express the TvA re-
ceptor. In the PyyCRE_rabG-TvA mouse, PYY-
enteroendocrine cells express the TvA receptor,
and an enema of EnvA-DG-rabies-GFP infects

enteroendocrine cells exclusively. Then, it spreads
to synaptically connected neurons. Of a total of
ninemice, five had visible infection of nerve fibers
in the colon (Fig. 2D), and two of those five had
visible infection in the vagal nodose (Fig. 2E and

movie S1; confirmed in vitro in fig. S4). Labeled
fiberswere also observed in thedorsal root ganglia
of four out of the five infected mice (fig. S5). No
infection of nerves was observed in littermate con-
trols that lack CRE recombinase (n = 5 mice).
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Fig. 3. Enteroendocrine cells transduce glucose stimuli onto vagal neu-
rons. (A) Model of intestinal intraluminal perfusion and vagal nerve
electrophysiology. (B) Normalized traces for baseline, Ensure, 300mMsucrose,
and 300 mM sucrose with 3 mM phloridzin (phl) in wild-type mice. Gray bar
indicates treatment period; shading indicates SEM. (C) Ensure, 300 mM
sucrose, and 150 mM D-glucose stimulate vagal firing rate, which is abolished
by SGLT1-blocker phloridzin [n ≥ 5 mice; *P < 0.0001, analysis of variance
(ANOVA)with post hocTukey’sHSD test; error bars indicate SEM]. (D) Intestinal
epithelial cells express Sglt1, but nodose neurons do not (n = 3 mice,
>10,000 cells per cell type per mouse; data are presented as mean ± SEM).
(E) Nodose neurons cultured alone for electrophysiology (widefield microscopy
image on left, model on right). (F) Nodose neurons do not respond to 10 mM

glucose in voltage-clamp (left trace) or current-clamp (right trace) mode. Insets
show that neurons respond to voltage or current pulse, indicating viability.
(G) Nodose neurons cocultured with GFP-positive enteroendocrine cells for
electrophysiology (image on left, model on right). Innervated enteroendocrine
cells are shown at the bottom. (H) In coculture, glucose evoked EPSCs
(top left) and action potentials (top right) in connected neurons (scale of current
or voltage and time are shown below the traces). Dashed-line box indicates
action potentials expanded in right inset. Quantification of EPSC amplitude
and frequency (bottom left and center; n = 21 neurons alone; n = 6 neurons
connected to enteroendocrine cells) and action potentials (bottom right;
n = 21 alone; n = 5 neurons connected to enteroendocrine cells) in
GFP-negative (–) and -positive (+) cells. All scale bars, 10 mm.

RESEARCH | RESEARCH ARTICLE
on S

eptem
ber 20, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


Delivering the virus by oral gavage into
CckCRE_rabG-TvA mice yielded similar results
(fig. S5). In these mice, labeled vagal nodose neu-
rons projected upstream into the nucleus tractus
solitarius of the brainstem (Fig. 2F). Monosyn-
aptic rabies tracing shows a neural circuit link-
ing the small intestine or colon lumen to the
brainstem in one synapse.

A gut-brain neural circuit in a dish

In coculture, vagal nodose neurons clearly ex-
tended axons to enteroendocrine cells of intestinal
organoids (fig. S4A and movie S2). We traced this

neural circuit in vitro using EnvA-DG-rabies-GFP
to confirm that synapses are formed. To ensure
that only infected neurons spread EnvA-DG-
rabies-GFP, nodose neurons were incubated with
virus before coculture with organoids. In control
experiments, EnvA-DG-rabies-GFP did not infect
wild-type nodose neurons (fig. S4B). However,
EnvA-DG-rabies-GFP infected vagal nodose neu-
rons that express the TvA receptor (Phox2bCRE_
rabG-TvA). Forty-eight to 72 hours after coculture,
the virus spread onto enteroendocrine cells in
intestinal organoids, demonstrating synaptic con-
nection in vitro (fig. S4C).

Transduction of a sense from gut to brain
We tested the function of this neuroepithelial
circuit using luminal stimuli and whole-nerve
electrophysiology. The initial stimulus used was
Ensure—a whole-nutrient solution. Luminal En-
sure stimulated an increase in vagal firing rate
(Fig. 3, A to C). Next, we focused on a distinctive
nutrient, sugar. When ingested, sugar is sensed
in the duodenum, but it is unclear whether this
stimulus is sensed by the vagus directly or trans-
duced via enteroendocrine cells (16). In wild-
type mice, perfusing the sugar sucrose (100 to
300 mM) significantly increased vagal firing rate
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Fig. 4. Millisecond transduction from enteroendocrine cells to vagal
neurons. (A) Model of intraluminal photostimulation and vagal
electrophysiology. (B) In CckCRE_ChR2-tdTomato mice, intestinal
enteroendocrine cells express ChR2. (C) Normalized traces for 473-nm
intraluminal laser, 300 mM sucrose, and baseline in CckCRE_ChR2 mice.
Shading indicates SEM. (D) 473-nm intraluminal laser stimulates vagal firing
rate in CckCRE_ChR2, but not wild-type, mice (n ≥ 5 mice; *P < 0.05, ANOVA
with post hocTukey’s HSD test; error bars indicate SEM). (E) Patch-clamp
electrophysiology of neurons (model on left) in coculture with CckCRE_ChR2
cells (image on right). (F) In coculture, 473-nm photostimulation evoked
EPSCs (trace on left) in connected nodose neurons (quantification on right)

(n = 9 neurons connected to enteroendocrine cells; –, neurons alone; +,
neurons cocultured with enteroendocrine cells; DT, time between stimulus
and onset of EPSCs). Scale of current and time is shown below the trace.
(G) Model of intraluminal photoinhibition and vagal electrophysiology.
(H) In CckCRE_Halo-YFP mice, intestinal enteroendocrine cells express
halorhodopsin (eNpHR3.0). (I) Normalized traces for baseline, 300 mM
sucrose, and 300 mM sucrose with 532-nm intraluminal laser. Shading
indicates SEM. (J) In CckCRE_Halo, but not wild-type, mice, a 532-nm
intraluminal laser abolishes the effect of sucrose on vagal firing rate
(n ≥ 5mice per group; *P < 0.0001, ANOVAwith post hocTukey’s HSD test;
error bars indicate SEM). All scale bars, 10 mm.
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over baseline (Fig. 3, B and C, and fig. S6).
D-Glucose (150mM), but not fructose (150mM),
had the same effect. No effect was observed when
the vagus was severed (fig. S7), when hyper-
osmolar phosphate-buffered saline was perfused
(700 mosmol), or when sucrose was applied
intraperitoneally (300 mM) (fig. S8). The vagal
response was abolished when sucrose was per-
fused with phloridzin, a blocker of the electro-
genic glucose transporter SGLT1 (17) (Fig. 3, B
and C). A transcription profile showed that, un-
like vagal nodose neurons, CCK-enteroendocrine
cells express Sglt1, suggesting that the stimulus is
transduced by the epithelial cells (Fig. 3D).
Evidence gathered on dissociated colonic en-

teroendocrine cells, and the enteroendocrine-like

cell line STC1, has shown that enteroendocrine
cells sense glucose (18). We therefore packaged
a rabies virus to carry the calcium reporter
GCaMP6s (DG-rabies-GCaMP6s) and used it to
infect enteroendocrine cells in intestinal organoids.
When presented with D-glucose (10 mM), calcium
transients were elicited in CCK-enteroendocrine
cells (56.0 ± 20.0% of the KCl control response;
n = 3 cells) (fig. S2, B to D). One previous report
found that rat nodose neurons respond to glu-
cose (19). However, in contrast with enteroendo-
crine cells, vagal neurons are unlikely to face
steep changes in glucose concentrations be-
cause they do not contact the intestinal lumen
(20). We therefore measured calcium transients
in dissociated nodose neurons and found that

D-glucose (10 mM) did not elicit a response
(fig. S9, A and B) (n = 246 cells pooled from
three mice).
To discard the possibility that only nodose

neurons innervating the intestine may sense
glucose, we retrotraced them by injecting Fast
Blue dye into the duodenum (fig. S9C). In Fast
Blue–labeled vagal neurons, no calcium response
was observed in the presence of D-glucose (20mM)
(fig. S9C). Furthermore, neither excitatory currents
nor action potentials were observed in the pres-
ence of a D-glucose (10 to 20 mM) stimulus
using patch-clamp electrophysiology (Fig. 3, E
and F). Current injection demonstrated that these
cultured nodose neurons were functionally viable
(inset of Fig. 3F).
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Fig. 5. Glutamate is used as a neurotransmitter between enteroendo-
crine cells and neurons. (A) Model of synaptic neurotransmission in
enteroendocrine cells. (B) Enteroendocrine cells express the vesicular
glutamate genes encoding VGLUT1 and 2 (Slc17a7 and Slc17a6)
(quantification by qPCR on left, confocal microscopy images on right).
(C) CckCRE_tdTomato enteroendocrine cells were cocultured with HEK cells
that express the glutamate sniffer protein, iGluSnFR (multiphotonmicroscopy
image on left, model on right). (D) A stimulus of 40 mM D-glucose
administered during the time period indicated by the beige shading elicits
a response in iGluSnFR-HEK cells (n = 3 cultures; individual cell, gray trace;

average of all cells, black trace). DF/F, difference in fluorescence intensity
between resting state and after stimulus. (E) Coculture with neurons
and CckCRE_ChR2 cells (multiphoton microscopy image on left) for
electrophysiology of neurons and microperfusion of the glutamate-receptor
blocker kynurenic acid (model on right). (F) In coculture, 473-nm photo-
stimulation evoked EPSCs in connected nodose neurons, these currents were
abolished, and no response was observed with the addition (+) of 3 mM
kynurenic acid.The response was recovered after the drug was washed
off (indicated by second “–” condition on right) (n = 4 neurons connected
to enteroendocrine cells). All scale bars, 10 mm.

RESEARCH | RESEARCH ARTICLE
on S

eptem
ber 20, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


We then cocultured vagal nodose neurons
with intestinal enteroendocrine cells (10). After
48 to 72 hours, there were visible connections
between neurons and enteroendocrine cells (Fig.
3G). Coculturing did not alter the resting mem-
brane potential, the current, or the spike thresh-
old of the vagal nodose neurons. However, a
D-glucose (10 mM) stimulus now evoked excit-
atory postsynaptic currents (EPSCs) and action
potentials in those neurons connected to entero-
endocrine cells (Fig. 3H). In voltage-clamp mode,
the average current of the EPSCs was 61.65 ±
15.21 pA, and the average frequency was 0.86 ±
0.17 Hz (n = 6 neurons connected to entero-
endocrine cells). In current-clamp mode, this
in vitro connection was sufficient to elicit action
potentials in the connected neurons (average of
2 ± 0.32 action potentials, n = 5 neurons con-
nected to enteroendocrine cells).

Synaptic speed and specificity

Two recent reports have shown that hypo-
thalamic neurons controlling food intake are
inhibited by nutrients within seconds of the
nutrients entering the duodenum (21, 22). There-
fore, it is likely that enteroendocrine cells trans-
duce sensory signals from nutrients at a much
faster rate than previously thought possible. To
test the speed of transduction, we bred a mouse
(strain CckCRE_ChR2-tdTomato) in which en-
teroendocrine cells express channelrhodopsin 2
(ChR2) —an excitatory light-gated ion channel
activated by 473-nm light (Fig. 4, A and B). A
473-nm stimulus applied to these cells elicited
excitatory currents and significantly reduced food
intake by themice, showing functional expression
of the channel (fig. S10) (see methods).
Vagal firing rate is significantly increased

when a 473-nm laser stimulus is applied to the
duodenal lumen of CckCRE_ChR2 mice. No
response was observed in wild-type controls
(Fig. 4, C and D; for laser-activation controls,
see fig. S11). The firing rate increased rapidly
after laser stimulation, reaching its peak, on
average, in 72.7 ± 20.9 s (fig. S12). In vitro, vagal
nodose neurons cultured alone did not respond
to photostimulation. To determine the precise
transduction speed, we cocultured them with
CckCRE_ChR2 enteroendocrine cells (Fig. 4E).
In vagal nodose neurons connected to entero-
endocrine cells, a 470-nm photostimulus elicited
EPSCswithin 60 to 800ms (n = 9 pairs) (Fig. 4F).
To test the specificity of transduction, we bred

a mouse (CckCRE_Halo-YFP) in which intestinal
enteroendocrine cells express the light-inhibitory
channel eNpHR3.0 (halorhodopsin)—an inhibi-
tory light-gated ion channel activated by 532-nm
light (Fig. 4, G and H)—and yellow fluorescent
protein (YFP). In these mice, luminal sucrose
(300 mM) elicited a vagal response; however,
when a 532-nm laser stimulus was presented
along with the sucrose, vagal activity was abol-
ished (Fig. 4, I and J; for laser activation con-
trols, see fig. S13). In control wild-type mice, a
532-nm laser stimulus failed to attenuate the
sucrose response. These data revealed that entero-
endocrine cells are necessary and sufficient to

transduce a glucose stimulus onto vagal neurons
within milliseconds.

The neurotransmitter

The possibility exists that innervated enteroen-
docrine cells could use a classic neurotransmitter
to transduce the above-described sensory signals.
Other sensory epithelial transducers—including
photoreceptors (23), auditory hair cells (24),
Merkel cells (25), and olfactory receptor cells (26)—
use vesicular glutamate as a neurotransmitter.
Thus, we hypothesized that enteroendocrine
cells use glutamate as a neurotransmitter as well.
We found that intestinal enteroendocrine cells
express significant quantities of the transcript
for the vesicular glutamate transporter 1 pro-
tein (VGLUT1) (Fig. 5, A and B). In a transgenic
Vglut1CRE_YFP mouse, fluorescence was ob-
served in distinct intestinal epithelial cells that
resemble enteroendocrine cells, and almost 4 in
10 of those fluorescent cells costained for CCK
(38.80 ± 2.53% SEM, 100 cells per mouse, n =

3 mice). Moreover, vagal nodose neurons express
at least eight glutamate receptors (fig. S14).
To test whether enteroendocrine cells release

glutamate, we used the sniffer protein iGluSnFR.
This membrane-bound protein fluoresces green
in the presence of glutamate (27). Transfected
iGluSnFR–HEK (human embryonic kidney) cells
did not respond to a D-glucose (40 mM) stim-
ulus but did respond to glutamate (100 mM)
(fig. S15). We then cocultured iGluSnFR-HEK
cells with Tomato-expressing enteroendocrine
cells (CckCRE_tdTomato) (Fig. 5C). This time,
when presented with a D-glucose stimulus
(40 mM), iGluSnFR-HEK cells fluoresced green
(n = 3 cultures; Fig. 5D), indicating that entero-
endocrine cells release glutamate. Then, we
cocultured CckCRE_ChR2 enteroendocrine cells
with vagal neurons to determine if glutamate
serves as a neurotransmitter in this synapse. In
connected neurons, a 470-nm stimulus elicited
EPSCs that were abolished by adding kynurenic
acid (3 mM), an ionotropic glutamate-receptor
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Fig. 6. The rapid vagal response to sucrose is dependent on glutamate, whereas CCK
contributes to the prolonged response. (A) Normalized traces for baseline, 300 mM sucrose,
300 mM sucrose after treatment with 2 mg/kg devazepide, and 300 mM sucrose after treatment
with glutamate inhibitor cocktail KA/AP3 [150 mg/kg kynurenic acid (KA) with 1 mg/kg DL-2-amino-3-
phosphonoproprionic acid (AP-3)] in wild-type mice. Shading indicates SEM. (B) Normalized
traces for baseline, 300 mM sucrose, and 300 mM sucrose after treatment with 150 mg/kg KA in
wild-type mice. Shading indicates SEM. (C) KA/AP3 attenuates the maximum normalized vagal
firing rate in response to sucrose, whereas devazepide and KA alone do not. (D) KA/AP3 and
KA alone prolong the time to peak from an average of 92.8 s to 198 and 179 s, respectively.
Devazepide (2 mg/kg) does not significantly change the time to peak (mean = 67.1 s). For (C) and
(D), n ≥ 5 mice per group; *P < 0.05, ANOVA with post hocTukey’s HSD test; error bars indicate SEM.
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blocker (Fig. 5, E and F). The response was re-
covered once the blocker was washed away (n =
4 neurons connected to enteroendocrine cells)
(Fig. 5F).

Hormone versus neurotransmitter

In a transgenic mouse in which VGLUT1-
enteroendocrine cells express ChR2 (Vglut1CRE_
ChR2-YFP), a luminal laser stimulus of 473-nm
significantly increased vagal firing rate (fig. S16).
The amplitude and timing of the peak response
was comparable to the CckCRE_ChR2 experi-
ments (figs. S12 and S16). The same laser
stimulus applied to the subdiaphragmatic or
cervical vagus did not alter firing rate (fig. S17).
However, the response was abolished when the
473-nm laser was presented along with a cock-
tail of glutamate-receptor blockers [metabotropic
blocker AP-3 (1 mg per kg of body weight) with
ionotropic blocker kynurenic acid (150 mg/kg)]
(fig. S16). These data revealed a type of entero-
endocrine cell that uses glutamate to drive
vagal firing.
Next, we compared the respective contribu-

tions of CCK and glutamate to vagal firing. The
peak vagal firing rate elicited by a sucrose stim-
ulus was not affected when the CCK-A receptor
was blocked with devazepide (2 mg/kg) (Fig. 6, A
and C). In control experiments, the same dose of
devazepide fully blocked the vagal response to
luminal CCK (fig. S18). Although the peak re-
sponse and time to peak were not altered by
devazepide, the length of the response was at-
tenuated after 120 s (Fig. 6, A, C, and D; and figs.
S18 and S19), suggesting that it takes minutes
for released CCK to stimulate vagal firing. By con-
trast, blocking both ionotropic andmetabotropic
glutamate receptors attenuated the speed, peak,
and magnitude of the vagal response to sucrose
(Fig. 6, C and D, and fig. S19). Indeed, the first
60 s of the vagal response to sucrose was sup-
pressed by the ionotropic blocker kynurenic acid
alone (Fig. 6B and fig. S20), delaying the time
to peak to around 180 s (Fig. 6D and fig. S18C).
These data revealed that synaptic glutamate is
used by an epithelial sensor cell in the gut to
rapidly transduce luminal stimuli to the central
nervous system.

The neuropod cells

In recent years, enteroendocrine cells have emer-
ged as sensors of mechanical, chemical, and
bacterial signals in the gastrointestinal tract
(2, 3). However, their transducer properties have
been obscured by their name. By synapsing with
the vagus, these sensor cells provide a neuro-
epithelial circuit for fast sensory transduction.
As such, we see the need for a new name to refer
to gut sensory epithelial cells that synapse with
nerves. We refer to these cells as neuropod cells.
We hypothesize that the gut-brain neural circuit
formed by neuropod cells and vagal nodose neu-
rons could lead to the following possibilities: (i)
rapid computation of stimuli to distinguish their
physical (e.g., volume) versus chemical (e.g., cal-
orie) properties; (ii) precise sensory representation
of specific gastrointestinal regions; (iii) localized

plasticity encoded within the neural circuit; and
(iv) timely vagal efferent feedback to modulate
gastrointestinal sensory function. Like other sen-
sory transducers, neuropod cells use synaptic
signals to help the brain make sense of the food
we eat.

Materials and methods summary
Animals

Mouse care and experiments were carried out
in accordance with protocols approved by the
Institutional Animal Care and Use Committee
at Duke University Medical Center under the
protocol A009-16-01. Mice were housed in
the Duke University animal facilities, where
they were kept on a 12-hour light-dark cycle.
They received food and water ad libitum. The
specific strains can be found in the supple-
mental methods.

Rabies production and tracing

G-deleted rabies virus productionwas performed
in house as described in Wickersham et. al (28).
For colon monosynaptic tracing, P1 mice were
given an enema of EnvA-DG-rabies-GFP (5.9 ×
109 ffu/ml). For small intestine monosynaptic
tracing, P1 mice were given a gavage of DG-
rabies-GFP (9.8 × 108 ffu/ml).Micewere sacrificed
7 days after exposure at P8. Harvested tissue was
fixed in 4% PFA then treated with serial sucrose
solutions. Ganglia were whole-mount imaged
with amultiphotonmicroscopy system (Bruker
Ultima IV with a Chameleon Vision II tunable
laser). All other tissue was frozen in OCT blocks
and sectioned for immunohistochemistry.

Organoid culture

Organoids were cultured using a protocol adapt-
ed from Sato et al. 2009 (29). Isolated crypts were
resuspended in Matrigel (Corning #356231) and
plated 50 µl per well in a 24-well plate in orga-
noidmedia. Organoidmedia contains 1x Glutamax,
10 10mMHEPES, 200U/mlPenicillin-Streptomycin,
1× N2 supplement, 1× B27 supplement, 0.25 ng/ml
EGF, 50 ng/ml Noggin, and 100 ng/ml r-Spondin in
Advanced DMEM/f12.

Enteroendocrine cell and nodose
neuron coculture

Enteroendocrine cells of CckGFP and CckCRE_
ChR2-tdTomato small intestines were isolated as
previously described in Bohórquez et al. (10).
Enteroendocrine cells were sorted into organoid
culture media (listed above) plus 10 ng/ml NGF.
Sorted cells were plated on 1% Matrigel coated
12-mm coverslips at a concentration of ~5000 to
10,000 enteroendocrine cells per coverslip. No-
dose neurons were dissected and incubated with
Liberase (Roche) digestion enzyme. Neurons in
media were plated evenly on up to eight cover-
slips with enteroendocrine cells. Patch-clamp
electrophysiology was performed 2 to 5 days
after plating.

Immunohistochemistry

Immunohistochemistry was performed as pre-
viously described in Bohórquez et al. (10). Pri-

mary antibodies: Rb-Anti-PYY [DVB3] (1:1000);
Rb-Anti-CCK (1:1000; courtesy of Rodger Liddle
or Phoenix Pharmaceuticals H-069-04); Gt-Anti-
PSD95 (1:500; Santa Cruz Biotechnology: sc-6926);
Rb-Anti-Syn1 (1:500; Cell Signaling Technology:
5297S); Ck-Anti-GFP (1:500; Abcam: ab13970].
Secondary antibodies from Jackson Immuno-
Reseach: Dk-Anti-Rb-488 (1:250); Dk-Anti-
Rb-Cy3 (1:250); Dk-Anti-Gt-Cy5 (1:250); and
Dk-Anti-Ck-488 (1:250). Imaging was done on
a Zeiss 880 Airyscan inverted confocal micro-
scope. Data are presented as the mean percent-
age ± SEM.

Real-time quantitative PCR

RNA from CckGFP-positive and -negative epi-
thelial cells was extracted based on the man-
ufacturer’s protocol using the RNeasyMicro Plus
Kit (Qiagen #74034). Then cDNAwas produced
per manufacturer’s protocol using the High Ca-
pacity cDNA Reverse Transcription Kit (Applied
Biosystems #4368814). TaqMan probes used
are listed in supplemental materials. Real-time
qPCRwas run on a StepOnePlus System (Thermo
Fischer), using TaqManFastUniversal PCRMaster
Mix (Applied Biosystems #4352042) according
to the manufacturer’s protocol. Transcription
rate was determined as 2-DCt, or compared as fold-
change over GFP negative epithelial cells using
2-DDCt. All values are reported as mean ± SEM.

Electrophysiology

Enteroendocrine cells and nodose neurons were
cocultured as described above. Recordings were
carried out at room temperature using a Multi-
Clamp 700B amplifier (Axon Instruments), dig-
itized using a Digidata 1550A (Axon Instruments)
interface, and pClamp software (Axon Instru-
ments) for data acquisition. Recordings were
made using borosilicate glass pipettes pulled to
~3.5 MW resistance. Extracellular solution con-
tained (inmM): 140NaCl, 5 KCl, 2 CaCl2, 2MgCl2,
10 HEPES, pH 7.4 (300 to 305 mosmol). For
voltage-clamp recordings, intracellular solution
contained (in mM): 140 CsF, 10 NaCl, 0.1 CaCl2,
2 MgCl2, 1.1 EGTA, 10 HEPES, 10 sucrose (pH
7.25, 290 to 295 mosmol). For current-clamp
recordings, intracellular solution contained
(in mM): 140 KCl, 0.5 EGTA, 5 HEPES, 3 Mg-
ATP, 10 sucrose (pH 7.25, 290 to 295 mosmol).
Data are presented as the mean ± SEM, and
significance was determined using a two-tailed
Student’s t test.

iGluSnFR-HEK cell and enteroendocrine
cell coculture and imaging

CckCRE_tdTomato enteroendocrine cells were
isolated as described above. Isolated cells were
mixed with iGluSnFR-HEK cells at a ratio of 10:1,
then plated on 1% Matrigel coated coverslips.
Control iGluSnFR-HEK cells were plated alone.
Cells were incubated for 12 to 18 hours before
imaging. Coverslips were imaged using a multi-
photon microscopy system (Bruker Ultima IV
with a Chameleon Vision II tunable laser). Imag-
ing series were analyzed using Fiji (it’s just
ImageJ), and cell traces were plotted with Excel.
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Vagus nerve recording

Wild-type control (n = 5 to 9), CckCRE_ChR2-
tdTomato (n = 6), CckCRE_Halo-YFP (n = 5),
and Vglut1CRE_ChR2-YFP (n = 6) mice were
used for vagal recordings. The cervical vagus was
exposed in anesthetized mice and two platinum
iridium wires (Medwire by Sigmund Cohn Corp)
were looped around the vagus nerve for record-
ing. A 20-gauge gavage needle was surgically
inserted through the stomach wall and into the
duodenum. Saline and stimulant tubes were
connected to the gavage needle. For optogenetic
experiments, a fiber optic cable (FT020, ThorLabs)
was threaded through the gavage needle into
the lumen of the duodenum. A perfusion exit
incision was made 10 cm distal to the pyloric
sphincter. During each recording, PBS was con-
stantly perfused through the duodenum using a
peristaltic pump (Cole-Parmer) at the lowest
setting for a flow rate of ~400 µl PBS per minute.
For stimulus delivery, see extended methods in
supplemental materials. Data acquisition: A dif-
ferential amplifier and bandpass filter (1000×
gain, 300-Hz to 5-kHz bandpass filter; A-M Sys-
tems LLC) was used and the signal was processed
using a data acquisition board and software
(20-kHz sampling rate; Signal Express, National
Instruments Corp). The raw data was analyzed
using a spike sorting algorithm (MATLAB by
MathWorks). Spikes were detected using simple
threshold detection based on RMS noise. The
firing rate was calculated using a Gaussian kernel
smoothing algorithm (200-ms time scale). Statis-
tical Methods: Stimulation response was quanti-
fied as the maximum firing rate after stimulation
(stimulant conditions) or during recording (base-
line). Time to peak was calculated as time from
start of stimulus to maximum firing rate. Area
under the curve was calculated as area under the
curve for the entire 6-min recording. Maximum
firing rate, time to peak, and area under curve are
analyzed across genotype, stimulation condition,
and their interaction term by ANOVA, followed
by Tukey HSD post hoc testing (JMP by SAS
Institute).

REFERENCES AND NOTES

1. B. Alberts, D. Bray, J. Lewis, M. Raff, K. Roberts, J. D. Watson,
Molecular Biology of the Cell (Garland, ed. 3, 1994),
pp. 907–982.

2. A. Psichas, F. Reimann, F. M. Gribble, Gut chemosensing
mechanisms. J. Clin. Invest. 125, 908–917 (2015). doi: 10.1172/
JCI76309; pmid: 25664852

3. J. B. Furness, L. R. Rivera, H. J. Cho, D. M. Bravo, B. Callaghan,
The gut as a sensory organ. Nat. Rev. Gastroenterol.
Hepatol. 10, 729–740 (2013). doi: 10.1038/nrgastro.2013.180;
pmid: 24061204

4. F. Feyrter, Über diffuse endokrine epitheliale Organe
(J. A. Barth, Leipzig, Germany, 1938).

5. J. F. Rehfeld, The new biology of gastrointestinal hormones.
Physiol. Rev. 78, 1087–1108 (1998). doi: 10.1152/
physrev.1998.78.4.1087; pmid: 9790570

6. D. Castaneda et al., Mechanosensitive ION channel
Piezo2 distribution in mouse small bowel and colon
enterochromaffin cells. Gastroenterology 152, S180 (2017).
doi: 10.1016/S0016-5085(17)30916-2

7. T. Braun, P. Voland, L. Kunz, C. Prinz, M. Gratzl,
Enterochromaffin cells of the human gut: Sensors for spices
and odorants. Gastroenterology 132, 1890–1901 (2007).
doi: 10.1053/j.gastro.2007.02.036; pmid: 17484882

8. H. J. Jang et al., Gut-expressed gustducin and taste receptors
regulate secretion of glucagon-like peptide-1. Proc. Natl. Acad.
Sci. U.S.A. 104, 15069–15074 (2007). doi: 10.1073/
pnas.0706890104; pmid: 17724330

9. G. J. Rogers et al., Electrical activity-triggered glucagon-like
peptide-1 secretion from primary murine L-cells. J. Physiol.
589, 1081–1093 (2011). doi: 10.1113/jphysiol.2010.198069;
pmid: 21224236

10. D. V. Bohórquez et al., Neuroepithelial circuit formed by
innervation of sensory enteroendocrine cells. J. Clin. Invest.
125, 782–786 (2015). doi: 10.1172/JCI78361; pmid: 25555217

11. N. W. Bellono et al., Enterochromaffin cells are gut
chemosensors that couple to sensory neural pathways.
Cell 170, 185–198.e16 (2017). doi: 10.1016/j.cell.2017.05.034;
pmid: 28648659

12. A. L. Haber et al., A single-cell survey of the small intestinal
epithelium. Nature 551, 333–339 (2017). doi: 10.1038/
nature24489; pmid: 29144463

13. L. L. Glass et al., Single-cell RNA-sequencing reveals a distinct
population of proglucagon-expressing cells specific to the
mouse upper small intestine. Mol. Metab. 6, 1296–1303 (2017).
doi: 10.1016/j.molmet.2017.07.014; pmid: 29031728

14. N. R. Wall, I. R. Wickersham, A. Cetin, M. De La Parra,
E. M. Callaway, Monosynaptic circuit tracing in vivo through
Cre-dependent targeting and complementation of modified
rabies virus. Proc. Natl. Acad. Sci. U.S.A. 107, 21848–21853
(2010). doi: 10.1073/pnas.1011756107; pmid: 21115815

15. S. M. Altschuler, J. Escardo, R. B. Lynn, R. R. Miselis,
The central organization of the vagus nerve innervating the
colon of the rat. Gastroenterology 104, 502–509 (1993).
doi: 10.1016/0016-5085(93)90419-D; pmid: 8425692

16. E. K. Williams et al., Sensory neurons that detect stretch and
nutrients in the digestive system. Cell 166, 209–221 (2016).
doi: 10.1016/j.cell.2016.05.011; pmid: 27238020

17. A. Sclafani, H. Koepsell, K. Ackroff, SGLT1 sugar transporter/
sensor is required for post-oral glucose appetition. Am. J.
Physiol. Regul. Integr. Comp. Physiol. 310, R631–R639 (2016).
doi: 10.1152/ajpregu.00432.2015; pmid: 26791832

18. F. Reimann et al., Glucose sensing in L cells: A primary cell
study. Cell Metab. 8, 532–539 (2008). doi: 10.1016/
j.cmet.2008.11.002; pmid: 19041768

19. G. Grabauskas, I. Song, S. Zhou, C. Owyang,
Electrophysiological identification of glucose-sensing neurons
in rat nodose ganglia. J. Physiol. 588, 617–632 (2010).
doi: 10.1113/jphysiol.2009.182147; pmid: 20008464

20. H. R. Berthoud, M. Kressel, H. E. Raybould, W. L. Neuhuber,
Vagal sensors in the rat duodenal mucosa: Distribution
and structure as revealed by in vivo DiI-tracing.
Anat. Embryol. (Berl.) 191, 203–212 (1995). doi: 10.1007/
BF00187819; pmid: 7771683

21. L. R. Beutler et al., Dynamics of gut-brain communication
underlying hunger. Neuron 96, 461–475.e5 (2017).
doi: 10.1016/j.neuron.2017.09.043; pmid: 29024666

22. Z. Su, A. L. Alhadeff, J. N. Betley, Nutritive, post-ingestive
signals are the primary regulators of AgRP neuron activity.
Cell Reports 21, 2724–2736 (2017). doi: 10.1016/
j.celrep.2017.11.036; pmid: 29212021

23. C. Brandon, D. M. Lam, L-glutamic acid: A neurotransmitter
candidate for cone photoreceptors in human and rat
retinas. Proc. Natl. Acad. Sci. U.S.A. 80, 5117–5121 (1983).
doi: 10.1073/pnas.80.16.5117; pmid: 6136039

24. O. P. Ottersen et al., Molecular organization of a type of
peripheral glutamate synapse: The afferent synapses
of hair cells in the inner ear. Prog. Neurobiol. 54,
127–148 (1998). doi: 10.1016/S0301-0082(97)00054-3;
pmid: 9481795

25. H. Haeberle et al., Molecular profiling reveals synaptic
release machinery in Merkel cells. Proc. Natl. Acad. Sci. U.S.A.
101, 14503–14508 (2004). doi: 10.1073/pnas.0406308101;
pmid: 15448211

26. D. A. Berkowicz, P. Q. Trombley, G. M. Shepherd, Evidence for
glutamate as the olfactory receptor cell neurotransmitter.
J. Neurophysiol. 71, 2557–2561 (1994). doi: 10.1152/
jn.1994.71.6.2557; pmid: 7931535

27. J. S. Marvin et al., An optimized fluorescent probe for
visualizing glutamate neurotransmission. Nat. Methods 10,
162–170 (2013). doi: 10.1038/nmeth.2333; pmid: 23314171

28. I. R. Wickersham et al., Monosynaptic restriction of transsynaptic
tracing from single, genetically targeted neurons.Neuron 53, 639–647
(2007). doi: 10.1016/j.neuron.2007.01.033; pmid: 17329205

29. T. Sato et al., Single Lgr5 stem cells build crypt-villus
structures in vitro without a mesenchymal niche. Nature 459,
262–265 (2009). doi: 10.1038/nature07935; pmid: 19329995

ACKNOWLEDGMENTS

The authors wish to thank Y. H. Kim, A. Chamessian, M. Park,
S. Swain, M. Foster, C. Chen, W. Liu, and G. Wen for their
contributions. We also thank A. Pereda, R. Liddle, S. Lisberger,
E. Bohórquez, and the Grass Laboratory and Grass Fellows classes
of ’14, ’16, and ’17 for their constructive feedback. We thank
L. Looger for his gracious donation of the iGluSnfR plasmid. Our
sincere appreciation is expressed to the staff of the Duke Light
Microscopy and Flow Cytometry Core Facilities. The laboratory
mailing address is MSRB-I, room 221A, 203 Research Drive,
Durham, NC 27710, USA. Funding: NIH K01 DK-103832 (PI,
D.V.B.), NIH R03 DK114500-01 (PI, D.V.B.), AGA-Elsevier Pilot
Research Award (PI, D.V.B.), NIH P30 DK034987 UNC-CGIBD
Pilot Research Award (PI, D.V.B.), DARPA-ElectRx N2002850300
(PI, X.S.; Co-I, D.V.B.), NIH 1OT2OD023849-01 (PI, X.S.; Co-I,
D.V.B.), The Hartwell Foundation (PI, D.V.B.), The Dana Foundation
(PI, D.V.B.), and The Grass Foundation (PI, D.V.B.). K.L.B. is a
Howard Hughes Medical Institute Medical Research Fellow.
Author contributions: M.M.K. planned animal breedings and
qPCR experiments and performed monosynaptic rabies tracing,
electrophysiology experiments, calcium imaging recordings,
immunohistochemistry, and data analysis. M.M.K., K.L.B., and
B.B.B. optimized vagal cuff protocol and initial data analysis. K.L.B.
performed all vagal cuff recordings, immunohistochemistry, and
data analysis. M.E.K. manufactured monosynaptic rabies strains,
culture organoids, rabies infection of enteroendocrine cells in
organoids, organoid-nodose monosynaptic tracing, and data analysis.
M.M.M. performed all animal breeding, mouse colony management,
genotyping, and quality control. X.S. advised with biomedical
implants, including abdominal window, as well as data analysis. M.M.K.
and D.V.B. planned experiments and composed figures. D.V.B.
conceptualized, acquired funding for, and supervised the project,
as well as wrote the final manuscript. Competing interests:
Some of the findings in this manuscript have been used to file a
provisional patent application. No other competing interests are
declared. Data and materials availability: All data are available in
the manuscript or the supplementary materials.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/361/6408/eaat5236/suppl/DC1
Materials and Methods
Figs. S1 to 20
Table S1
References (30–37)
Movies S1 and S2
Data S1

12 March 2018; accepted 2 August 2018
10.1126/science.aat5236

Kaelberer et al., Science 361, eaat5236 (2018) 21 September 2018 8 of 8

RESEARCH | RESEARCH ARTICLE
on S

eptem
ber 20, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://dx.doi.org/10.1172/JCI76309
http://dx.doi.org/10.1172/JCI76309
http://www.ncbi.nlm.nih.gov/pubmed/25664852
http://dx.doi.org/10.1038/nrgastro.2013.180
http://www.ncbi.nlm.nih.gov/pubmed/24061204
http://dx.doi.org/10.1152/physrev.1998.78.4.1087
http://dx.doi.org/10.1152/physrev.1998.78.4.1087
http://www.ncbi.nlm.nih.gov/pubmed/9790570
http://dx.doi.org/10.1016/S0016-5085(17)30916-2
http://dx.doi.org/10.1053/j.gastro.2007.02.036
http://www.ncbi.nlm.nih.gov/pubmed/17484882
http://dx.doi.org/10.1073/pnas.0706890104
http://dx.doi.org/10.1073/pnas.0706890104
http://www.ncbi.nlm.nih.gov/pubmed/17724330
http://dx.doi.org/10.1113/jphysiol.2010.198069
http://www.ncbi.nlm.nih.gov/pubmed/21224236
http://dx.doi.org/10.1172/JCI78361
http://www.ncbi.nlm.nih.gov/pubmed/25555217
http://dx.doi.org/10.1016/j.cell.2017.05.034
http://www.ncbi.nlm.nih.gov/pubmed/28648659
http://dx.doi.org/10.1038/nature24489
http://dx.doi.org/10.1038/nature24489
http://www.ncbi.nlm.nih.gov/pubmed/29144463
http://dx.doi.org/10.1016/j.molmet.2017.07.014
http://www.ncbi.nlm.nih.gov/pubmed/29031728
http://dx.doi.org/10.1073/pnas.1011756107
http://www.ncbi.nlm.nih.gov/pubmed/21115815
http://dx.doi.org/10.1016/0016-5085(93)90419-D
http://www.ncbi.nlm.nih.gov/pubmed/8425692
http://dx.doi.org/10.1016/j.cell.2016.05.011
http://www.ncbi.nlm.nih.gov/pubmed/27238020
http://dx.doi.org/10.1152/ajpregu.00432.2015
http://www.ncbi.nlm.nih.gov/pubmed/26791832
http://dx.doi.org/10.1016/j.cmet.2008.11.002
http://dx.doi.org/10.1016/j.cmet.2008.11.002
http://www.ncbi.nlm.nih.gov/pubmed/19041768
http://dx.doi.org/10.1113/jphysiol.2009.182147
http://www.ncbi.nlm.nih.gov/pubmed/20008464
http://dx.doi.org/10.1007/BF00187819
http://dx.doi.org/10.1007/BF00187819
http://www.ncbi.nlm.nih.gov/pubmed/7771683
http://dx.doi.org/10.1016/j.neuron.2017.09.043
http://www.ncbi.nlm.nih.gov/pubmed/29024666
http://dx.doi.org/10.1016/j.celrep.2017.11.036
http://dx.doi.org/10.1016/j.celrep.2017.11.036
http://www.ncbi.nlm.nih.gov/pubmed/29212021
http://dx.doi.org/10.1073/pnas.80.16.5117
http://www.ncbi.nlm.nih.gov/pubmed/6136039
http://dx.doi.org/10.1016/S0301-0082(97)00054-3
http://www.ncbi.nlm.nih.gov/pubmed/9481795
http://dx.doi.org/10.1073/pnas.0406308101
http://www.ncbi.nlm.nih.gov/pubmed/15448211
http://dx.doi.org/10.1152/jn.1994.71.6.2557
http://dx.doi.org/10.1152/jn.1994.71.6.2557
http://www.ncbi.nlm.nih.gov/pubmed/7931535
http://dx.doi.org/10.1038/nmeth.2333
http://www.ncbi.nlm.nih.gov/pubmed/23314171
http://dx.doi.org/10.1016/j.neuron.2007.01.033
http://www.ncbi.nlm.nih.gov/pubmed/17329205
http://dx.doi.org/10.1038/nature07935
http://www.ncbi.nlm.nih.gov/pubmed/19329995
http://www.sciencemag.org/content/361/6408/eaat5236/suppl/DC1
http://science.sciencemag.org/


RESEARCH ARTICLE
◥

CHEMISTRY

Reconfigurable system for automated
optimization of diverse
chemical reactions
Anne-Catherine Bédard1*, Andrea Adamo2*, Kosi C. Aroh2, M. Grace Russell1,
Aaron A. Bedermann1, Jeremy Torosian2, Brian Yue2,
Klavs F. Jensen2†, Timothy F. Jamison1†

Chemical synthesis generally requires labor-intensive, sometimes tedious trial-and-error
optimization of reaction conditions. Here, we describe a plug-and-play, continuous-flow
chemical synthesis system that mitigates this challenge with an integrated combination of
hardware, software, and analytics. The system software controls the user-selected
reagents and unit operations (reactors and separators), processes reaction analytics
(high-performance liquid chromatography, mass spectrometry, vibrational spectroscopy),
and conducts automated optimizations. The capabilities of this system are demonstrated in
high-yielding implementations of C-C and C-N cross-coupling, olefination, reductive
amination, nucleophilic aromatic substitution (SNAr), photoredox catalysis, and a multistep
sequence. The graphical user interface enables users to initiate optimizations, monitor
progress remotely, and analyze results. Subsequent users of an optimized procedure need
only download an electronic file, comparable to a smartphone application, to implement the
protocol on their own apparatus.

C
hemists invest substantial time in repet-
itive experimental tasks, such as reaction
monitoringand iterative optimization.These
activities limit the effort they would other-
wise direct toward innovation and creativ-

ity and, in turn, inhibit the pace of discovery and
development in fields that depend upon molec-
ular synthesis (1–3). Here, we describe an inte-
grated, automated approach to mitigate these
challenges.
Critical in our investigations was the use of

continuous-flow synthesis (4). The standard for
commodity chemicalmanufacturing, this approach
has received substantial attention in the past
decade for its implementation in the synthesis
of many classes of complex organic molecules,
including pharmaceuticals (1, 5–8). Four years
ago, the end-to-end, fully integrated continuous
manufacturing of a formulated pharmaceutical
(aliskiren) was accomplished in a bespoke system
designed for a single specific purpose. Subse-
quently, several technological and chemical ad-
vances enabled the creation of a compact (1.26m3)
reconfigurable system for the end-to-end synthe-
sis, purification, and formulation of four differ-
ent pharmaceuticals. Interchanging the system

among the pharmaceuticals involved designing
and developing a synthetic route, selecting the
appropriate types and sizes of reactors, reassem-
bling the hardware, and optimizing the overall
process (9, 10). Recently, a team from Eli Lilly
described a continuous manufacturing process
to support phase 1 and 2 clinical trials of an
active pharmaceutical ingredient (11).
The opportunities offered by flow synthesis

in earlier stages of chemical discovery and de-
velopment also have attracted major attention
(2, 3). Automated peptide and oligonucleotide
synthesis revolutionized protein chemistry and
molecular biology by providing scientists rapid
access to complex biomolecules (12, 13). More
recently, Burke and co-workers developed an ap-
proach that uses a cross-coupling reaction to pro-
ducemilligram quantities of organicmolecules by
an iterative, deprotection-coupling-purification
sequence (14). A modular Vaportec-based ap-
proach by Seeberger streamlined the divergent
multistep syntheses of five active pharmaceu-
tical ingredients (15), and systems developed by
Ley feature monitoring and control of multistep
syntheses of several specific molecular targets
(16, 17). Multiple studies of automated optimi-
zation (18–22) have demonstrated the utility of
continuous-flow and droplet systems in identify-
ing optimal reaction conditions and catalysts for
selected reactions. Advances in high-throughput
experimentation (HTE) have shown that collec-
tions of molecules can be accessed in reduced
time (23, 24). For example, researchers at Eli Lilly
demonstrated that automation of batch processes

can enhance the efficacy of HTE and accelerate
assaying of a library of potential biological mod-
ulators (25). Very recently, researchers at Pfizer
reported a continuous-flowdroplet platformcapa-
ble of screening >1500 reagent combinations for
a particular reaction as exemplified by a Suzuki-
Miyaura coupling (26).
All of the above important advances are tai-

lored to specific chemical reactions and/or tar-
gets. That is, the systems were not conceived with
the flexibility to performa varied array of reactions
without some measure of redesign or reoptimiza-
tion. Therefore, we aspired to create a compact,
fully integrated, easily reconfigurable, benchtop
system that enables automated optimization of a
wide range of chemical transformations. During
the initial investigations of such a system, we
recognized that several challenges would need
to be addressed. These include the chemical com-
patibility of components and pumping mecha-
nisms; development of a unified, modular system
for truly plug-and-play operation; appropriate
software for system control and real-time moni-
toring (using established analytical methods) for
automated feedback optimization; and ultimate-
ly, integration into a single, small-footprint plat-
form that requires little user expertise with flow
chemistry. Presented herein is the realization of
these goals in a lab-scale, automated, and reconfig-
urable continuous-flow synthesis platform, demon-
strated in single-step and multistep sequences
encompassing several of the most widely used re-
actions in organic chemistry.

System concept and design

The system (Fig. 1) was designed to simplify
labor-intensive chemical experimentation, in a
manner similar to the way gas chromatography
and high-performance liquid chromatography
(HPLC) allow rapid automated analysis of sam-
ples with minimal technical training. To do so,
we targeted the development and integration
of three capabilities: hardware components that
perform the syntheses and purifications, in-line
analytical technologies thatmonitor reactionprog-
ress, and a user interface that provides software
control and monitoring. The resulting system
would thus be reconfigurable and perform a
wide range of chemical reactions. Users would
select the appropriate analytical instrument for a
given optimization, and user-friendly software
based in MATLAB and LabVIEW would provide
control of both the system and the analytical in-
strument. This design would additionally offer
the user a trio of modes to operate the system:
(i) automated optimization of a specific reaction
or sequence of reactions; (ii) synthesis of a range
of substrates under user-selected conditions, for
example, to investigate the scope of the transfor-
mation under conditions obtained from an
optimization; (iii) or scale-up of a selected synthe-
sis under conditions obtained from a previous
optimization.
We aimed for chemically compatible plug-and-

play reaction components that would enable
rapid realization of different chemical trans-
formations on a general platform providing the
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necessary fluid and temperature control and
having an intuitive graphical user interface with
robust optimization algorithms. Realization of
the goal of plug-and-play use of the system pre-
sented, perhaps, the greatest challenge. In prin-
ciple, one could combine commercial technologies
(pumps, reactor tubes, in-line separators, among
others) for a particular optimization, but this
approach would offer only a minimal enhance-
ment in ease of use, and would require a large
footprint. Rather, we desired a system wherein
only reactor modules and separators would be at-
tached by the user in amatter of seconds, without
the need to reconfigure pumps, tubes, or other
flow components. This versatility was achieved
by the development of a universal bay (Fig. 1B), a
standardized and flexible interface that can host
any type of reaction module necessary for the
particular chemistry being performed. The pre-
sent system comprises five such bays, and six dif-
ferent modules have been developed thus far: a
heated reactor (up to 120°C), a cooled reactor (to
–20°C), a light-emitting diode (LED)–based photo-

chemistry reactor, a packed-bed reactor (for solid
supported reagents and catalysts, as well as pas-
sivemixing), amembrane-based liquid-liquid sep-
arator (purification via extraction), and a bypass
(for reagent addition in a minimal volume, mix-
ing, or unused bay). The volume of each reactor
ranges between 215 and 860 ml, depending on
the internal diameter of the disposable PFA
tubing used. Each bay is fed by aM6 Vici pump,
with the exception of bay 1, which is connected to
two pumps (Fig. 1B). In total, up to six different
solutions containing reagents and/or solvents
can be delivered into the system. The complete
platform is contained within a small footprint
and a total volume of 0.22 m3 [0.61 m (width) ×
0.86 m (length) × 0.41 m (height)].
To augment the versatility and enable intuitive

use of the system by those with only minimal
expertise, we designed a simple graphical inter-
face (Fig. 1D, details of the user interface and
automation scheme provided in figs. S8 and S10,
and accompanying text). Automated optimiza-
tion is enabled by integrating continuous reac-

tion monitoring and precise control of the key
reaction parameters using two pressure sensors,
two flow meters, one phase sensor, five infrared
(IR)–based temperature sensors, and two cam-
eras for web-based remote monitoring. Several
in-line analytical methods can be used with the
system to enable reaction monitoring and subse-
quent autonomous optimization. AlthoughHPLC
provides the best balance of generality and in-
strument cost, IR spectroscopy (Mettler Toledo
ReactIR),Ramanspectroscopy (MarqmetrixRaman
BallProbe), and mass spectrometry (Advion MS
with electrospray ionization) are also compatible
(27, 28). The control software behind the user
interface continuously analyzes and records the
data received from these devices.
Many optimization algorithms may be used

with the system, but we have found that the
stable noisy optimization by branch and fit
[SNOBFIT (29)] algorithmprovides a convenient
means for global optimization of single- or multi-
step processes without the need for a theoreti-
cal model. This agnostic, “black-box” approach
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Fig. 1. Plug-and-play, reconfigurable, continuous-flow chemical
synthesis system. (A) General four-step protocol for using the
system. (B) Representative configuration of the components in the
system. (C) CAD (computer-aided design) representation of the LED

reactor; shown is a view of the end that attaches to a universal bay
on the system. See figs. S2, S4, and S5 for details of the fluidic and
electrical connections in the universal bay. (D) Schematic representation
of the configuration shown in (B) and available modules.
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provides generality and flexibility to the system
(30, 31) by performing local optimizations around
the best conditions while continuously searching
other, more distant regions to ensure that a global
(rather than local) optimum is found. Alterna-
tively, faster optimization procedures could be
implemented, but with a trade-off in requiring
prior knowledge of the system and an attendant
loss of generality (31).

Automated optimization of
chemical transformations

We began our tests of the system with a Paal-
Knorr pyrrole synthesis. In addition to being a
classic method for assembling important hetero-
cycles, it provided us the twofold opportunity to
compare the performance of the system with
others we had investigated (28) and also to vali-
date a suite of analytical methods (HPLC, MS,
IR, and Raman; see the supplementarymaterials
for details). Subsequently, these activities also
enabled us to evaluate the portability of the plat-
form by performing the same automated opti-
mization in two different laboratories. To this
end, after optimization of a Paal-Knorr pyrrole
synthesis (see supplementary materials) in one
laboratory (Jensen), the system was transferred
to another (Jamison), wherein the optimization
converged independently on the same reaction
conditions. In this exercise, only the platform and
the softwarewere transferredbetween the groups;
two different HPLCs were used, providing addi-
tional validation of the flexibility and generality
of the system.
We next evaluated the generality and ease of

use of the system described above. As thousands

(56) of configurations of reactormodules are pos-
sible, we reasoned that the system should have
the intrinsic capacity to perform automated opti-
mization of a large range of chemical transfor-
mations andmultistep syntheses.We selected six
important and widely used reactions to exem-
plify this point: Buchwald-Hartwig amination,
Horner-Wadsworth-Emmons olefination, reduc-
tive amination, Suzuki-Miyaura cross-coupling,
nucleophilic aromatic substitution (SNAr), and a
visible light photoredox reaction.We also selected
a two-step process that would inform us about the
amenability of the system toward multistep reac-
tion optimization, which is especially useful in
cases wherein the product of the first reaction is
of limited stability (for example, ketene genera-
tion followed by alkene cycloaddition).
For these investigations, we used a general

four-step protocol (Fig. 1A) in each optimization:
(i) design of the reaction sequence (selecting the
reagents, solvents, and catalysts); (ii) attachment
of the appropriate module to each bay and load-
ing of the reagents and solvent feeds; (iii) selection
of the parameter boundaries (time, temperature,
catalyst loading) within which the system will
perform the optimization; and (iv) execution of
the automated optimization.We also found that
remote operation and monitoring of the system
during an optimization are possible with any
smartphone, tablet, or computer that has inter-
net access.
The Buchwald-Hartwig amination is central

to many areas of chemical research, including
the discovery and development of pharmaceuti-
cals, agricultural chemicals, and organic light-
emitting diodes (32). The palladium-catalyzed

coupling of 1-bromo-4-methoxybenzene (1) with
4-methoxyaniline (2) under basic conditions was
investigated using the recently reported (33)
BrettPhosPdG3 pre-catalyst (3). Figure 2A shows
the platform setup for the reaction optimization.
Bays 1 and 2 were used for reagent addition and
mixing, and the amination itself was performed
in bay 3 using a heated reactor. Introduction of
toluene and water in bay 4 then enabled a con-
tinuous liquid-liquid separation in bay 5. A 60-nl
sample of the organic layer was analyzed directly
by an in-line HPLC system, with the conversion
of aniline 2 assayed relative to an internal stan-
dard. The complete results of the automated
optimization sequence may be found in fig. S17
and tables S1 and S2. The desired secondary
amine 7 was obtained in a 72% yield after the
in-line purification. The reproducibility of the
system that we observed also merits comment.
The 72% yield obtained after the automated op-
timization of the Buchwald-Hartwig amination
was replicated (72% yield) by another user oper-
ating the system under the same conditions, i.e.,
without reoptimization.
With the optimum conditions in hand, we

next used the system to investigate the substrate
scope under identical conditions (Fig. 2C), thereby
providing the opportunity to study valuable
structure-reactivity relationships in an exception-
ally controlled manner. If desired, the user may
also optimize each individual case using this auto-
mated system. The palladium-catalyzed coupling
reactions of the anilines and arylbromides exam-
ined proceededwith overall chemical yields of 72
to 99% andwithmaterial throughput rates of 430
to 816 mg/hour.

Bédard et al., Science 361, 1220–1225 (2018) 21 September 2018 3 of 6

Fig. 2. Buchwald-Hartwig cross-coupling automated optimization
and examples. (A) The system setup for the optimization of the
Buchwald-Hartwig cross-coupling using a heated reactor in bay 3 and
a liquid-liquid separator in bay 5. (B) Summary of the optimal conditions

found for the Buchwald-Hartwig amination (details in fig. S17 and
tables S1 and S2). (C) Substrate scope evaluated using optimized
conditions determined in (B). Isolated yield after column chromatography.
T, temperature; tR, residence time.
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Optimization of six additional reactions and
sequences allowed us to test the generality of the
system. Each of the following employed a unique
array ofmodules in the five universal bays:Horner-
Wadsworth-Emmons (HWE) olefination, reduc-
tive amination, Suzuki-Miyaura cross-coupling,
SNAr, the generation of an iminium electrophile
via photoredox catalysis, and ketene generation
with subsequent alkene cycloaddition (Figs. 3
and 4; complete details in supplementarymate-
rials). The HWE, for example, is a two-step pro-
cess (phosphonium ylide generation and alkene
formation), and optimization in the system used
heated reactors inbays 1 and2.As shown inFig. 3B,

after the automated optimization of the model
reaction (32 reaction conditions examined in a
continuous 10-hour period), a range of olefins
were obtained under the same conditions in high
yield with throughput up to 3.1 g/hour. Although
the structures of the aldehyde, ketone, and phos-
phonate reagentswere varied, all those examined
underwent efficientHWE transformations under
the optimized conditions.
In a similar manner, but with another system

configuration, a two-step reductive amination se-
quencewas optimized (33 experiments in 14hours,
Fig. 3C). The system discovered that a total resi-
dence time of 2.05 min was sufficient for the

synthesis of amine 33. The stereochemical integ-
rity of chiral amines and aldehydes was preserved
in the two cases that the system examined (38
and40). Themore hindered amine36provided a
lower yield when subjected to the previously opti-
mized reaction condition; incomplete imine for-
mation (bay 1) followed by direct reduction of the
aldehyde (bay 2) afforded appreciable amounts
of an alcohol byproduct (details in supplemen-
tarymaterials). Nevertheless, highlighting another
feature of the system, a rapid reoptimization of the
imine formation step provided 36 in 97% yield.
The Suzuki-Miyaura cross-coupling optimization
(Fig. 3E) was performed using a packed-bed

Bédard et al., Science 361, 1220–1225 (2018) 21 September 2018 4 of 6

Fig. 3. Three different transformations optimized and demonstrated in
thesystem. (A) HWE auto-optimization (details in fig. S17 and tables S1 and S3).
(B) Substrate scope evaluation under optimized conditions in (A). (C) Reductive
amination auto-optimization (details in fig. S18 and tables S1 and S4).

(D) Substrate scope evaluation under optimized conditions in (C). (E) Suzuki-
Miyaura cross-coupling auto-optimization (details in figs. S19 and S20 and
tables S1 and S5). (F) Substrate scope evaluation under optimized conditions in
(E). Isolated yield after column chromatography.T, temperature; tR, residence time.
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reactor containing the solid-supported catalyst
siliaCat DPP-Pd (34). Automated experimenta-
tion (30 experiments in 8 hours) provided condi-
tions that afforded 45 in 96% yield and were
transposed to awide variety of other cross-coupling
partners (Fig. 3F, 46 to 54). Because the reagent
feed can be exchanged rapidly, only 8 hours were
required to provide 1 g of each of nine desired
products, demonstrating the ability of the system
to generate synthetically useful quantities of de-
sired materials in a short period of time.
We next explored an SNAr reaction. Automated

optimization of the model reaction (Fig. 4A) re-
quired 12 hours and afforded tertiary amine 59 in
94% yield. Using the optimized conditions, we

obtained several distinct structures (60 to68) in
high yields (88 to 99%). The rapid generation
of a library of nine compounds (10 mg scale) was
achieved in a total time of only 20 min, demon-
strating the potential of this system for use in
discovery efforts in, for example, the pharmaceu-
tical industry. Furthermore, because the system
operates at steady state using continuous-flow
chemistry, scaling up of a reaction occurs readily
and rapidly (4). For example, 10 mg of 59 was
obtained in 5 min, corresponding to 7.7 g of
amine 59 per day. The LED photoreactor, which
includes active cooling for temperature control,
was then applied to an automated optimization
of a photoredox reaction (Fig. 4C) that proceeds

by way of a reactive intermediate, iminium ion
74 (Fig. 4D). In this optimization, the boundary
parameters were selected based on batch prece-
dents from the Stephenson (35) and Rueping
(36–38) groups. Under the optimized conditions,
reactions were complete within 3 min, whereas
previous reports indicate that a 3-hour reaction
time was generally required in batch (4, 39, 40).
To investigate the ability of the system to opti-

mize multistep sequences, we targeted a ketene
generation and Lewis acid–promoted alkene cy-
cloaddition to form cyclobutanones, inspired by
a precedent from Brown (41). The first reaction
produces the reactive ketene intermediate 85
from the acyl chloride 81, and cycloaddition of
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Fig. 4. Automated optimization of substitution and photochemical
reactions using the platform. (A) Summary of the optimal conditions
found for the SNAr (details in fig. S21 and tables S1 and S6). (B) Substrate
scope evaluated using optimized conditions established in (A). (C) Summary
of the optimal conditions found for the photoredox reaction (details in
figs. S22 and S23 and tables S1 and S7). (D) Substrate scope evaluated

using optimized conditions determined in (C). Isolated yield after column
chromatography. (E) Auto-optimization of ketene generation and [2 + 2]
cycloaddition (details in fig. S24 and tables S1 and S8). (F) Multistep
reaction sequence in (E) and substrate scope evaluation under optimized
conditions in (E). Isolated yield after column chromatography.T, temperature;
tR, residence time.
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cyclohexene 82 affords cyclobutanone 84. In-
line quench and separation prior to analysis and
product collection purifies the reactionmixtures.
As the entire system may be operated under an
inert atmosphere (N2, for example), it provides
a means for the safe handling of the pyrophoric
Lewis acid ethylaluminumdichloride83 bymini-
mizing direct manipulation of this reagent by the
user. Also noteworthywas that the objective func-
tion used in the optimization included terms for
both product yield and selectivity for 84, high-
lighting the flexibility of the optimization approach.
The desired cyclobutanone 84 was produced in
77% yield and 14:1 diastereomeric ratio, compa-
rable in both efficiency and selectivity to the
Brown precedent, but at much higher temper-
ature (78°C versus <23°C). This approach also
expanded the scope of this valuable transforma-
tion; under the optimized conditions, cyclobuta-
nones from tri- and tetrasubstituted alkenes, not
possible in the originally reported conditions (41),
may now be synthesized.

Outlook

In conclusion, we have developed a fully inte-
grated, versatile system and demonstrated the
automated optimization of a diverse array of
chemical reactions. The examination of the sub-
strate scope in each of the seven reactions and
multistep sequences afforded greater than 50
compounds in high yield. This reconfigurable
system has changed the way we approach ex-
perimentation and optimization in several ways.
It accelerates the synthesis of lab-scale quantities
of molecules and allows investigators to direct
more of their efforts toward the creative aspects
of research. The system’s generality and ease of
use obviates the need for expertise in flow chem-
istry to realize its benefits. The system also pro-
vides ameans to optimize and evaluate the scope
of a reaction in a matter of hours or days and do
so under identical reaction conditions for each
substrate of interest, if desired. Transfer of ex-
perimental results is now direct, electronic, and
seamless; the time-consuming exercise of reopti-

mizing literature procedures should thus dimin-
ish in its frequency. Moreover, the data obtained
in each optimization and evaluation may build a
foundation of knowledge useful in machine
learning pursuits.
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APPLIED OPTICS

Suppressing spatiotemporal
lasing instabilities with
wave-chaotic microcavities
Stefan Bittner1, Stefano Guazzotti2, Yongquan Zeng3, Xiaonan Hu3, Hasan Yılmaz1,
Kyungduk Kim1, Sang Soon Oh2,4, Qi Jie Wang3, Ortwin Hess2*, Hui Cao1*

Spatiotemporal instabilities are widespread phenomena resulting from complexity and
nonlinearity. In broad-area edge-emitting semiconductor lasers, the nonlinear interactions of
multiple spatial modes with the active medium can result in filamentation and spatiotemporal
chaos.These instabilities degrade the laser performance and are extremely challenging to
control.We demonstrate a powerful approach to suppress spatiotemporal instabilities using
wave-chaotic or disordered cavities.The interference of many propagating waves with random
phases in such cavities disrupts the formation of self-organized structures such as filaments,
resulting in stable lasing dynamics.Ourmethod provides a general and robust scheme to prevent
the formation and growth of nonlinear instabilities for a large variety of high-power lasers.

S
ystems with complex spatiotemporal dy-
namics can exhibit instabilities and even
chaotic dynamics, as seen for example in
weather patterns, turbulent flow, popula-
tion dynamics (1), or chemical reactions

(2). Beyond natural occurrences, spatiotemporal
instabilities also appear in sophisticated techno-
logical systems such as fusion reactors exhibiting
plasma instabilities (3) or type II superconduc-
tors with complex vortex dynamics (4). Lasers

are another important class of systems exhib-
iting inherent spatiotemporal instabilities and
deterministic chaos due to the nonlinear inter-
action of the light field with the active medium
(5–7). The underlying nonlinearities are particu-
larly pronounced for high-power lasers, which
have a large transverse area and operate onmany
spatial (transverse) modes. Nonlinear modal inter-
actions entail spatiotemporal instabilities, such
as irregular pulsation and filamentation [e.g., in

broad-area edge-emitting semiconductor lasers
(8–14)], that degrade the spatial, spectral, and
temporal properties of the emission.
Because high-power lasers have widespread

applications in materials processing, large-scale
displays, laser surgery, and pumping sources,
much effort has been invested in suppressing
lasing instabilities. Most proposed strategies seek
to reduce the level of complexity by reducing the
number of lasing modes. For broad-area semi-
conductor lasers, this can be achieved by external
control [e.g., through injection of a coherent
signal (15, 16) or delayed optical feedback (17–19)]
or schemes based on parity-time symmetry (20, 21).
These approaches, although successful with mod-
erate powers, quickly become less effective when
increasing the cavity size in order to harness
more power. An external control signal applied
via injection or feedback through the cavity
boundary has a diminished effect deep inside
a large cavity, and thus it fails to control the
dynamics over the whole cavity. Furthermore,
these approaches are typically sensitive to ex-
ternal perturbations and require a careful adjust-
ment of parameters to reach stabilization.
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Fig. 1. Spatiotemporal instabilities of an electrically pumped
edge-emitting semiconductor laser. The top metal contact is 60 mm
wide and 0.98 mm long. (A) Spatiotemporal image of the emission
intensity I(x, t) at one of the cleaved facets. The stripe laser was
injected with an electric current of 400 mA and 2-ms pulses; the
lasing threshold current was Ith = 230 mA. The image was taken
0.37 ms after the start of the pump pulse, well beyond any turn-on
transient. Part of the emission stems from outside the region of
the top contact (marked by white dashed lines) as a result of

lateral spread of the injected current in the GaAs. (B) Image of
electroluminescence from the end facet for a pump current of
100 mA (below threshold) and a pulse length of tp = 20 ms. The emission
is spatially homogeneous without any visible defects. (C) Temporal
Fourier transform of I(x, t) in (A). (D) Sketch of a rectangular
Fabry-Perot cavity of length L and width W where L >> W. The wave
vector can be separated into longitudinal and transverse components
kl and kt, respectively. Because kl >> kt, the lasing modes propagate
predominantly in the longitudinal (y) direction.
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Our approach aims to eliminate spatiotemporal
instabilities in broad-area edge-emitting semi-
conductor lasers without reducing the number of
lasingmodes and is thus applicable to high-power
operation. Instead of suppressing the filaments
via external signals, we disrupt the coherent
nonlinear processes that lead to their formation
by using cavities with complex spatial structure
to create many propagating waves with random
phases. The complex interference of these waves
prevents the formation of self-organized struc-
tures such as filaments that are prone to modula-
tional instabilities.We demonstrate the generality
and robustness of this approach through ex-
periments and numerical simulations with two
different systems: (i) two-dimensional (2D)micro-
cavities featuring chaotic ray dynamics and (ii)
1D cavities with random fluctuations of the
refractive index. The chaotic ray dynamics and
the structural disorder, respectively, are respon-
sible for the creation of multiwave interference
effects.

Conventional broad-area
edge-emitting lasers

We first show the complex spatiotemporal
dynamics of GaAs quantum well lasers in the
widely used stripe geometry. The reflections
from two cleaved facets in the longitudinal
direction (parallel to the stripe axis) and gain
guiding in the transverse direction (perpendicular
to the stripe axis) provide optical confinement
(22). Spatiotemporal traces of the lasing emission
intensity at one end facet were measured by a
streak camera with picosecond resolution (22).
As shown in Fig. 1A, the lasing emission is spa-
tially concentrated at multiple locations—so-
called filaments—that sometimes move in the
transverse direction (8–10). Emission patterns
(fig. S5) measured during the same pulse as in
Fig. 1 demonstrate that the lasing emission can
change suddenly from a nearly uniform distribu-
tion to concentration in small regions or fila-
ments. Such diverse emission profiles illustrate
that the formation of filaments is an inherent
feature of the lasing dynamics and is not due to
inhomogeneities of the cavity. This is confirmed
by an electroluminescence image taken below
lasing threshold (Fig. 1B) displaying a homoge-
neous intensity distribution across the facet.
Furthermore, the lasing emission oscillates
rapidly and irregularly in time (Fig. 1A). The
spatially resolved temporal Fourier transform
of the emission intensity I(x, t) (Fig. 1C) reveals a
number of frequency components up to about
1.5 GHz, which accounts for the irregular oscil-
lations on a nanosecond time scale.
The filaments are formed through spatio-

temporal nonlinear processes including spatial
hole burning, carrier-induced index variation,
and self-focusing (8–14). The stripe laser cavity
is of Fabry-Perot (FP) type, and the light field
propagates predominantly in the longitudinal
direction. The wave vector component in the
longitudinal direction, kl, is much larger than
that in the transverse direction, kt. Consequently,
the transverse wavelength lt = 2p/kt is typically

on the order of a few micrometers, and much
longer than the longitudinal wavelength ll =
2p/kl. A variation of the field intensity in the
transverse direction on the scale of lt can result
in filamentation due to carrier-induced index
changes: A region of increased intensity depletes
the gain, thus raising the refractive index locally
and forming a lens. The lens will focus light and
further enhance local intensity. This self-focusing
process generates a filament with a typical width
of several micrometers, comparable to the trans-
versewavelength. Because the optical gain is less
depleted outside the filament, the filament tends
tomigrate transversely to the neighboring region
of higher gain. Meanwhile, additional filaments
may form at locations of less carrier depletion.
These filaments will interact nonlinearly via the
semiconductor quantum well. As a result of dy-
namic gain and nonlinear interaction, the fila-
ments vary in space and time, leading to complex
spatiotemporal dynamics and instabilities (9).
The resulting degradation and temporal fluc-
tuations of the output profile limit the laser
applications.

Wave-chaotic microcavity lasers

Microcavities with chaotic ray dynamics (23–25)
have been studied in the context of wave-
dynamical chaos (26). The resonant modes of
the passive cavities are determined by a linear
wave equation and do not exhibit chaos in the

sense of an exponential sensitivity to the initial
conditions. However, the chaotic ray dynamics
manifests in the spatial and spectral properties
of the cavity resonances; for example, the spatial
field distributions feature a pseudo-random,
speckle-like structure. Such wave-chaotic micro-
cavities have been used to tailor steady-state lasing
properties such as output directionality, lasing
threshold, and lasing spectrum (23–25, 27, 28).
Here, we investigate the temporal dynamics of
such lasers.
As an example, we consider a D-shaped cavity

(Fig. 2A), which has fully chaotic ray dynamics.
A single trajectory (Fig. 2B) generally covers the
entire cavity and propagates in all possible di-
rections. The classical ray dynamics manifests
in the spatial structure of the resonant modes
(Fig. 2C). The intensity distribution features an
irregular, pseudo-random structure, reminiscent
of a speckle pattern with an average grain size
of l/(2n), where n is the refractive index. The
characteristic length scale is isotropic, in con-
trast to the FP-cavity modes that feature a larger
transverse wavelength than longitudinal wave-
length. The wave vector distribution (Fig. 2D)
reveals that the D-cavity mode is a superposi-
tion of numerous plane waves in all possible
directions.
These features of the chaotic cavity modes

directly affect the lasing dynamics: Because the
spatial structure of the modes is so fine-grained
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Fig. 2. D-cavity with chaotic ray dynamics. (A) Geometry of the D-cavity. A section is removed
from a circle with radius R along a straight cut R/2 away from the center. The coordinate along this
segment of the boundary is denoted by x. (B) A typical ray trajectory in a closed D-cavity covers
the entire cavity and propagates in all directions. (C) Intensity distribution of a typical high-Q
mode (l = 800.4 nm, Q = 3443) in a dielectric D-cavity with radius R = 20 mm and refractive index
n = 3.37. (D) The wave vector distribution of the same mode is isotropic, indicating that there is no
dominant direction of propagation.
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in all directions, the spatial extent of field in-
tensity variations is too small to create a lens-
ing effect, and additionally there are no dominant
propagation directions that light could be focused
toward. These qualitative differences of the mode
structure and the associated length scales rel-
ative to FP cavities result from complex multi-
wave interference and can prevent the formation
of coherent spatiotemporal structures such as
filaments.
We fabricated D-cavity lasers by photo-

lithography andwet or dry (reactive ion) etching
(22). Figure 3A shows a scanning electron
microscopy (SEM) image of a cavity fabricated
by reactive ion etching. Figure 3B is the spatio-
temporal trace of the lasing emission intensity
I(x, t) at the straight segment of the boundary
of the D-cavity. Relative to the emission trace
in a 10-ns interval for the stripe laser (Fig. 1A),
the D-cavity laser emission has nearly constant
intensity and does not exhibit rapid pulsations.
The temporal Fourier transform of I(x, t) in Fig.
3C confirms the absence of gigahertz frequency
oscillations, in contrast to Fig. 1C. The spatio-
temporal trace of the D-cavity laser (Fig. 3D)
over a time interval of 1.5 ms reveals temporal
fluctuation of the emission intensity on amuch
longer scale of ~100 ns.
The temporal fluctuations of the emission

spectrum were measured by a spectrometer
equipped with an intensified charge-coupled
device (ICCD) camera (fig. S2) (22). The time-
resolved emission spectrum (Fig. 3E) consists of
multiple lasing peaks at any given time. Each

peak persists for tens or even hundreds of nano-
seconds, and is then replaced by new peaks at
different wavelengths.
To quantify the time scales of the spatio-

temporal and spectrotemporal dynamics, we
calculated the autocorrelation functions of the
spatio- and spectrotemporal data and determined
the corresponding correlation times (fig. S4) (22).
The correlation times are tðlÞcorr = 94 ns and tðxÞcorr =
83 ns, respectively, for the measurements shown
in Fig. 3. Therefore, the spatio- and spectrotem-
poral dynamics of the D-cavity laser feature the
same characteristic time scales. They are about
two orders ofmagnitude slower than those of the
stripe laser (≤1 ns). These results were further
confirmed by measurements of other D-cavity
lasers with different size.
As seen in Fig. 3, B and D, the lasing emission

from the straight segment of the D-cavity is
spatially inhomogeneous. This inhomogeneity
is not caused by defects on the sidewall, as con-
firmed by the smooth electroluminescence pro-
file in Fig. 3A. When the pump current increases,
a spatially inhomogeneous emission pattern
gradually develops (see fig. S7). The intensity
profile for 500 mA (Fig. 3F, dashed blue line)
exhibits two distinct length scales. The coarse
scale, on the order of several tens ofmicrometers,
represents the size of the dark region in the mid-
dle and the bright regions of strong emission
around it. The fine scale, on the order of a few
micrometers, is the width of the narrow peaks
inside the bright regions. Experimentally, the
coarse scale is proportional to the cavity size (see

fig. S7), whereas the fine scale is limited by the
spatial resolution of the imaging optics. Accord-
ing to numerical simulations (22), the coarse-
scale emission profile reflects the sum of the
intensity distributions of the passive D-cavity
modes with high quality (Q) factors. Those high-
Qmodeswithin the gain spectrum correspond to
the lasingmodes because of their low thresholds,
and their intensity distributions determine the
total emission profile. The calculated emission
intensity profile shown as red solid line in Fig. 3F
(also see fig. S9) (22) agrees well with the coarse
structure of the measured emission profile. While
the coarse structure is maintained throughout
the pulse, the fine-scale peaks appear or disappear
over the course of the pulse as different lasing
modes turn on or off.
Next, we show that the remaining fluctuations

of the laser emission from wave-chaotic cavities
result from thermal effects. The current injection
causes sample heating, which modifies the re-
fractive index of the cavity and the gain spectrum
of the quantum well. Consequently, the lasing
modesmay change, leading to dynamic variations
of the emission spectra as well as the spatial
emission intensity distributions. To investigate
the thermal effects, we increased the pump pulse
length tp to 200 ms. After the turn-on of the pump
current, the sample temperature first rose quickly,
then gradually stabilized. If heating effects were
relevant, the lasing dynamics would slow down
over time.
Figure 4A presents the spectrotemporal data

for a D-cavity laser with R = 200 mm. Over a time
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Fig. 3. Lasing dynamics in a D-cavity with radius of 100 mm fabricated
by reactive ion etching. (A) Top-view SEM image (left) and optical
image of the electroluminescence on the straight boundary segment
(right). The pump current for the electroluminescence image was 3 mA,
well below the lasing threshold of Ith = 150 mA. The intensity profile is
homogeneous. (B) Spatiotemporal image of the emission intensity, I(x, t),
at the straight segment for a pump current of 500 mA during a 10-ns
interval at 1.4 ms after the start of a 2-ms pump pulse. (C) Temporal Fourier

transform of I(x, t) in (B), demonstrating the absence of nanosecond-scale
oscillations. (D) Spatiotemporal image of the emission intensity during
the interval 0.4 to 1.9 ms. (E) Spectrochronogram for the same pump
conditions as in (D), measured with temporal resolution of 50 ns.
(F) Lasing emission intensity distribution at the straight segment for a
pump current of 500 mA, measured with the CCD camera and integrated
over a 2-ms pulse (blue dashed line). Also shown is the numerically
calculated emission profile of high-Q modes (red solid line).
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interval of tp = 200 ms, the lasing spectrum
exhibits a continuous shift to longer wavelengths
due to the increase of the sample temperature.
However, the red shift of the lasing spectrum
notably slows down during the later part of the
pump pulse, and individual peaks last longer in
time.We computed the center ofmass (COM) for
the time-resolved spectrum lCOM(t) and found
that it is fitted well by an exponential function,
lðfitÞCOMðtÞ ¼ l0 � l1expð�t=tthÞ, with a decay time
tth = 174 ms (22). The slope dlðfitÞCOMðtÞ=dt gives the
rate of the spectral shift. The sample temperature
gradually stabilizes during the pulse, as indicated
by the decreasing slope of lCOM(t) from 0.5 nm/ms
during the first two microseconds to 0.01 nm/ms
at 170 ms (Fig. 4D).
To characterize the change of the time scale

of the emission fluctuations, we measured the
time-resolved spectra at different times during
the 200-ms pulse with better temporal resolution.
The spectral correlation time for a D-cavity laser
increases from tðlÞcorr = 90 ns during the first 2 ms
(Fig. 4B) to 7.2 ms during the interval 150 to
190 ms (Fig. 4C). Figure 4D shows the correlation
times and slope of lCOM at different times during
the pulse, illustrating how the emission fluctua-
tions slow down as the temperature stabilizes.
Spatiotemporal measurements also confirmed
that the lasing dynamics become more stable
with time (Fig. 4, E and F).
These results illustrate the effect of the tem-

perature change on the lasing dynamics, and
indicate that better thermal management can

lead to a further stabilization of the temporal
dynamics of wave-chaotic lasers. This is in stark
contrast to the wide-stripe lasers, which did not
exhibit a stable dynamics at all. Fast oscillations
and pulsations on a nanosecond time scale per-
sisted until 200 ms, even though the emission
spectra indicated that the sample had reached a
thermal equilibrium after ~50 ms (fig. S6) (22).
We also tested theD-cavity lasers fabricated by

wet chemical etching. Although the cavity side-
walls are not vertical and are rougher than for
fabrication by reactive ion etching, the spatio-
and spectrotemporal dynamics of the lasing emis-
sion are very similar (fig. S11) (22). These results
demonstrate the robustness of the stable lasing
dynamics against fabrication imperfections in a
wave-chaotic cavity. However, the spatial emis-
sion profile differs from that of a dry-etched
cavity. This is attributed to the modification of
the mode structures by the rough boundary, and
was confirmed by numerical simulations (fig. S12)
(22). Even in the presence of boundary roughness,
the complex wave interference persists in the
wave-chaotic cavities and suppresses the for-
mation of filamentation and spatiotemporal
instabilities. Consequently, the lasing emis-
sion profile is dictated by the passive cavity
mode structure.

Lasing dynamics in disordered cavities

Although wave-chaotic cavities can efficiently
suppress lasing instabilities, they lack emission
directionality because of the absence of a pre-

dominant propagation direction. Therefore, the
question arises whether we can suppress lasing
instabilities via complex wave interference while
obtaining directional emission.
We consider a simple 1D dielectric slab cavity

with random fluctuations of the refractive index
(Fig. 5B). The index fluctuations generate mul-
tiple reflected waves that interfere subsequently.
Thus, the resonant modes no longer have a con-
stant frequency spacing, and their spatial profiles
become irregular with varying spatial scales (Fig.
5B and fig. S13), reminiscent of themodes in a 2D
wave-chaotic cavity (fig. S8).
To simulate their lasing dynamics, we solved

the semiconductor Maxwell-Bloch equations in
the time domain. Our full-wave model goes be-
yond the slowly varying envelope/rotating wave
(in time) and paraxial (in space) approximations,
fully resolving the spatiotemporal dynamics on
suboptical cycle and subwavelength scales (22).
The population inversion–dependent optical gain
has an asymmetric spectrum, which closely re-
produces that of a semiconductor quantum well.
Taking into account the dynamical coupling be-
tween the light field and the carrier system, we
include all spatiotemporal and nonlinear effects
such as spatial hole burning and multiwave mix-
ing mediated by the carriers (29, 30).
We compare the simulated lasing dynamics

of a disordered cavity to that of a homogeneous
cavity with regular mode structure in Fig. 5A.
The disordered cavity features stable lasing dy-
namics over a wide range of pump currents,
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Fig. 4. Thermal effect on the lasing dynamics. A D-cavity laser fabricated
by reactive ion etching with radius R = 200 mm was pumped by a pulse
tp = 200 ms long. The pump current was 800 mA; the lasing threshold was
Ith = 300 mA. (A) Spectrochronogram of the lasing emission for 0 to 200 ms
measured with temporal resolution of 5 ms. The spectral shift to longer
wavelengths is caused by an increase of the sample temperature.
(B) Spectrochronogram for 0.4 to 1.9 ms measured with temporal resolution
of 50 ns. (C) Spectrochronogram for 150 to 190 ms measured with

temporal resolution of 1 ms. (D) Rate of the red shift of the center of mass of
the emission spectra (blue circles) and the spectral correlation times tðlÞcorr (red
crosses) at different times during the 200-ms pulse. The red-shift slope
decreases by almost two orders of magnitude as the sample temperature
stabilizes, and conversely the spectral correlation time increases by two
orders of magnitude. (E and F) Spatiotemporal image of the lasing emission
during 0.4 to 1.9 ms (E) and during 180 to 182 ms (F), showing that the
spatiotemporal dynamics becomes more stable with time.
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whereas lasing in the homogeneous cavity is
stable only just above threshold and becomes
unstable with increasing pump current (figs. S14
and S15) (22). For example, when the pump
current is about five times the threshold value
(Jth = 104 A cm–2), four longitudinal modes lase
in the homogeneous cavity, and all modes pul-
sate irregularly on a subnanosecond time scale
(Fig. 5C). The total emission intensity in Fig. 5E
fluctuates in time and does not approach a
constant value even well beyond the transient
dynamics. These instabilities are caused by the
nonlinear interactions between the lasingmodes
and the gain medium through processes such as
spatial hole burning and multiwave mixing (31).
The disordered cavity, with a lasing threshold

(Jth = 96 A cm–2) almost identical to that of the
homogeneous cavity, has three modes lasing at
the same pump current density. After some ini-
tial pulsations, each lasingmode reaches a steady
state (Fig. 5D). The total output intensity also
approaches a constant value beyond the tran-
sient period (Fig. 5F). The stable state of multi-
mode lasing is reached more quickly at higher
pump current (fig. S15) (22).
Therefore, even in a 1D cavity, the interference

ofmultiple scatteredwaves with randomphases

can lead to stable lasing dynamics, and the stab-
ilization is complete in the absence of thermal
effects. These results confirm the generic nature
of our scheme to suppress spatiotemporal in-
stabilities by increasing the spatial complexity
of the lasing modes.

Discussion and conclusion

Our approach for obtaining a stable state of
multimode lasing in broad-area edge-emitting
semiconductor lasers is fundamentally different
from previous ones in several respects. Most pre-
vious approaches aim at suppressing the spatio-
temporal instabilities and the formation of
self-organized structures such as filaments by
minimizing the number of lasing modes. Our
approach maintains multimode lasing while
achieving stable temporal dynamics by using
cavities with chaotic ray dynamics or with ran-
dom refractive index fluctuations to tailor the
spatial properties of the lasingmodes. Although
the mechanisms causing lasing instabilities in
1D and 2D cavities are different, both are dis-
rupted by complex wave interference. Because
this process is present across the whole cavity,
we attain global suppression of the instabilities,
in contrast to schemes such as injection and

feedback that can influence the dynamics only
locally.
Note that our scheme of achieving stable mul-

timode operation is very robust with respect to
perturbations such as boundary roughness, be-
cause such perturbations do not qualitatively
change the already pseudo-random structure
of the lasingmodes. Although smallmodifications
of the cavity geometry of broad-area edge-
emitting semiconductor lasers were considered
previously (32–35), a dominant propagation
direction and thuswell-definedwave frontswere
maintained, and the spatial scales of the modes
were not substantiallymodified, in stark contrast
to the wave-chaotic and disordered cavities pre-
sented here.
Although themultimode operation of D-cavity

lasers produces emission with relatively low spa-
tial coherence (36), which prevents tight focus-
ing, the temporal stability of the lasing power
and the emission profile, as shown in this work,
is essential to produce stable beam profiles nec-
essary for many high-power applications. For
example, laser processing of materials and de-
vices requires diverse beam shapes such as
circular flat-top, square, rectangle, or line pro-
files, and various beam-shaping techniques have
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Fig. 5. Simulation of the lasing dynamics in one-dimensional cavities
with homogeneous refractive index profile and spatially varying index
profile, respectively, at the same pump current density J = 500 A cm–2.
(A and B) Spatial distribution of the refractive index (top panels) and the
field intensity (bottom panels) for a mode at l = 833.3 nm in the homogeneous

cavity (A) and for a mode at l = 833.8 nm in the disordered cavity (B). (C and
D) Spectrochronogram of the emission intensity from the homogeneous
cavity (C) and from the disordered cavity (D). (E and F) Total output intensity
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in (F) shows a magnification of the output intensity after 5 ns.
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been developed in recent years (37). Low spatial
coherence of the laser beams prevents coherent
artifacts and enables smooth intensity profiles;
for example, the D-cavity laser emissionmay be
coupled to a multimode fiber to produce a stable
flat-top beam free of speckle. Another potential
application is pumping high-power multimode
fiber lasers and amplifiers.
In previous studies, broad-area vertical-cavity

surface-emitting lasers (VCSELs) with pulsed
pumping have demonstrated nonmodal emission
with low spatial coherence, when the interplay
between a rapid thermal chirp and the build-up
of a thermal lens breaks up the global cavity
modes (38). As the VCSEL becomes thermally
stable with time, the multimode operation re-
sumes and fast temporal dynamics appears. This
is fundamentally different from wave-chaotic
cavities in which the stable state of lasing is
maintained in multimode operation. It should
be mentioned that random fiber lasers can also
exhibit temporal fluctuations (39), which disappear
for stronger pumping. Both the mechanism
inducing the instabilities [interplay between
stimulated Brillouin scattering (SBS) and Rayleigh
scattering] and that quenching the instabilities
(suppression of SBS) are distinct from those for
the 1D disordered semiconductor lasers we
simulated (22).
We therefore propose the demonstrated sup-

pression of lasing instabilities by means of com-
plex multiwave interference as a new paradigm
formanipulating the temporal dynamics ofmulti-
mode lasers. We believe it is generally applicable
to other high-power lasers exhibiting instabilities,
such as broad-area VCSELs and solid-state lasers,
as well as multimode fiber lasers and ampli-
fiers. By deforming the cavity or fiber cross section
or introducing random refractive index fluctua-
tions, the spatialmode structure becomes speckled,
preventing lens formation and self-focusing in-
stabilities. On a more general level, this work
opens a new direction of research combining
concepts from both wave-dynamical chaos and
deterministic chaos. This combination and its

implications have been barely investigated so
far in lasers or other nonlinear wave-dynamical
systems.We expect that the idea of manipulating
nonlinear temporal dynamics by disrupting the
formation of self-organized structures not only
will have an impact on laser physics but also will
find applications in other systems with complex
spatiotemporal dynamics.
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ASTEROSEISMOLOGY

Asteroseismic detection of
latitudinal differential rotation
in 13 Sun-like stars
O. Benomar1*, M. Bazot1, M. B. Nielsen1, L. Gizon1,2,3, T. Sekii4, M. Takata5, H. Hotta6,
S. Hanasoge1,7, K. R. Sreenivasan1,8, J. Christensen-Dalsgaard9

The differentially rotating outer layers of stars are thought to play a role in driving their
magnetic activity, but the underlying mechanisms that generate and sustain differential
rotation are poorly understood. We report the measurement using asteroseismology of
latitudinal differential rotation in the convection zones of 40 Sun-like stars. For the most
significant detections, the stars’ equators rotate approximately twice as fast as their
midlatitudes. The latitudinal shear inferred from asteroseismology is much larger than
predictions from numerical simulations.

A
nalysis of acoustic oscillations visible on the
Sun’s surface by using helioseismology has
been critical for constraining its rotation
profile. Helioseismology has revealed that
the rotation rate of the Sun’s convection

zone decreases with latitude (1, 2). This latitudi-
nal differential rotation has a magnitude of 11%
of the average rate from equator to midlatitudes
(≈45° latitude) and 30% between equator and
the poles. At the base of the convection zone, the
Sun transitions to solid-body rotation. How such
a rotation profile is established and maintained
is still poorly understood. However, it is likely
that differential rotation plays a role in sustain-

ing the solar magnetic field through a dynamo
mechanism (3–5).
So far, little is known about the latitudinal dif-

ferential rotation in other stars, and classical
methods for investigating it are primarily sensi-
tive to the near-surface layers. Most studies rely
on photometric variability from starspots at dif-
ferent latitudes (6) or use Doppler imaging to
trackmagnetic features at the surface and their
migration in latitude (7, 8). Another approach
involves studying the Fourier transform of the
spectroscopic line profiles (9, 10).
Asteroseismology provides an opportunity to

probe rotation inside stars, including Sun-like

pulsators (11–13), because it studies the resonant
frequencies of waves within the body of the star.
Among these are acoustic waves that travel at
various depths and have a varying sensitivity to
rotation with latitude. These acoustic waves can
be used to infer the star’s internal rotation both
in radius and latitude (14–17).
The NASAKepler spacecraft has provided high-

precision, long-duration photometric time series
for many stars, which is necessary for the study
of the differential rotation of Sun-like stars with
asteroseismology.
Oscillations of Sun-like stars are driven by the

stochastic convective motion of material in the
outer envelope of the stars. Each mode of oscil-
lation is identified by the overtone number n and
spherical harmonic functions of angular degree
l and azimuthal order m. Modes with the same
n and l but different m appear as multiplets of
2l + 1 components. The splitting of modes in a
multiplet provides information about the rota-
tion profile and on the physical processes acting
within the star (such as flows, internal structure,
and tidal forces).
An efficient means for quantifying the impact

of rotation on the split frequencies of acoustic
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Fig. 1. Detection of
solar rotation and
antisolar rotation.
(A) Histogram of
the detection signifi-
cance for solarlike
versus antisolar rota-
tion by using Kepler
asteroseismic light
curves (colored
bars). The cumulative
distribution is also
shown (black dots).
All stars with conclu-
sive detections of
a3 6¼ 0 (>84% sig-
nificance) have solar-
like rotation (a3 > 0).
(B) Average internal
rotation as measured
with a1. Stars with
high detection signif-
icance rotate faster
than those with low
significance. (C) The latitudinal differential rotation coefficient a3.

on S
eptem

ber 20, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


waves is through the use of Clebsch-Gordan
a-coefficients a1, a2, a3, ... (18). This decompo-
sition has been used extensively in helioseismol-
ogy but not in the analysis of other stars. For
stars other than the Sun, only low-degree modes
(l ≤ 3) can be observed, and so only the coef-
ficients a1, a2, and a3 can be determined. The co-
efficient a1 is an average of the rotation rate. The
a2 coefficient is related to the asphericity (19),
and a3 is a measure of the latitudinal differential
rotation (16). The coefficient a3 is positive when
the pole rotates slower than the equator—that
is, if the star exhibits a solarlike rotation profile
(fig. S1). Conversely, a3 is negative for antisolar
rotation profiles. Simulations tend to show that
fast rotation causes solarlike rotation, whereas
slower rotation rates lead to antisolar rotation
(20–22), although simulations found an anti-
solar rotation at solar rotation rates (21, 22). This
is evidently incompatible with solar observations,
and constraints from other stars are necessary to
resolve this issue.
Pulsations appear as Lorentzian profiles in a

power spectrum of the star’s photometric time
series (23). The analysis of the pulsations is per-
formed by fitting a model to the power spectrum
by using a Markov chain Monte Carlo (MCMC)
sampling technique (11). The contribution of a1
to mode frequencies is easily measured, but the
absolute value of a3 is approximately two orders
of magnitude smaller than a1, so it is only pos-
sible to measure it by using multiyear obser-
vations from space instruments such as Kepler.
We performed a combined measurement of

the a1 and a3 coefficients for 40 stars of mass
between 0.9 and 1.5M⊙ (whereM⊙ is themass of
the Sun), observed as part of the Kepler LEGACY
sample (24, 25). By integrating the probability
density functions of a3 determined by fitting the
power spectra, we computed the detection sig-
nificance for either solar or antisolar latitudinal
differential rotation (Fig. 1 and table S1). Apply-
ing a detection threshold at a probability of 84%
(excluding a3 = 0 with a detection significance
>1s for a Gaussian), we found that none of the
stars unambiguously show antisolar rotation,
whereas 32% (13 stars) show significant solarlike
rotation. Five stars have a detection probability of
more than97.5% (or a significance>2s). The excess
of solarlike rotatorsmay be due to an observational
limitation. Antisolar differential rotation is theoret-
ically expected (20, 26) for slow rotators, in which
a1 and a3 are difficult to measure. Our sample
consists predominantly of fast rotators, so wemay
only be sensitive to stars with solarlike rotation
profiles. Our most statistically significant detec-
tions have relatively high rotation rates com-
pared with those below the detection threshold.
The Rossby number is an indicator of the

influence of rotation on a fluid compared with
convective motion. Current theory (20) predicts
that solarlike rotators should have a Rossby num-
ber less than unity. For the majority of our sig-
nificant detections, we found a Rossby number
less than 0:8 (fig. S2).
We next sought to estimate the rotational shear

between the equator and higher latitudes. For

this, we selected two representative stars (HD
173701 and HD 187160) in terms of a1, a3, and
internal structure (thickness of convection zone).
Their power spectra are shown in figs. S3 and S4
with the best-fitting model. HD 173701 is a cool
dwarf of spectral type G8 (the Sun is of spectral
type G2), with a mass 0.974 ± 0.029M⊙ and age
4.69 ± 0.44 billion years (24). It is known to be
very active (27), with irregular variability on time
scales that range from 8 to 40 days, likely caused
by starspots. The probability density function de-
duced from the fit indicates that a1 = 574.6 ±
82.0 nHz and a3 = 28.4 ± 12.5 nHz (fig. S5). HD
187160 is of spectral type F9 and has a mass
and age of 1.09 ± 0.03M⊙ and 3.28 ± 0.16 billion
years. Thus, HD 187160 is similar to a younger
version of the Sun. It has a visible magnitude of
7.4 and a faint, cool spectroscopic binary com-
panion of magnitude 8.7 (28). The average in-
ternal rotation period is ~9 days (a1 = 1185.0 ±
51.7 nHz). The light curve of HD 187160 shows
variability at two distinct time scales, one at
≈9.4 days and another at ≈17.5 days. We attrib-
ute this variability to starspots on the surfaces
of HD 187160 and its fainter noninteracting
companion, respectively.Wemeasured a3 = 53.7 ±
25.0 nHz (fig. S6).
We have evaluated the potential systematic

errors associated with the mode-fitting method-
ology using simulated power spectra for HD
173701 and HD 187160 (23). These systematic
errors are small, meaning that a3 in both cases
is positive, with a probability higher than 97.5%.

This confirms that these stars have poles that
rotate slower than the equator.
To obtain a latitudinal rotation profile, we used

an inversion of the a-coefficients (16). Becausewe
only measured a1 and a3, we were restricted to
a two-parameter rotation model for this. We as-
sumed a solarlike rotation profile W(q) = W0 +
3W1(5cos

2q – 1)/2 in the convection zone, where
q is the colatitude (complementary angle of the
latitude so that q = 0 is the pole and q = 90° is the
equator). The average internal rotation rate is
given by W0, and the term in W1 º Wpole – Weq

measures the contrast in rotation (latitudinal
shear) from the equator to the pole in the con-
vection zone. In the equation,Wpole andWeq are
the pole and equator rotation rates, respectively.
The convection zone extends from the surface
down to 0.687R★ for HD 173701 and to 0.785R★

for HD 187160, where R★ is the stellar radius.
Because of its relatively fast rotation, HD 187160
was investigated for possible variations of a1 with
the overtone n (fig. S7). We did not find evidence
of significant variation. Studies of radial differ-
ential rotation of low-mass main-sequence stars
indicate that variation in a1 should not exceed
30% (29), and we therefore do not expect this to
have an effect on the inversion.
The fundamental properties of the stellar mod-

els assumed for the inversion and the results of
the inversion are provided in tables S2 and S3,
respectively. The two-dimensional rotation pro-
files and the probability density of the rotation
rate are shown in Fig. 2 at different latitudes for
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Fig. 2. Rotation profiles from inversion for HD 173701 and HD 187160. (A and B) HD 173701.
(C and D) HD 187160. (A) and (C) display the most likely rotation profile (colors) and the interface
between radiative and convective zone (dashed lines). (B) and (D) show the probability density,
p(q,W), at each latitude of the rotation profile in the convection zone (red-shaded region). The
1s confidence interval is highlighted with dashed lines. The latitudinal differential rotation is well
constrained for colatitudes q > 45°.
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both stars. By construction, the profile is sym-
metric around the equator and around the ro-
tation axis, so only one quadrant is shown. The
rotation rate in the interior matches that of the
envelope at a latitude of 26.5° (q = 63.5°) because
of the structure of the two-zone rotation profile.
As is shown by the probability density of the ro-
tation profile, the uncertainty on the rotation rate
increases substantially toward the poles, beyond
a value of ~45° latitude. At high latitudes, the
modes become much less sensitive to rotation,
thus yielding less information. This limit is im-
posed by the lack of visiblemodeswith an angular
degree higher than l = 2 in the spectrum. We
found that bothHD 173701 andHD 187160 exhibit
a latitudinal shear from equator to 45° latitude
DW45/Weq, which is approximately five times
greater than that of the Sun.
As suggested by numerical simulations, the

fast rotation of HD 187160 means that the func-
tional form of its rotation profile may not be
solarlike (23).We have considered this possibility
for HD 187160 (fig. S8) and found that alternative
rotation profiles have larger latitudinal shear than
the solarlike rotation profile. However, compu-
tation of the Bayesian evidence (necessary to de-

termine the goodness of the fit) shows that the
solarlike profile is the most likely model.
Because of loss of angularmomentum, such as

frommagnetic braking, a star’s rotation is expected
to slowwith its age (1). This age-rotation relation
is apparent in our data: Fig. 3, A andB, showsa1 as
a function of the age given by stellar models (25).
As shown in Fig. 3C, the latitudinal shear be-

tween the equator andmidlatitude for the subset
of 13 stars with significant detections is ≈60%,
albeit with a large scatter. HD 173701 and HD
187160 are representative of this ensemble, with
a differential rotation of ≈50%. The Sun has a
significantly lower shear factor than that of the
considered ensemble. The difference is of more
than 1s from the dispersion of the ensemble.
This unexpectedly large shear poses a chal-

lenge to theoreticalmodels. The balance between
angular momentum transport (owing to anisot-
ropy in the turbulent flow) and small-scale flows,
which act as enhanced turbulent viscosity, plays
a dominant role in regulating latitudinal shear
(30). The large shear we found indicates a corre-
spondingly large anisotropy in the turbulence,
leading to efficient angular momentum trans-
port and suppression of turbulent viscosity. In a

typical stellar convection zone, turbulent anisot-
ropy, driven by rotation, substantially affects
large-scale flows. Thus, enhanced angular mo-
mentum transport and diminished turbulent vis-
cosity amplify large-scale flows and suppress
small-scale flows. This could be caused by a very
efficient small-scale dynamo, in which small-
scale flows are suppressed (31). In addition, large-
scalemagnetic fields tend to reduce shear through
the Lorentz force (32). However, our results indi-
cate that Lorentz-force feedback is ineffective in
the stars we investigated. Thus, the large-scale
magnetic field is likely transported efficiently
into the deeper regions of the star in which rigid
rotation is expected. For this, magnetic pumping
is a candidate mechanism (33).
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Fig. 3. Internal rotation rate and differential rotation.The solar
a-coefficients are for the solar rotation profile (gray dot). (A) Measured
values of a1, as a function of age and mass for 40 stars. The well-
established decrease in rotation rate with stellar age (gyrochronology)
is apparent. (B) Same as (A) but for most significant detections.
(C) The distribution of DW45/Weq. The median is 64%. The gray region
shows the 1s dispersion.
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ORGANIC CHEMISTRY

Unlocking P(V): Reagents for chiral
phosphorothioate synthesis
Kyle W. Knouse1*, Justine N. deGruyter1*, Michael A. Schmidt2†, Bin Zheng2,
Julien C. Vantourout1, Cian Kingston1, Stephen E. Mercer3, Ivar M. Mcdonald3,
Richard E. Olson3, Ye Zhu2, Chao Hang2, Jason Zhu2, Changxia Yuan2,
Qinggang Wang2, Peter Park4, Martin D. Eastgate2†, Phil S. Baran1†

Phosphorothioate nucleotides have emerged as powerful pharmacological substitutes of
their native phosphodiester analogs with important translational applications in antisense
oligonucleotide (ASO) therapeutics and cyclic dinucleotide (CDN) synthesis.
Stereocontrolled installation of this chiral motif has long been hampered by the systemic
use of phosphorus(III) [P(III)]–based reagent systems as the sole practical means of
oligonucleotide assembly. A fundamentally different approach is described herein: the
invention of a P(V)-based reagent platform for programmable, traceless, diastereoselective
phosphorus-sulfur incorporation. The power of this reagent system is demonstrated
through the robust and stereocontrolled synthesis of various nucleotidic architectures,
including ASOs and CDNs, via an efficient, inexpensive, and operationally simple protocol.

M
olecular-based gene therapy is rapidly
emerging as one of the most promising
modes of disease amelioration, as evi-
denced by the swell of clinical trials em-
ployingmicroRNA, small interferingRNA,

and antisense oligonucleotides (ASOs) (1). In a
recent example, the ASO nusinersen (trade name
Spinraza) (Fig. 1A) was approved by the U.S.
Food and Drug Administration (FDA) as the sole
available treatment of spinal muscular atrophy,
the leading genetic cause of infant mortality (2).
This breakthrough therapy comprises 18 nucleo-
sides bound by phosphorothioate (PS) linkages
(i.e., those inwhich one of the nonbridging oxygen
atoms has been substituted with a sulfur). Com-
paredwith the native phosphodiester linkage, this
simple modification confers a higher degree of
metabolic stability and improved cellular uptake
through an observation known as the thio effect
(3–6). In fact, most FDA-approved ASOs incor-
porate this moiety, with numerous candidates
under clinical evaluation (7). Although the PS al-
teration enhances the pharmacological profile
of these systems, it comes at the expense of sub-
stantially increased structural complexity—each
phosphorus atom is now an uncontrolled stereo-
genic center (8). Thus, in the case of Spinraza,
patients receive a mixture of more than 100,000
discrete diastereoisomers that, in principle, may
bear distinct three-dimensional structures and
pharmaceutical properties (9, 10). Despite recent

studies suggesting that stereodefined systems
may improve therapeutic efficacy, readily scalable
preparation methods often disregard the stereo-
chemistry at phosphorus, whereas most of the
methods that enable stereocontrol are impractical
for large-scalemanufacturing (10–24). As outlined
in Fig. 1B, three coupling paradigms have tra-
ditionally been employed to facilitate P–O bond
formation, each relying on cumbersome P(III)-
based reagent strategies. The first (Fig. 1B, i),
which produces stereorandom PS ASOs, com-
mences with a classic phosphoramidite loading
step to append the first nucleoside, followed by
deprotection, coupling to a secondnucleoside, and
then oxidative sulfurization of the resulting P(III)
species to the P(V) state (11, 12). The second strat-
egy (Fig. 1B, iii), capable of accessing stereo-
defined PS linkages, uses a phosphoramidate
containing a P(III)-centered chiral auxiliary to
control the phosphorous stereochemistry but is
otherwise identical to the first. The most mature
manifestation of this method stems from work
developed by Wada and co-workers (further re-
fined by WAVE Life Sciences) and requires a
total of seven steps for the preparation of the
chiral auxiliary (10, 13–15). Finally, an approach
pioneered by Stec and co-workers (Fig. 1B, ii) relies
on a similar strategy that begins with a P(III)-
oxathiaphospholane loading reaction, followed
(again) by oxidative sulfurization to furnish a chi-
ral P(V)–oxathiaphospholane (OTP) sulfide auxil-
iary; this stable OTP can thenbe coupled to form
the requisite internucleotide linkage using a
simple amine activator [typically 1,8-diazabicyclo
[5.4.0]undec-7-ene (DBU)] (16–18). However, by
Stec’s ownadmission, this strategy is scale limited,
suffers poor coupling efficiency, requires resolu-
tion of stereorandomOTPs, and is extremely labor
intensive (19). Taken together, the deficiencies of
currentmethods point to an overreliance on low-
valent P–O bond forming chemistry, as P(III)
has historically been viewed as the sole gateway

for loading (and primary access for coupling)
reactions. Reported herein is a major departure
from that dogma: the invention of simple, P(V)-
based reagents for phosphorus-sulfur incorpora-
tion (PSI, stylized hereafter asy) (1) via reactions
characterized by marked rapidity and scalabil-
ity and complete stereocontrol at phosphorus.
Challenging the lore of the field, we opted for

an inventive approachwith themission of bypass-
ing P(III) entirely; the reaction sequence should
rely exclusively on a P(V)-based platform to forge
all key P–heteroatom bonds. This would require
the development of a readily accessible reagent
with programmable stereochemistry, capable of
achieving both loading and coupling steps with
robust precision. The realization of this design
required a systematic investigation of three key
components: (i) an inexpensive chiral backbone
to predictably impart stereocontrol, (ii) a safe
source of P(V) to eliminate the previously un-
avoidable oxidative sulfurization step, and (iii)
a reactive yet stable leaving group to enable a fac-
ile loading reaction. Ideally, a traceless approach
would join the parent species in a direct and
asymmetric fashion while liberating a single
P(S)O unitwith no evidence of the chemicalmeth-
od of installation remaining. These disparate at-
tributes should harmoniously assemble in such a
way as to appeal to both process and discovery
chemists—traits such as scalability, stability, crys-
tallinity, and rapid reaction times were deemed
critical to success. A matrix of candidate back-
bones, PS sources, and leaving groups was sys-
tematically investigated, as summarized in Fig. 1C.
The tactical combination of these three constitu-
ents proved essential in achievement of the goals
set forth above, leading to invention of the y re-
agent system (1; Fig. 1D). Featuring a rigid,
limonene-derived backbone anchored to an OTP
sulfide core and a stable perfluorinated thio-
phenol leaving group, this platform embodies
an impressive balance of stability and reactiv-
ity. The y reagents enable the rapid construction
of stereopure nucleotide systems and boast an
operational simplicity akin to iterative peptide
assembly.
Both (R)-PS– and (S)-PS–linkedoligonucleotides

can be readily accessed through selection of the
desired y reagent enantiomer, (+)-y and (–)-y,
respectively (Fig. 2A). Derived from limonene, an
inexpensive chiral pool terpene and common
food additive, these OTP sulfide reagents are pro-
duced after epoxidation and ring opening. In the
figure, the loading step refers to the appendage of
the first nucleoside to the y reagent to deliver a
stable OTP-adduct, whereas the coupling forms
the chiral internucleotide linkage. A variety of nu-
cleosides (4 to 7) can be loaded in excellent yield
(76 to 96%; Fig. 2B) onto y with complete stereo-
control, accompanied by loss of pentafluorothio-
phenol. When using y in excess, no competitive
displacement of theOTP-sulfur is observed, despite
the fact that this entity is primed for a subse-
quent coupling step. The 30-min reaction is air
and moisture tolerant, occurs at ambient tem-
perature, and requires only DBU as an activator.
Notably, the next nucleoside in the sequence can
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be coupled under identical conditions to deliver
the dinucleotide as a single diastereoisomer, again
in exceptional yield (70 to 91%). The intermediate
loaded OTP nucleosides are generally crystalline,
bench-stable species.
Dimeric combinations of the four native

deoxynucleosides (A, T, G, and C) were prepared
in high yields with complete stereocontrol; no
differences in reaction performance were ob-
served, regardless of base identity
(Fig. 2C; 8 to 17). In a testament
to the power of these transforma-
tions, both enantiomers of the y re-
agents were made on a multigram
scale, aswere all loaded and coupled
compounds. Further, these reactions
operate under complete reagent
control, as evidenced by the stereo-
chemical outcome in every case: (+)-y

leads to (S)-loaded and (R)-coupled
products, whereas (–)-y reactions
are predictably reversed. In a fea-
ture distinct to these systems, one
can simply invert the coupling se-
quence order to obtain the oppo-
site P-stereochemistry using the
same isomer of y reagent (see sup-
plementary materials for a graph-
ical discussion).
Cyclic dinucleotides (CDNs) are

macrocyclicnaturalproducts endowed
with noteworthy biological activities
and a storied history (25). Ample
research indicates that these com-
pounds play a number of prominent
biological roles, most notably as
secondary messengers in both the
mammalian immune system and
bacterial communication (26–31).
Their role as agonists of innate
immune response via binding and
activation of the stimulator of inter-
feron genes (STING) protein has led
to a surge of interest across the phar-
maceutical industry (26, 27, 32). As a
consequence, numerous industrial
and academic groups have targeted
CDN constructs for evaluation as po-
tential therapeutic agents. Just as
the PS modification facilitates a
marked improvement in ASO pro-
perties, a similar effect has been
observed in CDNs, adding a layer of
complexity to an already challenging
class of natural products (8, 33–40).
To be sure, the current impediment
to rapid clinical progression of these
compounds lies in the chemical syn-
thesis. The modular strategies of
traditionalmedicinal chemistry pro-
grams are stymied by both the poor-
ly soluble nature of CDNs and the
litany of engineered protecting-
group schemes required to shield
the array of heteroatoms found in
thenucleobase, sugar core, andP(III)-
based starting materials. As shown

in Fig. 3A, nine steps are generally required from
the parent nucleoside to prepare a single CDN as
a mixture of all four possible diastereoisomers,
with anobserved ratio that appears to be substrate
dependent (33–40). Of this arduous sequence,
only four steps can be considered construction
reactions, or those that contribute directly to
P–O bond formation. The remainder account
for various synthetic concessions, including

protecting-group manipulations and P(III)-to-
P(V) oxidations. As compared with PS linkage
integration in ASOs, the challenge of incor-
porating chiral PS linkages into CDNs becomes
far more profound, as one is at the mercy of sub-
strate bias to obtain diastereoselectivity at phos-
phorus. Modular, stereocontrolled CDN synthesis
has so far proven elusive (Fig. 3A). In contrast, y

reagents enable a marked divergence from the
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traditional P(III) approach, requiring only four
or five steps from a starting nucleoside to arrive
at a stereopure CDN. Two general protocols for
CDN synthesis have been devised, as outlined in
Fig. 3B. The stepwise approach ensures complete
transfer of stereochemical information from the
y reagent by forging the CDNmacrocycle one P–
O bond at a time. To this point, CDN 21 was
constructed as a single diastereoisomer in 14%
overall yield via an operationally simple sequence:
First, the desired y reagent was loaded onto a
nucleoside at either the 3′ or 5′ position andwas
then coupled to a resin-bound nucleoside (itself
anchored to the solid support). The dinucleotide
was then cleaved from the solid support to reveal
the remaining free alcohol with no purification
required. The final coupling reaction was
achieved within 10 minutes to afford the desired

CDN target. Conversely, the concerted protocol
accomplishes macrocyclization directly from the
linear dinucleotide diol, as in 20. Notably, CDN
21, procured in stereopure form via the stepwise
approach, was accessed in 44% yield via the
concerted method, albeit with a 3:1 dia-
stereomeric ratio (d.r.), a result of the aforemen-
tioned competitive 3′ versus 5′ y loading in the
penultimate bond formation (Fig. 3C, path A ver-
sus path B). Though step-economic, the concerted
sequence effects high d.r. only when the reactivity
of the 3′ and 5′ alcohols is sufficiently differen-
tiated to enable selective reactivity with the y

reagent. As with the synthesis of linear dinucleo-
tides (Fig. 2C), the order of assembly can be used
to program the resulting phosphorus stereo-
chemistry; thus, 18 was synthesized as three dis-
tinct stereoisomers, eachwith perfect stereocontrol,

whereas CDN 19 was obtained in 24% overall
yield as a single diastereoisomer. Both approaches
can be conducted with similar facility in solution
and as well as in solid phase.
Beyond dimeric nucleotides, fascination sur-

rounding P(III) in the context of general solid-
phase oligonucleotide construction persists. This
intrigue has resulted in a staggering number of
publications and an entire industry of specialized
equipment built to accommodate the complex
reactivity and sensitivity of P(III)-derived systems.
Perhaps unsurprisingly, reports of P(V) approaches
to solid-phase oligonucleotide synthesis (SPOS) of
PS-analogs remain conspicuously absent. To this
end, an unoptimized automated load-deprotect-
couple P(V) cycle (Fig. 4) was employed, using
equipment designed for P(III) chemistry, to
furnish the homo-dT pentamer (23) as a single
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diastereoisomer in 23% yield. Notably, 23 was
constructed without rigorous exclusion of air
andmoisture, in stark contrast to the operational
constraints of traditional P(III) SPOS. Under tra-
ditional automated phosphoramidite conditions,
the same oligonucleotide was obtained as a mix-
ture of 16 diastereoisomers in 63% yield. In a pro-
mising demonstration, the 16-nucleotide oligomer
24 was successfully constructed via the unopti-
mizedy approach, thoughwith an expected drop
in crude purity (see supplementary materials for
details). Indeed, the introduction of y reagents
engenders an advantageous approach to oligo-
nucleotide synthesis enabled by a simple, reagent-
based strategy capable of similarly effective
solution- and solid-phase chemistry.
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QUANTUM ELECTRONICS

Measurement of a superconducting
qubit with a microwave
photon counter
A. Opremcak1*, I. V. Pechenezhskiy1*†, C. Howington2, B. G. Christensen1, M. A. Beck1,
E. Leonard Jr.1, J. Suttle1, C. Wilen1, K. N. Nesterov1, G. J. Ribeill1‡, T. Thorbeck1§,
F. Schlenker1, M. G. Vavilov1, B. L. T. Plourde2, R. McDermott1||

Fast, high-fidelity measurement is a key ingredient for quantum error correction.
Conventional approaches to the measurement of superconducting qubits, involving linear
amplification of a microwave probe tone followed by heterodyne detection at room
temperature, do not scale well to large system sizes. We introduce an approach to
measurement based on a microwave photon counter demonstrating raw single-shot
measurement fidelity of 92%. Moreover, the intrinsic damping of the photon counter is used
to extract the energy released by the measurement process, allowing repeated high-fidelity
quantum nondemolition measurements. Our scheme provides access to the classical
outcome of projective quantum measurement at the millikelvin stage and could form the
basis for a scalable quantum-to-classical interface.

T
oharness the tremendous potential of quan-
tum computers, it is necessary to implement
robust error correction to combat decoher-
ence of the fragile quantum states. Error
correction relies on high-fidelity, repeated

measurements of an appreciable fraction of the
quantum array throughout the run time of the
algorithm (1). In the context of superconducting
qubits, measurement is performed by heterodyne
detection of a weak microwave probe tone trans-
mitted across or reflected from a linear cavity that
is dispersively coupled to the qubit (2–8). This ap-
proach relies on bulky, magnetic nonreciprocal
circuit components to isolate the qubit from
noisy amplification stages (5, 9–11); moreover,
the measurement result is only accessible after
room-temperature heterodyne detection and
thresholding, complicating efforts to implement
low-latency feedback conditioned on themeasure-
ment result (12, 13). The physical footprint, wiring
heat load, and latency associated with convention-
al amplifier-based qubit measurement stand as
major impediments to scaling superconduct-
ing qubit technology.
An alternative approach involves entangle-

ment of the qubit with the linear resonator to
create cavity pointer states characterized by large
differential photon occupation, followed by sub-
sequent photodetection (14). In our experiments
(Fig. 1A), microwave drive at one of the two
dressed cavity frequencies maps the qubit state
onto “bright” and “dark” cavity pointer states.
Discrimination of the states is performed directly

at the millikelvin stage by the Josephson photo-
multiplier (JPM), a microwave photon counter;
we use no nonreciprocal components between
the qubit and JPM. The JPM is based on a single
Josephson junction in a radiofrequency super-
conducting quantum interference device (SQUID)
loop that is biased close to the critical flux where
a phase slip occurs. The circuit parameters are
chosen to yield a potential energy landscapewith
one or two local minima, depending on flux bias;
the distinct local minima correspond to classi-
cally distinguishable flux states in the device [see
(15), section S1]. Once the JPM is properly biased,
the presence of resonant microwaves induces a
rapid tunneling event between the two classical-
ly distinguishable states of the detector (Fig. 1B).
In the absence of microwave input, transitions

occur at an exponentially suppressed dark rate
(Fig. 1C). Thus, the absorption of resonant micro-
waves creates a readily measured “click” (16).
The qubit and the JPM are fabricated on dif-

ferent silicon substrates and housed in separate
aluminum enclosures connected via a coaxial
transmission line with characteristic impedance
Z0 = 50 W and length L0 = 14 cm [see (15), sec-
tions S2 and S3]. The qubit chip (purple circuit in
Fig. 2A) incorporates an asymmetric transmon
(Fig. 2B) that is capacitively coupled to a half-wave
coplanar waveguide (CPW) resonator, the qubit
cavity, with frequency w1/2p = 5.020 GHz and
qubit-cavity coupling strength g1/2p = 110 MHz
(17–19). The qubit is operated at a fixed frequency
wq/2p = 4.433 GHz and has an anharmonicity
a/2p = −250 MHz.
The JPM (green circuit in Fig. 2A) is based

on the capacitively shunted flux-biased phase
qubit (20). The JPM is capacitively coupled to a
local auxiliary CPW resonator, the capture cav-
ity, with bare frequency w2/2p = 5.028 GHz and
coupling strength g2/2p = 40MHz. Amicrograph
of the JPM is shown in Fig. 2C. The circuit in-
volves a single Al-AlOx-Al Josephson junction
with critical current I0 = 1 mA embedded in a
3+3 turn gradiometric loopwith inductance Lg =
1.1 nH. The junction is shunted by an external
parallel-plate capacitor Cs = 3.3 pF. The plasma
frequency of the JPM is tunable with external
flux from 5.9 to 4.4 GHz (Fig. 2, D and E), allow-
ing for both resonant and dispersive interactions
between the JPM and capture cavity.
The qubit and capture cavities are capacitively

coupled to the mediating transmission line [see
also (15), section S4 and tables S1 to S3]. After
pointer state preparation, microwave energy leaks
out of the qubit cavity, and a fraction of that
energy is transferred to the capture cavity (21).
Without an intervening isolator or circulator to
damp unwanted reflections, the finite length L0
of the transmission line admits a standing wave
structure with an approximate mode spacing of
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Fig. 1. Qubit state mea-
surement using the
JPM. (A) Measurement
overview. Microwave drive
at the dressed cavity
resonance corresponding
to the qubit j1i state
creates bright and dark
cavity pointer states with
large differential photon
occupation. These pointer
states are detected using
the JPM, which stores the
measurement result as a
classical bit at the milli-
kelvin stage. (B) Bright
pointer detection. Micro-
waves resonant with the JPM promote the circuit from the ground state of a metastable local
minimum (here, left potential well) to an excited state. The detector subsequently undergoes a rapid
tunneling transition that allows relaxation to the global minimum of the potential (here, right
potential well). (C) Dark pointer detection. Energy contained in the dark pointer state is insufficient
to induce a tunneling event. The presence (B) or absence (C) of an interwell tunneling transition
results in classically distinguishable flux (oscillation) states in the detector.
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vp/2L0, where vp is the phase velocity of propaga-
tion in the cable. With these complications in
mind, L0 was chosen to avoid destructive inter-
ference in the vicinity of w1 and w2, which can
substantially degrade photon transfer efficiency
[see (15), section S5].
In the timing diagram of the measurement

(Fig. 3A), the cartoon insets depict the dynam-
ics of the JPM phase particle at critical points
throughout the measurement sequence. We be-
gin with a deterministic reset of the JPM, which
is accomplished by biasing the JPM potential
into a single-well configuration [see (15), section
S1]. A depletion interaction between the JPM
and capture cavity mode immediately follows
in order to dissipate spurious microwave excita-
tions generated during reset. Additional details
of this depletion process are described below and
in Fig. 4, A and B. Next, we use mode repulsion
between the JPM and capture cavity to tune w2 in
order to maximize photon transfer efficiency. The
response of the capture cavity to an applied drive
tone at four distinct JPM-capture cavity detun-
ings, and thus four different values ofw2, is shown
in Fig. 3B; the detuning is chosen such that w1 =
w2. At the beginning of the tune and capture stage,
a qubit X-gate (I-gate) is performed and a sub-
sequent qubit cavity drive tone is applied to pre-
pare the bright (dark) pointer state [see (15),
section S6]. The cavities are held on resonance
for 750 ns to allow the pointer states to leak
from the qubit cavity to the capture cavity; this
time was determined by maximizing measure-
ment fidelity with respect to the drive pulse
duration. The bright pointer state corresponds to
a mean qubit cavity photon occupation �n1∼10,
calibrated using the ac Stark effect (Fig. 3E)
[see (15), section S8] (22, 23). After pointer state
transfer, the JPM is biased into resonance with
the capture cavity, and occupation of that mode
induces intrawell excitations of the phase parti-
cle on a time scale p/2g2 ~ 6 ns (Fig. 3C) (24).
Finally, a short (~10 ns) bias pulse is applied to
the JPM to induce interwell tunneling of excited
states (25); the amplitude of the bias pulse is ad-
justed to maximize tunneling contrast between
qubit excited and ground states (Fig. 3D). At this
point, the measurement is complete: The mea-
surement result is stored in the classical flux state
of the JPM. To retrieve the result of qubit mea-
surement for subsequent analysis at room tem-
perature, we use a weak microwave probe tone to
interrogate the plasma resonance of the JPMafter
measurement. The JPM bias is adjusted so that
the plasma frequencies associated with the two
local minima in the potential are slightly differ-
ent; reflection from the JPM can distinguish the
flux state of the detector with >99:9%fidelity in
<500 ns [see (15), section S4].
Each measurement cycle yields a binary result

—“0” or “1”—the classical result of projective
quantum measurement. To access qubit state
occupation probabilities, the measurement is
repeated 10,000 times. The JPM switching prob-
abilities represent raw measurement outcomes,
uncorrected for state preparation, relaxation, or
gate errors. In Fig. 3, F and G, we display the raw

measurement outcomes for qubit Ramsey and
Rabi experiments, respectively. The JPM mea-
surements achieve a raw fidelity of92%. The bulk
of our fidelity loss is due to qubit energy relax-
ation during pointer state preparation and dark
counts, which contribute infidelity of 5% and 2%,
respectively. In our setup, dark counts stem from
both excess j1i population of the qubit and spu-
rious microwave energy contained in our dark
pointer state. We attribute the remaining infi-
delity to imperfect gating and photon loss during
pointer state transfer. The qubit T1 of 6.6 ms mea-
sured in these experiments is consistent with
separate measurements of the same device using
conventional heterodyne readout techniques; we
see no evidence of JPM-induced degradation of
qubit T1.
As noted earlier, JPM switching events release

a large energy on the order of 100 photons as the
JPM relaxes from a metastable minimum to the
global minimum of its potential (26). It is critical
to understand the backaction of JPM switching
events on the qubit state. The JPM tunneling
transient has a broad spectral content, and Fou-
rier components of this transient that are reso-
nant with the capture and qubit cavities will
induce a spurious population in these modes that
will lead to photon shot noise dephasing of the
qubit (27, 28). In Fig. 4A, we show the results of
qubit Ramsey scans performed with (orange) and
without (blue) a forced JPM tunneling event be-
fore the experiment. In the absence of any miti-
gation of the classical backaction, qubit Ramsey
fringes show strongly suppressed coherence and a
frequency shift indicating spurious photon occu-
pation in the qubit cavity (29). However, we can
use the intrinsic damping of the JPM mode itself
to controllably dissipate the energy in the linear
cavities and fully suppress photon shot noise
dephasing. Immediately after JPM reset, the

JPM is biased to a point where the levels in the
shallow minimum are resonant with the linear
cavity modes. Energy from the capture cavity
leaks back to the JPM, inducing intrawell tran-
sitions; at the selected bias point, the interwell
transition probability is negligible. The JPMmode
is strongly damped, with quality factor Q ~ 300,
set by the loss tangent of the SiO2 dielectric used
in the JPM shunt capacitor (30). As a result, the
energy coupled to the JPM is rapidly dissipated.
With this deterministic reset of the cavities, fully
coherent qubit Ramsey fringes that correspond
to the absence of a JPM switching event are re-
covered for depletion times ≳40 ns, as shown in
Fig. 4B.We reiterate that no nonreciprocal compo-
nents are used in these experiments to isolate
the qubit chip from the classical backaction of
the JPM.
In Fig. 4C we explore the quantum nondem-

olition (QND) character of our measurement
protocol (31). We prepare the qubit in the super-
position state ðj0i � ij1i= ffiffiffi

2
p Þ aligned along the

−y axis of the Bloch sphere.We verify the state by
performing an overdetermined tomography (20).
Here the direction q and length t of a tomo-
graphic pulse are swept continuously over the
equatorial plane of the Bloch sphere before mea-
surement. For control pulses applied along the
x axis, the qubit undergoes the usual Rabi oscil-
lations; for control applied along y, the qubit
state vector is unaffected. After an initial JPM-
based measurement (including an additional
1.4 ms of delay for qubit cavity ringdown), we
perform a tomographic reconstruction of the
qubit state by applying a prerotation and a fi-
nal JPM-based measurement. In the right-hand
panel of Fig. 4C, we display tomograms corre-
sponding to the classical measurement results “0”
(top) and “1” (bottom). When the measurement
result “0” is returned, we find a tomogram that
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Fig. 2. Experimental setup.
(A) Circuit schematic. The qubit
circuit (purple) is connected to
the JPM circuit (green) via a
coaxial transmission line (black)
[see (15), tables S1 to S3].
(B) Micrograph of the transmon
circuit with superconducting
island (green), qubit cavity
(maroon), and Josephson junc-
tions (orange). (C) Micrograph of
the JPM circuit (capture cavity
not shown) with its 3+3 turn
gradiometric loop inductance Lg
(blue), single Josephson junction
with critical current I0 (orange),
parallel-plate capacitor Cs (red),
and on-chip flux bias line with
mutual inductance M (green).
(D) JPM spectroscopy versus
external flux. Insets show
cartoons of a phase particle
bound to the left and right wells.
(E) Enlargement of the avoided
level crossing between the
JPM and capture cavity.
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overlaps with the ideal j0i state with fidelity
91% [see (15), section S9]. When the result “1” is
returned, the measured tomogram corresponds
to overlap fidelity of 69% with the j1i state. The
loss in fidelity for the qubit j1i state is consistent
with themeasured qubitT1 time of 6.6 ms and the
2.8 ms between successive measurement drive
tones. We conclude that our JPM-basedmeasure-
ment is highly QND.

Our high-fidelity, fast photon counter-based
qubit measurement approach provides access
to the binary result of projective quantum mea-
surement at the millikelvin stage without the
need for nonreciprocal components between the
qubit and counter. In a future system, JPM-based
readout could form the basis of themeasurement
side of a robust, scalable interface between a quan-
tum array and a proximal classical controller, for

example, by encoding the flux state of the JPM
onto classical single-flux quantum (SFQ) voltage
pulses (32, 33) for subsequent postprocessing via
SFQ-based digital logic (34).
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Fig. 3. JPM-based qubit measurement. (A) We begin
by resetting the JPM into a well-defined flux state.
A subsequent depletion interaction removes spurious
microwave excitations generated during reset
(see Fig. 4, A and B, for more details). (B) Next, we
tune the capture cavity frequency to maximize transfer
efficiency from the qubit cavity. The response of the
capture cavity to an applied drive at four distinct
JPM-capture cavity detunings is shown; the detuning
is chosen such that w2 = w1. During the tune and
capture interval, a qubit X-gate (I-gate) is applied, and
microwave drive at the dressed j1i cavity resonance
is used to prepare the bright (dark) pointer state. As
we drive the qubit cavity, a fraction of the microwave
energy is transferred to the capture cavity during
this capture step. (C) The JPM is then tuned into
resonance with the capture cavity for photodetection.
Photons present in the capture cavity induce intrawell
transitions of the JPM to higher excited states.
(D) Finally, a brief bias pulse is applied to induce
tunneling of excited JPM states. The arrows on the
bottom axes in (B) to (D) indicate optimal bias param-
eters. At this point, the measurement is complete,
and the result is encoded in the classical flux state of the
JPM. Microwave reflectometry is subsequently used to
interrogate the JPM. (E) Stark spectroscopy used to
calibrate qubit cavity photon occupation. JPM-detected
Ramsey fringes and Rabi oscillations versus qubit drive
detuning are shown in (F) and (G), respectively.

Fig. 4. Mitigating backaction and preserving
QND properties. (A) The JPM switching event
releases energy on the order of 100 photons,
inducing spurious population of the capture and
qubit cavities. The right-hand panel shows
baseline qubit Ramsey fringes (blue) and Ramsey
fringes measured after a forced tunneling event
by the JPM (orange). (B) After the fast flux
pulse that induces JPM tunneling, we adjust JPM
bias so that energy deposited in the cavities is
dissipated in the JPM, yielding a deterministic
reset of the cavities. The color plot shows qubit
Ramsey fringes versus duration of the depletion
interaction between the JPM and the capture
cavity. (C) Qubit tomography after JPM-based
measurement. We prepare the superposition

state ðj0i � ij1i=
ffiffiffi
2

p
Þ and verify the state with

overdetermined qubit tomography (left panel).
To characterize the qubit state after JPM-based
measurement, we prepare the same superposi-
tion state, measure with the JPM, and then
perform qubit tomography on the resulting state.
Qubit tomography conditioned on the JPM
measurement shows high overlap with target
states j0i (top right) and j1i (bottom right).
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MICROPOROUS CRYSTALS

Self-assembly of lattices with high
structural complexity from a
geometrically simple molecule
Hiroshi Yamagishi1*†, Hiroshi Sato1, Akihiro Hori2, Yohei Sato3, Ryotaro Matsuda2,
Kenichi Kato4, Takuzo Aida1,5†

Here we report an anomalous porous molecular crystal built of C–H···N-bonded double-
layered roof-floor components and wall components of a segregatively interdigitated
architecture. This complicated porous structure consists of only one type of fully aromatic
multijoint molecule carrying three identical dipyridylphenyl wedges. Despite its high
symmetry, this molecule accomplishes difficult tasks by using two of its three wedges for
roof-floor formation and using its other wedge for wall formation. Although a C–H···N bond is
extremely labile, the porous crystal maintains its porosity until thermal breakdown of the
C–H···N bonds at 202°C occurs, affording a nonporous polymorph. Though this nonporous
crystal survives even at 325°C, it can retrieve the parent porosity under acetonitrile vapor.
These findings show how one can translate simplicity into ultrahigh complexity.

T
he research field of crystal engineering was
initiated by Desiraju and co-workers, who
established its basic concept in the late
1980s by using small organic molecules of
geometrical simplicity (1). Since then, organ-

ic molecules of further structural complexity have
begun to be used for crystal engineering in con-
junction with coordinating metal ions to obtain
more-complex crystals that have tailored func-
tions (2–4). During our curiosity-driven study on
the solution behaviors of hyperbranched, multi-

joint, fully aromatic molecules, we made a seren-
dipitous finding that may be antithetic to the
current trend. Like dendrimers (5–7), such aro-
matic molecules are characterized by their non-
planarmorphology and conformational flexibility,
so that they are noncrystalline in the solid state,
except for a few examples (8, 9). Py6Mes is a newly
designedD3h-symmetric molecule that consists
exclusively of aromatic rings that are connected
via single bonds (Fig. 1A). The nonplanarity of
this multijoint aromatic molecule stems from a

large steric repulsion between themethyl groups
of themesitylene (Mes) core and connected phenyl-
ene rings (Fig. 1B). Py6Mes has a propeller shape
with a symmetry group of D3h, which carries a
polar outer shell composed of six pyridyl (Py)
units for sterically protecting the nonpolar aro-
matic core (Fig. 1, A to C). We were curious about
whether Py6Mes, which has a nonpolar solvo-
phobic core, is soluble in highly dielectric media
as a discrete spherical amphiphile because of its
solvophilic shell. However, despite this character-
istic, Py6Mes readily precipitated in acetonitrile
(MeCN) and 2-propanol (isoPrOH), affording the
porous crystal Pyopen, which included crystallo-
graphically disordered solvent molecules in its
nanopores (Fig. 1D). Although Pyopen comprises
only one type of geometrically simple molecule,
it accomplishes very complicated tasks (Fig. 2B).
As shown in Figs. 1D and 2D, Py6Mes uses two of
its three dipyridylphenyl wedges for the construc-
tion of C–H···N-bonded double-layered roof-floor
components, adopting a cofacial orientation. In
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Fig. 1. Molecular
structures of
Py6Mes and crystal
packing diagrams
of Pyopen⊃MeCN,
Pyopen⊃isoPrOH,
PyVDW⊃CHCl3, and
PyVDW⊃THF. (A to
C) Molecular struc-
ture (A), wireframe
(B), and CPK (C)
representations of
Py6Mes. The pyridyl
rings are colored in
blue and green,
whereas the mesity-
lenyl and phenyl
rings are colored in
black and white.
(D to G) Wireframe
representations of
the crystal-packing
diagrams of
Pyopen⊃MeCN (D),
Pyopen⊃isoPrOH (E),
PyVDW⊃CHCl3 (F),
and PyVDW⊃THF (G).
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an orthogonal direction to the roof-floor compo-
nents, Py6Mes uses its residual one dipyridyl-
phenyl wedge together with the mesitylenyl core
for the construction of wall components formed
by a solvophobically interdigitated architecture
(Fig. 2E). Such difficult tasks, as accomplished by
Py6Mes, illustrate how ultrahigh structural com-
plexity can be achieved through self-assembly of a
single molecule of ultrahigh symmetry. Further-
more, even though Pyopen has C–H···N-bonded
parts, it has an exceptionally high thermal sta-
bility (Fig. 3B) and, at the same time, has an ex-
cellent self-healing ability (Fig. 3C). These findings
also allow us to tackle a current issue inmaterials
science: how thermally robustmaterials aremade
to self-heal (10–15).
C–H···N bonds are far more labile than con-

ventional hydrogen bonds (16–20). However, in
contrast to hydrogen bonds, C–H···N bonds can
survive even in highly dielectricmedia because their
attraction force is given essentially by a disper-
sion force (21–23). To the best of our knowledge,
Pyopen reported herein is the most thermostable
porous crystal among those comprising non-
classical C–H···X bonds (24–26) and among
all healable porous organic and metal-organic
crystals reported thus far (10–12). Py6Mes, the
component of Pyopen, carries three dipyridylphenyl
wedges at its mesitylene core (Fig. 1A; details for
the synthesis of Py6Mes are available in the sup-

plementary materials). In MeCN that has an
exceptionally high relative permittivity (er = 37.5),
Py6Mes self-assembles into single crystals that are
suitable for x-ray crystallography. The as-received
crystal adopts a space group of P21/c and includes
crystallographically disordered MeCN molecules
in its zigzag-shaped one-dimensional (1D) nano-
pores, which have diameters of 6 Å (Pyopen⊃MeCN;
Fig. 1D and fig. S13). As expected, each dipyridyl-
phenyl wedge tilts almost perpendicularly to the
connected mesitylenyl core, adopting a dihedral
angle in the range of 70 to 90°, but none of the
three dipyridylphenyl wedges are crystallograph-
ically identical. Despite a large number of aro-
matic rings, only one pair of pyridyl rings that
contain N3 atoms likely forms a cofacial p-stack
with an interplanar distance of 3.36 Å (fig. S14B).
Among the five pairs of geometrically close H
and C atoms, only two pairs (H8A···C18 and
H18···C13; fig. S14A and table S1) form a C–
H···p bond. Five out of the six pyridyl rings in
Py6Mes are involved in the formation of the
C–H···N bonds (Fig. 2, A to D, and table S1).
Overall, the back-to-back connected double-
layered roof-floor components, supported by
C–H···N bonds, are formed along the crystal-
lographic bc plane (Fig. 2, B to D), whereas the
wall components that are formed by the inter-
digitation of the dipyridylphenylmesitylenyl parts
are constructed along the crystallographic b axis

(Fig. 2E). Thermogravimetric analysis (TGA) of
Pyopen⊃MeCN showed that the included MeCN
molecules began tobe released fromthenanopores
even at room temperature, affording guest-free
Pyopen at 50°C, which is a much lower temper-
ature than the boiling point (82°C) of MeCN
(black curve in fig. S7). These observations indicate
that the guest MeCN molecules are only weakly
trapped in the nanopores of Pyopen. As expected,
the powdery sample of guest-free Pyopen displayed
a typical type I sorption isotherm for N2, with a
steep slope in the low relative pressure (P/P0) re-
gion and aBrunauer-Emmett-Teller (BET) surface
area of 219m2 g–1 (red circles in Fig. 3D). The pore
size distribution, as estimated bymicropore analysis
(27),was unimodalwith amaximumpeakat 0.6nm
(fig. S8), which is in excellent agreement with the
diameter of the 1D nanopore observed in Fig. 1D.
As has been discussed for porous crystals in

the literature (28), the relative permittivity of the
crystallization solvent largely affects the mode of
solute-solvent interactions and therefore affects
the crystal structures.When Py6Mes was allowed
to assemble in highly dielectric isoPrOH (er = 18.3),
the formation of solvent-including porous crys-
tal Pyopen⊃isoPrOH (Fig. 1E) occurred, which is
isomorphic to Pyopen⊃MeCN (Fig. 1D), and its
nanopores, again, included crystallographically
disordered isoPrOH molecules. Considering also
that theTGAprofile of Pyopen⊃isoPrOHwith respect
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Fig. 2. Modes of C–H···N bonds
in Pyopen⊃MeCN and crystal-
packing diagrams of Pyopen⊃MeCN.
(A) Drawings representing the
modes of C–H···N bonds in
Pyopen⊃MeCN. (B to E) CPK
representations of the crystal-
packing diagrams of Pyopen⊃MeCN.
Orange outlines indicate the
C–H···N-bonded roofs and
floors in Pyopen⊃MeCN [(B) and
(C)], and dashed purple outlines
indicate the wall connected to
the roof and floor [(B), (C),
and (E)].
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to the release of isoPrOH (red curve in fig. S7)
is analogous to that observed for Pyopen⊃MeCN,
we conclude that Pyopen weakly traps isoPrOH,
similarly to whenMeCN is used, in its nanopores.
In sharp contrast to the above cases in highly
dielectric media, when Py6Mes was allowed to
assemble in moderately dielectric media such
as chloroform (CHCl3, er = 4.8) and tetrahydro-
furan (THF, er = 7.6), classical van der Waals
inclusion crystals denoted as PyVDW⊃CHCl3 and
PyVDW⊃THF formed, respectively (Fig. 1, F andG;
for their crystal structures, see the supplementary
materials). As summarized in table S2, we ob-
served a clear correlation between the relative per-
mittivities of the crystallization solvents and space
groups of the resulting polymorphs (29). Inclusion
crystals PyVDW⊃CHCl3 (Fig. 1F) and PyVDW⊃THF
(Fig. 1G) are isomorphic to each other and have
a space group of P21/n, but they are geometri-
cally different from Pyopen⊃MeCN (Fig. 1D) and
Pyopen⊃isoPrOH (Fig. 1E), both of which adopt a
space group of P21/c. It is likely that Py6Mes is no
longer amphiphilic inmoderately dielectric CHCl3
and THF; that is, these solvents are affinitive
toward both the shell and core parts of Py6Mes.
Consequently, Py6Mes does not form a solvo-
phobically interdigitated structure, as observed
for the wall components in Pyopen⊃MeCN and
Pyopen⊃isoPrOH (Fig. 1, D and E). In PyVDW⊃CHCl3
(Fig. 1F) and PyVDW⊃THF (Fig. 1G), the included
solvent molecules are essential constituents for
supporting the crystal structures. Hence, as con-
firmed by TGA (fig. S7) and x-ray diffraction

(XRD) (fig. S10), the crystals were easily demol-
ished after heating at 100°C for 3 hours to re-
move the included solvent molecules.
Porous crystals, particularly when guest-free,

are intrinsically unstable unless they use metal
coordination bonds or dynamic covalent bonds.
In the literature (24–26), none of the reported
porous crystals that are composed of nonclassical
C–H···X bonds can survive above 130°C. As de-
scribed earlier, Pyopen turned out to be far more
thermally robust than the reported examples.
In a differential scanning calorimetry (DSC) pro-
file over a wide temperature range from 40° to
300°C, guest-free Pyopen in the first heating pro-
cess displayed a single exothermic peak at 202°C
due to a crystalline phase transition (red curve in
fig. S5). Upon subsequent cooling, neither an exo-
thermic peak nor an endothermic peak appeared
(blue curve in fig. S5), indicating that the phase
transition at 202°C is irreversible. Accordingly, its
powder XRD (PXRD) profiles did not change up
to 202°C (red, yellow, and green curves in Fig. 3B)
and remainedessentially identical to that simulated
from the single-crystal structure of Pyopen⊃MeCN
(fig. S12). Upon further heating to induce the
phase transition, the PXRD profile changed
abruptly (blue and purple curves in Fig. 3B) and
irreversibly (fig. S11), affording a new crystalline
phase. Although the crystals thus formed were
heavily cracked and no longer eligible for single-
crystal x-ray structural analysis, we successfully
identified the crystalline structure by means of
Rietveld analysis for the PXRD profile measured

at 50°C (see supplementarymaterials). In contrast
to Pyopen, the product, denoted nonporous Pyclose

adopting a space group of P�1 , has no solvent-
accessible 1D channels (Fig. 3A and fig. S15, A to
D). Consistently, Pyclose showed a higher density
(1.192 g cm–3) than porous Pyopen (1.022 g cm–3)
and barely adsorbed N2 (blue circles in Fig. 3D).
The Rietveld analysis indicated that none of the
C–H···N bonding pairs that were originally pres-
ent in Pyopen were shorter than sum of the van
der Waals radii of the H and N atoms (table S3),
suggesting that the crystalline phase transition
at 202°C was triggered by thermal breakdown
of the C–H···N bonds in the double-layered roof-
floor components (fig. S15, A to D).
Although self-healing is one of the attractive

features in materials science, an essential chal-
lenge, in the case of solid materials, is to address
the general issue that high thermal robustness
and excellent healing ability are mutually exclu-
sive (13–15). Pyclose is thermally more robust than
Pyopen and can survive even at 325°C (Fig. 3A).
Nevertheless, under MeCN vapor, Pyclose self-
healed to retrieve its parent porosity at ambient
temperatures. Typically, crystalline Pyclose was put
in a glass vial that was filled with MeCN vapor
and incubated at 20°C. As shown in Fig. 3C, a set
of new PXRD peaks assignable to Pyopen⊃MeCN
gradually emerged at the expense of the original
diffractions due to Pyclose, where the complete
recovery of the original diffractions required
7 hours (Fig. 3C). The total volume ofMeCN vapor
eventually adsorbed by Pyclose on its recovery was
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Fig. 3. Transfor-
mations among
Pyopen⊃MeCN, Pyopen,
and Pyclose, and their
N2 adsorption iso-
therms. (A) Wire-
frame representations
of the crystal-packing
diagrams of
Pyopen⊃MeCN and
Pyclose. (B) PXRD
profiles of Pyopen

measured at different
temperatures upon
heating [wavelength
(l) = 1.07965 Å].
q, angle of scattering.
(C) Time-dependent
PXRD profiles of
Pyclose incubated in a
cuvette filled with MeCN
vapor (l = 1.54 Å).
The black line repre-
sents a PXRD profile
simulated from the
single-crystal struc-
ture of Pyopen⊃MeCN.
(D) N2 adsorption
isotherms of Pyopen

(red circles) and
Pyclose (blue circles)
at 77 K.
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nearly equal to the original pore volume of
Pyopen (fig. S17). Guest-free Pyopen obtained from
Pyopen⊃MeCN thus recovered again showed a
N2 adsorption behavior characteristic of micro-
porous materials (fig. S16). The observed recov-
ery is not the consequence of a trivial process
involving partial dissolution of Pyclose in
MeCN followed by recrystallization of Py6Mes,
because a finely ground amorphous powder sam-
ple of Pyopen, when likewise treated underMeCN
vapor at 20°C, did not transform back into Pyopen

but gradually exerted a totally different XRD
pattern (fig. S9) andMeCN adsorption profile
(fig. S18). Namely, the reversible transformation
occurs only between Pyopen⊃MeCN and Pyclose.
Here we demonstrate that Pyopen⊃MeCN con-

secutively transforms into guest-free Pyopen and
then nonporous Pyclose, which transforms back
into Pyopen⊃MeCN under MeCN vapor. Figure 4
shows a possible energy diagram for the overall
crystalline transformation based on the DSC and
TGA profiles. As described above, the release of
guest MeCNmolecules from Pyopen⊃MeCN to af-
ford Pyopen likely requires only a negligibly small
activation energy, as evidenced by the TGAprofile
of Pyopen⊃MeCN (fig. S7). By contrast, the trans-

formation of Pyopen into Pyclose requires consider-
able heating and features a single exothermic
peak in DSC at 202°C (fig. S5), for which the
change in enthalpy (DH) value was evaluated to
be 15.3 kJmol–1. Bymeans of the Kissinger meth-
od (30), the activation energy for this processwas
evaluated to be as high as 320 kJmol–1 (fig. S6). On
the other hand, the regeneration of Pyopen⊃MeCN
from Pyclose under MeCN vapor occurs autono-
mously (Fig. 3C), suggesting that this transforma-
tion is energetically downhill and has a small
activation energy to overcome, even at ambient
temperatures. As is apparent in Fig. 3A, this
process requires only a moderate reorientation
of the interdigitating dipyridylphenylmesitylenyl
units to effectively cancel their dipoles. We sup-
pose that MeCN vapor would play an interme-
diating role in this reorientation event.
As exemplified by the formation of PyVDW in

moderately dielectric media (Fig. 1, F and G), as-
sembled structures usually reflect the symmetry
of constituent molecules. In this sense, it may be
difficult to imagine that high-symmetry Py6Mes
is the sole constituent for porous Pyopen, whose
roof-floor components are structurally and ori-
entationally different from its wall component
(Fig. 1, D and E). Apart from the exciting physical
properties of Pyopen that may change the pre-
conception of healable solid materials (Fig. 4),
the most intriguing result presented here is that
Py6Mes, in highly dielectric media for construct-
ing Pyopen, uses its three equivalent wedges
for totally different tasks (Fig. 2B). This example
demonstrates that even a single molecule of geo-
metrical simplicity could assemble into a highly
complicated exotic material of low symmetry.
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Fig. 4. An energy diagram for the consecu-
tive transformation cycle involving
Pyopen⊃MeCN, Pyopen, and Pyclose. Energy
levels of Pyopen⊃MeCN, Pyopen, and Pyclose were
estimated on the basis of the DSC and TGA
profiles. The arrows indicate the direction of the
crystal transformations. Ea, activation energy.
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EARLY ANIMALS

Ancient steroids establish
the Ediacaran fossil Dickinsonia
as one of the earliest animals
Ilya Bobrovskiy1*, Janet M. Hope1, Andrey Ivantsov2, Benjamin J. Nettersheim3,
Christian Hallmann3,4, Jochen J. Brocks1*

The enigmatic Ediacara biota (571 million to 541 million years ago) represents the first
macroscopic complex organisms in the geological record and may hold the key to our
understanding of the origin of animals. Ediacaran macrofossils are as “strange as life on
another planet” and have evaded taxonomic classification,with interpretations ranging from
marine animals or giant single-celled protists to terrestrial lichens. Here, we show that lipid
biomarkers extracted from organically preserved Ediacaran macrofossils unambiguously
clarify their phylogeny. Dickinsonia and its relatives solely produced cholesteroids, a
hallmark of animals.Our resultsmake these iconicmembers of the Ediacara biota the oldest
confirmed macroscopic animals in the rock record, indicating that the appearance of the
Ediacara biota was indeed a prelude to the Cambrian explosion of animal life.

T
he Ediacara biota remains one of the great-
est mysteries in paleontology. Members of
this assemblage were initially described as
animals (1, 2); however, as collections grew,
it became apparent that Ediacaran fossils

and their body plans are difficult to compare
with modern phyla (3, 4). A major complication
for the study of Ediacaran organisms is their soft-
bodied nature and particular mode of preserva-
tion, rarely found in younger fossils. Thus, the
interpretation of variousmembers of the Ediacara
biota has crossed several Kingdoms andDomains,
ranging from bacterial colonies (5), marine fungi
(6), lichens (7), and giant protists (8, 9) to stem-
group animals and crown-group Eumetazoa
(4, 10, 11). The recent general consensus is that
these fossils are polyphyletic (12, 13): At least
some members of the Ediacara biota are almost
unanimously interpreted as bilaterian animals
(Kimberella) (14, 15), whereas others are confident-
ly ascribed to giant protozoa (Palaeopascichnus)
(16). Beltanelliformis—although previously inter-
preted as bacteria, benthic and planktonic algae,
as well as different animals—is now recognized
as a spherical colony of cyanobacteria on the basis
of their biomarker content (17). The affinity of
most other Ediacarans, however, remains con-
troversial, even at the Kingdom level (4). Most
recently, arguments surrounding these fossils
have centered on lichens, giant protists, and stem-
or crown-group Metazoa.
Whereas the lichen hypothesis (7) requires

an implausible reinterpretation of the habitat of
the Ediacara biota from a marine to a conti-

nental depositional environment (18), for many
Ediacaran fossils, including dickinsoniids, it cur-
rently seems impossible to distinguish between
giant protist and metazoan origins (4, 19). Some
Ediacaran fossils, such as Palaeopascichnus, were
likely giant unicellular eukaryotes (protists)
(16), which means that in contrast to modern
ecosystems, these organisms were present and
sometimes extremely abundant in shallow-water
Ediacaran habitats (20). Features of dickinsoniids
such as “quilting” patterns, the inferred absence
of dorso-ventral differentiation, and putative ex-
ternal digestion mode were found to be compat-
ible with modern giant protists and hard to
reconcile with metazoans (8, 20). Some modern
giant protists can be up to 25 cm in size (21). In
the absence of metazoan competition, they may
have become even larger, possibly providing an
explanation for the size range of Ediacaran pro-
tistan fossils (8). Some giant protists even have a
motile lifestyle, compatible with Ediacaran trace
fossils (22) and dickinsoniid “footprints” (15). For
dickinsoniids, the absence of evidence for a
mouth and gut, perceived absence of bilateral
symmetry, and possible external digestion are
all consistent with a protistan origin. However,
all of the above characteristics are also com-
patible with basal Metazoa such as the Placozoa
that are situated at the very base ofEumetazoa (23),
whereas rejection of an external digestion mode
and acceptance of supposed cephalization (15)may
place dickinsoniids even higher on themetazoan
tree. The nature of dickinsoniids, andmost other
Ediacaran fossils, thus remains unresolved.
We applied a new approach (17) to test the

lichen, protist, and animal hypotheses by study-
ing biomarkers extracted from organically pre-
served dickinsoniids. Hydrocarbon biomarkers
are the molecular fossils of lipids and other bio-
logical compounds. Encased in sedimentary rock,
biomarkers may retain information about their
biological origins for hundreds of millions of

years. For instance, hopanes are the hydrocarbon
remains of bacterial hopanepolyols, whereas sat-
urated steranes and aromatic steroids are diage-
netic products of eukaryotic sterols. The most
common sterols of Eukarya possess a cholester-
oid, ergosteroid, or stigmasteroid skeleton with
27, 28, or 29 carbon atoms, respectively. These
C27 to C29 sterols, distinguished by the alkylation
pattern at position C-24 in the sterol side chain,
function as membrane modifiers and are widely
distributed across extant Eukarya, but their rela-
tive abundances can give clues about the source
organisms (24).
Apart from Dickinsonia (Fig. 1B), which is

one of the most recognizable Ediacaran fossils,
dickinsoniids include Andiva (Fig. 1C and fig.
S1), Vendia, Yorgia, and other flattened Edia-
caran organisms with segmented metameric
bodies and a median line along the body axes,
separating the “segments.” The specimens for
this study were collected from two surfaces in
the Lyamtsa (Dickinsonia) and Zimnie Gory
(Andiva) localities of the Ediacara biota in
the White Sea region (Russia). Both Dickinsonia
and Andiva are preserved in negative hyporelief
on the sole of sandstones with microbial mat
impressions and consist of a thin (up to ~3 mm)
film of organic matter. The organic matter was
detached from the rock surface (fig. S1) and ex-
tracted for hydrocarbon biomarkers under strict
exclusion of contamination (materials and meth-
ods). Much thinner organic films covering the
surfaces around Andiva fossils from the Zimnie
Gory locality were extracted as well, providing a
background signal coming from associated mi-
crobial mats. Investigation of biomarker compo-
sition of surrounding surfaces and enclosing
sedimentary rocks allowed us not only to sub-
tract the background signal but also to make
sure that the biomarker signal from the fossils
is not contaminated (supplementary text). We
analyzed biomarkers using gas chromatography–
mass spectrometry (materials and methods).
The deposits immediately above and below

Dickinsonia are characterized by amonoaromatic
steroid distribution of 10.6 to 11.9% cholesteroids,
13.4 to 16.8% ergosteroids, and 71.3 to 76.0%
stigmasteroids, which is consistent with the
general steroid distribution of sediments at the
Lyamtsa locality (Fig. 1). The strong stigmaste-
roid predominance is typical for the Ediacaran
period and presumably related to green algae
(Chlorophyta) inhabiting benthic mats or the
water column (25). In these and all other Edia-
caran sediment samples from the White Sea re-
gion, the carbon-number distribution of saturated
steranes is nearly identical to the distribution
of monoaromatic steroid homologs and always
dominated by green algal stigmasteroids (Table 1).
By contrast, biomarkers extracted from the iso-
lated organic matter of the largest Dickinsonia
specimen had a monoaromatic steroid distribu-
tion of 93% cholesteroids, 1.8% ergosteroids, and
5.2% stigmasteroids (Fig. 1A and Table 1). A gen-
eral trend of increasing monoaromatic choles-
teroid abundance from 84.8 to 93.0% from the
smaller to the larger Dickinsonia specimens
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(Fig. 1D) reflects decreasing contribution of the
green algal background signal (fig. S2).
The striking abundance of cholesteroids in

Dickinsonia is corroborated by an unusual sterane
isomer distribution. In sediments surrounding
the fossils in Lyamtsa and Zimnie Gory local-
ities, the ratio of 5b over 5a stereoisomers for
all steranes is generally near the equilibrium
diagnostic for abiological isomerization (aver-
age 5b/5a = 0.65 ± 0.26, n = 54 samples) (Fig. 1,
D and E). By contrast, in the fossils, 5b/5a of
cholestane is markedly elevated—up to 5.5 in
Dickinsonia (Table 1 and Fig. 1, C, D, andE)—values
that are generated through strictly anaerobic
microbial activity (26, 27), such as during the
decay of carcasses. Although the gut flora of some
mammals is known to produce 5b-stanols (pre-
cursors of 5b-steranes) (28), high relative abun-
dances of these molecules in some background
sediments (Fig. 1E) andmacroalgae (17) from the
White Sea contests the otherwise exciting possibil-

ity that 5b-steranes originated from Dickinsonia’s
gut microbiota (supplementary text). 5b ergo-
stanes and stigmastanes in the Dickinsonia ex-
tracts are not elevated (Table 1), demonstrating
that they are ultimately not derived from dick-
insoniids but from the underlying microbial mat
or surrounding sediment (fig. S2). On the basis of
these steroid homolog and isomer patterns, we
compute that the sterols of living Dickinsonia
consisted of at least 99.7% cholesteroids (sup-
plementary text). Within analytical precision, it is
impossible to exclude that Dickinsonia produced
traces of ergosteroids (up to 0.23%) or stig-
masteroids (up to 0.07%). Such steroids, if present,
may be derived from the organism itself but could
also represent dietary uptake or contributions
from symbionts.
Biomarker signatures of Andiva specimens

from the Zimnie Gory locality are less well dif-
ferentiated from the microbial mat background
signal and do not display a clear elevation of

cholesteroids relative to the background (Table 1).
Yet even in these fossils, 5b/5a ratios for choles-
tanes aremuch higher (5b/5a = 1.02 to 1.31) when
comparedwith ergostanes and stigmastanes from
the fossil extract (5b/5a = 0.52 to 0.66) and the
surroundingmat (5b/5a = 0.65 to 0.81) (Table 1).
On the basis of these values, we can compute a
conservativeminimumC27 sterol content of 88.1%
for Andiva (supplementary text).
Using the remarkable steroid patterns of the

fossils, it is possible to test the position of dick-
insoniids on the phylogenetic tree. Lichen-forming
fungi only produce ergosteroids, and even in
those that host symbiotic algae, ergosteroids
remain the major sterols (29, 30). Dickinsonia
contained no or a maximum of only 0.23% ergo-
steroids, conclusively refuting the lichen hypoth-
esis (7). The groups of rhizarian protists that
include gigantic representatives (Gromiidae,
Xenophyophorea, and other Foraminifera) and
their retarian relatives all produce a complex
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Fig. 1. Biomarkers from organi-
cally preserved Dickinsonia.
(A) Mass/charge ratio 253 selected
ion recording chromatogram
showing the distribution of
monoaromatic steroids (MAS)
of the solvent extract of a large
Dickinsonia specimen (Dickinsonia-
2; 5.5 cm width). (B) Organically
preserved Dickinsonia from the
Lyamtsa locality (Dickinsonia-2).
(C) Metastable reaction monitoring
chromatogram showing the sum
of C27–29 sterane traces of
Dickinsonia-2. abb = 5a(H), 14b(H),
17b(H) (and correspondingly for
aaa and baa); S and R indicate
isomerization at position C-20.
(D) Relationship between the
MAS C27/MAS C29 ratio and the
Animal Decomposition Index
(ADI) = (C27 5b/5a)/(C29 5b/5a) in
Dickinsonia (n = 6 samples), Andiva
(n = 2 samples), and bulk rock
extracts from the Lyamtsa and
Zimnie Gory localities (n =
32 samples). Only samples with
detectable MAS were used in the
plot. ADI is a measure of the
quantity of sterols that
decomposed in the anaerobic
microenvironment of an animal
carcass relative to normal sterol
decomposition within the
background sediment. ADI ≈ 1
indicates that cholesteroids
and stigmasteroids underwent
alteration in the same diagenetic
environment consistent with
the absence of animal tissue.
ADI > 1 indicates contribution
of animal steroids to the biomarker signal. (E) Relationship between the 5b/5a sterane isomer ratio for cholestane (C27) and stigmastane (C29)
in Dickinsonia (n = 8 samples), Andiva (n = 2 samples), and bulk rock extracts from the Lyamtsa and Zimnie Gory localities (n = 54 samples). 5b/5a =
(baa 20R + aaa 20S)/aaa 20R. MAS structures: I = 5b(H)10b(CH3), II = 5a(H)10b(CH3), V = 5b(CH3)10b(H), and VII = 5a(CH3)10a(H).
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mixture of sterols, with cholesteroids compris-
ing 10.3 to 78.2% of the mixture, ergosteroids 4.9
to 43.0%, and stigmasteroids 7.2 to 60.1% (table
S4). Moreover, rhizarian protists may produce
C30 sterols (24-n-propylcholesteroids) that can
form a notable (up to ~20%) proportion of their
total sterol content (31). By contrast, in most
Dickinsonia and Andiva extracts, C30 steroids
were below detection limits. Thus, the steroid
composition of dickinsoniids is markedly distinct
from steroid distributions observed in Rhizaria,
rendering a protozoan affinity of these fossils
extremely unlikely. All animals—with rare excep-
tions, such as some demosponges and bivalve
molluscs—are characterized by exclusive produc-
tion of C27 sterols (32, 33). The closest relatives
of metazoans, Choanoflagellatea and Filasterea,
produce 90 to 100% and 84 to 100% of choles-
terol, respectively, and contain up to 16% ergo-
steroids (34–36). Although the sterol composition
of some choanoflagellates and filastereans falls
within the range observed for Dickinsonia and

Andiva, they are unlikely precursor candidates
because these groups are only ever represented
by microscopic organisms, leaving a stem- or
crown-groupmetazoan affinity as the only plausi-
ble phylogenetic position for Dickinsonia and
its morphological relatives.
Molecular fossils firmly place dickinsoniids

within the animal kingdom, establishing Dick-
insonia as the oldest confirmed macroscopic
animals in the fossil record (558 million years
ago) next tomarginally youngerKimberella from
Zimnie Gory (555 million years ago) (37). How-
ever alien they looked, the presence of large
dickinsoniid animals, reaching 1.4 m in size (38),
reveals that the appearance of the Ediacara biota
in the fossil record is not an independent exper-
iment in large body size but indeed a prelude to
the Cambrian explosion of animal life.
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Table 1. Steroid distributions in Dickinsonia and Andiva extracts. C30 steranes are only represented by 24-isopropylcholestanes. 5b/5a = (baa 20R +

aaa 20S)/aaa 20R. ADI = (C27 5b/5a)/(C29 5b/5a) (Fig. 1). Only the I and V monoaromatic steroid isomers (nomenclature provided in Fig. 1) were used

for all computations because they display the least coelution with other peaks on the chromatogram. Numbers in parentheses are standard deviation
values, and numbers in brackets next to zero values represent the detection limit (the maximum of a given compound that may be present when

not detected). n/a, not applicable; dashes indicate not measurable.

Saturated steranes Monoaromatic steroids

Sample Locality Size

(width, cm)

C27 (%) C28 (%) C29 (%) C30 C27 5b/5a C28 5b/5a C29 5b/5a ADI C27 (%) C28 (%) C29 (%) C27/C29

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-1 Lyamtsa 6.0 48.1

(1.3)

5.7

(0.2)

45.8

(1.2)

0.4

(0.04)

3.61

(0.21)

0.52

(0.34)

0.60

(0.06)

6.01

(0.67)

92.4

(2.5)

2.1

(0.1)

5.5

(0.3)

11.84

(0.93)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-2 Lyamtsa 5.5 63.2

(1.5)

4.9

(0.2)

31.9

(0.8)

0 {0.05} 5.49

(0.28)

0.65

(0.34)

0.75

(0.06)

7.28

(0.65)

93.0

(2.3)

1.8

(0.1)

5.2

(0.3)

14.75

(0.91)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-3 Lyamtsa 4.5 47.9

(1.5)

6.1

(0.3)

46.0

(1.4)

0 {0.03} 4.08

(0.29)

0.75

(0.34)

0.63

(0.04)

6.50

(0.64)

92.5

(3.2)

2.7

(0.2)

4.8

(0.3)

11.71

(1.41)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-4 Lyamtsa 4.0 33.4

(2.2)

8.0

(0.7)

58.5

(3.5)

0 {0.08} 2.66

(0.41)

0.97

(0.34)

0.64

(0.08)

4.18

(0.83)

87.9

(6.4)

4.8

(0.7)

7.3

(0.9)

8.67

(1.59)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-5 Lyamtsa 4.0 44.8

(0.9)

7.6

(0.4)

47.6

(1.0)

0 {0.01} 2.33

(0.10)

0.81

(0.34)

0.45

(0.02)

5.21

(0.32)

91.3

(4.5)

3.6

(0.4)

5.1

(0.5)

8.66

(1.81)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-6 Lyamtsa 3.5 27.5

(0.7)

9.9

(0.5)

62.6

(1.3)

0 {0.04} 1.34

(0.07)

0.79

(0.34)

0.50

(0.02)

2.67

(0.18)

84.8

(5.7)

3.4

(0.5)

11.8

(1.2)

3.51

(0.80)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-7 Lyamtsa 1.0 17.2

(1.2)

6.9

(1.2)

75.9

(3.6)

0 {0.18} 0.71

(0.10)

0.22

(0.34)

0.47

(0.05)

1.49

(0.26)

— — — —

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-8 Lyamtsa 2.5 20.5

(1.3)

6.7

(1.2)

72.7

(3.6)

0 {0.10} 0.91

(0.13)

0.26

(0.34)

0.48

(0.05)

1.89

(0.32)

— — — —

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-

Sandstone

Lyamtsa n/a 11.6

(0.3)

8.9

(0.2)

78.9

(1.2)

0.6

(0.04)

0.64

(0.04)

0.85

(0.34)

0.52

(0.02)

1.23

(0.08)

11.9

(1.0)

16.8

(1.5)

71.3

(4.4)

0.17

(0.01)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Dickinsonia-

Clay

Lyamtsa n/a 9.7

(0.3)

7.8

(0.2)

82.0

(1.3)

0.5

(0.03)

0.61

(0.03)

0.71

(0.34)

0.59

(0.02)

1.03

(0.07)

10.6

(0.7)

13.4

(0.9)

76.0

(3.3)

0.2

(0.01)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Andiva-1 Zimnie Gory 8.0 24

(0.4)

10.3

(0.3)

64.3

(0.9)

1.3

(0.1)

1.07

(0.04)

0.76

(0.34)

0.68

(0.02)

1.55

(0.07)

21.5

(0.8)

17.5

(0.7)

61.0

(1.9)

0.36

(0.01)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Andiva-2 Zimnie Gory 4.0 24.9

(1.2)

12.2

(1.2)

61.8

(2.7)

1.0

(0.2)

1.31

(0.15)

0.81

(0.34)

0.52

(0.04)

2.54

(0.36)

29.3

(2.6)

12.6

(1.4)

58.1

(4.5)

0.55

(0.05)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Andiva Mat Zimnie Gory n/a 25.8

(1.0)

15.8

(1.0)

57.4

(1.9)

1.0

(0.1)

0.80

(0.07)

0.96

(0.34)

0.65

(0.04)

1.24

(0.13)

18.7

(1.4)

21.4

(1.6)

59.8

(3.5)

0.35

(0.02)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Andiva-

Sandstone

Zimnie Gory n/a 37.5

(1.0)

10.5

(0.3)

51.6

(1.3)

0.5

(0.04)

0.65

(0.04)

0.91

(0.34)

0.61

(0.03)

1.08

(0.08)

25.6

(1.7)

15.7

(1.2)

58.7

(3.4)

0.43

(0.03)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Andiva-Clay Zimnie Gory n/a 23.1

(0.5)

9.5

(0.3)

65.9

(1.3)

1.5

(0.02)

0.86

(0.04)

0.84

(0.34)

0.68

(0.02)

1.26

(0.07)

19.4

(1.6)

11.2

(1.2)

69.4

(4.7)

0.28

(0.02)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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MAMMALIAN EVOLUTION

Fossils reveal the complex
evolutionary history of the
mammalian regionalized spine
K. E. Jones1*, K. D. Angielczyk2, P. D. Polly3, J. J. Head4, V. Fernandez5,
J. K. Lungmus6, S. Tulga7, S. E. Pierce1*

A unique characteristic of mammals is a vertebral column with anatomically distinct regions,
but when and how this trait evolved remains unknown.We reconstructed vertebral regions
and their morphological disparity in the extinct forerunners of mammals, the nonmammalian
synapsids, to elucidate the evolution of mammalian axial differentiation. Mapping patterns
of regionalization and disparity (heterogeneity) across amniotes reveals that both traits
increased during synapsid evolution. However, the onset of regionalization predates increased
heterogeneity. On the basis of inferred homology patterns, we propose a “pectoral-first”
hypothesis for region acquisition, whereby evolutionary shifts in forelimb function in
nonmammalian therapsids drove increasing vertebral modularity prior to differentiation of
the vertebral column for specialized functions in mammals.

T
he evolution of the mammalian body plan
from the ancestral amniote condition is
one of the most iconic macroevolutionary
transitions in the vertebrate fossil record
(1, 2). A unique feature of mammals is their

specialized vertebral column, which displays con-
strained vertebral counts but highly disparate
morphologies (2–4). In therian mammals, the
presacral vertebral column is traditionally divided
into cervical, rib-bearing thoracic, and ribless
lumbar regions (Fig. 1A). In contrast, the pre-
sacral vertebrae of basal amniotes are compar-
atively uniform and show little differentiation
(Fig. 1B). The transition from an “unregionalized”
to a “regionalized” presacral column is an impor-
tant step in mammalian evolution and has been
linked to the origin of specialized gaits and
respiratory function (1, 2, 5, 6).
Recent quantitative work has detected subtle

presacral regionalization in extant snakes and
limbed lizards, superficially unregionalized taxa
(7). It was hypothesized that the ancestral am-
niote condition is “cryptic regionalization,” in
which regions are present but are only subtly
expressed. The global-patterningHomeobox (Hox)
genes were implicated as underlying these con-
served regionalization patterns.Under thismodel,
the degree of regionalization—the number of re-
gions present—has remained constant through

mammalian evolution, whereas the amount of
morphological disparity between regions (here
termed heterogeneity) has increased. But this
evolutionary scenario is based solely on data
from extant species.
The two amniote clades—Synapsida (mammals

and their relatives) and Sauropsida (reptiles,
birds, and their relatives)—diverged more than
320 million years ago and have independently
undergone substantialmorphological transforma-
tions. Therefore, to document the evolution of the
mammalian vertebral column, we must examine
mammals’ extinct forerunners, the nonmamma-
lian synapsids. Here, we examined the presacral
vertebral columns of 16 exceptionally preserved
nonmammalian synapsids (including “pelycosaurs,”
basal therapsids, and cynodonts), one extinct
amniote outgroup, and a broad range of extant
salamanders, reptiles, andmammals. Usingmor-
phometric data, we quantifiedpatterns of region-

alization and heterogeneity and compared their
evolution to elucidate when and how synapsid
presacral differentiation occurred.
Using a likelihood-based segmented regression

approach, we calculated a regionalization score
for each taxon [an Akaike information criterion
(AIC)–weighted average of the relative fit of one-
to six-region hypotheses], producing a continu-
ous variable that reflects the estimated number
of vertebral regions (fig. S2). Similar to prior
work (7), most reptiles and some extant mam-
mals (e.g., monotremes) have regionalization
scores indicating the presence of four regions
(Fig. 2A), whereas therians (marsupials and pla-
centals) most frequently display five regions.
Therian regionalization scores are also more
variable, probably reflecting high ecomorpho-
logical diversification of their axial system (4).
Thus, data from extant amniotes alone support
the null hypothesis of conserved regionalization.
However, both salamanders and basal synapsids
have lower regionalization scores than extant
amniotes (Fig. 2A, cool colors), which demon-
strates that regionalization increased indepen-
dently in the sauropsid and synapsid lineages.
Accordingly, we reject the hypothesis of con-
served regionalization patterns in amniotes, and
instead propose the hypothesis of increasing re-
gionalization in synapsid evolution.
Heterogeneity, expressed as the logarithm of

themean variance of themorphologicalmeasures
for each column, also increased during synapsid
evolution (Fig. 2B). Lepidosaurs and salaman-
ders have low heterogeneity, denoting relative
uniformity of the axial column; therians have
much higher values, reflecting their extreme
disparity; and crocodilians have intermediate
levels. Most nonmammalian synapsids also have
intermediate levels of heterogeneity. The out-
group Diadectes and the ophiacodontids display
particularly low values, reinforcing previous as-
sertions of homoplastic increases in mammals
and archosaurs from a homogeneous ancestral
condition (7). The cynodont Kayentatherium
has more heterogeneous morphologies than the
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Fig. 1. Regionalization and heterogeneity. (A) The therian presacral column is highly regionalized
and morphologically differentiated (Mus musculus). (B) Basal synapsids display a homogeneous
dorsal region with little differentiation (Ophiacodon).
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other fossil taxa, reflecting its position close to
the mammal radiation. Given the association
between heterogeneity and functional special-
ization of the axial skeleton in therians, the
more homogeneous morphologies of most non-
mammalian synapsids point toward functional
conservatism.
Although regionalization and heterogeneity

increased during synapsid evolution, they are
not significantly related (fig. S7 and table S6,
P = 0.73), meaning that simple linear change is
insufficient to explain these patterns. Instead,
quantitative trait modeling supports evolution
toward shifting adaptive optima (multiple opti-
mumOrnstein-Uhlenbeckmodels) for these data
(table S7). On the basis of AIC fitting, we recon-
structed two major adaptive shifts in each trait
during synapsid evolution (Fig. 3 and fig. S8). The
adaptive optimum for regionalization increases
from around three regions in “pelycosaurs” to
around four regions at the base of Therapsida, with
a later shift to five regions occurring in Theria. The
adaptive optimum for heterogeneity increases first
at Cynodontia and subsequently within therians.
Taken together, our data reveal that vertebral
regionalization increased before heterogeneity
increased, hence these two measures of axial dif-
ferentiation evolved independently.
To understand how vertebral regionalization

increased in synapsids, we reconstructed region
boundaries recovered in the best-fit segmented
regression models (Fig. 4A). Region boundaries
were then cross-referenced with developmental
data, anatomical landmarks, and variation in
extant species to identify homologies (Fig. 4B).
In extant tetrapods, the cervicothoracic transi-
tion is correlated withHox6 expression, rib mor-
phology, and the position of the forelimb and
brachial plexus (8). Therefore, the cervicothoracic
boundary was identified by (i) the position of the
posterior branch of the brachial plexus, and
(ii) the location of the anterior sternal articulation
or first long rib. Functional studies inMus also
show that Hox9 patterns the transition from
sternal to nonarticulating ribs and that Hox10
controls the suppression of ribs altogether in
the lumbar region (Fig. 4B) (9, 10). In keeping
with this association, dorsal regions were defined
relative to their proximity to long ribs (anterior
dorsal), short ribs (posterior dorsal), or absent
ribs (lumbar).
Using these criteria, region homology hypothe-

ses were constructed in key taxa for which rib
or neural anatomy are known (Fig. 4B). In sal-
amanders (and the stem amniote Diadectes; see
supplementary text), three regions are recovered.
The anterior break correlates with the posterior
branch of the brachial plexus in Ambystoma, im-
plying homology with the cervical region despite
the lack of a true “neck” (Fig. 4B, red region). Al-
though salamanders have poorly developed ribs,
the position of the posterior break in the mid-
trunk is consistent with the anterior-posterior
dorsal transition in other taxa (Fig. 4, yellow and
pale blue regions). This ancestral three-region
pattern is retained in the most basal synapsids.
In “pelycosaurs,” the first break corresponds

to the inferred cervicothoracic transition based
on rib length and forelimb position (e.g., v5 in
Edaphosaurus, v7 in Dimetrodon), whereas the
second break corresponds to the gradual tran-
sition from longer to shorter dorsal ribs, signifying
cervical, anterior dorsal, and posterior dorsal
homologies (Edaphosaurus; Fig. 4B).
Our data point to the convergent addition of a

fourth region in distinct locations in sauropsids
and synapsids. In sauropsids, a fourth region is
detected anterior to the brachial plexus, suggest-
ing a novel cranial regionwithin the neck (Iguana;
Fig. 4B, purple region). Sauropsids exhibit more
variation in cervical count than do synapsids (11),
providing a potential connection between neck
plasticity and cervical modularity in this lineage.
Conversely, in basal therapsids and cynodonts,
a fourth region is detected posterior to the cer-
vicothoracic transition (Thrinaxodon; Fig. 4B,
orange region). In Thrinaxodon, the first break

corresponds to the cervicothoracic transition
and first full-length rib (v7–8), the second break
lies in the middle of the long rib series (v12–13),
and the anterior-posterior dorsal boundary falls
at the transition from long to short ribs (v19–20).
These regions conform to the ancestral cervi-
cal region (red), a novel pectoral region (orange),
and the ancestral anterior dorsal (yellow) and
posterior dorsal (pale blue) regions. Therian
mammals display an additional break within the
posterior dorsal region that differentiates the
ribless lumbar region (Mus; Fig. 4B, blue region).
Considering the pattern of region acquisition,

we propose a “pectoral-first” hypothesis for the
evolution of mammalian presacral regionaliza-
tion (Fig. 4). Under this hypothesis, “pelycosaurs”
retained the three-region ancestral amniote con-
dition. In basal therapsids, addition of a fourth
“pectoral module” accompanied the reorganiza-
tion of the pectoral girdle and forelimb. Unlike
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“pelycosaurs,” therapsids are characterized by
reduction of the pectoral girdle dermal bones
and increased shoulder mobility (1, 12). Medial
extrinsic shouldermuscles (e.g., levator scapulae,
serratus ventralis) originating on the scapula
are thought to have expanded their axial inser-
tions during synapsid evolution (12). As these
vital body-support muscles attach directly onto
the underlying vertebrae and ribs, shifts in pec-
toral morphology and function likely drove di-
vergent neck- and shoulder-selective regimes
in the axial skeleton, providing impetus for in-
creased regionalization (1, 12, 13). Further, the
vertebrae, medial extrinsic shoulder muscles,
and dorsal border of the scapula all develop
directly from somitic mesoderm (primaxial),
signifying strong developmental ties between
these structures (14).
It has been proposed that the muscular dia-

phragm evolved from an unmuscularized septum
or “proto-diaphragm” via co-option of shoulder
muscle precursor cells that were later canalized
into a distinct cell population by repatterning of
the posterior neck (15). Reorganization of the
anterior column and pectoral girdle in therapsids
may have facilitated this transition by increas-
ing cervicothoracic modularity and remodeling
shoulder musculature. Subsequent fixation of
the cervical count at seven in nonmammalian
cynodonts is hypothesized to represent the ap-
pearance of the mammalian-style muscular dia-

phragm (6). Thus, anterior regionalization that
had initially been associated with shoulder evo-
lution in early therapsids was likely later exapted
in cynodonts in response to selection for in-
creased ventilatory efficiency (5, 15).
A “lumbar module” evolved later in therian

mammals. Evolution of the lumbar region in
mammals is associated with Hox10, which func-
tions to repress rib formation and patterns lum-
bar identity in Mus (10) (Fig. 4B). Convergent
loss or gain of lumbar ribs in multiple fossil
theriiform clades suggests high plasticity of this
character early in therian evolution (16). Within
therians, lumbar count and morphology vary,
and this is reflected by translocation of the (mor-
phometrically defined) region boundary in our
sample. Because the lumbar region plays a crit-
ical role in mammalian locomotion, it is predicted
that region variability is related to ecological

specialization caused by clade-specific function-
al overprinting.
Regional differentiation is “themajor structural

difference between reptilian and mammalian
vertebral columns” (13), yet its evolution has never
been quantitatively examined. Our findings show
that regionalization and heterogeneity—the two
aspects of vertebral differentiation—evolved
independently. Forelimb reorganization in the-
rapsids drove initial increases in regionalization
as a result of developmental and functional
connections between the pectoral girdle and
underlying vertebrae. High heterogeneity and
presumed functional diversity did not appear
until crown mammals. The combination of a
regionalized axial skeleton with heterogeneous
vertebralmorphologies ultimately enabledmam-
mals to become specialized for a remarkable di-
versity of ecologies and behaviors.
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SYNTHETIC BIOLOGY

Programmable protein circuits in
living cells
Xiaojing J. Gao*, Lucy S. Chong*, Matthew S. Kim, Michael B. Elowitz†

Synthetic protein-level circuits could enable engineering of powerful new cellular
behaviors. Rational protein circuit design would be facilitated by a composable
protein-protein regulation system in which individual protein components can regulate one
another to create a variety of different circuit architectures. In this study, we show that
engineered viral proteases can function as composable protein components, which
can together implement a broad variety of circuit-level functions in mammalian cells. In
this system, termed CHOMP (circuits of hacked orthogonal modular proteases), input
proteases dock with and cleave target proteases to inhibit their function. These
components can be connected to generate regulatory cascades, binary logic gates, and
dynamic analog signal-processing functions. To demonstrate the utility of this system,
we rationally designed a circuit that induces cell death in response to upstream activators
of the Ras oncogene. Because CHOMP circuits can perform complex functions yet
be encoded as single transcripts and delivered without genomic integration, they offer a
scalable platform to facilitate protein circuit engineering for biotechnological applications.

S
ynthetic biology seeks to enable rational
design of circuits that confer new functions
in living cells. Most efforts thus far have
centered on gene regulation because of the
relative ease with which transcription fac-

tors and other nucleic acid–interacting proteins
can be configured to regulate one another’s ex-
pression (1–10). However, many natural cellular
functions are implemented by protein-level cir-
cuits, in which proteins specifically modify each
other’s activity, localization, or stability. For exam-
ple, caspase-mediated programmed cell death is
regulated by a circuit of proteases that activate
one another through cleavage (11). Synthetic
protein circuits could provide advantages over
gene regulation circuits, including faster opera-
tion, direct coupling to endogenous pathways,
single-transcript delivery, and function without
genomic integration (Fig. 1A).
The key challenge is designing composable

protein components whose inputs and outputs
are of the same type, so that they can form awide
variety of protein circuits (12), much as a few
electronic components can bewired to produce a
variety of electronic circuits (Fig. 1A). Although
natural protein domains have been combined to
generate proteins with hybrid functions or to
rewire cellular pathways for research (13–18)
and biomedical applications (17, 19), the lack of
composability has limited our ability to design
protein-level function in living cells.
Viral proteases provide a promising basis for

such a system (20, 21). Many of them exhibit
strong specificity for short cognate target sites,
which can be recognized and cleaved in various
protein contexts (22–24). Natural viral diversity
provides multiple proteases with distinct spe-

cificities (25). Viral proteases can be used with
degrons to control protein stability (26–29). They
can also activate transcription factors (30–32),
synthetic intein zymogens (33), and other pro-
teases in a purified protein system (20, 21).
We first focused on the well-characterized to-

bacco etch virus protease (TEVP) (34). To quantify
TEVP activity, we designed a reporter in which a
cognate cleavage site (tevs) is inserted between a
citrine fluorescent protein and a dihydrofolate
reductase (DHFR) degron, which can be inhib-
ited by trimethoprim (TMP) as a positive control
(35) (Fig. 1B). We transfected human embryonic
kidney (HEK) 293 cells with plasmids expressing
different combinations of TEVP, the reporter, and
an mCherry cotransfection marker, and we ana-
lyzed cells by flowcytometry.Weused themCherry
signal to select highly transfected cells, which
showed the largest separation of basal reporter
fluorescence from cellular autofluorescence to
maximize the observable dynamic range of the
reporter (materials and methods, Fig. 1B, and
fig. S1A). Treating cells with TEVP strongly in-
creased reporter abundance to levels similar to
those obtained by TMP inhibition of the degron
(Fig. 1B and fig. S1B, left). We also designed a
complementary repressible reporter in which
TEVP cleavage exposes a destabilizing N-terminal
tyrosine residue (26, 36) (Fig. 1C and fig. S1B,
right). These designs generalized in a straight-
forward manner to the related tobacco vein
mottling virus protease (TVMVP) (37) and, with
some modifications, to the unrelated hepatitis C
virus protease (HCVP) (24, 38) (fig. S1, C and D,
and supplementary text). Furthermore,measuring
activation of each reporter in response to each pro-
tease revealed limited cross-activation (Fig. 1D).
Thus, three viral proteases can be used to orthog-
onally increase or decrease cognate reporters.
To enable the design of complex circuits, we

next sought to achieve protease-protease regu-
lation. The degron strategy used for the reporters

failed to produce strong regulation, possibly be-
cause proteases can cleave degrons within the
same protease molecule with relaxed specificity
(28). Instead, we designed a scheme that regu-
lates protease activity rather than abundance. We
incorporated antiparallel heterodimerizing leu-
cine zipper domains (39) to each half of a split
TEVP (40) to reconstitute its activity (Fig. 1E, left).
We also insertedHCVP cleavage sites between the
leucine zippers and TEVP to allow HCVP to
inhibit TEVP. Finally, we fused a leucine zipper
(complementary to one of the zippers on split
TEVP) to HCVP, thus enhancing its ability to
dock with and inhibit its TEVP target (fig. S1E,
left). This design successfully produced repres-
sion of TEVP by HCVP (Fig. 1E, left).
To generalize this design, we engineered a sim-

ilar TEVP variant repressed by TVMVP (fig. S1E,
right). On the basis of its sequence similarity
to TEVP (fig. S1F), we also engineered TVMVP
variants repressedby eitherHCVP (Fig. 1E, right) or
TEVP (fig. S1G). Tomake these designsmore com-
pact, we linked the two halves of each regulated
protease with a single leucine zipper flanked by
cleavage sites for the input protease, creating
single-chain repressible proteases (Fig. 1F and
fig. S1, H and I). Similar approaches enabled us
to engineer protease regulation of the unrelated
protease HCVP by using a different split strategy
(supplementary text). In these constructs, cleavage
by either TEVP or TVMVP strongly reducedHCVP
activity, enabling signal propagation through
three-stage protease cascades (Fig. 1G and fig. S1J).
Together, this strategy established a composable
protease regulation system.
Using this system, we designed core circuit

functions, starting with Boolean logic. We iden-
tified three design principles that together would
be sufficient to enable all eight two-input gates:
First, incorporation of a consecutive pair of dis-
tinct cleavage sites between a degron and a target
protein can implementOR logic, because cleavage
of either site is sufficient to stabilize the protein
(Fig. 2 and fig. S2A, OR). Second, to implement
AND logic, we flanked the target protein with
FKBP (41) and DHFR degrons on the N and C
termini, respectively, each removable with a dis-
tinct cleavage site. On the N terminus, a leucine
zipper was necessary to facilitate input protease
docking. In this design, removal of both degrons
was necessary to stabilize the protein (Fig. 2 and
fig. S2A, AND). Third, to implement negation, we
either used theN-end degron strategy (Fig. 1C) or
propagated signals through an intermediate pro-
tease repression step (Fig. 1E). Cotransfection of
each basic gate (OR, AND, and NOR as a specific
case of negation) with varying concentrations
of its inputs revealed the expected logic func-
tions (Fig. 2 and fig. S2B). Further, varying the
concentration of the reporter plasmid enabled
tuning of output levels without disrupting the
logical computation, facilitating matching of
input and output levels in more complex circuits
(fig. S2C). Finally, by utilizing theHCVP inhibitor
asunaprevir (28) and a rapamycin-induced TEVP
(40, 42), we found that these gates could also be
controlled by small-molecule inputs (fig. S3A).
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Fig. 1. Design of composable protein circuit components. (A) Compos-
able protein units (partial circles, left) can regulate one another in arbitrary
configurations with diverse functions (middle). Protein-level circuits can
interface directly with endogenous protein pathways and operate without
modifying the genome or entering the nucleus (right). (B) (Left) The protease-
activatable reporter (green) is stabilized by removal of a DHFR degron
(black target) through protease (partial circle) cleavage of a corresponding
target site (yellow circle).TMP (blue diamond) inhibits the degron and thus
stabilizes the reporter. (Middle) Flow cytometry distributions of reporter
fluorescence with (purple) or without (orange) TEVP. Distributions are limited
to the gated area in fig. S1A. Solid curves indicate skew Gaussian fits. Vertical
dashed lines and stars indicate distribution modes, which are plotted in
subsequent figure panels. (Right) Analysis of reporter response to TMPand/or
TEVP. Each dot represents one replicate. Stars indicate data from the middle
panel. a.u., arbitrary units. (C) In the protease-repressible reporter, protease

cleavage exposes an N-end degron (covered target) to destabilize the reporter.
(D) Three proteases (columns) exhibit orthogonal regulation of three
reporters (rows). Mean fluorescence intensity of three independent
measurements is normalized to the TMP-stabilized value of the
corresponding reporter. (E) Design for protease-repressible proteases.
TEVP is split as indicated and then reconstituted through dimerizing leucine
zippers (light and dark blue zig-zags). A leucine zipper–tagged HCVP
(red partial circle) can dock with the target TEVP and cleave it to remove
leucine zippers, effectively repressing TEVP.TVMVP (purple partial circle)
can be regulated using the same design. (F) A single-chain variant of
the HCV-repressible TEVP allows docking of and repressive cleavage by
HCVP. (G) Protease regulation can propagate through a three-stage
cascade. Repressible HCVP uses a variant design, in which TEVP cleavage
separates core HCVP from its docking leucine zipper and activity-enhancing
copeptide (small pie slice). In all panels, red lines indicate triplicate mean.
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These results thus show that three core gates ex-
hibit robust and tunable operation across multi-
ple input methods.
Next, we combined these principles to design

and validate the other two-input gates (Fig. 2
and fig. S2A). Furthermore, to testwhether output
from one gate could be directly used as input to
a subsequent gate, we constructed a more com-
plex nested NOR function by using additional
orthogonal proteases from soybean mosaic
virus (SMVP) (43) and herpes simplex virus
(HSVP) (44) (fig. S3B). The output from this
system was consistent with that expected from
the logical function NOR[TEVP, NOR(SMVP,
HSVP)] (fig. S3B).
Beyond Boolean logic, analog signal filtering

can enable many cellular functions, such as the
ability to selectively respond to specific input con-
centration ranges (45, 46). The incoherent feed-
forward loop (IFFL)motif, in which an input both
activates and inhibits the same target, provides a
simple implementation for this function (47, 48).
Inspired by the IFFL, we combined an activating
arm, inwhichTEVP removes aC-terminal degron,
with a repressing arm, in which TVMVP reveals a
destabilizing N-end tyrosine (Fig. 3A). To tune the
position and sharpness of the bandpass, we also
introduced a positive-feedback loop based on re-

ciprocal inhibition between HCVP and TVMVP
on the repression arm, such that the amount of
HCVP expression sets a threshold for TVMVP
activity (Fig. 3A).
To characterize this bandpass circuit, we con-

sidered the abundance of TEVP and TVMVP as
input and varied it through the concentration of
transfected DNA, which correlated linearly with
protein abundance (fig. S4A). The individual
activating and repressing arms of the circuit
generated increasing and decreasing responses,
respectively, to increasing amounts of TEVP and
TVMVP (Fig. 3, B and C). Addition of HCVP in-
creased both the threshold and the sharpness of
the response to TVMVP titration (Fig. 3C). Com-
bining the two arms into a single circuit gener-
ated the anticipated bandpass behavior when we
covaried TEVP and TVMVP expression through
either different amounts of plasmid (Fig. 3D)
or 4-epitetracycline induction (fig. S4B). Finally,
varying the abundance of HCVP tuned the po-
sition and amplitude of the bandpass response
(Fig. 3D and fig. S4B). These results demonstrate
rational engineering of tunable analog band-
pass filters.
Temporal signal processing, such as adaptation

to a change in input, has a critical role in diverse
biological systems (49) and has been demonstra-

ted synthetically in bacteria at the gene regula-
tion level (50). To engineer adaptation with the
CHOMP (circuits of hacked orthogonal modular
proteases) system, we designed an IFFL contain-
ing the three-step cascade (Fig. 1G) to introduce a
delay in the repressing arm relative to the activat-
ing arm (Fig. 3E). To enable sudden induction, we
adopted the rapamycin-induced TEVP used for
the logic gates (figs. S3A and S4C). To facilitate
dynamic readout of circuit output in individual
cells, we used a far-red (infrared) fluorescent pro-
tein (IFP) that is synthesized in a nonfluorescent
state but can be posttranslationally switched on
by TEVP (51) (fig. S4D, left). We also added a
conditional N-end degron to enable repression
by TVMVP (Fig. 3E).
We encoded the entire pulse-generation cir-

cuit as a single open reading frame, with inter-
leaved 2A self-cleaving peptides (52) to separate
distinct protein components (Fig. 3F). This gene
(encoding the single reading frame) was then
stably incorporated in the genome (materials and
methods). We used flow cytometry to analyze the
response of the reporter in a single clone over time
after rapamycin addition. Cells exhibited the ex-
pected adaptive dynamics, with a rise in fluores-
cence on a time scale of hours and a subsequent
decay to baseline over ~1 day (fig. S4D, right). To
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Fig. 2. CHOMP circuits implement binary logic gates. For each
indicated gate, TEVP and HCVP serve as binary inputs, which are
either included or excluded in transfections. Citrine fluorescence
serves as gate output. The design and performance of each nontrivial
two-input logic gate is shown for triplicate experiments (black dots).

Fluorescence intensity in each panel is normalized to the corresponding
reporter stabilized with TMP (for gates containing only C-terminal
degrons) or Shield-1 plus TMP (for gates containing degrons at
both termini). Gray regions indicate the range from maximum
“OFF” value to minimum “ON” value for that gate.
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obtain adirect viewof dynamics in individual cells,
we also analyzed the same cell line by time-lapse
fluorescence microscopy (Fig. 3G andmovie S1).
Analysis of individual cells revealed similar adapt-
ive dynamics, responding maximally at 269 ± 68

(mean ± SD)min after rapamycin addition, decay-
ing to 50%of their peak values over the subsequent
491 ± 170 min, and eventually reaching fluores-
cence similar to that before induction (Fig. 3H).
These results demonstrate the design of single-

gene multicomponent circuits that generate dy-
namic signal responses.
By coupling directly to endogenous cellular

outputs and inputs, protein-level circuits could
act as programmable therapeutic devices. As
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Fig. 3. Design of bandpass filtering and pulse-generation circuits.
(A) For bandpass filtering, the expression of co-regulated inputs TEVP
(yellow) and TVMVP (purple) are controlled by the amount of transfected
DNA or by doxycycline (square) induction.The amount of HCVP (red) plasmid
can be varied to tune the repression arm. (B) Input-output curve of the
activation arm in the absence of TVMVP. Here and in subsequent panels, dots
indicate duplicate measurements, and the curve is a model fit (materials and
methods). (C) Input-output curve of the repression arm, in the presence
of constant TEVP and increasing levels of HCVP (gray shades), which
increases the repression threshold and sharpens the response. (D) Bandpass
behavior of the complete circuit. Increasing HCVP expression (gray shades)
shifts the position and increases the amplitude of the peak response. Data in
(B) to (D) are normalized to the TMP-stabilized reporter. (E) Delayed

repression can enable pulse generation. In this design, rapamycin-induced
dimerization of FKBP and FRB domains reconstitutes TEVP. Cleavage of the
reporter by TEVP allows maturation of far-red fluorescent protein (IFP, pink)
(fig. S4D). (F) The pulse circuit was completely encoded on a single
transcript, with protein components (indicated) separated by self-cleaving
sequences (T2A and P2A) (47). (G) Filmstrips of a single cell stably
incorporating both the pulse-generation circuit (pink) and a constitutive
cerulean segmentation marker (blue). After rapamycin induction (t = 0), the
output IFP signal (pink) increases and then decays, whereas the cerulean
signal (blue) remains constant. (H) Traces of IFP fluorescence in 24 individual
cells (gray lines). This analysis omits cells that exhibited phototoxicity or
moved out of the field of view (see materials and methods). The black line
indicates median fluorescence over all cells at each time point.
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a proof of principle for such a strategy, we de-
signed a circuit to selectively kill cells with ele-
vated activation of Ras, a protein whose activity
is increased in many cancers (53, 54). More spe-
cifically, we designed a core circuit that responds

to upstream activators of Ras, such as SOS and
epidermal growth factor receptor (EGFR), by
activating an engineered TEV protease, which
in turn activates caspase-3 (Casp3) to induce
cell death (11, 55) (Fig. 4A, core circuit). We

then improved this circuit by incorporating
additional proteases and interactions (Fig. 4A,
full circuit).
To enable efficient protease-dependent induc-

tion of cell death at the plasmamembrane, where
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Fig. 4. CHOMP circuit enables conditional activation of Casp3 in
Ras-activating cells. (A) The core circuit (left) links Ras activation by
SOSCA or EGFRvIII to Casp3 activation. The full circuit (right) incorporates
an additional TVMVP component to enhance selectivity. New regulatory
features introduced in this circuit are explained schematically in the
corresponding numbered boxes. Box 1: Input from upstream activators of
Ras such as SOSCA and EGFRvIII (pink) activates Ras (light blue), causing
it to bind RBD (dark blue), reconstituting RasTEVP. Box 2: Engineered
Casp3 (green) tagged with a membrane localization sequence (mts)
can be converted from an inactive to an active state by TEVP cleavage.
Box 3: TVMVP cleavage detaches Casp3 from the membrane, reducing its
ability to be activated by membrane-localized TEVP. (B) TEVP activates
the engineered Casp3, whereas TVMVP inhibits this activation. Cells
transfected with the indicated components were analyzed to determine

the reduction index (percentage of cell number reduction compared to
cells transfected with only a fluorescent marker; see materials and
methods and fig. S5B). (C) The core circuit preferentially reduced cell
number in the presence of ectopic SOSCA. The full circuit exhibited
improved selectivity. (D) The full circuit (top) and a positive-control circuit
incorporating a Gly12→Val mutation that makes Ras constitutively active
and a Cys152→Ala mutation that abolishes TVMVP activity (bottom) were
each encoded as a single transcript. (E) In a mixed population, the single-
transcript circuit (D, top) conditionally reduced the number of EGFRvIII
cells (left) and SOSCA cells (right) compared with that of cocultured
control cells. The positive-control circuit (D, bottom) reduced the number
of both fractions. The dashed line indicates the upper limit of the
reduction index measured with the positive-control circuit. Dots from
the same well are color matched.
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Ras activation occurs, we membrane localized a
TEVP-activated Casp3 variant (55) by incorporat-
ing the 20–amino acid membrane-targeting se-
quence (mts) from the C terminus of human
H-Ras (56) (Fig. 4A, box 2). Using flow cytometry,
we quantified the effect of this Casp3 variant on
cell numbers in terms of a “reduction index”
whose value measures the relative reduction in
cell number compared with a control condition
(materials and methods and fig. S5B). The
membrane-targetedCasp3decreased cell numbers
when cotransfected with a similarly membrane-
localized TEVP variant (Fig. 4B), with higher
efficiency than the original cytoplasmic Casp3
variant (fig. S5D). Further, to allow bidirectional
regulation by TEVP and TVMVP, we also incor-
porated a TVMVP cleavage site adjacent to themts
tag (Fig. 4A, box 3), enabling membrane-localized
TVMVP to remove Casp3 from themembrane and
thereby attenuate its activation by TEVP (Fig. 4B).
Next, to couple Ras-activating inputs to TEVP,

we fused the N-terminal half of TEVP to Ras and
its C-terminal half to the Ras-binding domain
(RBD) of Raf, which binds to the active form of
Ras (57, 58). In this design, upstream activators
of Ras should reconstitute RasTEVP (Fig. 4A,
core circuit and box 1, and fig. S5C) and thereby
activate Casp3. To validate this design, we con-
structed a HEK293 cell line stably expressing a
constitutively active SOS (SOSCA) variant with a
membrane-localization myristoylation signal and
no inhibitory C-terminal region (59). Transfection
of the core circuit reduced cell numbers, both in
this SOSCA cell line and in its parental control line
that lacks ectopic SOSCA, but preferentially af-
fected the SOSCA cells (Fig. 4C, core circuit, and
fig. S5F). This selectivity required the regulated
Ras-RBD interaction (fig. S5E and supplemen-
tary text). However, though this core circuit
provided some selectivity, it also exhibited a rela-
tively high background rate of Casp3 activation
in the control cells.
To improve the circuit’s selectivity, we incor-

porated a TVMVP-TEVP reciprocal inhibition
motif (fig. S5A, boxes 4 and 5) similar to the one
used in the bandpass circuit, as well as feed-
forward repression of Casp3 activation by TVMVP
(Fig. 4A, box 3). In this full-circuit design, TVMVP
should suppress activation of Casp3 in control
cells, both directly and indirectly through TEVP.
By contrast, in SOSCA cells, elevated activation of
TEVP should override the inhibitory effects of
TVMVP. The full circuit indeed improved selectivity
(Fig. 4C, figs. S5GandS6A, andsupplementary text).
More specifically, expressing TVMVP in amounts
comparable to but lower than those of TEVP
nearly abolished off-target effects in control cells
while retaining most of the on-target reduction
in cell number (Fig. 4C and fig. S5G).
To simulate a more biomedically relevant con-

text, we encoded the full four-protein circuit on a
single transcript, optimizing the relative abun-
dance of components with internal ribosome
entry site variants (60) (Fig. 4D, fig. S6B, and
supplementary text), and transfected it into a
mixed population of SOSCA and control cells. At
its optimal concentration (fig. S6C), the single-

transcript circuit reduced the number of SOSCA
cells by ~40%, approaching the ~50% upper limit
achieved by a positive-control circuit that con-
stitutively activates Casp3 (Fig. 4D, and Fig. 4E,
right). (The upper limit is constrained by gene
delivery and expression efficiency.) Notably, it
exhibited minimal effects on the control pop-
ulation (Fig. 4E, right). SOSCA-dependent killing
could also be observed using annexin V stain-
ing as an independent readout of apoptosis
(fig. S6D). Finally, to test the generality of the
circuit, we considered the distinct and more
biomedically relevant input EGFRvIII, an onco-
genic EGFR mutant found in glioblastoma and
other cancer types (61). The single-transcript
full circuit also selectively killed EGFRvIII cells
(Fig. 4E, left, and fig. S6D). Together, these re-
sults show that a CHOMP circuit can be engi-
neered to detect and kill in response to upstream
activators of Ras through rational iterative design
optimization.
The considerable diversity of natural cellular

behaviors stems from the flexibility with which
regulatory components can form distinct circuits.
Our results demonstrate how a set of composable
protein regulators and circuit design principles
can enable a broad range of protein-based circuits
and functions. The use of a small number of com-
posable components shifts the design problem, in
part, from the level of the individual protein to the
level of the protein circuit. Because the operation
of CHOMP components does not depend on how
they are expressed, they can be optimized through
transient transfections, accelerating the overall
design-build-test cycle.Althoughpowerful, CHOMP
could be improved with additional features.
Protease-activating proteases would simplify some
circuit designs and facilitate signal amplification.
Protein design strategies to control the intrinsic
nonlinearity (effective cooperativity) of input-
output responses could enable the implementa-
tion of useful dynamics such as multistability
(62) and oscillation (63, 64). With one exception,
the circuits shown here were created with three
proteases, but additional orthogonal proteases
would allow larger and more complex circuits
(25). Finally, future work could expand the range
of CHOMP inputs and outputs, enabling direct
sensing of the activities of Ras and other on-
cogenes, and allow for combinatorial sensing of
multiple inputs.
CHOMP circuits could provide distinct capa-

bilities compared with transcriptional systems.
In terms of speed, proteases can respond rapidly
to an increase in input protease activity (fig. S7
and supplementary text). CHOMP circuits can
also operate in parallel at specific subcellular sites
within a cell. Because CHOMP circuits have a
relatively compact genetic design and do not
require regulatory interactions with DNA, they
could be introduced into differentiated and even
postmitotic cells with gene therapy vectors or
other viruses and could improve the specificity of
oncolytic virotherapy (65). Synthetically, hybrid
circuits combining transcriptional or translational
regulation with engineered proteases could offer
the programmability of base-pairing interactions

together with protein-level operation. For exam-
ple, existing cancer-detection circuits (66, 67) could
conditionally express CHOMP components to in-
crease specificity and couple to protein-mediated
inputs and outputs. Integrating these capabilities,
one can envision smart therapeutics or sentinels
based on CHOMP circuits (68, 69).
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BIOTECHNOLOGY

Engineered CRISPR-Cas9 nuclease
with expanded targeting space
Hiroshi Nishimasu1*, Xi Shi2,3, Soh Ishiguro4,5,6, Linyi Gao2,7, Seiichi Hirano1,
Sae Okazaki1, Taichi Noda8, Omar O. Abudayyeh2,3,9, Jonathan S. Gootenberg2,3,9,
Hideto Mori4,5,6, Seiya Oura8,10, Benjamin Holmes2,3, Mamoru Tanaka4, Motoaki Seki4,
Hisato Hirano1, Hiroyuki Aburatani4, Ryuichiro Ishitani1, Masahito Ikawa8,10,11,
Nozomu Yachie1,4,5,6, Feng Zhang2,3,7,9, Osamu Nureki1*

The RNA-guided endonuclease Cas9 cleaves its target DNA and is a powerful genome-
editing tool. However, the widely used Streptococcus pyogenes Cas9 enzyme (SpCas9)
requires an NGG protospacer adjacent motif (PAM) for target recognition, thereby
restricting the targetable genomic loci. Here, we report a rationally engineered SpCas9
variant (SpCas9-NG) that can recognize relaxed NG PAMs. The crystal structure revealed
that the loss of the base-specific interaction with the third nucleobase is compensated
by newly introduced non–base-specific interactions, thereby enabling the NG PAM
recognition.We showed that SpCas9-NG induces indels at endogenous target sites bearing
NG PAMs in human cells. Furthermore, we found that the fusion of SpCas9-NG and
the activation-induced cytidine deaminase (AID) mediates the C-to-T conversion at
target sites with NG PAMs in human cells.

T
he CRISPR RNA-guided endonuclease Cas9
cleaves double-stranded DNA targets com-
plementary to the RNA guide (1) (fig. S1) and
has been harnessed for genome editing in
eukaryotic cells (2).However, thewidely used

Cas9 from S. pyogenes (SpCas9) strictly recognizes
an NGG sequence (where N is any nucleobase) as
the protospacer adjacentmotif (PAM) (3), thereby
restricting the targetable genomic loci. Structure-
guided directed evolution approaches to address
this limitation yielded several SpCas9 variants
with altered PAM specificities, such as the SpCas9
VQR and VRER variants, which recognize the
NGA and NGCG PAMs, respectively (4). In ad-
dition, Cas9 and Cas12a (also known as Cpf1)
enzymes with distinct PAM specificities, such
as Staphylococcus aureus Cas9 (SaCas9) (5),

Acidaminococcus sp. Cas12a (AsCas12a), and
Lachnospiraceae bacterium Cas12a (LbCas12a) (6),
have extended the targeting range in CRISPR-
Cas–mediated genome editing.
To expand the targeting range of CRISPR-

Cas9, we sought to engineer a SpCas9 variant
with relaxed preferences for the third nucleobase
of the PAM. Previous studies revealed that the
second and third nucleobases in the NGG PAM
are recognized by Arg1333 and Arg1335 of SpCas9,
respectively (7) (fig. S2).We thus hypothesized that
the PAM constraint can be reduced by eliminat-
ing the base-specific interaction between Arg1335

and the third G, and compensating for the loss of
this base-specific interaction by introducing non–
base-specific interactions with the PAM duplex.
We first measured the in vitro cleavage activities

of purified wild-type SpCas9 and the R1335A
(Arg1335→Ala) mutant toward a target plasmid
with the TGG PAM and confirmed that, whereas
wild-type SpCas9 efficiently cleaves the TGG target,
R1335A has almost no activity (fig. S3, A to C).
We next examined whether the R1335A activ-

ity is restored by the substitution of residues sur-
rounding the PAM duplex, and found that the
replacements of Leu1111, Gly1218, Ala1322, and Thr1337

with Arg partially restored the activity of the
R1335A mutant (fig. S3, A to C). Furthermore,
the R1335A/L1111R/G1218R/A1322R/T1337R var-
iant (referred to as ARRRR) efficiently cleaved the
TGG target (fig. S3, A to C). However, the cleavage
kinetics of ARRRR was slower than that of wild-
type SpCas9 (fig. S3, D and E). In the previously
reportedVQR (D1135V/R1335Q/T1337R) andVRER
(D1135V/G1218R/R1335E/T1337R) variants, the
D1135V mutation provides interactions with the
sugar-phosphate backbone of the PAM duplex
(8, 9). In addition,molecularmodeling suggested
that the E1219F mutation forms hydrophobic in-
teractions with the ribose moiety of the second G,
and that the R1335V mutation stabilizes Arg1333
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Fig. 1. In vitro cleavage activity. (A) SDS–polyacrylamide gel electrophoresis analysis of wild-type SpCas9, SpCas9-NG, and xCas9.
(B, C, and E) In vitro DNA cleavage activities of wild-type SpCas9 (B), SpCas9-NG (C), and xCas9 (E) toward the TGN PAM targets. Data
are means ± SD (n = 3). (D) PAM preference of SpCas9-NG.
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Fig. 2. Crystal structure of SpCas9-NG.
(A) Recognition of the PAM duplex.
Arg1333 and the substituted residues
are shown as stick models. (B) Non–
base-specific interactions between
the PAM duplex and the substituted
residues. TS, target strand; NTS,
nontarget strand.

Fig. 3. Gene editing in human cells. (A) Indel formation efficiencies of
wild-type SpCas9, SpCas9-NG, and xCas9 at the 69 endogenous target
sites in HEK293FT cells. Data are means ± SD (n = 3). (B) Summary of the
editing efficiencies of SpCas9, SpCas9-NG, and xCas9. Medians and first and

third quartiles are shown. In (A) and (B), 20% indel frequency is indicated
by dashed lines. (C) Specificities of wild-type SpCas9, SpCas9-NG, and
the enhanced-specificity versions of SpCas9 (ES) and SpCas9-NG (NG-ES).
The off-target cleavages were evaluated by GUIDE-seq.

RESEARCH | REPORT
on S

eptem
ber 24, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

РЕЛИЗ ПОДГОТОВИЛА ГРУППА "What's News" VK.COM/WSNWS

http://science.sciencemag.org/


andPhe1219 (E1219F) (fig. S3F). Indeed, the addition
of the D1135V, E1219F, and R1335V mutations
enhanced the cleavage activity (fig. S3, D and E).
We designated the R1335V/L1111R/D1135V/G1218R/
E1219F/A1322R/T1337R variant as VRVRFRR.
We next measured the cleavage activities of

VRVRFRR toward the target plasmid with TGN
PAMs. Relative to wild-type SpCas9, VRVRFRR
slowly but more efficiently cleaved the TGA, TGT,
and TGC targets (Fig. 1, A to C, and fig. S4). Al-
though VRVRFRR is less active than wild-type
SpCas9 and SaCas9, its cleavage activity was
comparable to those of AsCas12a and LbCas12a
(5, 6) (fig. S5). Using an in vitro PAM identifica-
tion assay (10), we confirmed that whereas wild-
type SpCas9 is specific to NGG PAMs, VRVRFRR
preferentially recognizes NG PAMs (Fig. 1D and
fig. S6). Although the PAM identification assay
revealed that VRVRFRR slightly recognizes NAN
PAMs (Fig. 1D), in vitro cleavage experiments dem-
onstrated that VRVRFRR is less active toward
TANPAMs than toward TGNPAMs (fig. S7). Thus,
we concluded that VRVRFRR recognizes a relaxed
PAM, andwe refer to this variant as SpCas9-NG, as
it has increased activity on NGH (H = A, T, or C)
PAMs, albeitwith reduced relative activity onNGC.
We compared SpCas9-NG with the xCas9 en-

zyme (a SpCas9 variant with the A262T/R324L/
S409I/E480K/E543D/M694I/E1219V mutations),
which was engineered via directed evolution and
recognizes NG PAMs (11) (fig. S8). We measured
their in vitro cleavage activities toward the target
plasmid with the TGN PAMs. Under our assay
conditions (50 nM Cas9), xCas9 showed almost
no activity toward the TGA, TGT, and TGC tar-
gets, and it cleaved the TGG target with lower
efficiency than did SpCas9-NG (Fig. 1, A to C
and E, and fig. S9A). At a higher concentration
(200 nMCas9), xCas9 cleaved the TGA, TGT, and

TGC targets (fig. S9, D and G); nonetheless, the
cleavage kinetics of xCas9 was slower than that
of SpCas9-NG (fig. S9, C, D, F, and G), and the
cleavage activity of xCas9 toward the TGA, TGT,
and TGC targets was comparable to or lower than
that of wild-type SpCas9 toward the TGA target
(fig. S9, B, D, E, andG). These results demonstrate
that SpCas9-NG outperforms xCas9 in recogniz-
ing NGH PAMs in vitro.
To clarify theNGPAM recognitionmechanism,

we determined the crystal structure of SpCas9-
NG, in complex with a single guide RNA and its
target DNA containing the TGG PAM, at 2.7 Å
resolution (fig. S10A and table S1). The second G
in the PAM (dG2*) forms bidentate hydrogen
bonds with Arg1333 (Fig. 2A), which is stabilized
by Val1335 (R1335V). The third G (dG3*) forms a
hydrogen bond with Arg1337 (T1337R) (Fig. 2A),
consistent with the preference of SpCas9-NG
for the third G (Fig. 1C). Arg1111 (L1111R), Val1135

(D1135V), and Phe1219 (E1219F) interact with the
sugar-phosphate backbone of the PAM duplex,
whereas Arg1218 (G1218R) does not directly inter-
act with the DNA backbone (Fig. 2B). A structural
comparison with the SpCas9 R-loop complex (12)
suggested that Arg1322 (A1322R) interacts with
the nontarget DNA strand (fig. S10B).
To assess the activity of SpCas9-NG in mam-

malian cells, we next measured the formation of
indels (insertions or deletions) induced by wild-
type SpCas9, SpCas9-NG, and xCas9 at 69 endog-
enous target sites with NGN PAMs in human
embryonic kidney (HEK) 293FT cells (table S2).
As expected, wild-type SpCas9 induced indels pre-
dominantly at the NGG sites, with some recog-
nition of NGA sites (Fig. 3, A and B). Wild-type
SpCas9 achieved a >20% indel rate at NGG (17 of
17 sites) and NGA sites (3 of 19 sites), but not
NGT (0 of 18 sites) or NGC sites (0 of 15 sites)

(Fig. 3, A and B). In contrast, SpCas9-NG edited
NGA, NGT, and NGG sites, with lower activity at
NGC (Fig. 3, A and B), consistent with the in vitro
cleavage preference for the thirdD (D =A, T, or G)
PAM nucleotide (Fig. 1C). SpCas9-NG achieved a
>20% indel rate at 13NGG, 13NGA, 15NGT, and 5
NGC sites (Fig. 3, A and B). Relative to SpCas9-
NG, xCas9 had lower editing efficiency at all of
the NGH sites (Fig. 3, A and B), consistent with
our in vitro cleavage data (Fig. 1E). xCas9 induced
a >20% indel rate at 15 NGG sites, five NGA sites,
and four NGT sites, but none at NGC sites (Fig. 3,
A and B).
UsingGUIDE-seq (genome-wide, unbiased iden-

tification of double-stranded breaks enabled by
sequencing) (13), we examined the specificity of
wild-type SpCas9 and SpCas9-NG in human cells
at two previously characterized target sites (EMX1
andVEGFA). We found that wild-type SpCas9 and
SpCas9-NG have comparable numbers of off-target
sites for the EMX1 target, and that the K848A/
K1003A/R1060A mutations in the high-fidelity
SpCas9 variant [eSpCas9(1.1)] (14) substantially
reduced the off-target cleavage by SpCas9-NG (Fig.
3C and fig. S11). These results show that SpCas9-NG
has cleavage specificity comparable to that of
wild-type SpCas9, and that its specificity can be
enhanced by the high-fidelity mutations. As ex-
pected, SpCas9-NG had a different off-target pro-
file with off-target sites harboring NGH PAMs
(fig. S11), further confirming the relaxed PAM
recognition.
The nuclease-inactive version of SpCas9 can be

applied to numerous technologies such as base
editing (15, 16).We examinedwhether the SpCas9-
NGD10A nickase fused to the activation-induced
cytidine deaminase (nSpCas9-NG–AID, referred
to as Target-AID-NG) mediates C-to-T conversion
at 32 endogenous target sites with NG PAMs in

Nishimasu et al., Science 361, 1259–1262 (2018) 21 September 2018 3 of 4

Fig. 4. Base editing in human cells.
(A and B) C-to-T conversion efficiencies
at the 20 endogenous target sites
(Target-AID and Target-AID-NG) (A)
and at the 12 poly-C–containing target
sites (Target-AID, Target-AID-NG, and
xCas9-BE4) (B) in HEK293T cells.
The experiments were performed
at least twice, and similar results
were obtained.
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human cells (table S3). nSpCas9–AID (Target-
AID) efficiently induced C-to-T conversion at
the NGG sites, with lower activity at NGA sites
and no activity at NGT or NGC sites (Fig. 4A
and figs. S12A and S13). In contrast, Target-
AID-NG showed base-editing activity toward all
PAMs assessed, albeit with lower efficiency at
NGC sites (Fig. 4A and figs. S12A and S13), con-
sistent with the indel data (Fig. 3A). In addition,
Target-AID-NG showed higher base-editing effi-
ciencies than did the xCas9 D10A nickase fused
to the APOBEC1 cytidine deaminase (xCas9-BE4)
at most of the tested poly-C–containing target
sites (Fig. 4B and figs. S12B and S13). These re-
sults demonstrate that the catalytically inactive
version of SpCas9-NG can serve as a useful RNA-
guided DNA targeting platform.
In this study, we engineered an SpCas9-NG

variant with an increased targeting range (fig. S14).
Nonetheless, the cleavage activity of SpCas9-NG
is lower than that of wild-type SpCas9 at NGG
sites, and SpCas9-NG is less active at NGC sites
relative to NGD sites. Thus, it will be important
to improve the activity of SpCas9-NG by further
molecular engineering. Overall, the rationally de-
signed SpCas9-NG and its high-fidelity variants
can serve as useful genome-editing tools with in-
creased versatility across genomes.
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Since the first Deep Brain Stimula-

tion initiative of Tsinghua Univeristy

in 2000, PINS Medical has gradually

established a multinational corpora

tion with headquarter based in Beiji

and international business cente

Singapore. As an innovative high-tech enter

prise with focus on neuromodulation, a variety of

clinical products have been developed to date, which include stimulators for deep brain, vagus nerve, spinal cord and

sacral nerve stimulation therapies. PINS Medical devotes itself to providing cutting-edge treatments for patients who

suffer from neurological disorders such as Parkinson’s Disease, Epilepsy, Chronic Pain and OAB, etc.

As part of the “National Engineering Laboratory for Neuromodulation”, PINS Medical works in close cooperation with

Tsinghua University and the numerous affiliated clinical centers, becoming a center of attraction for a wide range of

professional talents in areas of clinical research, innovative R&D and business management. Since 2008, PINS Medi-

cal has developed rapidly in becoming a leading brand in neuromodulation within the Chinese market, due to the

success of its creative research platform that efficiency links basic research, R&D of novel products, clinical testing and

market entry.

With an outstanding reputation as a high-tech healthcare corporation, PINS Medical has a primary mission for providing

innovative, high-quality products and services for patients to improve quality of life. PINS, which stands for Programma-

ble Implanted Neuromodulation Stimulator, is also an abbreviation of “Patient Is No.1 alwayS”. This clearly presents the

goal of PINS Medical for “restoring hope”, not simply as an innovation company but also across society to citizens.

Looking into the future with the continuous rise in incidence of neuropsychiatric disorders and increased social burden

across the globe, PINS Medical along with local governments, research centers, companies and top academic scien-

tists, are now developing and promoting innovative therapies worldwide.
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The Inception Institute of Artificial Intelligence

(IIAI), headquartered in Abu Dhabi, the capital of the

United Arab Emirates, is an international research

organization dedicated to achieving breakthroughs in

fundamental and applied AI. IIAI consists of an elite team

of handpicked scientists and engineers, led in their

dedication to excellence by Oxford University trained CEO

and Chief Scientist Dr. Ling Shao, the former Chair

Professor of Computer Vision and Machine Learning at the

United Kingdom’s University of East Anglia.

Since its establishment earlier this year, IIAI has

attracted over 60 members from leading universities and

research organizations, including Oxford, MIT, ETH

Zurich, Tsinghua University, Peking University, the

Australian National University, the National University of

Singapore, and New York University. IIAI continues to

expand quickly, with plans to onboard hundreds of

researchers and engineers in the near future. In addition to

our full-time team, IIAI will also accept a large number of

graduate student interns from world-renowned universities.

Artificial Intelligence: At the Heart of a Happier,

Healthier, and More Productive Global Community

At IIAI, we believe AI is essential to tackling some

of humanity’s most challenging and pressing problems. To

help our society reach its full potential, IIAI is leading

fundamental and applied research across numerous

domains, pushing the boundaries of AI capabilities. In

fundamental research, we focus primarily on machine

learning, with a particular emphasis on deep learning.

Within this domain, we are developing more efficient and

intelligent learning models, including unsupervised or self-

supervised learning, few-shot or zero-shot learning, and

lifelong learning.

Because we believe in the profoundly positive

impact AI can have on society, IIAI is also investing

extensively in applied research, with the aim of

fundamentally transforming the use of AI across domains.

IIAI’s current applied AI research is focused on two

primary areas: smart cities and healthcare. For instance, to

accelerate the evolution of smart cities, we are developing a

world-class, intelligent video-analytics platform powered

by thousands of computing clusters to revolutionize object

re-identification and activity recognition. In the healthcare

sector, we are leveraging medical imaging and electronic

health records to optimize the early detection, diagnosis,

and targeted treatment of ailments, including diabetic

retinopathy, a complication of the type 1 or type 2 diabetes

prevalent across the Middle East, and breast cancer, which

is most commonly detected by digital mammography.

From Big Data to Cloud Computing, IIAI’s Resources

Keep it at the Forefront of Research and Innovation

To support its research, IIAI leverages powerful

computing resources, including massive parallel-processing

clusters with hundreds of NVIDIA DGX-class GPU

Inception Institute of Artificial Intelligence:

A Bold Initiative to Foster Global AI Research and Innovation
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servers, HPC resources consisting of thousands of CPU

nodes, and petabytes of SSD-based data storage. In addition

to these physical resources, IIAI also works with a wealth

of big data from various domains, from text to audio, still

images to full-motion video. The combination of our

technological power and substantial data assets is

instrumental in supporting not only the AI research being

conducted, but also accelerating its application to multiple,

wide-ranging fields and industries.

IIAI is rapidly making an impact on both the

national and global levels, publishing numerous papers in

top journals and at international conferences. Notably, four

articles have been presented at this year’s IEEE Conference

on Computer Vision and Pattern Recognition (CVPR2018),

over ten articles were presented at the 2018 European

Conference of Computer Vision (ECCV2018), and two

articles have been published in IEEE Transactions on

Pattern Analysis and Machine Intelligence (TPAMI).

Furthermore, in order to promote the development of

fundamental research in AI, IIAI has sponsored several

international conferences, including ECCV, the

International Conference on Machine Learning (ICML),

and the Conference on Neural Information Processing

Systems (NIPS).

To support its mission of expanding AI research

across disciplines, IIAI is forming long-term strategic

partnerships with numerous internationally renowned

universities and organizations. This enables important

academic research and knowledge to be combined with the

experience and extensive domain expertise particular to

industry, establishing the foundations for the future of AI,

while at the same time promoting AI in the region – and

beyond. Thus far, IIAI has initiated the establishment of

joint laboratories with the University of Edinburgh, the

University of Amsterdam, and New York University Abu

Dhabi. These collaborations include joint doctoral

programs, exchanged researcher visits, as well as joint

research and development. In addition to academic

collaborations, IIAI also maintains a close relationship with

various research institutions globally, from Europe to Asia.

Research within these collaborations is based on a broad

spectrum of data resources, with the aim of promoting the

rapid development of AI and data science for practical

applications in a variety of fields.

Join IIAI and Be Part of a One-of-a-Kind Institute in a

Visionary and Dynamic Nation

The IIAI office is located in an international

financial center, the Abu Dhabi Global Market, which is

surrounded by a wide range of businesses and

entertainment facilities, as well as beautiful beaches and

endless sunshine. In addition, IIAI’s strategically central

location at the intersection of the East and West offers the

unique opportunity to work in a highly international

community, which brings together a variety of perspectives

and backgrounds while creating a diverse and open culture

that is warm and welcoming to those from all backgrounds

and nationalities.

IIAI is currently recruiting a select group of expert

researchers and engineers highly specialized in the fields of

deep learning, computer vision, natural language

processing, and medical image analysis. Well-qualified

researchers and engineers who are passionate about AI,

driven towards excellence, and have a spirit for adventure

are encouraged to contact IIAI.

Job portal:

(https://www.jobs.ac.uk/enhanced/linking/inception-

institute-of-artificial-intelligence/)

IIAI website: http://www.inceptioniai.org/

Contact: jobs@inceptioniai.org
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17050Montebello Rd, Cupertino, CA 95014
Email:AAASInfo@betchartexpeditions.com
www.betchartexpeditions.com

BETCHART EXPEDITIONS Inc.

For adetailedbrochure, call (800) 252-4910
All prices are per person twin share + air

We invite you to join this botanical and cultural
adventure of discovery to the lush tropical isle
of Sri Lanka! Discovermany of the scenic,
natural and cultural wonders of this island

paradise, with leadership by Sri Lanka naturalist
Neela de Zoysa. Learn about the rich heritage

of this land of serendipity. $4,995 + air

Visit SRI LANKA!

January 25 -February 7, 2019!
Visit the Jewel of the IndianOcean

Find out more about the scope of the journal and submit

your research today. ScienceSignaling.org

Michal Hershfnkel, Elias Aizenman, Glen Andrews, and Israel Sekler Sci. Signal. 3,

mr2 (6 July 2010) Image: Omer Barad, Department of Molecular Genetics,

Weizmann Institute of Science, Rehovot, Israel.

DOES YOUR LAB COMBINE

COMPUTATIONALAND EXPERIMENTAL

STRATEGIES TO INVESTIGATE

SIGNALING NETWORKS?
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TELL US WHAT’S IMPORTANT TO YOU!

The 2018Member Survey is launching in September. Look in your inbox for a link.

Your responses help us to better serve science, scientists, and the global community.

Don’tmiss your chance to tell us what’smost important to you!

AAAS IS THE FORCE FOR SCIENCE

According to the 2017Member Survey, you joinedAAAS ...

to support formal

advocacy for STEM

to show public

support for STEM

in our society

to support STEM

learning in our schools

to be part of a

larger community

that supports STEM

to subscribe to

Science magazine

4.16

4.04

4.01

3.98

3.63
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Serial Diluter

The Inlabtec TA12 Serial Diluter was de-

veloped in response to the demand from 

food culture and probiotic producers 
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tube, then adding the diluent at the touch of a button, performing serial 

dilutions with the TA12 is fast, reliable, and much less taxing than tradi-

tional procedures. The TA12 combines two lines of six dilution bags in 

parallel, and the telescopic dispensing arm makes changing between the 
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enabling probiotic producers to use preferred diluents such as skimmed 
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substances that could inhibit proliferation of sensitive cells.

Inlabtec

For info: +41-(0)-71-222-4865

www.inlabtec.com

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this 

space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not 

implied. Additional information may be obtained from the manufacturer or supplier.

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/about/new-products-section for more information.

Particle Analysis Platform
Micro-Flow Imaging (MFI) combines the direct-imaging capabilities of 
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more precise counts and sizing with full morphological detail for all 
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protein aggregates to air bubbles. Images of the sample are captured 
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ProteinSimple

For info: 888-607-9692
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Lifetime Contrast Microscope
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can record lifetime contrast 10x faster than previous solutions. This 

lifetime information lets researchers monitor interactions between 
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opening a wide range of applications. As the FALCON is part of the SP8 
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roadmap to brilliant data. 

Leica Microsystems

For info: 800-248-0123
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Pipette Quality Control and Calibration Service Kits
"(��&��*�!�	(�*���)*��)���&!���'���������*+�(�+���
����+�+�
���)��

)+�+����
�����+���
��)*���������+���+����
��+�������)*(���
����)*��*���

 �+
��(�)�����+�����+��)���(�+)���+����+������*(������)*�����)�)���

�)*���+��+*�����
���)(����(�+*����+)�(�+�	(����
��)*��+������)�+��

&!��'����*+���+����	(�*������+����+���*����)*��+����+)*����)��

�����(�����+*����+���)�������)
���+)��������������++�*�$+�+)�������

��������+��
�(�
�����(�+�
��)*����+���)������++��
�(��)++*�����()�	(+�

�+��(�+��)��(*+*��)���+���������&��*�!�	(�*���)*��)�����)�+����+*�

����
��+��&!�� ����+���
���������
���+�(��������+�(����*+*������

cloud-based resource accessible to additional team members as well 
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or consultations. The tracker lets users drag and drop through a 
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platform (BiotechCloud.org), to share methods and exchange data for 
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support a wide range of volumetric measurements and are compatible 

with 96- or 384-well plates.  

GoodPipetting.com

For info: 617-752-2288

www.goodpipetting.com

High-Throughput PARP Screening Assay
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AMS Biotechnology 

For info: 44-(0)-1235-828200
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ClearView-GPU (graphics processing unit) deconvolution to maximize 

resolution and throughput.

Andor

For info: +44-(28)-9023-7126
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Step up your job search
with Science Careers

Search jobs on ScienceCareers.org today

• Access thousands of job postings

• Sign up for job alerts

• Explore career development tools and resources
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www.passionforscience.com/prize

Apply now!

Awarded by

The Sartorius &

Prize for Regenerative

Medicine & Cell Therapy

Science

Are you a representative of the upcoming generation of thought leaders
in your field? Together we look forward to your application for the new
Sartorius & Prize for Regenerative Medicine & Cell Therapy.

Present your work to the world

Exceptional

scientists wanted

Science
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AMERICAS

+1 202 326-6577

+1 202 326-6578

advertise@sciencecareers.org

EUROPE , INDIA , AUSTRALIA ,

NEW ZEALAND, REST OF

WORLD

+44 (0) 1223 326527

advertise@sciencecareers.org

CHINA , KOREA, SINGAPORE ,

TAIWAN, THAILAND

+86 131 4114 0012

advertise@sciencecareers.org

JAPAN

+81 3-6459-4174

advertise@sciencecareers.org

CUSTOMER SERVICE

AMERICAS

+1 202 326-6577

REST OF WORLD

+44 (0) 1223 326528

advertise@sciencecareers.org

All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

ScienceCareers.org

SCIENCE CAREERS

ADVERTISING

For full advertising details,

go to ScienceCareers.org

and click For Employers,

or call one of our

representatives.

Plant Community Ecology

Assistant Professor
School of Biological Sciences, College of Arts and Sciences

Washington State University

TheSchool ofBiologicalSciences atWashingtonStateUniversity, Pullman, Washington, invites applications
for a full-time, permanent, tenure-track faculty position in Plant Community Ecology. This position is to
be flled at the Assistant Professor level and will begin in August of 2019.

Candidates should have a research program focused on plant community ecology, potential for collaborative
research and training, and the ability to complement our faculty’s research strengths. Area of expertise is
open. The ideal candidate will use modern approaches to address pressing contemporary and future issues
in plant community ecology.

Required qualifications include an earned doctorate at time of application, a record of research
accomplishment in plant community ecology, evidence of a commitment to teaching excellence including
the ability to teach undergraduate and graduate courses such as community ecology, effective communication
skills, and demonstrated ability to collaborate with other scientists. Successful candidates will be expected
to develop and maintain an active research program supported by extramural funding, train graduate and
undergraduate students, participate in graduate and undergraduate teaching, participate in service, and
advance our commitment to diversity and multiculturalism.

To apply, visit www.wsujobs.com to upload application materials. Applications must include a letter of
application addressing qualifcations, a curriculum vitae, separate teaching and research statements and up
to three selected reprints of published or in press papers. Three (3) letters of recommendation that address
the applicant’s history of and potential for research, teaching and communication excellence are required.
The reference letters will be automatically requested and obtained from the reference provider through our
online application system. Review of applications begins October 29, 2018.

For information on the position or the status of your application, candidates may contact: Dr. Asaph B.
Cousins Chair, Plant Community Ecology Search Committee School of Biological Sciences
Washington State University Pullman, WA 99164; email: acousins@wsu.edu

Full notice of vacancy can be viewed at https://www.wsujobs.com

EEO/AA/AD

Follow us for jobs,
career advice
and more!

@ScienceCareers

/ScienceCareers

Science Careers

ScienceCareers.org

POSITIONS OPEN

Assistant Professor – Inorganic Chemistry
Utah State University

The Department of Chemistry and Biochemistry 
at Utah State University invites applications for a 
tenure-track position at the Assistant Professor level 
in the area of inorganic chemistry. The successful 
applicant will be expected to develop and maintain a 
vibrant and impactful externally funded research 
program, effectively teach at the undergraduate and 
graduate levels, and participate in faculty service. 
Application information can be found on-line at 
http://jobs.usu.edu (REQ ID F1800392). Evalua-
tion of applications will begin October 15, 2018 and 
will continue until the position is filled. For further 
information please visit our website at http://www.
chem.usu.edu. Utah State University is an Equal Opportunity/
Affirmative Action Employer committed to advancing diversity. 
Applications from minorities, women, people with disabilities and 
veterans are strongly encouraged.

Search more jobs online

Expand your search today.

Access hundreds of job postings 
on ScienceCareers.org. 
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FOR RECRU ITMENT IN SCIENCE , THERE ’S ONLY ONE SCIENCE.

Produced by the Science/AAAS

Custom Publishing Ofce.

SCIENCECAREERS.ORG

To book your ad:

advertise@sciencecareers.org

TheAmericas

+ 202 326 6577

Europe

+44 (0) 1223 326527

Japan

+81 3 6459 4174

China/Korea/Singapore/

Taiwan

+86 131 4114 0012

Artifcial Intelligence (AI) is impacting science in new and excitingways as

scientists are using it to better understand society to fnd solutions to problems

across diverse disciplines.This featurewill give an overview ofAI, and explore

the hotspots/centers of excellence and applications forAI. Typical career paths

for thoseworking inAIwill be explored aswell as the opportunities that exist for

careers inAI.

Your organization can brand itself as a leader inAI by raising your visibility

alongside relevant content while attracting potential candidates.Contact us for

further details.

What makes Science the best choice for recruiting?

§ Read and respected by 400,000 readers around the globe

§ Your ad dollars supportAAAS and its programs,which strengthens the global

scientifc community.

Why choose this AI Feature for your advertisement?

§ Relevant ads lead of the career sectionwith a special “AI”

banner.

Expand your exposure by posting your print ad

online:

§ Link on the job board homepage directly to

AI jobs

§ Dedicated landing page forAI positions.

Career Feature:

Artifcial Intelligence

Issue date:November 30

Book ad byNovember 15

Ads accepted until November 21 if space allows
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The University of Illinois at Chicago invites
applicants for a joint position at the rank of assistant
professor in the departments of chemistry and
biological sciences beginningAugust 2019.We seek
applicantswith a research record and interest in the
area integrating chemical biology and microbiome
research. Candidates may hold a doctorate in
chemistry, biology or a closely related feld. The
successful candidate will be expected to carry out
a full and active program of innovative research
and to contribute to the teaching of graduate and
undergraduate students in chemistry and biological
sciences. Final authorization of the position depends
upon availability of state funding.

For fullest consideration, please complete an
on-line application, including the names and email
addresses of three references, and upload a letter
of application indicating applicant qualifcations, a
vita, and a separate one-page statements outlining
future teaching and research plan at https://
jobs.uic.edu/job-board/job-details?jobID=102

733&job=assistant-professor-chemistry-and-

biological-sciences byOctober 31, 2018. Review
of applications will begin on November 1, 2018
and continue until the position is flled.

The University of Illinois at Chicago is an
Affrmative Action, Equal Opportunity Employer,
dedicated to the goal of building a culturally

diverse and pluralistic faculty and staff committed
to teaching and working in a multicultural

environment. We strongly encourage applications
from women, minorities, individuals with

disabilities and covered veterans. The University
of Illinois may conduct background checks on all
job candidates upon acceptance of a contingent
offer. Background checks will be performed in
compliance with the Fair Credit Reporting Act.

The University of Illinois at Chicago invites applicants for a position at the rank of assistant professor in
chemistry and learning sciences beginningAugust 16, 2019.We seek applicants with a record of research
and publication focusing at the nexus of an area of Chemistry Education Research and the Learning
Sciences. Candidates may hold a doctorate in chemistry or may hold a master’s degree in chemistry in
addition to a doctorate in the Learning Sciences or a closely related feld. Successful candidates should
have a demonstrated record of research and scholarship focused on supporting college and/or pre-college
level chemistry learners. Position responsibilities include programmatic research and scholarship with
high potential for extramural funding. Final authorization of the position depends upon availability of
state funding.

The UIC Chemistry Department offers undergraduate Bachelor of Science and Bachelor ofArts degrees,
and graduate degrees that encompass a broad range of research areas in Chemistry including Chemistry
EducationResearch.The department hosts excellent facilities to support teaching and learning experiences
for undergraduate students with newly remodeled and updated classroom laboratories for instruction in
addition to research space for the design and evaluation of new educational interventions related to chemistry
instruction.More information can be found at http://uic.chem.edu. The UIC Learning Sciences Research
Institute (LSRI) is a unit dedicated to the support of multidisciplinary research on learning and teaching
in formal and informal contexts, and to the design, development and evaluation of learning environments,
curriculummaterials, and educational practices appropriate for the 21st century.The institute encompasses
100+ members including more than a dozen faculty, 40 research and administrative staff, 20 Learning
Sciences graduate students, alongwith varying numbers of graduate and undergraduate students representing
multiple disciplines.More information can be found at http://lsri.uic.edu.

For fullest consideration, please complete an on-line application, including the names and email addresses
of three references, and upload a letter of application indicating applicant qualifcations, a vitae, and a
separate one-page statements outlining future teaching and research plan at https://jobs.uic.edu/job-board/
job-details?jobID=102789&job=assistant-professor-chemistry-and-learning-sciences byOctober 31,

2018. Review of applications will begin on November 1, 2018 and continue until the position is 0lled.

The University of Illinois at Chicago is an Affrmative Action, Equal Opportunity Employer, dedicated
to the goal of building a culturally diverse and pluralistic faculty and staff committed to teaching and
working in a multicultural environment. We strongly encourage applications from women, minorities,
individuals with disabilities and covered veterans. The University of Illinois may conduct background
checks on all job candidates upon acceptance of a contingent offer. Background checks will be

performed in compliance with the Fair Credit Reporting Act.

Faculty Positions

Cancer and Stem Cell Biology

The Programme in Cancer and Stem Cell Biology (CSCB) at the Duke-NUS Medical School

(Duke-NUS) invites applications from outstanding physician-scientists and scientists for tenure

track positions in the general areas of cancer and stem cell biology. We seek internationally

competitive applicants, including those whose research programmes intersect with institutional

initiatives in ageing, global health and Precision or Translational Medicine. Scientists with existing

programmes that are translational in nature are especially encouraged to apply.

CSCB is one of the five Signature Research Programmes of Duke-NUS, a global partnership

between Duke University in the United States and the National University of Singapore. Our

faculty are expected to establish extramurally funded translational or basic science research

programmes and to participate in medical education. Applicants should have a PhD, MD,

or equivalent and a record of outstanding promise or achievement. New recruits will work

alongside existing faculty and trainees with strong programmes in cancer signaling, genomics,

bioinformatics, cell biology, and stem cell biology. Opportunities also exist for translational studies

in collaboration with world-class clinical services including the Singapore General Hospital and

National Cancer Centre Singapore, as well as other Research Institutes and Universities across

the island. More information about CSCB faculty, facilities and research programmes can be

found at www.duke-nus.edu.sg/cscb/.

Faculty positions at Duke-NUS include full salary support and generous start-up research funding,

to be supplemented by competitive grant awards.

For full consideration, interested candidates should submit to: hr@duke-nus.edu.sg by

December 15th, 2018, a cover letter, curriculum vitae, a summary of research accomplishments

and outline of future plans. Candidates applying for theAssistant Professor position are requested

to additionally arrange to have three letters of reference sent in support of their application.

S. Tiong ONG, Chair,

Faculty Search Committee

Programme in Cancer and Stem Cell Biology

Duke-NUS Medical School

Website: www.duke-nus.edu.sg
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One fear was simply that, in trying 

to make a dramatic career change, 

I would fail. Given my training and 

connections in the humanities, who 

could write letters recommending 

me for a science program? Who 

would mentor me along the way? 

What could I point to as evidence 

that I was a credible candidate? 

Even if I were accepted, did I 

really believe that I could succeed? 

The risk seemed overwhelming. I 

thought I would suffer for years, if 

not my entire life, if I didn’t get into 

a program or was unprepared and 

had to leave.   

My other fear was that such a bold 

move would disappoint important 

people in my life. This fear is not 

unique to academia, but university 

culture can make it hit particularly 

hard. Many advisers see students as 

academic progeny, and when we make career choices that 

don’t match our advisers’ ideas of what we should do, we 

may feel we are betraying them. When I told one of my 

humanities professors that I was serious about applying 

to doctoral programs in psychology, he expressed grave 

concern that I was making the wrong choice (although, to 

his credit, he wrote a wonderful letter of recommendation). 

Beyond academic colleagues, it was difficult to face the 

prospect of disappointing family and friends who had 

supported me—emotionally and in some cases financially—

during the ups and downs of my studies. I worried that if I 

pursued what might appear to be a pipe dream, they would 

feel I was turning my back on all they had done. Or they 

might conclude that all my efforts up to that point had been 

a failure. When I talked with my parents about making the 

leap to psychology, they questioned whether it was the right 

choice and wondered when I would be settled.

Now, though, I realize that I probably exaggerated the 

strength of others’ feelings. My 

colleagues, friends, and family 

may have felt a bit rejected or 

confused by my actions, but they 

had their own lives to think about. 

Ultimately, I needed to make the 

decision that was right for me, not 

for them. My parents came around 

to the idea that I was going to be a 

“professional student” for a while, 

and many friends and colleagues 

eventually offered support, though 

I lost touch with that professor.

I didn’t have a good strategy for 

dealing with my fears at that time. 

But I have since learned a valuable 

approach that I wish I had known 

then: Reach out to people beyond 

your immediate circle for input 

and advice. People who have no 

skin in the game—your neighbors, 

your hair stylist, even strangers you 

strike up conversations with at the airport—can offer fresh 

perspectives that may help you see your options more 

clearly. Reach out to people in jobs you’re interested in 

to find out how they got where they are. As someone who 

now receives these types of inquiries, I can tell you that 

it’s not a burden at all. In fact, it’s a compliment—plus I 

enjoy helping the next generation. If the first person you 

ask doesn’t respond, try again. Chances are you will be 

pleasantly surprised.  

There are more people than you may think who have 

made bold career moves. Talk to them. Your future is your 

own. Reach out and see what happens. j

Barbara A. Wanchisen is the director of the Board on 

Behavioral, Cognitive, and Sensory Sciences at the 

National Academies of Sciences, Engineering, and 

Medicine in Washington, D.C. Do you have an interesting 

career story? Send it to SciCareerEditor@aaas.org.

“People who have no 
skin in the game … can offer 

fresh perspectives.”

Afraid to fail? Reach out

M
any years ago, a trusted professor suggested I make a radical change in my academic 

path and pursue a doctorate in psychology. That sounded impossible! I was interested 

in the subject matter, but my training was in English and philosophy. I was petrified 

that seeking a science Ph.D. would bring rejection and failure. For months, I looked into 

programs, only to get cold feet and back away—until my curiosity spurred me down the 

road again. Now, years after successfully completing my doctorate, I realize that I was 

actually facing two distinct fears during that tortured time. And I realize that I could have eased my 

path by seeking outside perspectives. 

By Barbara A. Wanchisen
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