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R
igorous economic analysis has long been recog-

nized as essential for sound, defensible decision-

making by government agencies whose regula-

tions affect human health and the environment. 

The acting administrator (since July 2018) of the 

U.S. Environmental Protection Agency (EPA) has 

emphasized the importance of transparency and 

public trust. These laudable goals are enhanced by exter-

nal scientific review of the EPA’s analytical procedures. 

Yet, in June 2018, the EPA’s 

Science Advisory Board 

(SAB) eliminated its Envi-

ronmental Economics Advi-

sory Committee (EEAC). The 

agency should be calling for 

more—not less—external ad-

vice on economics, given the 

Trump administration’s pro-

motion of economic analyses 

that push the boundaries of 

well-established best prac-

tices. The pattern is clear: 

When environmental regu-

lations are expected to pro-

vide substantial public ben-

efits, assumptions are made 

to substantially diminish 

their valuations. 

The EEAC, on which we 

served (K.B. since 2013, M.K. 

since 2015), consisted of na-

tionally recognized econo-

mists appointed to provide 

independent advice to the 

EPA. The committee had 

been called upon by administrations of both political 

parties since the early 1990s. But today, many economic 

analyses that support the Trump administration’s regu-

latory rollbacks conflict with the EPA’s previous find-

ings. The 2017 analysis for eliminating the Waters of the 

United States rule turned favorable only after exclud-

ing all benefits of protecting wetlands. Eliminating the 

Clean Power Plan is supported in another 2017 analysis 

only after changing assumptions about the scope of cli-

mate damages, the measurement of health effects, and 

the impact on future generations. Differing assump-

tions also underlie the economic justification of the 

administration’s 2018 proposal to roll back automotive 

fuel economy standards.

At an institutional level, the EPA also issued a pro-

posal in June to revamp its approach to benefit-cost 

analysis. Many observers are concerned that this is an 

administrative move to institutionalize the agency’s 

practices in the economic analyses noted above. This 

could result in the elimination of counting significant 

co-benefits. For example, a regulation that targets car-

bon dioxide emissions from power plants can simul-

taneously reduce other harmful pollutants, and the 

resulting co-benefit would not be counted.

EPA priorities always change between administrations, 

and all economic analyses 

require assumptions. That 

is why external scientific re-

view serves as a bulwark for 

separating political ideology 

from evidence-based deci-

sion-making. EEAC’s elim-

ination means that an im-

portant channel in this 

process has been lost. The 

leading explanation for its 

demise is that current exper-

tise on the SAB is sufficient, 

and that ad hoc committees 

can address gaps. However, 

a lapse in appointing the 

EEAC chair, who would have 

been a SAB voting mem-

ber, precluded an important 

voice in the discussion prior 

to the decision to shutter 

EEAC. Furthermore, the 

SAB’s current membership 

reveals little environmental 

economics expertise, which 

is necessary for evaluat-

ing when and how economic reviews might be im-

portant. Other explanations include EEAC inactivity 

and costs. Inactivity was not a choice by the EEAC, 

which by design responded only to requests. Costs 

could be reduced by decreasing the number of ap-

pointed individuals, and it is unclear whether ad hoc 

committees offer cost savings. Because the EPA is 

often under pressure for timely analysis, a standing 

committee also has the advantage of being quicker 

to mobilize.

The EPA should reconsider its decision to eliminate 

the EEAC, and the SAB should consider how to better 

constitute an economic advisory committee to promote 

efficient and equitable outcomes from EPA policies.

–Kevin Boyle and Matthew Kotchen

Retreat on economics at the EPA

Kevin Boyle 
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“The agency should be calling for 
more—not less—external advice…”
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Measles epidemic hits Europe
PUBLIC HEALTH |  Europe is battling a mea-

sles epidemic unprecedented this decade. 

More than 41,000 children and adults con-

tracted the disease during the first 6 months 

of 2018 in the World Health Organization’s 

European Region, which includes 

53 countries; at least 37 have died. Ukraine 

accounted for 23,000 cases, and France, 

Georgia, Greece, Italy, Russia, and Serbia 

had more than 1000 each. Measles is highly 

contagious and easily preventable, but 

complacency and unfounded fears about the 

safety of the measles vaccine have put a dent 

in immunization coverage.  “Through an 

aggressive antivaccine lobby, we’ve allowed 

measles to sweep across Europe,” says 

Peter Hotez, dean of the National School 

of Tropical Medicine at Baylor College of 

Medicine in Houston, Texas. “This is a self-

inflicted wound.” The Americas have seen an 

upsurge in the disease as well; last month, 

the Pan American Health Organization 

reported almost 2500 cases in 11 countries so 

far in 2018, two-thirds of them in Venezuela, 

whose health system is collapsing.

Gene therapy review pared back
BIOMEDICINE |  The National Institutes 

of Health (NIH) in Bethesda, Maryland, 

proposed last week that an expert panel 

cease reviewing individual human gene 

therapy studies, leaving oversight in the 

hands of the Food and Drug Administration 

(FDA) in Silver Spring, Maryland. NIH 

created the Recombinant DNA Advisory 

Committee (RAC) in 1974 to gather advice 

about research that manipulates DNA and 

later expanded its purview to clinical trials 

using gene transfer to treat diseases. The 

gene therapy field had a rough start—an 

early trial resulted in a teenager’s death in 

1999—but last year FDA approved the first 

treatments, two for cancer and one for an 

inherited blindness disease. Now, reviews of 

gene therapy protocols by the RAC and FDA 

are “duplicative,” FDA Commissioner Scott 

Gottlieb and NIH Director Francis Collins 

wrote in the 15 August issue of The New 

England Journal of Medicine. Since 2016, the 

RAC had already limited its reviews to gene 

therapy strategies that pose unusual risks, 

or just three of 275 submitted protocols. In a 

NEWS

I N  B R I E F

“
We get this additional layer of hate mail, and people, 

I think, find it easier to put us down because we are women.

”Andrea Dutton of the University of Florida in Gainesville, a geologist, to E&E News, 

about the insults and harassment she and other female climate scientists receive.

Edited by 

Jeffrey Brainard

I
ndia last week announced plans to launch three astronauts into space 

using its own rocket by 2022—making it the fourth country to embark 

on human spaceflight, after Russia, the United States, and China. The 

Indian Space Research Organisation (ISRO) in Bengaluru has devel-

oped and tested a 640-ton rocket capable of sending a three-person 

crew into low-Earth orbit; the inaugural manned flight is estimated 

to cost about $1.2 billion, including development and testing. ISRO has 

also test launched a crew module that returned to Earth. The three 

“vyomanauts”—after vyom, the Sanskrit word for space—will conduct sci-

entific experiments, says ISRO Chairman Kailasavadivoo Sivan. India is 

not a partner in the International Space Station, and its only astronaut to 

reach space flew aboard a Soviet spacecraft in 1984. Sivan says the flight 

will not divert funding from India’s robotic space missions. However, 

India this month announced it will delay launch of Chandrayaan-2—its 

ambitious moon orbiter, lander, and rover—by 3 months to January 2019 

to modify the lander’s design to minimize the dust cloud it may raise dur-

ing its descent to the lunar south pole.

SPACE EXPLORATION

India plans to launch crew by 2022

India will use its Launch Vehicle Mark III rocket to send three “vyomanauts” into space.
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plan published 17 August for public com-

ment, NIH proposed that the RAC now focus 

only on new technologies such as gene edit-

ing and synthetic biology.

TB drug overhaul proposed
PUBLIC HEALTH |  The World Health 

Organization (WHO) in Geneva, Switzerland, 

announced last week what it called 

“landmark changes” in the treatment of 

multidrug-resistant tuberculosis (MDR TB), 

recommending that current treatments 

be replaced with safer, faster-acting ones. 

Currently, WHO guidelines call for treating 

MDR TB with painful, injected drugs, which 

can have serious side effects, for up to 

20 months. WHO says it now will encourage 

using less harmful drugs in regimens lasting 

as little as 9 months. Its new guidelines, to be 

released by the end of the year, also will clar-

ify how to determine the best drugs to use, 

how to dose children, and how to treat the 

even more serious condition of extensively 

drug-resistant TB. WHO estimates there were 

600,000 new cases of MDR TB in 2016. 

Accused bully loses grants
WORKPLACE |  The Wellcome Trust, a 

London-based research charity, has pulled 

£3.5 million in grants from a prominent can-

cer researcher in the first use of its recently 

announced antibullying policy. In July, The 

Guardian revealed that Nazneen Rahman 

would leave the University of London’s 

Institute of Cancer Research (ICR) following 

an investigation into allegations that she had 

bullied and harassed staff at her laboratory. 

In a 17 August statement, the Wellcome 

Trust says it doesn’t know all the details in 

the case, but ICR’s inquiry “deemed some 

of the allegations serious enough to warrant 

consideration at a disciplinary hearing.” 

(ICR confirms an investigation occurred 

and says the disciplinary hearing didn’t take 

place because Rahman resigned.) Rahman 

declined to be interviewed. 

Emissions reductions rolled back
CLIMATE SCIENCE |  President Donald 

Trump’s administration on 21 August 

announced that it will replace former 

President Barack Obama’s Clean Power 

Plan with a much less aggressive effort to 

cut greenhouse gas emissions from U.S. 

power plants. The plan gives states greater 

power to set emissions limits and relaxes 

requirements on utilities. Analysts say the 

Trump plan, which the Environmental 

Protection Agency (EPA) is likely to finalize 

next year, would allow about 10 times more 

carbon emissions from the power sector 

than the 2015 Obama plan. Some states 

and environmental groups are certain to 

challenge the new plan in court, arguing 

EPA is ducking its responsibility to fight 

climate change.

Brain megaproject head quits
NEUROSCIENCE |  Chris Ebell, executive 

director of Europe’s controversial Human 

Brain Project (HBP), has decided to step 

down. His departure comes in the wake of 

a change of leadership at the Swiss Federal 

Institute of Technology in Lausanne, 

which coordinates the project, and amid 

“differences of opinion on governance and 

on strategic orientations for the HBP,” 

according to a 16 August statement. The 

€1 billion effort, which aims to simulate 

the entire human brain in a computer, has 

long been plagued by turmoil; it underwent 

a major reshuffle in 2015 after European 

neuroscientists attacked its scientific goals 

and governance model.

Prevent spread of disease by 

limiting mosquitoes’ reproduction.

Grow organs/tissues for 

humans needing a transplant.

Increase protein production 

leading to more nutritious meat.

Bring back an extinct animal 

using a closely related species.

Cause an aquarium fsh to glow.

70%

57

43

32

21

SURVEY

When is it OK to genetically 
engineer an animal?
The Pew Research Center asked U.S. adults whether 

they would approve of genetically engineering 

animals for various purposes. Majorities backed 

such work to combat human illnesses. In every case, 

the level of approval was higher among people very 

knowledgeable about science than among those 

with low knowledge.

A 
16-year effort to detect from space the movements of small animals tagged with 

radio transmitters got a boost last week when Russian cosmonauts unfurled 

an antenna on the International Space Station. The 3-meter-by-2-meter device 

should become fully operational in 2019, giving animal researchers more compre-

hensive movement data over larger areas than they can monitor with handheld 

receivers in the field. They say the data will aid conservation and understanding animal 

behavior. Members of the International Cooperation for Animal Research Using Space 

(ICARUS) group have designed 5-gram tags that can send the space-based antenna 

many kinds of data, including an animal’s location and acceleration and the tempera-

ture and magnetic field in its surrounding environment. The antenna can scan 120 such 

tags over a 30- to 800-kilometer area every 3 seconds. Among many planned projects, 

the ICARUS team will test whether the behavior of goats on Italy’s Mount Etna predicts 

its eruptions and track African fruit bats to better understand Ebola’s spread.

ANIMAL BEHAVIOR

Bird watching from space

SCIENCEMAG.ORG/NEWS

Read more news from Science online.

An antenna aboard the 

International Space Station 

can track this miniature 

transmitter, strapped to 

a scarlet macaw.
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C
heap, small satellites have swarmed 

into Earth orbit over the past decade, 

cutting the cost of studying our home 

planet from space. Now, these space-

craft, some no bigger than a brief-

case, are becoming 

capable enough to venture 

into deep space—or at least 

the inner solar system. Two 

are halfway to Mars, more 

than a dozen planetary 

probes are in development, 

and scientists are coming 

up with ever more daring 

ideas for doing cheap, high-

risk interplanetary science.

“Planetary is definitely getting excited,” 

Lori Glaze, head of NASA’s planetary science 

division, said last week at a symposium on 

small deep-space probes at Goddard Space 

Flight Center in Greenbelt, Maryland. Ear-

lier this year, NASA began to accept propos-

als for a line of small planetary missions, 

with costs capped at $55 million. Glaze says 

12 teams have submitted proposals, and the 

agency plans to select several finalists in Feb-

ruary 2019. Europe, too, has plans for small 

planetary probes, also known as CubeSats 

for the cube-shaped modules from which 

they are built. “We see now the potential 

for interplanetary CubeSats,” says Roger 

Walker, the European Space 

Agency’s technology Cube-

Sat manager in Noordwijk, 

the Netherlands.

Small satellites can be as-

sembled from low-cost com-

ponents and released by the 

dozen from a single rocket. 

But systems key to inter-

planetary flight, including 

propulsion, communication, 

and navigation, have traditionally been too 

bulky to fit into a small package.

A mission called Mars Cube One 

(MarCO), twin craft launched in May along 

with the Mars InSight lander, is breaking 

that size barrier. Built from six standard, 

10-centimeter cubes, they are meant to pro-

vide a communication relay for InSight as 

it descends to the surface. But Glaze says 

the craft, which passed the halfway point 

in their journey last week, are already pio-

neers. “These CubeSats have flown farther 

than any ever before,” she says. “They’ve 

already demonstrated the ability to do a 

comm relay.” An unfurled radio antenna 

panel, three times the size of the CubeSats 

themselves, transmits a trickle of data di-

rectly to Earth using the CubeSats’ limited 

solar power.

MarCO also showcases a miniature guid-

ance, navigation, and control system devel-

oped by Blue Canyon Technologies in Boulder, 

Colorado. The technology has helped make 

CubeSats attractive for space science, says 

Dan Hegel, Blue Canyon’s director for ad-

vanced development. “CubeSats were tum-

bling around, not doing much,” he says. 

“There was no motivation before to try 

and shrink your instrument.” The company 

shrank reaction wheels, gyroscopes, and 

star trackers into a system that sells for less 

than $150,000 and fits in half a cube.

Propulsion is a lingering concern. The 

small craft may need to change course, or 

slow down to orbit a planet, moon, or as-

teroid. Although MarCO’s propulsion sys-

tem occupies half of the craft, it holds only 

enough fuel to make small trajectory ad-

justments en route to Mars, and it squirts 

pressurized gas like a fire extinguisher, 

an inefficient approach. As a result, the 

CubeSats will helplessly coast past the Red 

Planet after completing their mission.

CubeSats in Earth orbit have tested so-

lar sails, thin mirrored foils that deliver a 

gentle push from the pressure of sunlight. 

Other developers are betting on solar elec-

tric propulsion systems. A device built by 

ExoTerra Resource in Littleton, Colorado, 

uses electricity from solar panels to bom-

bard a xenon gas “fuel” with a beam of 

electrons, creating a charged plasma. An 

electric field shoots the plasma out the 

back, generating a feeble thrust. No big-

ger than a hockey puck, the device, called 

a Hall thruster, uses fuel much more effi-

ciently than conventional rockets do, Exo-

Terra President Michael VanWoerkom says. 

“If you’re willing to wait longer to get there, 

you can package a lot of propellant into a 

very small space,” he says.

A big test of propulsion technologies 

will come at the end of 2019, when NASA’s 

heavy lift rocket, the Space Launch System, 

is due for its maiden voyage. It will carry 

13 CubeSats, many of them focused on moon 

science. “Almost all are using different 

propulsion technologies,” says Goddard’s 

Barbara Cohen, principal investigator for 

I N  D E P T H
The Mars Cube One mission—the first interplanetary 

CubeSats—will coast past the Red Planet this fall.

With miniaturized guidance and propulsion systems, 
tiny craft aim for destinations beyond Earth

PLANETARY SCIENCE

By Eric Hand
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CubeSats “have 
flown farther than 
any ever before.” 
Lori Glaze, NASA

Interplanetary small 
satellites come of age
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one of the missions, Lunar Flashlight, an 

effort to confirm the presence of ice in per-

manently shadowed regions of polar craters 

by shining lasers into them.

Better propulsion could help solve an-

other problem facing planetary small satel-

lites: a lack of rocket rides. CubeSats often 

piggyback on larger mission launches, but 

rideshares beyond low-Earth orbit are rare. 

Solar electric propulsion systems could help 

craft released into low-Earth orbits make 

an escape. A small satellite equipped with 

a Hall thruster could spiral out from Earth 

to the moon in a few months, VanWoerkom 

says. Reaching Mars would take a few years.

Scientists are starting to have big dreams 

for their small packages. Tilak Hewagama, 

a planetary scientist at the University of 

Maryland in College Park, wants to send 

a small satellite to intercept a comet on 

its first arrival in the solar system. Most 

comets have swung around the sun many 

times, and their once-pristine surfaces have 

grown weathered. But nearly every year, as-

tronomers discover a few that are swoop-

ing in for the first time. By then, it is too 

late to develop a spacecraft to study them, 

Hewagama says. But a small satellite al-

ready parked in a stable orbit could maneu-

ver in time to witness the comet’s passage 

up close—a risky plan that Hewagama says 

NASA wouldn’t be willing to pursue for a 

larger, more expensive craft.

Timothy Stubbs, a planetary scientist 

at Goddard, wants to use two 30-kilogram 

satellites to explore the origin of curious 

bright swirls on the surface of the moon. 

One idea is that weak magnetic fields in 

moon rocks—implanted by comet impacts 

or a long-extinct magnetic dynamo—might 

be repelling the solar wind particles that 

weather and darken the surrounding soil. 

But understanding the interactions be-

tween the particles and the fields requires 

skimming the moon in a close, unstable or-

bit that would require large amounts of fuel 

to maintain. Stubbs’s solution: Orbit two 

small satellites in tandem, linked by a thin 

Kevlar tether 25 kilometers long, so that a 

satellite in a higher orbit can stabilize its 

mate a mere 2 kilometers above the surface.

Both teams plan to submit proposals to 

the new NASA funding program—if they 

can whittle costs down to fit the $55 mil-

lion cap. Small satellites may be cheap, but 

developing a deep-space mission tradition-

ally requires a big team and lots of testing 

to pare down risk. Symposium organizer 

Geronimo Villanueva, a Goddard planetary 

scientist, says NASA officials are working 

on changing the rules for small satellites 

headed for deep space so that higher risk 

levels are acceptable. “We need to change 

the way we do business,” he says. j

Ancient DNA reveals tryst 
between extinct human species
Woman had a Neanderthal mother and a Denisovan father

EVOLUTION

T
he woman may have been just a teen-

ager when she died more than 50,000 

years ago, too young to have left 

much of a mark on her world. But a 

piece of one of her bones, unearthed 

in a cave in Russia’s Denisova valley 

in 2012, may make her famous. Enough an-

cient DNA lingered within the 2-centimeter 

fragment to reveal her startling ancestry: 

She was the direct offspring of two different 

species of ancient humans—neither of them 

ours. An analysis of the woman’s genome, 

reported in this week’s issue of 

Nature, indicates her mother 

was Neanderthal and her father 

was Denisovan, the mysterious 

group of ancient humans dis-

covered in the same Siberian 

cave in 2011. It is the most direct 

evidence yet that various an-

cient humans mated with each 

other and had offspring.

Based on other ancient ge-

nomes, researchers already had 

concluded that Denisovans, 

Neanderthals, and modern hu-

mans interbred in ice age Eu-

rope and Asia. The genes of both 

archaic human species are pres-

ent in many people today. Other 

fossils found in the Siberian 

cave have shown that all three 

species lived there at different 

times. But the new finding “is 

sensational” just the same, says 

Johannes Krause, who studies 

ancient DNA at the Max Planck 

Institute for the Science of Human His-

tory in Jena, Germany. “Now we have the 

love child of two different hominin groups, 

found where members of both groups have 

been found. It’s quite a lot of things happen-

ing in one cave through time.”

Viviane Slon, a paleogeneticist at the Max 

Planck Institute for Evolutionary Anthropo-

logy in Leipzig, Germany, who did the an-

cient DNA analysis, says when she saw the 

results, her first reaction was disbelief. 

Only after repeating the experiment several 

times were she and her Leipzig colleagues—

Svante Pääbo, Fabrizio Mafessoni, and 

Benjamin Vernot—convinced. That a direct 

offspring of the two ancient humans was 

found among the first few fossil genomes 

recovered from the cave suggests, Pääbo 

says, “that when these groups met, they ac-

tually mixed quite freely with each other.”

The bone fragment’s characteristics sug-

gested it came from someone who was at 

least 13 years old. After pulverizing small 

samples, extracting DNA, and sequencing 

it, Slon and her colleagues found that its 

owner was female, and that her genome 

matched that of Denisovans and Neander-

thals in roughly equal measure. Moreover, 

the proportion of genes in which her chro-

mosome pairs harbored different 

variants—so-called heterozygous 

alleles—was close to 50% across 

all chromosomes, suggesting 

the maternal and paternal chro-

mosomes came directly from 

different groups. And her mito-

chondrial DNA, which is inher-

ited maternally, was uniformly 

Neanderthal, so the research-

ers concluded she was a first-

generation hybrid of a Denisovan 

man and Neanderthal woman. 

The evidence “is so direct, we 

almost caught them in the act,” 

Pääbo says.

A closer look at the genome 

suggests her father also had some 

Neanderthal ancestry, possibly 

several hundred generations 

back. And the woman’s Nean-

derthal genes are closer to those 

of a Neanderthal found in Croa-

tia than those from remains 

found in the Siberian cave. That 

suggests distinct groups of Neanderthals 

migrated back and forth between western 

Europe and Siberia multiple times.

Along the way, apparently, they freely 

spread their genes to outsiders. That high-

lights the question, Krause says, of why 

Denisovans and Neanderthals nevertheless 

remained genetically distinct groups. “Why 

don’t they come together as one population 

if they come together from time to time?” 

Geographic barriers probably played a role, 

he says, but researchers need more fossils 

with ancient DNA, from multiple sites, to 

understand the true legacy of these pre-

historic couplings. j

By Gretchen Vogel

This bone fragment 

harbors the most direct 

evidence yet of ancient 

interspecies mating.
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T
he sea’s murky depths might host 

more life than we thought. That’s the 

preliminary conclusion of scientists 

who this week completed the inaugu-

ral cruise of the Ocean Twilight Zone 

(OTZ) initiative, a 6-year, $35 million 

effort that is using innovative technologies—

and an unusual funding model—to document 

the ocean’s mysterious midwater layer.

The weeklong North Atlantic Ocean ex-

pedition was aimed primarily at testing the 

OTZ initiative’s new workhorse: a 5-meter-

long towed sled, dubbed Deep-See, that 

bristles with cameras, acoustic sensors, and 

samplers. But the trial also produced some 

eye-opening observations. At times when 

traditional surface instruments traced just 

a single, relatively dense layer of midwater 

organisms beneath the ship, for instance, 

Deep-See revealed a host of creatures dis-

tributed throughout the twilight zone, which 

extends from 200 meters to 1000 meters 

below the surface. “We kept seeing organ-

isms all the way down,” says Andone Lavery, 

a physicist with the Woods Hole Oceano-

graphic Institution (WHOI) in Massachu-

setts, which is leading the project. “That was 

really surprising.”

It was a promising start for OTZ scien-

tists. They are targeting a little known ocean 

layer, between easily studied surface waters 

and the dark abyss, which submersibles 

have explored. “The midwater zone has 

been severely neglected,” says Heidi Sosik, a 

biological oceanographer with WHOI. 

Researchers know it teems with life, in-

cluding fish, crustaceans, jellies, worms, and 

squids. And they have speculated, based on 

acoustic and net surveys, that the total bio-

mass of midwater fish might dwarf the cur-

rent global catch of surface-dwelling fish by 

100 times. But they have struggled to docu-

ment this twilight ecosystem. “The big ques-

tions are who are the players [and] who’s 

eating who,” says biological oceanographer 

Mark Benfield of Louisiana State University 

in Baton Rouge. There are “species just wait-

ing to be discovered,” says WHOI physical 

oceanographer Gordon Zhang.

The project also aims to get a better grip 

on how twilight zone creatures influence the 

global carbon cycle. Midwater organisms 

perform perhaps the biggest daily migration 

on the planet, rising each night toward the 

surface to feast on a sunlight-fed bounty of 

plankton and fish. Then, as the sun rises, they 

sink back to the depths. That plunge prevents 

carbon captured at the surface from going 

“right back into the atmosphere,” where it 

would amplify global warming, says marine 

ecologist Tracey Sutton of Nova Southeastern 

University in Dania Beach, Florida.

Traditional tools have proved inadequate 

for exploring midwater ecosystems. Ship-

mounted acoustical sensors—which use 

sound waves to locate objects—have trouble 

precisely detecting deep-swimming organ-

isms. Towed nets can crush beyond recog-

nition the gelatinous creatures found in the 

midwater. Because many are bioluminescent, 

the catch can resemble a ball of fire within 

the mesh, scaring away other animals. The 

pressure wave formed by an oncoming net 

can also warn off creatures.

Deep-See is engineered to overcome those 

challenges. “It’s the equivalent of having the 

ship down at 600 meters,” Benfield says. That 

allows the sled’s acoustic sensors to deliver 

higher resolution data, because the sound 

waves don’t have to pass through hundreds 

of meters of water. And because the sensors 

track seven different frequency bands, they  

might allow researchers to discern an ani-

mal’s size and possibly even species. “It’s like 

color TV versus black and white,” Lavery says.

Deep-See’s cameras, meanwhile, can image 

creatures as small as 50 microns in length, 

seven times per second. Other devices mea-

sure light and environmental variables. All 

told, 2 terabytes of data flow by cable from 

the rig to the ship each hour.

During Deep-See’s recent trial, research-

ers compared the animals captured by the 

acoustic sensors and cameras to those caught 

in nets. The acoustic sensors imaged “big 

fish just a few meters away,” says marine 

biologist Michael Jech of the National Oce-

anic and Atmospheric Administration in 

Woods Hole. But the large lights used by the 

cameras appeared to scare away creatures. 

The scientists are now brainstorming solu-

tions, Jech says, which might include slowing 

the tow and trying different light colors.

WHOI scientists have already scheduled 

two more OTZ cruises and expect many more, 

across the globe, by the time the project ends 

in 2024. As a finale, they hope to establish 

permanent, tethered monitoring observato-

ries in the midwater. “Who knows what we’ll 

have in 20 years,” Benfield says. “We may look 

at Deep-See as a primitive forerunner.”

Funding for the project is coming from 

an unusual source: The Audacious Project, 

a new initiative by TED, the ideas-spreading 

nonprofit based in New York City. Audacious 

raises money from multiple private donors 

and vets proposals on their behalf, which 

cuts paperwork for grantees. Over the past 

3 years, it has made seven awards, including 

the OTZ initiative, a methane-sensing satel-

lite, and health care and hunger programs.

OTZ scientists are now combing through 

the more than 30 gigabytes of data they 

amassed. One goal: to see whether the data 

confirm that first impression of abundant 

midwater life. They are also looking ahead. 

“The big thing I want,” Lavery says, “is to get 

Deep-See out in the ocean again soon.” j 

By Eli Kintisch

MARINE SCIENCE

Project lifts the veil on life in 
the ocean’s twilight zone
New initiative aims to document midwater biodiversity

The dynamic midwater 

ocean teems with organisms 

such as this bristle worm.
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A
bout 1 million years ago, one of 

Earth’s most important metronomes 

mysteriously shifted: Ice ages went 

from occurring every 40,000 years 

to every 100,000 years. At the same 

time, the “conveyor belt” of warm-

ing currents in the North Atlantic Ocean 

slowed sharply. Last week, scientists here 

at the Goldschmidt Conference presented a 

clue to these twin mysteries: evidence that 

glaciers in the Northern Hemisphere sud-

denly began to stick to their beds. Growing 

thicker, they might have triggered a cool-

ing that disrupted the conveyor belt and 

allowed the 100,000-year cycle that we see 

today to take root.

“The system basically crashed,” says Steve 

Goldstein, an ocean geochemist at Colum-

bia University who led the 

study. Other scientists wel-

come the new clues to the 

transition. “This is really 

exciting new evidence,” says 

Henrieka Detlef, a paleo-

climatologist at Cardiff Uni-

versity in the United King-

dom . But she and others 

aren’t sold yet on the long 

causal chain that Goldstein’s 

team posits.

Scientists have long known 

that tiny changes in Earth’s 

orbit around the sun, called 

Milankovitch cycles, drive the 

planet in and out of ice ages. 

But nothing changed in those 

orbital patterns 1 million 

years ago. Recently, Goldstein and his col-

leagues found signs of a possible contributor 

to the ice age transition: a near-collapse of 

the Atlantic meridional overturning circula-

tion (AMOC). The AMOC shepherds shallow 

warm water to the North Atlantic, where it 

cools and sinks before returning south along 

the sea floor to the Southern Ocean to meet 

Pacific Ocean waters.

Goldstein’s group deduces the overall 

strength of the AMOC from geochemical 

markers in ocean sediment cores. The re-

searchers take advantage of a ratio between 

two isotopes of neodymium that varies with 

the age of their source rocks: ancient crust 

runs negative, whereas younger rocks are 

more positive. As it happens, the North 

Atlantic is surrounded by ancient crust, 

whereas the Pacific, thanks to its volcanic 

Ring of Fire, tilts younger. The neodymium-

carrying grit ends up incorporated into the 

shells of single-celled foraminifera or fish 

teeth, both of which accumulate over time 

on the sea floor. Changes in the isotope ra-

tio record the wax and wane of intruding 

North Atlantic or Pacific waters.

Earlier this decade, the Columbia group 

tested its approach on two archived sedi-

ment cores from the South Atlantic. About 

950,000 years ago, they saw the isotopic 

signals shoot up, reflecting an incursion 

of Pacific waters, with little evidence of re-

turning North Atlantic waters—suggesting 

a stark “AMOC crisis.” The slowdown could 

have sharply cooled the North Atlantic 

region—and might have lengthened the ice 

age rhythm.

Now, the team has analyzed five other 

ocean cores that also show signs of a weak 

AMOC. Two of the cores, from the North 

Atlantic, suggest a possible trigger for the 

AMOC crisis. In the millennia leading up to 

it, the neodymium signal sharply trended 

negative before abating—a sign that an in-

flux of older and older grit from the North 

Atlantic region had suddenly stopped.

The only plausible explanation, they say, 

is a long-standing hypothesis advanced 

by Peter Clark, a glaciologist at Oregon 

State University in Corvallis, and several 

others: that the northern ice sheets had 

finally ground their way to bedrock. Be-

fore Earth’s current ice age cycles began 

3 million years ago, a long warm period 

had allowed a thick soil layer to build up 

on northern landmasses. At first, the soil 

acted as a grease that caused early ice 

sheets to collapse before they could thicken 

much. But repeated glaciations gradually 

scoured this grit away, and meltwater 

swept it into the ocean. As the glaciers dug 

deeper into older rock, the neodymium 

signal in ocean sediment became more 

negative. Eventually, the glaciers reached 

bedrock and began to stick to their base, 

allowing them to grow thicker—leading to 

a more profound and persistent cooling 

that somehow caused the AMOC to crash 

and the glacial cycle to lengthen. “We think 

we’re seeing the trigger,” says Maayan 

Yehudai, the Columbia graduate student 

who presented the work. (Scientists be-

lieve pronounced global warming—like the 

warming underway now—could also disrupt 

the AMOC.)

The neodymium evidence 

supports this geological story, 

Clark says. “It’s a pretty 

clear signal that you should 

see.” Detlef notes, however, 

that there is no conclusive 

evidence that northern ice 

sheets were increasing in 

thickness prior to the AMOC 

slowdown. But she accepts 

that something important 

happened in the North At-

lantic leading up to the 

AMOC crisis.

One hypothesis that does 

seem ruled out, however, is 

the notion that the growth of 

Antarctic ice sheets 900,000 

years ago played a pivotal role in the tempo 

change. “Everything that’s happening in the 

North Atlantic is happening before [that],” 

Yehudai says.

The AMOC and the glaciers may not have 

been the only factors in the transition, how-

ever. Some scientists have suggested that a 

small drawdown of carbon dioxide (CO2), 

perhaps driven by a dust-fertilized plankton 

bloom in the Southern Ocean, would have 

been enough to shift the ice age rhythm. 

Yair Rosenthal, a paleo-oceanographer at 

Rutgers University in New Brunswick, New 

Jersey, thinks a CO2 drop, thickening ice 

sheets, and a weak AMOC could have all 

played a role. “I’m not a fan of single trig-

gers of anything.” j
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A slowing pulse
Earth’s orbital patterns cannot explain a shift in the ice ages’ frequency that began about 

1 million years ago. Thickening glaciers and crippled ocean currents could be to blame.

By Paul Voosen, in Boston

ANCIENT CLIMATE 

Sticky glaciers slowed tempo of ice ages
Seafloor cores suggest thickening ice sheets triggered near-collapse of Atlantic currents
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ew results are raising hopes for eas-

ing one challenge of living with HIV: 

the need to take daily pills for life, 

both to ward off AIDS and to lower 

the risk of transmitting the virus to 

others. Missing doses can also foster 

the emergence of HIV strains with drug re-

sistance, a danger both to the person receiv-

ing treatment and, if those strains spread, to 

entire populations. Now, a large-scale study 

has shown over 48 weeks that monthly injec-

tions of two long-acting anti-HIV drugs work 

just as well as taking daily pills.

ViiV Healthcare, a London-based 

collaboration between GlaxoSmith-

Kline  and Pfizer, revealed the highly 

anticipated findings in a press 

release on 15 August. This share-

holder announcement, required by 

regulatory agencies to inform inves-

tors, offered scant data. But it was 

welcome news to other researchers 

studying long-acting anti-HIV med-

ication schemes—and to clinicians 

who think they could transform 

both treatment and prevention of 

HIV infections.

Anton Pozniak, an HIV/AIDS 

clinician at Chelsea and West-

minster Hospital in London, says 

long-acting injections could help 

HIV-infected people who have “pill 

fatigue,” difficulty swallowing the 

medication, or psychological issues 

that make it hard to cope with a 

daily reminder that they have a deadly virus. 

He calls the results “a fantastic development” 

but adds, “We still have a way to go.” Even 

if these injectables win regulatory approval, 

many practical questions remain about their 

cost, the impact of missing shots, inflamma-

tion at injection sites, and the burden on 

health care systems of providing monthly 

intramuscular injections.

The phase III study, called Antiretro-

viral Therapy as Long-Acting Suppression 

(ATLAS), is testing an experimental drug, 

cabotegravir, made by ViiV, and rilpivirine, 

a licensed medicine from Janssen Sciences 

Ireland UC in Dublin, in 618 HIV-infected 

people from 13 countries. All had fully sup-

pressed the virus for at least 6 months with 

oral drugs. Half stayed on daily pills, while 

the others received an injection into the but-

tocks of each drug once a month. Viral sup-

pression was the same in both groups, ViiV’s 

statement says.

Kimberly Smith, who heads R&D for ViiV 

from Durham, North Carolina, says the in-

jectables could make it easier for clinicians 

to know for certain that patients are adher-

ing to their treatment. Studies have shown 

that about 30% of HIV-infected people 

have difficulty doing so at some point; even 

those taking just a single multidrug pill a 

day miss doses. Smith, an  HIV/AIDS clini-

cian before she came to ViiV, says, “I expe-

rienced having patients die … because they 

just couldn’t get over that hurdle of taking 

that pill every day.”

Long-duration anti-HIV drugs could also 

protect uninfected people at risk of get-

ting the virus. Such people are even more 

reluctant to take daily pills, as required for 

so called pre-exposure prophylaxis (PrEP). 

Raphael Landovitz, a clinician at the Uni-

versity of California, Los Angeles, who 

studies long-acting drugs for PrEP, says the 

ATLAS data are “incredibly encouraging 

and exciting” and are “certainly reassuring” 

to people doing similar prevention work.

Landovitz is collaborating on studies 

of how long-acting injectables, including 

cabotegravir and, separately, a monoclonal 

antibody developed by the U.S. National 

Institute of Allergy and Infectious Diseases 

(NIAID) in Bethesda, Maryland, improve 

adherence in people on PrEP. Also under-

way is a phase III study of the ATLAS regi-

men in HIV-infected people who have never 

taken any antiretrovirals. It addresses the 

possibility that patients in the original trial, 

who were on oral drugs beforehand, might 

harbor resistant virus that could undermine 

the effectiveness of the injections. And a 

trial called ATLAS 2 will ask whether the 

injectables can effectively suppress HIV if 

given only once every 8 weeks.

Other long-acting HIV treatments at ear-

lier phases of clinical testing include injec-

tions of a new Gilead Sciences drug that 

cripples the making of HIV’s capsid 

protein, a novel target. Researchers 

also are exploring long-acting alter-

natives to injections, including a 

Merck & Co. pill that inhibits HIV’s 

reverse transcriptase enzyme for up 

to 10 days. In the future, research-

ers hope to extend the effect of anti-

retrovirals with slow-release skin 

implants or polymer-based pills 

that slowly dissolve in the stomach.

If both phase III studied have 

positive results, the drugmakers 

could apply for regulatory ap-

proval next year. But Landovitz 

cautions that many “nuanced 

questions” remain about how 

to use these long-acting drugs. 

What’s the optimal dose and tim-

ing of injections? What resistance 

mutations might emerge and how 

would they hamper the effective-

ness of conventional oral drugs?

Although a long-acting drug regimen can 

be a blessing, Smith says, “it has the poten-

tial to be a curse if a person disappears.” 

Because the drugs metabolize so slowly, 

they can have an unusually long pharmaco-

logical “tail,” their presence steadily declin-

ing in blood and tissues for a year or longer, 

which could allow drug-resistant strains of 

HIV to flourish.  

It’s anyone’s guess what the long-acting 

drugs would cost and whether develop-

ing countries could afford them. It’s also 

unclear how many people will opt for in-

jections over pills. So only real-world ex-

perience will prove whether long-acting 

interventions will be “a niche or transfor-

mative,” Landovitz says. As NIAID head 

Anthony Fauci puts it, “This is not the end 

game, but it’s an important first step.” j

In a clinical trial in Mfekayi, South Africa, counselors counted antiretroviral 

pills to make sure participants took medications as directed.

BIOMEDICINE 

By Jon Cohen

Monthly shots may replace daily anti-HIV pills

NEWS   |   IN DEPTH

Long-acting treatments now in clinical trials may work as preventives, too
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A
nightmare is unfolding for animal 

health experts: African swine fever 

(ASF), a highly contagious, often 

fatal disease of domestic pigs and 

wild boars, has appeared in China, 

the world’s largest pork producer. 

As of 21 August, ASF had been reported at 

sites in four provinces in China’s northeast, 

thousands of kilometers apart. Containing 

the disease in a population of more than 

430 million hogs, many raised in smallholder 

farmyards with minimal biosecurity, could be 

a monumental challenge. 

“The entry of ASF into China is really a very 

serious issue,” says Yang Hanchun, a swine 

viral disease scientist at China Agricultural 

University in Beijing. Given the scale of Chi-

na’s pork sector, the economic impact could 

be devastating, Yang says, and the outbreak 

puts a crucial protein source at risk. From 

China, the virus could also spread elsewhere; 

if it becomes endemic, “it will represent a 

major threat for the rest of the world, includ-

ing the American continent,” says François 

Roger, a veterinary  epidemiologist at the Ag-

ricultural Research Center for International 

Development in Montpellier, France.

The virus that causes ASF does not harm 

humans, but it spreads rapidly among do-

mestic pigs and wild boars through direct 

contact or exposure to farm workers’ contam-

inated shoes, clothing, and equipment. The 

virus can survive heat and cold and persists 

for weeks in carcasses, feces, and fresh and 

semicured pork products, such as sausages. 

Ticks can also spread it. Infection causes 

a high fever, internal bleeding, and, often, 

death. There is no ASF vaccine, and no treat-

ment for infected animals.

Endemic in most African countries, ASF 

jumped to the nation of Georgia in 2007 and 

later spread through Russia; it has also been 

reported in Poland and the Czech Republic, 

and scientists worry about a jump to major 

pork producers such as Germany and Den-

mark (Science, 22 December 2017, p. 1516). 

East Asia’s first confirmed outbreak occurred 

on 1 August in Shenyang, a city in Liaoning 

province, China’s Ministry of Agriculture 

says. Investigators have traced the disease 

back through sales of pigs and concluded the 

virus has been circulating in the area since 

at least March, says Wantanee Kalpravidh, 

a veterinarian at the Food and Agriculture 

Organization’s (FAO’s) Emergency Centre for 

Transboundary Animal Disease in Bangkok.

A genetic analysis suggests the virus is 

closely related to the strain circulating in 

Russia, scientists from the Institute of Mili-

tary Veterinary Medicine in Changchun 

and other Chinese institutions reported on 

13 August in Transboundary and Emerging 

Diseases. “The increasing demand for pork 

has resulted in a great increase in the vol-

ume of live pigs and pork products imported 

to China,” heightening the risk of introduc-

tion, they wrote. The virus probably arrived 

in imported pork products, Kalpravidh says, 

which then infected pigs that were fed con-

taminated table and kitchen scraps.

A second outbreak occurred on 14 August 

at a slaughterhouse in Zhengzhou, the capi-

tal of Henan province; the afflicted pigs had 

been shipped from a market in Jiamusi, a 

town in Heilongjiang province, more than 

2000 kilometers to the northeast (see map, 

below). The virus struck again on 15 August 

at a farm in Lianyungang, in Jiangsu prov-

ince. The Chinese government has responded 

by culling sick and exposed animals—nearly 

9000 were killed in Shenyang alone—

blockading outbreak areas; disinfecting 

farms, markets, and processing facilities; 

controlling the movement of live pigs and 

pork products; screening animals; and con-

ducting epidemiological surveys.

But there are serious challenges to con-

taining the virus. Pig producers in China 

range from massive, sophisticated operations 

to small backyard farms; tailoring a response 

to suit them all “is the biggest challenge for 

China to control ASF,” Yang says. The com-

plexity of the production chain makes trac-

ing paths of infection “an incredible effort to 

tackle,” says Juan Lubroth, chief veterinarian 

at FAO’s headquarters in Rome. Kalpravidh 

says China is trying to earn the cooperation 

of producers by immediately compensating 

them for culled animals, in hopes of stopping 

them from slaughtering sick pigs and sell-

ing their meat. But ticks and wild boar could 

also spread the disease, although their role is 

poorly understood.

So far, Lubroth says, China’s “very so-

phisticated and knowledgeable veterinary 

workforce” has operated aggressively, and 

the government has been transparent about 

ASF’s spread. But containing the disease 

“won’t happen overnight,” he warns. j

With reporting by Bian Huihui.

Jiamusi

1 August
Shenyang

14 August
Zhengzhou

Beijing
CHINA

MONGOLIA

RUSSIA

N. KOREA

S. KOREA

JAPAN

15 August
Lianyungang

0 1000

Km

Shipment of
infected pigs

A threat emerges 
As of 21 August, African swine fever had been reported 

in four provinces in northeastern China.

Arrival of deadly pig disease 
could spell disaster for China
African swine fever threatens the world’s largest pig herd 

ANIMAL HEALTH

By Dennis Normile

China has millions of pig farms, many of them small, 

such as this one on the outskirts of Beijing.
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T
he dark shadow of Hunting-

ton disease fell squarely over 

Michelle Dardengo’s life on the day 

in 1986 that her 52-year-old father 

was found floating in the river 

in Tahsis, the remote Vancouver 

Island mill town where she grew 

up. Richard Varney had left his 

wedding ring, watch, and wallet 

on the bathroom counter; ridden his bike 

to a bridge that spans the rocky river; and 

jumped. The 4.5-meter drop broke his pel-

vis. The town doctor happened to be fishing 

below and pulled Varney out as he floated 

downstream, saving his life.

But his tailspin continued. The once 

funny man who read the Encyclopedia Bri-

tannica for pleasure; the good dancer who 

loved ABBA, the Three Tenors, and AC/DC; 

the affable volunteer firefighter—that man 

was disappearing. He was being replaced 

by an erratic, raging misanthrope wedded 

to 40-ounce bottles of Bacardi whose legs 

would not stay still when he reclined in 

his La-Z-Boy.

In 1988, Varney was diagnosed with 

Huntington disease. That explained his 

transformation but offered little comfort. 

Huntington is a brutal brain malady caused 

by a mutant protein that inexorably robs 

victims of control of their movements and 

their minds. Patients are plagued by jerky, 

purposeless movements called chorea. They 

may become depressed, irritable, and im-

pulsive. They inevitably suffer from progres-

sive dementia. The slow decline typically 

begins in midlife and lasts 15 to 20 years, as 

the toxic protein damages and finally kills 

neurons. For both families and the afflicted, 

the descent is agonizing, not least because 

each child of an affected person has a 50% 

chance of inheriting the fatal disease.

In the United States, about 30,000 people 

have symptomatic Huntington disease and 

more than 200,000 carry the mutation that 

ensures they will develop it. Globally, be-

tween three and 10 people in every 100,000 

are affected, with those of European extrac-

tion at highest risk. In a large study pub-

lished in the Journal of Neurology in June, 

Danish researchers found that people with 

Huntington disease were nearly nine times 

more likely to attempt suicide than the gen-

eral population.

Patients thrill to reports of a promising 
antisense drug against Huntington disease, 

but no one is sure yet whether it works

By Meredith Wadman, in Vancouver, Canada; 

Photography by John Lehmann
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For the first 15 years after her father’s di-

agnosis, while scientists discovered the ge-

netic mutation that causes Huntington and 

embarked on a seemingly endless chase for a 

remedy, Dardengo avoided the genetic testing 

that would reveal whether her father’s decline 

was a preview of her future. Already married 

when her dad was diagnosed, she gave birth 

to a son and a daughter and had a job she 

loved, doing software diagnostics for an in-

surance company. Then in 2003, the year her 

father died after being institutionalized for 

more than a decade, she got tested. “It was 

bothering me,” she says. “You have to plan for 

the future.” She was positive for the mutation.

About a decade later, Dardengo noticed 

that her handwriting was becoming “un-

manageable.” Her balance declined. She re-

turned from walking her dogs with bloody 

knees and scraped hands. In April 2015—at 

52, the same age that her father had leapt 

from the bridge—she was forced to leave 

her job. “Cognitively, I don’t think you are a 

good fit,” a new boss told her.

Then an unfamiliar commodity entered 

her life: hope. Dardengo’s physician, Blair 

Leavitt, a Huntington disease researcher at 

the University of British Columbia (UBC) 

here, asked whether she wanted to join a na-

scent clinical trial of a new medication made 

by a Carlsbad, California, biotechnology com-

pany, Ionis Pharmaceuticals. The drug, the 

product of 25 years of research, was an anti-

sense molecule—a short stretch of synthetic 

DNA tailor-made to block production of the 

Huntington protein.

Joining the trial would be risky. Dozens of 

antisense drugs had entered clinical trials; 

few had become approved drugs. This par-

ticular medicine, injected into the fluid that 

surrounds the spinal cord, had never been 

put in humans. Dardengo might receive the 

active drug or she might get a placebo. In 

August 2015, she became “patient one.”

Three years later, that trial is famous. 

Its results electrified the Huntington dis-

ease community in December 2017 by 

indicating that the drug, formerly IONIS-

Michelle Dardengo walks her dog (above) 

near her home in Coquitlam, Canada. 

Dardengo’s father, shown holding her son 

Joel in a 1989 photo (left), died of 

Huntington disease. Joel carries the mutation.
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HTTRx and now called RG6042, reduces 

the amount of the culprit protein in the 

human brain—the first time any medicine 

has done so. Preliminary data released in 

April even hint at improvements in a few 

clinical measures.

The Basel, Switzerland–based pharma-

ceutical company Roche, which licensed 

RG6042, is preparing to move it into a 

pivotal clinical trial, with details to be an-

nounced in the next few months. “We had 

emails and phone calls from patients say-

ing, ‘I want to join this [upcoming] trial 

now. I’m willing to move house to do it,’” 

recalls Anne Rosser, a neuroscientist at 

Cardiff University, who oversaw one of 

nine sites in the first trial.

She and others who work with Hunting-

ton patients find themselves scrambling to 

manage expectations. “One feels for these 

patients because the clock is ticking for 

them,” Rosser says. But although the drug 

scored high for safety in the recent trial, 

whether it slows or stops the disease sim-

ply isn’t known. “We haven’t got evidence 

of efficacy,” she says. That will have to wait 

for the results of the next trial. And some 

scientists still worry about the drug’s long-

term safety.

Given the desperation of patients and 

their families, Louise Vetter, president 

and CEO of the Huntington’s Disease So-

ciety of America in New York City, says 

her group and others “need to manage 

back the hope a little bit. And that’s re-

ally hard.”

RG6042

RNase H attacks

and slices up 

the mRNA.

Reduced levels

of normal

huntingtin

protein

mRNA

Reduced levels of

mutant huntingtin

protein

Glutamine chain

Normal

huntingtin

gene

35 or fewer

CAG repeats

36 or

more

CAG

repeats

Mutant

huntingtin

gene

Striatum

Brain

RG6042 

spinal fuid 

injection 

Cerebral

cortex

Brain

Cerebral

cortex

Striatum

cortex

Striatu

Curbing a toxic protein  
A new drug, a synthetic snippet of 

DNA called RG6042, is injected at the 

lower back into the fluid that bathes 

the brain and spinal cord; it arrives in 

key brain cells within 24 hours. Animal 

studies have shown that the drug, 

an antisense molecule, penetrates 

the areas that are most badly damaged 

in Huntington disease: the corpus 

striatum and the cerebral cortex.

Antisense molecule
RG6042 is a 20-base snippet of 
synthetic DNA chemically adapted 
to resist DNA-destroying enzymes. 

A culprit gene
In unaffected people, the huntingtin gene carries 35 or 
fewer repetitions of a trio of bases: cytosine, adenine, and 
guanine (CAG). People with Huntington disease carry 
one mutant copy of the gene, with 36 or more repetitions 
of the CAG triplet, and one normal copy. Both copies are 
normally transcribed into messenger RNA (mRNA).

Antisense in action
The snippet of antisense DNA pairs with a stretch of 
mRNA in both the normal and mutant copies. This 
complex attracts a cutting enzyme, RNase H, which 
attacks the mRNA, preventing production of both 
normal and mutant protein. 
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THE MUTATION that causes Huntington—

named after U.S. physician George 

Huntington, who described the dis-

ease in 1872—is located near the tip 

of the short arm of chromosome 4. 

Healthy people carry two copies of 

the huntingtin gene, each with up to 

35 repetitions of a trio of nucleotides—

cytosine, adenine, and guanine (CAG). 

In the mutated gene, this CAG triplet is 

repeated 36 or more times, like a stutter. 

People who inherit a copy of the mutant 

gene from one parent produce a mutant 

huntingtin protein with an extra-long chain 

of glutamine amino acids.

No one is sure just how the mutant pro-

tein damages neurons. But chains of gluta-

mine longer than 36 amino acids are much 

more likely to stick to each other, forming 

clumps that may disrupt membranes or 

bind and inactivate other molecules within 

neurons. Afflicted people produce mutant 

huntingtin throughout their lives, and the 

damage mounts until symptoms appear. 

The more CAG repeats a patient harbors, 

the sooner the inevitable day comes.

Regardless of how the destruction hap-

pens, scientists reasoned, stopping produc-

tion of the mutant protein at its source 

should halt downstream damage. Back in 

1992, Science declared antisense technol-

ogy one of the 10 hottest areas of the year; 

1 year later, the mutation that causes Hun-

tington was published. Because just a single 

gene was responsible, shutting it down with 

antisense seemed an obvious approach for 

a therapy. The idea was that synthetic DNA 

snippets with a sequence complementary 

to part of the huntingtin gene’s messenger 

RNA (mRNA) would bind to the mRNA. In 

this case, the resulting DNA-mRNA com-

plex summons a cutting enzyme, RNase H, 

that degrades the mRNA and prevents its 

translation into protein (see graphic, left).

But for 25 years the idea wasn’t practi-

cal. Early antisense oligonucleotides (ASOs) 

didn’t bind mRNA targets efficiently and 

were quickly degraded by enzymes. Several 

companies dropped out. By the early 2000s, 

having chemically improved the ASOs and 

done animal studies, Ionis began to tailor 

ASOs to specific neurological diseases, in-

cluding one to curb spinal muscular atro-

phy (Science, 16 December 2016, p. 1359).

In 2006, Ionis researchers, led by the 

firm’s vice president of research, Frank 

Bennett, launched a collaboration with 

neuroscientist Don Cleveland and postdoc 

Holly Kordasiewicz of the University of 

California, San Diego, to develop an ASO to 

attack Huntington disease. (Kordasiewicz 

has since joined Ionis.) By 2012, they had a 

20-letter ASO that reversed symptoms and 

slowed brain atrophy in mouse models of 
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Huntington. In macaques, dogs, and pigs, 

the researchers injected the ASO into the 

cerebrospinal fluid (CSF), which bathes the 

spinal cord and brain. The drug reduced the 

mutant protein in key brain regions, includ-

ing the cortex and the corpus striatum, a 

deeper brain structure that is the disease’s 

first target. And it appeared to be safe.

In early 2015, researchers at several in-

stitutions delivered the last tool needed for 

a human trial: new tests that could detect 

levels of mutant huntingtin protein in the 

CSF. Crucially, one group also showed that 

in mice, reductions of mutant protein in 

the CSF corresponded to reductions in the 

brain itself. Now, researchers could collect 

human CSF and see reflected there how 

their ASO likely affected levels of the toxic  

protein in patients’ brains.

IN AUGUST 2015, Dardengo lay on her side 

at UBC Hospital, her face to the wall. She 

felt Leavitt’s needle inject anesthetic in the 

small of her back. After that, 

she felt nothing while he with-

drew 20 milliliters of her spi-

nal fluid and replaced it with 

the medication, dissolved in 

liquid. That was the first of 

four monthly injections. The 

trial was double-blind: Neither 

she nor Leavitt knew whether she was re-

ceiving placebo or the lowest of the planned 

doses of active drug, the only dose given to 

the first subjects.

Dardengo was unfazed by being patient 

one. “I never felt afraid,” she recalls. “Dr. 

Leavitt always asked: ‘You know that you 

could die doing this?’ I always said: ‘Yes, 

but my kids aren’t going to have to worry.’”

She thought she felt better after the 

last monthly injection, but she saw no im-

provement in her symptoms. Her balance 

was still off—she didn’t dare wear high 

heels—and she still got stuck in the middle 

of sentences. Months earlier, she had quit 

clipping her cat’s claws for fear of injuring 

the animal. Her husband Marc Dardengo 

had stopped asking her to run errands for 

his business because she so often got lost. 

These things didn’t change.

Then in November 2016, she and Marc 

received news that left them numb. Joel 

Dardengo, age 27, told his parents he had 

been tested for the Huntington mutation. 

He was positive.

His mother’s trial was cold comfort for 

Joel, a realist keenly aware of the pitfalls of 

science. “You can YouTube the disease and 

see what the endgame looks like,” he says. 

“It’s not the nicest.”

Joel told his fiancée that she was free to 

leave him. She refused. The couple, who 

want to have children, began to discuss in 

vitro fertilization, which would allow them 

to implant only Huntington-free embryos. 

But Joel, an electronics technician, and his 

fiancée, a prison guard, see no way to pay 

for the $30,000 procedure.

Thirteen months later, at 12:01 a.m. on 

11 December 2017, Michelle received an 

email: Ionis had announced the results of 

the trial in a press release. (A paper is still 

in the works.) After testing in 46 people, 

including her, RG6042 appeared to be safe, 

with minimal side effects. And after four 

monthly doses, levels of mutant huntingtin 

in patients’ CSF had decreased in a dose-

dependent manner: The antisense molecule 

appeared to be hitting its target.

The results triggered a happy uproar 

among Huntington families. Michelle and 

Marc Dardengo uncorked a bottle of char-

donnay and toasted the possibility that 

their children would live Huntington-free 

lives. Vetter, 5000 kilometers away, got a 

text message from her scientific director 

telling her to check her email immediately. 

She pulled over to the side of New Jersey’s 

Route 23, read the Ionis press release, and 

wept. At Huntington disease clinics from 

Baltimore, Maryland, to Bochum, Germany, 

phones began buzzing, email inboxes over-

flowing, and appointment requests surg-

ing. At University College London, home to 

the trial’s global leader, neurologist Sarah 

Tabrizi, patient referrals briefly quadrupled.

On the same day the results were re-

vealed, Roche announced it had paid 

$45 million to license the drug from Ionis 

and would move it into a pivotal clinical 

trial. That trial will enroll hundreds of pa-

tients in Europe, Canada, and the United 

States for up to 2 years, allowing the com-

pany to determine whether RG6042 slows 

or stops the disease.

Ionis presented more details about the 

first trial’s results at two meetings earlier 

this year. In March, the company reported 

that levels of mutant protein in the two 

highest-dose patient groups had declined 

on average by 40% and in some cases up 

to 60%. (In lab animals, smaller reductions 

had reduced symptoms of the disease.) And 

in April, Tabrizi reported that aggregated 

data from all patients showed statistically 

significant improvement in three of five 

clinical measures of Huntington disease 

progression, including tests of both motor 

and cognitive function.

But researchers were quick to temper the 

resulting excitement with caution. Bennett 

notes that other clinical measures did not 

improve significantly. “You can always find 

some correlations if you look hard enough. 

… The only way to really validate this is to 

do additional longer-term studies.”

Tabrizi, who like Leavitt consults for 

Roche and competing companies, agrees. 

She points out that the first trial wasn’t 

designed to gauge effectiveness. “The big 

question we have now is: Is the degree of 

mutant huntingtin lowering in the brain 

enough to slow the disease’s progression?”

At the moment, no one can say whether 

reduced protein levels will help already 

damaged brains recover, how long any posi-

tive effects might last, or whether danger-

ous side effects will crop up down the road. 

Tabrizi says patients should not expect 

“some Lazarus-like effect.”

One scientist not involved with the trial is 

even more circumspect. “People said in 1993: 

‘We have the gene—we have 

the cure,’” recalls Ole Isacson, 

a neurodegenerative disease 

expert at the Harvard Stem Cell 

Institute. In the mid-1990s, he 

ran a first, failed experiment 

trying to suppress huntingtin 

production in mice using an 

ASO. “And 25 years later, there may be a 

slight chance. This is not a sure home run.”

ALTHOUGH THE FIRST TRIAL appeared to 

show that RG6042 is safe, some research-

ers still have concerns because the drug 

suppresses production of both the normal 

and mutant forms of the huntingtin pro-

tein. Because mutant huntingtin genes 

vary in sequence, a drug targeted to one 

version of the mutant allele would not 

work for every patient. It also would be 

technically more challenging to develop. 

So Ionis opted for a nonselective ASO that 

targets a sequence found in all huntingtin 

genes, mutant and normal. 

Doing so was a calculated risk. No one 

knows whether normal huntingtin is es-

sential to brain health in adults. (It is es-

sential to early development: Mice without 

it perish as embryos.) Bennett notes that 

RG6042’s effects are less drastic than delet-

ing the gene entirely: “We’re not knocking 

out huntingtin [protein], we’re reducing 

it.” Leavitt shares his confidence, noting 

that in Ionis’s in-house work, “Nothing 

from the preclinical animal studies sug-

gested any toxicity.”

But 1 year ago, scientists at The Univer-

sity of Tennessee Health Science Center 

(UTHSC) in Memphis found something dif-

ferent, as they reported in PLOS Genetics. 

They knocked out the huntingtin protein 

“I feel so much hope. Things are so different 
between my dad and me: I’ve got a life to live.” 
Michelle Dardengo 
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in mice at 3, 6, and 9 months of age. At all 

ages, the mice developed severe motor and 

behavioral deficits and progressive brain 

pathology: The animals’ thalami—sensory 

and motor signal relay stations—became 

calcified, and their brains atrophied.

“We end up sounding like a Cassandra,” 

says Paula Dietrich, a neurobiologist at 

UTHSC who was the paper’s first author. 

“We bring the bad news, and nobody wants 

to hear or believe it.”

Dietrich concedes that mice findings 

may not apply to humans. But she notes 

that huntingtin is expressed throughout 

the brain and cautions that the levels of 

RG6042 needed to penetrate the deeper 

structures where Huntington pathology be-

gins could have unwanted effects. “To reach 

efficacy in the striatum, you may have to ex-

pose other regions of the brain to extremely 

high concentrations,” she says.

Another company, Wave Life Sciences of 

Cambridge, Massachusetts, is developing 

two antisense drugs aimed at suppressing 

only the mutant gene, leaving the normal 

one untouched. Wave’s ASOs target two se-

quence variants, one or both of which occur 

in 70% of Huntington patients. Both drugs 

are in initial clinical trials, with results ex-

pected next summer, and the firm thinks its 

approach may be safer than RG6042. 

“No one knows the longer-term implica-

tions of knocking down the healthy allele,” 

says Chandra Vargeese, Wave’s senior vice 

president and head of research. “The ex-

panded allele is the causative factor. So why 

not leave the healthy allele intact?”

BY ABOUT 24 HOURS AFTER injection into 

the CSF, RG6042 has diffused into neu-

rons in the brain, where it remains for 3 to 

4 months. Bennett says animal studies trac-

ing the drug’s uptake and activity suggest 

that monthly injections of the highest trial 

dose might begin to measurably improve 

symptoms after 6 months—if the drug works.

In January, Michelle Dardengo began to 

receive monthly injections of 120 milligrams 

of RG6042—the highest dose dispensed in 

the first study. Along with 45 other patients 

from that study, she is taking part in an 

open-label extension of the trial. It is de-

signed to produce long-term safety data 

and to chart all 46 patients’ disease pro-

gression. But for Dardengo, it is a trial of 

the drug’s promise.

In an in-person interview in March, shortly 

after her third such injection, Dardengo ap-

peared tired. Her speech was sometimes halt-

ing and stopped midsentence.

Three months later, in a telephone in-

terview in June, she spoke fluently, in 

complete sentences. She was still gamely 

answering questions after 2 hours. “I find 

that my speaking is a lot better. Like, I can 

actually finish a sentence,” she volunteered.

Dardengo also reports that she and her 

dogs are walking farther, on rougher trails, 

than was her habit in January. She added: 

“My handwriting is becoming quite legible 

now.” In July, Dardengo noted that she has 

resumed clipping the cat’s claws and sent 

a video of herself doing so with apparently 

steady hands. Marc Dardengo confirms 

that his wife’s walking stamina and hand-

writing have improved, and he notes that 

her violent leg movements while sleeping 

have virtually disappeared. And he thinks 

that the deterioration of her memory has 

stabilized. “Before the start of the [open la-

bel] trial, I could see her memory [go down-

hill] over the course of a year. 

Since January, [with her] tak-

ing this drug, I am not seeing 

that type of change.”

But he cautioned that his 

wife’s verbal fluency is a mov-

ing target. “She has easier 

days with conversation more 

often than before. But she also 

has days when the dots aren’t 

connecting.”

And Joel Dardengo believes 

his mother’s memory is getting 

worse. In June, for example, 

she forgot to buy him a birth-

day cake, a long-standing tradi-

tion. Paying for a pricey meal at 

a restaurant, she uncharacter-

istically failed to tip the server. 

Trial scientists Tabrizi and 

Leavitt strongly caution that 

one patient’s experience is an 

anecdote, not a study. “An n of 

one is just that,” Leavitt says, 

adding: “The placebo effect is 

very real. We don’t want to put 

out the impression that [the 

drug] is working. Because we 

don’t know yet.” Tabrizi says 

she and her team are doing 

their all—by phone, email, and 

in person—to communicate that to patients.

Today, Michelle Dardengo says her goal 

is to ride her bicycle in 6 months. To win 

Leavitt’s permission to attempt this, she 

needs to pass the heel-to-toe walking test 

administered to suspected drunk driv-

ers without losing her balance, a feat that 

eludes her today.

She is nonetheless buoyant. “I feel so 

much hope,” she says. “Things are so dif-

ferent between my dad and me: I’ve got a 

life to live.” For her son, her hopes are even 

higher: “Joel could definitely be a candi-

date to potentially never see or experience 

Huntington.”

Joel himself is far more cautious. “I do 

wish for the best,” he says. “At the same 

time, I do prepare for the worst.” j

Michelle Dardengo, on her way to a hiking trail with her dog, says her confidence behind the wheel has improved since last year. 
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By R. Q. Grafton1,2, J. Williams1, C. J. 

Perry3, F. Molle4, C. Ringler5, P. Steduto6, 

B. Udall7, S. A. Wheeler8, Y. Wang9, 

D. Garrick10, R. G. Allen11

R
econciling higher freshwater de-

mands with finite freshwater re-

sources remains one of the great 

policy dilemmas. Given that crop 

irrigation constitutes 70% of global 

water extractions, which contributes 

up to 40% of globally available calories (1), 

governments often support increases in 

irrigation efficiency (IE), promoting ad-

vanced technologies to improve the “crop 

per drop.” This provides private benefits 

to irrigators and is justified, in part, on the 

premise that increases in IE “save” water 

for reallocation to other sectors, including 

cities and the environment. Yet substantial 

scientific evidence (2) has long shown that 

increased IE rarely delivers the presumed 

public-good benefits of increased water 

availability. Decision-makers typically have 

not known or understood the importance of 

basin-scale water accounting or of the be-

havioral responses of irrigators to subsidies 

to increase IE. We show that to mitigate 

global water scarcity, increases in IE must 

be accompanied by robust water accounting 

and measurements, a cap on extractions, an 

assessment of uncertainties, the valuation 

of trade-offs, and a better understanding of 

the incentives and behavior of irrigators. 

LOGIC AND LIMITS

Field IE is the ratio of the volume of all irriga-

tion water beneficially used on a farmer’s field 

[predominantly, evapotranspiration (ET) by 

crops and salt removal to maintain soil pro-

ductivity] to the total volume of irrigation 

water applied (adjusted for changes in water 

stored for irrigation in the soil) (2). Annually, 

governments spend billions of dollars subsi-

dizing advanced irrigation technologies, such 

as sprinklers or drip systems (3). Sometimes 

their goal is to increase IE on the understand-

ing that this will allow water to be reallocated 

from irrigation to cities (4), industry, or the 

environment, while maintaining or even in-

creasing agricultural production. 

But water saved at a farm scale typically 

does not reduce water consumption at a wa-

tershed or basin scale. Increases in IE for field 

crops are rarely associated with increased 

water availability at a larger scale (5), and an 

increase in IE that reduces water extractions 

may have a negligible effect on water con-

sumption. This paradox, that an increase in 

IE at a farm scale fails to increase the water 

availability at a watershed and basin scale, is 

explained by the fact that previously noncon-

sumed water “losses” at a farm scale (for ex-
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ample, runoff) are frequently recovered and 

reused at a watershed and basin scale. 

Advanced irrigation technologies that in-

crease IE may even increase on-farm water 

consumption, groundwater extractions (6), 

and water consumption per hectare (5). At 

a farm scale, this can arise from a switch 

to more water-intensive crops and, with the 

same crop, may occur when there is a strong 

marginal yield response from additional wa-

ter. Moreover, the absence of an increase in 

water consumption per hectare because of 

a higher IE does not necessarily mean that 

the water potentially available for realloca-

tion and reuse (see supplementary materi-

als) at a watershed or basin scale increases. 

Subsidies for drip irrigation may reduce the 

water applied per hectare and increase water 

extractions because a higher IE can induce 

increases in the irrigated area, as shown for 

the Lower Rio Grande, New Mexico (7). 

 Although the hydrology related to IE 

has been known for decades, it is often 

overlooked or ignored. For example, the 

United Nations (UN) High-Level Panel on 

Water, comprising 11 sitting heads of state 

or government, recommends “…incentives 

for water users, including irrigators, to use 

water efficiently” (8) but fails to explicitly 

recognize that this may increase, rather 

than decrease, water consumption. Simi-

lar to IE, there is also confusion in policy 

circles about the effects of an increase in 

efficiency or water productivity (the bio-

physical or monetary output per volume of 

water inputs) on basin-scale water availabil-

ity (see supplementary materials). The UN 

Sustainable Development Goal (SDG) 6.4, 

for instance, seeks to increase water use ef-

ficiency, but this does not necessarily mean 

reduced water extractions. 

There are reasons why this evidence may 

be overlooked by policy-makers: Evidence 

resides in a specialized literature; subsidies 

for IE can promote rent-seeking behavior 

by beneficiaries who lobby to continue sub-

sidies; and comprehensive water accounting 

from the scale of the field to that of the water-

shed or basin is necessary but frequently ab-

sent. Such accounting quantifies field water 

applications; ET by crops and weeds; evapo-

ration from soil and water surfaces; and, par-

ticularly, surface and subsurface water flows 

returned to the environment or utilized else-

where at the watershed or basin scale. 

RESPONDING TO THE PARADOX 

We respond to the paradox (2, 9) with two key 

insights and a research and policy agenda to 

deliver on SDG 6 (“ensure availability and 

sustainable management of water and sanita-

tion for all”). First, irrigation systems are fre-

quently managed to maximize irrigated crop 

production. This provides benefits but means 

more water is transpired locally and lost for 

other uses. Second, locally extracted, but not 

consumed, water flows to surface supplies 

and groundwater. Such volumes, perceived as 

losses to farmers and the irrigation system, 

do not disappear. They frequently have value 

and are typically recovered and reused else-

where in a watershed or basin. 

The figure visualizes the paradox within a 

watershed, showing three types of irrigation 

with different IEs: drip, sprinkler, and sur-

face. Inflows are precipitation and interbasin 

transfers. Outflows are (i) beneficial water 

consumption from transpiration by crops; (ii) 

nonbeneficial water consumption through 

transpiration by weeds and evaporation from 

wet soil, foliage, and open water surfaces; (iii) 

locally recoverable return flows to 

surface water systems, from drains 

and surface runoff, and also to 

aquifers via subsurface recharge; 

and (iv) nonrecoverable flows to 

sinks, such as to saline ground-

water and the ocean. Inflows less 

outflows over a given time period 

equals the change in water storage.

Conservation of mass requires 

that increased local beneficial water con-

sumption, because of a higher IE, be fully 

offset by a decline in some combination of 

nonbeneficial water consumption, recover-

able return flows (to surface or groundwa-

ter), and nonrecoverable flows to sinks. Thus, 

a higher IE (typically 90% for drip versus 50% 

for surface) is associated with lower rates of 

nonbeneficial water consumption, usually 

because of reduced soil evaporation (5% for 

drip and 20% for surface). These changes 

from a higher IE also result in a reduction in 

return flows, from 30% of water applied, in 

the case of surface irrigation, to 5%, for drip. 

Studies in several locations confirm the 

effects of higher IE, including (i) Rajasthan, 

India, where subsidies for drip irrigation im-

proved farm incomes but also increased the 

irrigated area and total volume of water ap-

plied by farmers (10); (ii) Snake River, Idaho, 

where farmers have increased their IE, but 

this has reduced groundwater recharge and 

led to a decline in the Eastern Snake Plain 

Aquifer by about 30% since the mid-1970s, 

despite increased precipitation (11); (iii) the 

Rio Grande in the United States, where sub-

sidies for drip irrigation increase crop yields 

and irrigators’ net income but can reduce 

downstream flows and the water potentially 

available for other purposes (7); and (iv) the 

Souss and Tensift Basins of Morocco, where 

the adoption of drip irrigation, supported by 

subsidies, reduced recoverable return flows, 

principally to overexploited aquifers. This 

led to increased water consumption and ex-

acerbated groundwater overexploitation in 

Morocco because of crop intensification, es-

pecially denser tree plantations; increased 

irrigated area owing to improved control of 

water; and a greater area of crops with higher 

water-use requirements (12). 

These four cases, and others (5), show that 

increases in IE are typically associated with a 

reduction in recoverable return flows and an 

increase in crop yields and in crop transpira-

tion. Contrary to the policy intent, however, 

a higher IE is not usually associated with a 

decline in water consumption. Only when a 

commensurate decrease in some 

combination of nonbeneficial water 

consumption and nonrecoverable 

flows is observed is it possible to 

reallocate water to other uses at a 

watershed or basin scale after an 

increase in IE (see supplementary 

materials). 

Scientific understanding of the 

paradox highlights the importance 

of a comprehensive evaluation of the public 

costs of subsidizing increases in IE. This, in 

turn, requires that the estimated benefits 

(such as higher yields and farm net incomes) 

be compared to the external costs from in-

duced reductions in recoverable return flows 

(such as groundwater degradation, losses to 

aquatic ecosystems, reduced environmental 

water volumes, removal of salts from water-

sheds and basins, and other water uses). 

POLICY AND RESEARCH IMPLICATIONS 

If increases in IE are to mitigate the global 

water crisis, then decisive actions, some of 

which have previously been highlighted (3, 5, 

7, 9), are required. A key constraint to better 

decision-making is inadequate estimates of 

water inflows and outflows at watershed and 

basin scales. This analysis of water accounts 

is essential to demonstrate when IE policies 

are or are not in the public interest. Further-

more, successful integration of science into 

policy and practice requires several precon-

1Crawford School of Public Policy, The Australian National University, ACT 2601, Australia. 2Groupe de Recherche en Économie Théorique et Appliquée (GREThA), UMR CNRS 5113, University of Bordeaux, 
33608 Pessac, France. 3Consultant, London NW8 8QX, UK. 4Institut de Recherche pour le Développement (IRD) and G-Eau, University of Montpellier, 34196 Montpellier, France. 5Environment and Production 
Technology Division, International Food Policy Research Institute, Washington, DC 20005-3915, USA. 6Food and Agriculture Organization of the United Nations (FAO), Regional Office for the Near East 
and North Africa, 12311 Cairo, Egypt. 7Colorado Water Institute, Colorado State University, Fort Collins, CO 80523-1033, USA. 8Centre for Global Food and Resources, Faculty of Professions, University of 
Adelaide, Adelaide, SA 5001, Australia. 9School of Public Policy and Management–Institute for Contemporary China Studies, Tsinghua University, 100084 Beijing, China. 10Smith School of Enterprise and the 
Environment, University of Oxford, Oxford OX1 3QY, UK. 11Kimberly Research and Extension Centre, University of Idaho, Kimberly, ID 83341, USA. Email: quentin.grafton@anu.edu.au
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Sprinkler irrigation supports grape vines 

in the Okanagan Basin, British Columbia.
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ditions. To avoid “regulatory capture,” there 

must be transparent and independent audit-

ing of policy processes and data provision. 

There also needs to be public interest in the 

issue such that there is a cost to policy-mak-

ers who fail to act for the public good. And 

alignment of public interest–seeking actors, 

supported by transparent data and evidence, 

mitigates water misuse and misallocation.

We outline five steps, centered on wa-

ter accounting and research advances, that 

promote more effective policy actions. First, 

physical water accounts need to be devel-

oped from the farm-scale to the basin scale 

to make transparent “who gets what and 

where” to support decision-making in the 

public interest. This requires measurement 

or estimation of all inflows, water consump-

tion, recoverable return flows, and nonre-

coverable flows to sinks. Although a priority 

by the UN High-Level Panel on Water (13), 

robust and transparent water accounting is 

the exception. In some jurisdictions—such 

as Spain (9), Morocco (12), and the Murray-

Darling Basin, Australia (14)—several billion 

U.S. dollars have been spent subsidizing IE, 

including canal lining and drip irrigation, 

without proper accounting of their effects on 

recoverable return flows, aquifers, and river 

ecology. Developments in remote sensing 

offer the possibility of estimates of water in-

flows and outflows at a much lower cost and 

a greater scale than previously available.

Second, reductions in water consump-

tion are achievable by decreases in water 

extractions through a direct cap on water 

offtakes (9) or on the irrigated area. The 

need for such caps when promoting IE has 

been identified in the European Union and 

the western United States, where water 

rights have been denominated as net ex-

tractions that require the calculation of 

return flows. Water accounting in Califor-

nia, which includes ET, is providing deci-

sion-makers with the information needed 

to determine how much to reduce water 

consumption to ensure sustainable ex-

tractions. By contrast, in Australia, where 

water rights are denominated in gross ex-

tractions, actions to reduce extractions to 

reallocate water to the environment have, 

to date, been neither sufficient nor cost-

effective (14). To meet environmental flow 

goals, incentives may be used to make ir-

rigators account for return flows, such as 

water charges on the reductions in recov-

erable flows, or financial benefits to main-

tain such flows by reducing consumption. 

Incentive-based water reallocations, how-

ever, can be constrained by the funding 

needed to compensate users to facilitate 

transfers across competing water uses. 

Third, to ensure desired outcomes are de-

livered, risk assessments are needed when 

evaluating the effects of increased IE, as are 

accurate measurements from on-the-ground 

monitoring of flows. Policy-makers must 

account for uncertainties in key water pa-

rameters when calculating water flows (15). 

Advances in decision-making under uncer-

tainty, better data quality and quantity, user-

friendly software, and increased computing 

power all facilitate greater consideration of 

risks in future water planning.

Fourth, although understanding water in-

flows and outflows is necessary, the payoff 

from subsidizing IE depends on whether the 

benefits exceed the costs, including those as-

sociated with reduced return flows. Compre-

hensive methods of valuation can make these 

trade-offs more explicit, as can advances 

in water accounting and measurements of 

changes in water quality. 

Finally, the effects of policy actions (5) on 

the behavior of irrigators must be evaluated. 

Neither IE nor water extractions are constant: 

They vary by irrigator and differ by land and 

soil characteristics, crops grown, time of year, 

and weather conditions. Differences are more 

readily understood with developments in be-

havioral and experimental economics and by 

testing how irrigators’ actions change as IE 

increases. Such methods identify incentives 

for irrigators to maintain agricultural pro-

duction with less water extracted.

Overcoming misunderstandings about the 

paradox of IE is required if SDG 6 is to be 

achieved. Our five-step reform of the cur-

rent IE policy agenda—centered on water ac-

counting and reductions in irrigation water 

extractions which are informed by advances 

in water valuation, risk assessment, and be-

havioral economics—offers a pathway to im-

proved global water security. j
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Surface irrigation

40 to 70% Crop transpiration

10 to 25% Evaporation

15 to 50% Surface runof and 

subsurface recharge

Sprinkler irrigation

65 to 85% Crop transpiration

10 to 30% Evaporation

5 to 15% Surface runof and 

subsurface recharge

Drip irrigation

85 to 95% Crop transpiration

5 to 15% Evaporation

0 to 10% Surface runof and 

subsurface recharge

Subsurface 

recharge

Subsurface 

recharge

Surface 

runof

Extraction

Extraction

Evapotranspiration
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Accounting for water
The paradox of irrigation efficiency (surface, sprinkler, and drip) and the water inflows and outflows can be seen 

in a watershed example. Ranges of crop transpiration, evaporation, runoff, and recharge are authors’ judgment 

of possible values. These values depend on crop and soil types, weather, and other factors.
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By Mariarosaria Taddeo1,2,3

and Luciano Floridi1,2

A
rtificial intelligence (AI) is not just a 

new technology that requires regula-

tion. It is a powerful force that is re-

shaping daily practices, personal and 

professional interactions, and environ-

ments. For the well-being of humanity 

it is crucial that this power is used as a force 

of good. Ethics plays a key role in this process 

by ensuring that regulations of AI harness its 

potential while mitigating its risks.

AI may be defined in many ways. Get its 

definition wrong, and any assessment of the 

ethical challenges of AI becomes science fic-

tion at best or an irresponsible distraction at 

worst, as in the case of the singularity debate. 

A scientifically sound approach is to draw on 

its classic definition (1) as a growing resource 

of interactive, autonomous, self-learning 

agency, which enables computational arti-

facts to perform tasks that otherwise would 

require human intelligence to be 

executed successfully (2). AI can 

then be further defined in terms 

of features such as the computa-

tional models on which it relies or 

the architecture of the technology. 

But when it comes to ethical and 

policy-related issues, the latter dis-

tinctions are unnecessary (3). On 

the one hand, AI is fueled by data 

and therefore faces ethical challenges related 

to data governance, including consent, own-

ership, and privacy. These data-related chal-

lenges may be exacerbated by AI, but would 

occur even without AI. On the other hand, 

AI is a distinct form of autonomous and self-

learning agency and thus raises unique ethi-

cal challenges. The latter are the focus of this 

article.

The ethical debate on AI as a new form of 

agency dates to the 1960s (2, 4). Since then, 

many of the relevant problems have con-

cerned delegation and responsibility. As AI is 

used in ever more contexts, from recruitment 

to health care, understanding which tasks 

and decisions to entrust (delegate) to AI and 

how to ascribe responsibility for its perfor-

mance are pressing ethical problems. At the 

same time, as AI becomes invisibly ubiqui-

tous, new ethical challenges emerge. The pro-

tection of human self-determination is one 

of the most relevant and must be addressed 

urgently. The application of AI to profile us-

ers for targeted advertising, as in the case of 

online service providers, and in political cam-

paigns, as unveiled by the Cambridge Analyt-

ica case, offer clear examples of the potential 

of AI to capture users’ preferences and char-

acteristics and hence shape their goals and 

nudge their behavior to an extent that may 

undermine their self-determination. 

DELEGATION AND RESPONSIBILITY

AI applications are becoming pervasive. Us-

ers rely on them to deal with a variety of 

tasks, from delivering goods to ensuring na-

tional defense (5). Assigning these tasks to 

AI brings huge benefits to societies 

(see the photo). It lowers costs, re-

duces risks, increases consistency 

and reliability, and enables new 

solutions to complex problems. For 

example, AI applications can lower 

diagnostic errors by 85% in breast 

cancer patients (6), and AI cyberse-

curity systems can reduce the aver-

age time to identify and neutralize 

cyberattacks from 101 days to a few hours (5).

However, delegation may also lead to 

harmful, unintended consequences, espe-

cially when it involves sensitive decisions or 

tasks (7, 8) and excludes or even precludes 

human supervision (3). The case of COMPAS, 

an AI legal system that discriminated against 

African-American and Hispanic men when 

making decisions about granting parole (9), 

has become infamous. Robust procedures 

for human oversight are needed to minimize 

such unintended consequences and redress 

any unfair impacts of AI. 

Still, human oversight is insufficient if it 

deals with problems only after they occur. 

Techniques to explain AI and predict its 

outcomes are also needed. The Explainable 

Artificial Intelligence program of DARPA 

(Defense Advanced Research Project Agency) 

is an excellent example. The goal of this pro-

gram is to define new techniques to explain 

the decision-making processes of AI systems. 

This will enable users to understand how AI 

systems work, and designers and developers 

to improve the systems to avoid mistakes and 

mitigate the risks of misuse. To be success-

ful, similar projects must include an ethical 

impact analysis from the beginning, to assess 

AI’s benefits and risks and define guiding 

principles for an ethically sound design and 

use of AI. 

The effects of decisions or actions based 

on AI are often the result of countless in-

teractions among many actors, including 

designers, developers, users, software, and 

hardware. This is known as distributed 

agency (10). With distributed agency comes 

distributed responsibility. Existing ethi-

cal frameworks address individual, human 

responsibility, with the goal of allocating 

punishment or reward based on the ac-

tions and intentions of an individual. They 

were not developed to deal with distributed 

responsibility. 

Only recently have new ethical theories 

been defined to take distributed agency into 

account. The proposed theories rely on con-

tractual and tort liability (11) or on strict lia-

bility (12) and adopt a faultless responsibility 

model. This model separates responsibility 

of an agent from their intentions to perform 

a given action or their ability to control its 

outcomes, and holds all agents of a distrib-

uted system, such as a company, responsible. 

This is key when considering the case of AI, 

because it distributes moral responsibility 

among designers, regulators, and users. In 

doing so, the model plays a central role in 

preventing evil and fostering good, because 

it nudges all involved agents to adopt respon-

sible behaviors.

Establishing good practices for delegation 

and defining new models to ascribe moral re-

sponsibility are essential to seize the oppor-

tunities created by AI and address the related 

challenges, but they are still not enough. 

Ethical analyses must be extended to account 

for the invisible influence exercised by AI on 

human behavior. 

INVISIBILITY AND INFLUENCE

AI supports services, platforms, and devices 

that are ubiquitous and used on a daily ba-

sis. In 2017, the International Federation of 

Robotics suggested that by 2020, more than 

1.7 million new AI-powered robots will be 

installed in factories worldwide. In the same 

year, the company Juniper Networks issued 

a report estimating that, by 2022, 55% of 

households worldwide will have a voice as-

sistant, like Amazon Alexa. 

As it matures and disseminates, AI blends 

into our lives, experiences, and environ-
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ments and becomes an invisible facilitator 

that mediates our interactions in a conve-

nient, barely noticeable way. While creating 

new opportunities, this invisible integration 

of AI into our environments poses further 

ethical issues. Some are domain-dependent. 

For example, trust and transparency are cru-

cial when embedding AI solutions in 

homes, schools, or hospitals, whereas 

equality, fairness, and the protection 

of creativity and rights of employees 

are essential in the integration of AI 

in the workplace. But the integration 

of AI also poses another fundamental 

risk: the erosion of human self-deter-

mination due to the invisibility and 

influencing power of AI.

This invisibility enhances the in-

fluencing power of AI. With their 

predictive capabilities and relentless 

nudging, ubiquitous but impercepti-

ble, AI systems can shape our choices 

and actions easily and quietly. This is 

not necessarily detrimental. For ex-

ample, it may foster social interaction and 

cooperation (13). However, AI may also exert 

its influencing power beyond our wishes or 

understanding, undermining our control on 

the environment, societies, and ultimately 

on our choices, projects, identities, and lives. 

The improper design and use of invisible AI 

may threaten our fragile, and yet constitutive, 

ability to determine our own lives and identi-

ties and keep our choices open.

TRANSLATIONAL ETHICS

To deal with the risks posed by AI, it is imper-

ative to identify the right set of fundamental 

ethical principles to inform the design, regu-

lation, and use of AI and leverage it to benefit 

as well as respect individuals and societies. It 

is not an easy task, as ethical principles may 

vary depending on cultural contexts and the 

domain of analysis. This is a problem that the 

IEEE Global Initiative on Ethics of Autono-

mous and Intelligent Systems (14) tackles 

with the aim of advancing public debate on 

the values and principles that should under-

pin ethical uses of AI.

More important, some agreement on the 

fundamental principles is emerging. A re-

cent comparative analysis (15) of the main 

international initiatives focusing on AI eth-

ics highlights substantive overlap of the prin-

ciples endorsed by these initiatives and some 

of the key principles of bioethics, namely 

beneficence, nonmaleficence, autonomy, and 

justice. There is reason to be optimistic about 

further convergence, as other principles may 

be extracted from the Universal Declaration 

of Human Rights. This convergence will fos-

ter coherence, and hence compatibility, of dif-

ferent ethical frameworks for AI and provide 

overarching ethical guidance for the design, 

regulations, and uses of this technology. 

Once identified, ethical principles must 

be translated into viable guidelines to shape 

AI-based innovation. Such translation has 

precedents, especially in medicine, where 

translational research goes “from bench to 

bedside,” building on research advances in 

biology to develop new therapies and treat-

ments. Likewise, translational ethics builds 

on academic advances to shape regulatory 

and governance approaches. This approach 

underpins the forthcoming recommenda-

tions for the ethical design and regulation of 

AI to be issued by the AI4People project. 

Launched in the European Parliament in 

February 2018, AI4People was set up to help 

orient AI toward the good of society and ev-

eryone in it. The initiative combines efforts 

of a scientific committee of international ex-

perts and a forum of stakeholders, in consul-

tation with the High-Level Expert Group on 

Artificial Intelligence of the European Com-

mission, to propose a series of concrete and 

actionable recommendations for the ethical 

and socially preferable development of AI.

A translational ethics of AI needs to for-

mulate foresight methodologies to indicate 

ethical risks and opportunities and prevent 

unwanted consequences. Impact assessment 

analyses are an example of this methodology. 

They provide a step-by-step evaluation of the 

impact of practices or technologies deployed 

in a given organization on aspects such as 

privacy, transparency, or liability. 

Foresight methodologies can never map 

the entire spectrum of opportunities, risks, 

and unintended consequences of AI systems, 

but may identify preferable alternatives, valu-

able courses of action, likely risks, and miti-

gating strategies. This has a dual advantage. 

As an opportunity strategy, foresight meth-

odologies can help leverage ethical solutions. 

As a form of risk management, they can help 

prevent or mitigate costly mistakes, by avoid-

ing decisions or actions that are ethically 

unacceptable. This will lower the opportu-

nity costs of choices not made or options not 

seized for lack of clarity or fear of backlash. 

Ethical regulation of the design and use of 

AI is a complex but necessary task. The alter-

native may lead to devaluation of individual 

rights and social values, rejection of AI-based 

innovation, and ultimately a missed oppor-

tunity to use AI to improve individual well-

being and social welfare. Humanity 

learned this lesson the hard way when 

it did not regulate the impact of the 

industrial revolution on labor forces, 

and also when it recognized too late 

the environmental impact of massive 

industrialization and global consum-

erism. It has taken a very long time, 

social unrest, and even revolutions to 

protect workers’ rights and establish 

sustainability frameworks. 

The AI revolution is equally signifi-

cant, and humanity must not make 

the same mistake again. It is impera-

tive to address new questions about 

the nature of post-AI societies and 

the values that should underpin the 

design, regulation, and use of AI in these so-

cieties. This is why initiatives like the above-

mentioned AI4People and IEEE projects, the 

European Union (EU) strategy for AI, the EU 

Declaration of Cooperation on Artificial Intel-

ligence, and the Partnership on Artificial In-

telligence to Benefit People and Society are so 

important (see the supplementary materials 

for suggested further reading). A coordinated 

effort by civil society, politics, business, and 

academia will help to identify and pursue the 

best strategies to make AI a force for good and 

unlock its potential to foster human flourish-

ing while respecting human dignity.        j
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By Jeong Young Park

T
itanium dioxide (TiO

2
) is a white pig-

ment that is widely used in paints, 

medicine, paper, sunscreens, and 

toothpaste. Other applications include 

photocatalysts and solar cell coat-

ings (1). TiO
2
 coatings appear to have 

self-cleaning properties: When exposed to 

sunlight, TiO
2
 reacts with water to generate 

hydroxyl radicals, which break down organic 

molecules and microbes adsorbed on the sur-

face. When it rains, water spreads out on the 

hydrophilic TiO
2
 coating 

and washes away dust and 

dirt. On page 786 of this 

issue, Balajka et al. (2) use 

atomic-scale probes and 

spectroscopy to charac-

terize the molecular-scale 

self-cleaning mechanism of 

TiO
2
 surfaces.

TiO
2
 can both attract and 

repel water. When TiO
2
 sur-

faces in air are irradiated 

with ultraviolet (UV) light, 

they become hydrophilic, 

but they slowly return to 

a hydrophobic state in the 

dark (3). The UV-induced 

transition can be explained 

by the facile oxidation of 

adsorbates, resulting in the 

formation of hydroxylated 

species (4). During the re-

versal to the hydrophobic 

state in the dark, forma-

tion of an ordered (2 3 1) 

surface structure has been 

reported, but the chemi-

cal nature of this structure 

remains debated (5–7). Ba-

lajka et al. now report the 

selective adsorption of at-

mospheric carboxylic acids, 

which are hydrophobic, on 

a TiO
2
(110) surface in con-

tact with water or air. This selective adsorp-

tion is responsible for the hydrophobic state 

found when TiO
2
 is in the dark. 

The study was challenging because of the 

conditions under which the surface chemis-

try occurs. Most surface science studies are 

carried out on well-defined single-crystal 

surfaces under ultrahigh vacuum (UHV) 

conditions. Yet, catalytically active systems 

are typically used at high pressure or involve 

solid-liquid interfaces. This gap between 

UHV and application conditions is referred 

to as the “pressure gap” (8, 9).

To tackle the pressure gap, Balajka et al. 

constructed a small chamber that allows the 

introduction of an ultrapure water drop or a 

controlled gas, followed by characterization 

in a vacuum. The authors carefully avoided 

potential contamination 

during vacuum pumping—

for example, by removing 

water and any additional 

gases with a cryopump 

cooled with liquid nitrogen. 

They then characterized 

the atomic and electronic 

structures of the TiO
2
 sur-

face with scanning tunnel-

ing microscopy (STM) and 

x-ray photoelectron spec-

troscopy, respectively. 

The results show that 

exposing TiO
2
 surfaces to 

water or ambient air leads 

to the formation of a well-

ordered (2 3 1) monolayer 

of carboxylic acid. Further 

analysis of STM heights on 

(2 3 1) structures and their 

comparison with theoreti-

cal values indicates that 

the (2 3 1) structures are 

formate/acetate monolay-

ers (see the figure). 

Earlier studies have also 

reported a (2 3 1) structure 

under a range of environ-

mental conditions and in 

different geographic loca-

tions (5–7), indicating that 

the (2 3 1) monolayer is 

ubiquitous. To confirm the 

chemical nature of this structure, Balajka et 

al. carried out additional experiments, expos-

ing TiO
2
(110) to air in Ithaca, New York, about 

4300 miles from the previous measurement 

in Vienna. The data taken in Ithaca show 

the same chemical signature and the same 

height difference, indicating that the chemi-

cal nature of the adsorbates is the same. The 

authors confirm that the adsorbates from 

exposure to water or air are ubiquitous en-

vironmental species with a high affinity for 

binding to the TiO
2
 surface. 

These results provide insight into the 

self-cleaning properties of the TiO
2
 surface. 

The self-assembled carboxylate monolay-

ers are hydrophobic as well as highly water 

soluble because they have a hydrophobic 

tail and an acidic head. Because of the high 

water solubility, the surface can transition 

to a hydrophilic state during rinsing, which 

enables the water sheeting action for self-

cleaning. These results are particularly 

important for understanding the photo-

catalytic properties of TiO
2
 because the self-

assembled carboxylate monolayer blocks 

undercoordinated surface cation sites that 

can serve as effective electron traps, imped-

ing photocatalytic activity. 

Balajka et al.’s study sheds light on the 

molecular-scale mechanism of TiO
2
 self-

cleaning. However, the surface analysis in 

this study was carried out in UHV, giving 

rise to the next challenge: understanding 

the surface chemistry of TiO
2
 under ambi-

ent air or liquid by using in situ surface 

techniques. This approach requires the 

preparation of TiO
2
 model systems by using 

wet chemical methods, followed by in situ 

surface characterization of the solid-liquid 

interfaces, for example, with ambient pres-

sure scanning probe microscopy, x-ray 

photoelectron spectroscopy, and vibration 

spectroscopy. Recent improvements to in 

situ surface techniques for investigating 

solid-liquid interfaces have led to substan-

tial advances in the molecular-level un-

derstanding of electrochemical processes 

(10, 11). Atomic-scale characterization of 

TiO
2
 surfaces under electrochemical and 

photocatalytic reactions could provide im-

portant data for improving solar cells and 

other devices of importance for energy and 

environmental applications. j
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UV light decomposes organic mol-

ecules (such as carboxylic acid) on the 

TiO2 surface, making it hydrophilic. In 

the dark, carboxylic acid assembles 

into an organized monolayer, making 

the surface hydrophobic.
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DEVELOPMENT

Orchestrating cortical brain development
Signaling in the developing vasculature coordinates central nervous system morphology 

By Jean-Leon Thomas1,2

T
he developing central nervous sys-

tem (CNS) acquires its own vascular 

network via ingression of blood ves-

sels as the neural tissue expands. The 

relationship between the vasculature 

and the stromal (glial) and neuronal 

cell components has been investigated in 

different regions of the developing CNS (1). 

On page 767 of this issue, Segarra et al. (2) 

explore how signaling at the interface of 

neurons, endothelial cells (which line the 

vasculature), and glial cells is integrated for 

proper brain development. This provides 

important mechanistic understanding of 

the cross-talk between the developing CNS 

and endothelial cells whereby the vascula-

ture does much more than deliver oxygen 

and nutrients.

Several ligand-receptor signaling systems 

are involved in neurovascular interactions, 

most commonly with ligands secreted by 

neural cells and corresponding receptors 

expressed by endothelial cells. The vascular 

endothelial growth factor A (VEGFA)–VEGF 

receptor 2 (VEGFR2) and neuropilin 1 path-

way, the Wnt-Frizzled receptor–b-catenin 

signaling pathway, and G protein–coupled 

receptor 124 (GPR124) are regulators of CNS 

angiogenesis (3). Inactivating mutations in 

genes encoding members of these pathways 

impair CNS angiogenesis and lead to a re-

duction in CNS tissue growth and viability, 

likely due to inadequate delivery of oxygen 

and nutrients to developing neural tissues. 

However, endothelial cells can also instruct 

CNS development and provide morpho-

genic cues to neural progenitors and their 

daughter cells. 

The vasculature contributes to neuro-

nal navigation and positioning during 

development, through secretion of the inhib-

itory neurotransmitter g-aminobutyric acid 

(GABA), which guides the tangential migra-

tion of GABAergic neurons in the embryonic 

forebrain (4), or through secretion of stromal 

cell–derived factor–1 (SDF-1), which controls 

the migration of Cajal-Retzius cells at the sur-

face of the cerebral cortex (5). Cajal-Retzius 

cells are pioneer neurons that are critical for 

the development of the cerebral cortex. They 

secrete the extracellular glycoprotein reelin 

(RELN), which plays a crucial role in neuro-

nal migration and neocortical lamination. In-

activating mutations in RELN are associated 

with brain malformations and mental retar-

dation in humans (6). 

RELN is a ligand of apolipoprotein E 

receptor 2 (APOER2) and very low-density 

lipoprotein receptor (VLDLR), which leads 

to phosphorylation of the adaptor protein 

disabled homolog 1 (DAB1) (7). Segarra et al. 

show that RELN-APOER2-DAB1 signal-

ing in endothelial cells participates in the 

control of both VEGFA-VEGFR2–driven 

angiogenesis in the CNS and endothelial 

cell–radial glial cell (RGC) communication. 

They found a reduction in the number of 

the endfeet of RGC fibers around vessels 

located at the periphery of the developing 

cortex in mice with embryonic deletion of 

Dab1 in endothelial cells (Dab1iDEC mice).

In agreement with the well-known role of 

RGCs functioning as a scaffold for cortical 

neuron migration (8), Dab1iDEC mice display 

abnormal lamination of the cortical layers. 

This phenotype partially recapitulates the 

cortical defects of mice with inactivation 

of RELN and mice with embryonic neu-

ronal deletion of Dab1 and also correlates 

with the cortical abnormalities observed 

in patients with RELN mutations. Thus, 

endothelial cells instruct RGCs for proper 

positioning of cortical neurons during de-

velopment (see the figure).

Later in development and in adulthood, 

endothelial cells stabilize neurovascular 

units that they form with astrocytes (a 

type of glial cell that is derived from RGC 

differentiation) to establish the blood-

brain barrier (BBB). The BBB ensures CNS 

homeostasis by strictly controlling fluid 

and cell extravasation into the brain pa-

renchyma (9). Segarra et al. showed that 

communication between endothelial cells 

and RGCs or astrocytes was reinforced 

by RELN-DAB1–mediated enrichment of 

laminin a4 (LAMA4) in the gliovascular 

basal lamina between these cells. LAMA4 

is an extracellular matrix adhesion protein 

that stimulates RGC and astroglial cell at-

tachment to the gliovascular basal lamina 

through integrin b1 receptor signaling. This 

confirms the key role of laminins in stabi-

lizing cell-to-cell interactions (10). Dab1iDEC

mice exhibit altered BBB integrity, resulting 

in fluid extravasation from vessels, which 

persists in the adult. 

The study of Segarra et al. reveals a 

dual and temporally regulated function of 

RELN-DAB1 signaling in CNS endothelial 

cells that affects both cortical neuron pat-

terning and BBB etiology during develop-

ment. Future work may address the distinct 

mechanisms of RELN signaling that are re-

quired for VEGFA-dependent angiogenesis, 

and whether RELN signaling eventually 

integrates with other CNS-specific endo-

thelial cell regulators involved in CNS de-

velopment and BBB formation, such as Wnt 

signaling and major facilitator domain con-

taining protein 2A (MFSD2A) (11).

The findings of Segarra et al. exemplify 

two concepts. A molecular mechanism 

(RELN-DAB1-LAMA4 signaling) for how 

the vasculature orchestrates organogenesis 

is proposed. They also show that the extra-

cellular matrix organizes tissue morpho-
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proliferation and angiogenesis, which stimulates

RGC attachment to the gliovascular basal 

lamina to ensure proper cortical neuron migration.
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Enterovirus outbreak dynamics
Predictability of outbreaks opens the 
door to model-guided public health planning

By Birgit Nikolay1,2,3 and 

Simon Cauchemez1,2,3

O
utbreaks of pathogens that cause 

acute immunizing infections are 

often highly predictable. The most 

studied example is measles, for 

which case incidence over time 

is robustly explained with simple 

mathematical models that account for 

variations in the number of susceptible 

individuals through infection and birth 

(1). By contrast, it is more challenging to 

predict outbreaks of infectious diseases 

that exhibit complex patterns of immu-

nity, such as influenza, for which antigenic 

characteristics of circulating strains con-

tinuously change (2). Enteroviruses can 

cause a wide spectrum of clinical manifes-

tations—including hand-foot-and-mouth 

disease (HFMD)—with potentially severe 

neurological complications (3). With more 

than 100 serotypes that may have varying 

immunological cross-protection (3), pre-

dicting the transmission dynamics of en-

teroviruses was expected to be difficult. 

On page 800 of this issue, Pons-Salort and 

Grassly (4) demonstrate that in contrast to 

this expectation, enteroviruses are highly 

predictable pathogens, with outbreaks 

largely driven by serotype-specific long-

term immunity and birth rates. This opens 

the door to model-guided public health 

planning and outbreak preparedness. 

Although it was known that simple math-

ematical models could reproduce epidemic 

patterns of two important enteroviruses 

(Enterovirus-A71 and Coxsackievirus-A16, 

the main causes of HFMD) (5), the study of 

Pons-Salort and Grassly demonstrates that 

such models are applicable to a wide range 

of enterovirus serotypes. They were able to 

explain infection dynamics for 18 of the 20 

most prevalent serotypes in Japan with a sin-

gle simple model. They also used this frame-

work to investigate mechanisms that might 

have driven atypical incidence patterns ob-

served for the two remaining serotypes. 

The analysis indicates that predicting 

outbreaks for a specific enterovirus sero-

type may be possible without having to 

account for cross-protection conferred by 

other circulating serotypes. In the future, 

models could be used to anticipate when 

the next enterovirus outbreak might occur, 

how large it will be, and which serotype 

might cause it (see the figure). Because 

clinical form and severity of illness depend 

on the serotype (3), this information could 

help health care providers to better prepare 

for the detection of cases and the provision 

of appropriate care. Two Enterovirus-A71 

genesis. Furthermore, the role for blood 

vessels ingressing the embryonic cerebral 

cortex is reminiscent of the role of the 

vasculature in cell specification and differ-

entiation in other organs such as the liver 

and bones (12). 

The secreted factors from endothelial cells, 

called angiocrine factors, instruct organ-

specific cells especially by introducing new 

information within the extracellular matrix 

(13). Basement membranes (or basal lamina) 

are communication interfaces because they 

integrate molecules derived from vascular 

and organ-specific compartments and serve 

as ligand-presenting surfaces to receptors ex-

pressed by the cells in these compartments. 

At this interface, endothelial cells provide the 

instructions for organ development. 

The discovery that endothelial cells are re-

quired for the scaffolding of RGC processes 

could help improve the structure of brain 

organoids. These self-organizing structures 

derived from mouse or human neural stem 

cells are cultured in vitro to model brain de-

velopment and disease (14). Brain organoids 

develop some aspects of cortical layering, but 

RGC scaffolding and proper cortical lamina-

tion have not been established. Thus, brain 

organoids cannot be used to study late stages 

of brain development or neurodegeneration. 

Cortical organization could be achieved by 

incorporation of a vascular network or over-

expression of LAMA4. 

 DAB1 in endothelial cells could be a 

target to reinforce BBB integrity that is 

altered in pathological conditions such as 

infectious and inflammatory CNS diseases 

(15). However, additional studies are needed 

to determine the therapeutic potential of 

DAB1 in humans. j
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“… the vasculature does much 
more than deliver 
oxygen and nutrients.”
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Model-guided public health planning for enterovirus outbreaks
Based on enterovirus surveillance data, mathematical transmission models can be developed to explain 

serotype-specific incidence patterns. These models can be used to predict when the next enterovirus outbreak 

might occur and which serotype might be causing it, allowing for better outbreak preparedness.
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vaccines have been licensed in China, and 

vaccines against other enteroviruses are 

being developed (6). Mathematical mod-

els could be used to assess the potential 

impact of vaccine introduction and to 

determine optimal vaccination strategies. 

Similar analyses were performed for mea-

sles virus and helped identify the optimal 

age for routine vaccination and assess how 

supplementary vaccination campaigns 

should be implemented in order to prevent 

epidemics (7–9). The analysis of Pons-Sa-

lort and Grassly is a step toward the de-

velopment of a model-based approach to 

support and improve the public health re-

sponse to enterovirus outbreaks. 

A number of countries may want to im-

plement such a powerful approach, but only 

those with good enterovirus surveillance 

will really benefit because the availability of 

detailed surveillance data is a prerequisite 

for accurate modeling. Besides Japan, few 

countries perform systematic serotyping 

of isolated enterovirus strains because of 

laboratory constraints. The potential to pre-

dict outbreaks should incentivize countries 

to improve enterovirus surveillance. We 

believe that the model presented by Pons-

Salort and Grassly may help to achieve this 

objective by making it possible to derive the 

absolute number of infections and the asso-

ciated reporting rate of the surveillance sys-

tem, which are difficult to obtain otherwise. 

By comparing reporting rates by location, 

these models can be used to identify areas 

where surveillance needs to be strength-

ened. Moreover, analysis of reporting rates 

of the different serotypes should provide 

insight about their relative pathogenicity. 

Discrepancies between these estimates and 

the published literature could help refine 

surveillance to ensure that all key serotypes 

are correctly captured.

The study generated a number of hypoth-

eses that are biologically or epidemiolog-

ically testable and should stimulate more 

research. For example, the analysis sug-

gested that characteristics of two serotypes 

(pathogenicity of Coxsackievirus-A6 and 

antigenicity or transmissibility of Echovirus 

18) changed at specific time points in the 

past. Genomic studies could help to further 

investigate these hypotheses. Moreover, the 

study suggested that although enterovirus 

immunity was in general of long duration 

(from 8 years to lifelong), it decreased over 

time at rates that varied by serotype. Cohort 

studies may clarify the dynamics of enter-

ovirus immune responses. Last, estimated 

differences in the transmissibility of sero-

types can be validated by comparing the av-

erage age of detected cases, whereby higher 

transmissibility is indicated by a younger 

age of infection (10) and can be further in-

vestigated in transmission studies.

More developments are expected to 

consolidate the work by Pons-Salort and 

Grassly. Although cross-immunity between 

serotypes was not necessary to explain long-

term trends in disease incidence, a formal 

assessment of the potential impact of short-

lived cross-protection on enterovirus trans-

mission dynamics [as reported for HFMD 

in China (5)] should be made. Even limited 

short-lived cross-protection may have an 

impact on overall dynamics in a disease sys-

tem in which many serotypes cocirculate. 

This seems important to further validate 

the conclusion that vaccine introduction is 

unlikely to result in any form of serotype 

replacement, whereby the incidence of non-

vaccine serotypes increases. Transmission 

models accounting for age or spatial struc-

tures, as previously developed for measles 

and other childhood diseases (7, 11), may 

more accurately reflect the transmission 

dynamics of enteroviruses and should be 

considered to assess vaccination strategies. 

Although the model satisfyingly explained 

enterovirus incidence patterns in Japan, it 

will be important to investigate whether it 

is equally successful when applied to data 

from outside Japan (5, 12, 13). Measles epi-

demic dynamics, for example, were consid-

erably different between Europe and Africa 

but could be explained with the same model 

once differences in seasonality and birth 

rates were accounted for (11). Would the 

same be true for enteroviruses? Or are there 

other features, beyond birth rates and sea-

sonality, that would need to be accounted 

for? Nonetheless, reducing complex inci-

dence patterns to simple mathematical 

models that are applicable to a wide range 

of enterovirus serotypes represents a mile-

stone in advancing our understanding of 

enterovirus transmission dynamics. j
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By Manolis Pasparakis1 and 

Michelle Kelliher2

A
dvances in genomic technologies 

have revealed the genetic basis of 

an increasing list of human primary 

immune deficiencies (PID) as well 

as autoinflammatory diseases. The 

identification of a subset of patients 

suffering from recurrent infections com-

bined with inflammatory diseases revealed 

a previously unappreciated connection be-

tween immunodeficiency and autoinflam-

mation. The paradoxical combination of 

immune deficiency and increased inflam-

mation was reported in patients who have 

mutations that perturb signaling to the 

inflammatory transcription factor, nuclear 

factor-kB (NF-kB), including mutations in 

inhibitor of NF-kB (IkBa), NF-kB essential 

modulator (NEMO), and in components 

of the linear ubiquitin chain assembly 

complex [LUBAC, heme-oxidized IRP2 

ubiquitin ligase 1 (HOIL-1) and HOIL-1-in-

teracting protein (HOIP)] (1–3). On page 

810 of this issue, Cuchet-Lourenço et al. 

(4) describe four pediatric patients with 

PID and inflammatory disease that harbor 

loss-of-function mutations in the receptor-

interacting serine/threonine-protein ki-

nase 1 (RIPK1) gene. RIPK1 is involved in 

signal transduction to NF-kB and is also a 

critical regulator of cell death, providing 

further evidence linking NF-kB signaling 
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“Although differences exist, 
RIPK1 functions as a critical 
regulator of immunity 
and inflammation in both 
mice and humans.”
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with immune deficiency, cell death, and 

inflammation.

RIPK1 regulates proinflammatory and 

cell death signaling following activation 

of tumor necrosis factor receptor (TNFR), 

Toll-like receptor 3 (TLR3), and TLR4. 

RIPK1 acts as a scaffold, transducing sig-

nals to NF-kB and to p38, c-Jun N-terminal 

kinase (JNK) and extracellular signal–reg-

ulated kinase (ERK), to drive proinflam-

matory and prosurvival gene expression. 

RIPK1 kinase activity induces apoptosis 

or necroptosis, which is an inflammatory 

form of cell death. Necroptotic cells re-

lease danger-associated molecular patterns 

(DAMPs) that activate immune responses 

in bystander cells, thereby inducing a 

feed-forward cycle of inflammation and 

cell death. Much of our knowledge about 

RIPK1 function comes from studies in 

mice—its role in humans has been extrapo-

lated from these studies.

Cuchet-Lourenço et al., describe four 

children with homozygous RIPK1 muta-

tions from three independent families. The 

RIPK1 protein was not detected in cells 

from the three patients examined, indi-

cating that these homozygous mutations 

result in a complete RIPK1 deficiency. In 

contrast to RIPK1-deficient mice, which 

die shortly after birth (5), these patients 

survived for 3 to 13 years, indicating that 

in humans RIPK1 is not essential for sur-

vival. This is reminiscent of the findings 

that HOIP- and HOIL-1-deficiencies are 

lethal in mice but not in humans (2, 3, 6, 

7). It is unclear to what extent the survival 

of humans lacking these proteins reflects 

fundamental differences in physiology or 

relates to genetic differences between in-

bred mouse strains and the highly hetero-

geneous human population. Studying the 

effect of these gene deficiencies in outbred 

mice, which are more genetically heteroge-

neous, should help resolve this question. 

The RIPK1-deficient children suffered 

from recurrent viral, bacterial, and fun-

gal infections, indicating severe immune 

deficiency similar to the broad infections 

observed in patients with inactivating 

mutations in the genes encoding NEMO, 

IkBa, HOIP, or HOIL-1 (1–3). The RIPK1-

deficient patients also developed early on-

set inflammatory bowel disease (IBD) and 

progressive arthritis. These findings and 

further analysis reveal that RIPK1 regu-

lates proinflammatory signaling by TNFR 

and TLR3 and suggest that immune defi-

ciency in these patients results from re-

duced cytokine production in the absence 

of RIPK1. Impaired TLR3 signaling could 

also contribute to the susceptibility to viral 

infections in these patients. 

The development of gastrointestinal in-

flammation in the RIPK1-deficient patients 

is reminiscent of the severe gut pathology 

of mice with an intestinal epithelial cell 

RIPK1-deficiency (Ripk1IEC KO mice) (8, 9). 

The gut pathology in these mice was 

caused by intestinal epithelial cell apop-

tosis mediated largely by TNF. There was, 

however, no evidence of extensive intesti-

nal cell death in gastrointestinal biopsies 

from the patients. However, they were 

regularly treated with anti-inflammatory 

drugs and antibiotics, which could sup-

press TNF production and subsequent in-

testinal epithelial cell apoptosis, as seen in 

Ripk1IEC KO mice (9). 

Although three of the patients devel-

oped IBD during the first months of life, 

the fourth patient developed intestinal in-

flammation at 4 years, suggesting that en-

vironmental factors such as the intestinal 

microbiota contribute to IBD onset. Inter-

estingly, hematopoietic stem cell trans-

plantation (HSCT) resolved the intestinal 

inflammation in one patient, suggesting 

that RIPK1-deficiency in hematopoietic 

cells contributes to intestinal inflamma-

tion in humans. Yet, mice in which Ripk1 is 

deleted in the hematopoietic system do not 

develop intestinal inflammation or arthri-

tis, potentially because these mice succumb 

to bone marrow failure in 30 days (10). 

HSCT was not successful in two patients 

and they died from multi-organ failure or 

viral infection. Thus, it may be premature 

to draw conclusions about whether RIPK1 

primarily acts in hematopoietic and/or epi-

thelial cells to regulate immune responses 

in humans. Interestingly, the patients did 

not develop skin inflammation, unlike 

Ripk1-deficient mice (8, 11).

Analysis of monocytes from one of the 

patients revealed increased amounts of the 

cytokine interleukin-1b (IL-1b) in response 

to immune stimulation. Monocyte necrop-

tosis may promote inflammation by induc-

ing the release of IL-1b and other DAMPs, 

which could contribute to IBD and arthri-

tis. However, mice with RIPK1-deficient 

hematopoietic cells exhibit elevated serum 

cytokines and chemokines, but increased 

serum IL-1b was not observed (10). These 

mice are maintained under pathogen-free 

conditions, which limits exposure to infec-

tious agents and inflammatory molecules, 

and likely accounts for the absence of re-

current infections and elevated IL-1b.

Although differences exist, RIPK1 func-

tions as a critical regulator of immunity 

and inflammation in both mice and hu-

mans. The study of Cuchet-Lourenço et al. 

adds RIPK1 deficiency to the list of genetic 

defects causing both PID and autoinflam-

mation (see the figure). Future studies in 

humans and mice are needed to better 

understand the mechanisms balancing 

inflammatory and cell death signaling in 

order to harness this knowledge for the de-

velopment of better treatments for infec-

tious and inflammatory diseases. j
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Mutations in the NF-kB pathway 
In patients with HOIL-1, HOIP, NEMO, IkBa, or RIPK1 

deficiencies, cytokine production is impaired 

(dashed arrows), resulting in immune deficiency. 

Defects in this pathway also sensitize cells to 

inflammatory cell death, resulting in autoinflammation.
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Jeremiah A. Johnson,4 Yang Shao-Horn1,3

T
he need to increase the energy stor-

age per unit mass or volume and to 

decrease stored-energy cost from 

solar and wind (1) has motivated 

research efforts toward developing 

alternative battery chemistries. In 

particular, lithium-oxygen (Li-O
2
) batteries 

offer great promise (2, 3). During discharge, 

oxygen can be reduced to form either per-

oxide (Li
2
O

2
 in a two-electron 

pathway) or oxide (Li
2
O in a 

four-electron pathway). The 

estimated energy densities of 

lithium-oxygen batteries based 

on peroxide and oxide are two 

and four times higher than 

that of lithium-ion batteries, 

respectively (3), but degrada-

tion of organic electrolytes and 

of oxygen electrodes (typically 

made of carbon) by these re-

active oxygen species has lim-

ited the reversibility of these 

systems. On page  777 of this 

issue, Xia et al. (4) address 

these issues by using inorganic 

components—a molten salt 

electrolyte and a nickel-based 

oxide supported by stainless 

steel mesh for the oxygen elec-

trode—and demonstrate reversible opera-

tion for the four-electron–pathway Li-O
2 

battery at 150°C. 

The reversibility of Li-O
2 

chemistry is 

hampered by the (electro)chemical instabil-

ity of carbon electrodes (5) and of nonaque-

ous electrolytes (6–8) such as carbonates 

(9) used in lithium-ion batteries, as well as 

ethers (10) and sulfoxide (11, 12), which not 

only limit battery cycling lifetime but also 

battery voltage and faradaic efficiency (3, 8, 

13). For example, the voltage hysteresis (the 

voltage gap between charge and discharge) 

of typical Li-O
2 
batteries based on peroxide 

are on the order of ~1 V (3), corresponding 

to ~30% energy loss. One solution to this 

instability issue is to use a molten salt elec-

trolyte, such as a LiNO
3
-KNO

3
 eutectic, op-

erated at moderate temperatures (~150°C). 

Giordani  et al. (14) demonstrated a revers-

ible Li-O
2
 battery based on the two-electron 

pathway that can be cycled with a small 

voltage hysteresis of ~0.1 V for 50 times 

with a carbon-based oxygen electrode and a 

LiNO
3
-KNO

3
 electrolyte; this electrolyte was 

adopted by Xia et al.

Charging oxide in such batteries follows 

a direct four-electron pathway, as sug-

gested by Xia et al. on the basis of online 

electrochemical mass spectrometry mea-

surements (see the figure). Remarkably, the 

reversible four-electron O
2
 reduction and 

evolution could proceed with a small volt-

age hysteresis of ~0.3 V, considerably less 

than that of regenerative proton-exchange 

membrane fuel cells (~0.7 V), for 150 cycles. 

Also, the coulombic efficiency—the ratio of 

discharge to charge capacity—approached 

100%. The authors have proposed that the 

electrochemical O
2
 reduction gives rise to 

peroxide, which then disproportionates to 

oxide via a process that can be catalyzed by 

nickel-based oxide but not carbon, resulting 

in an apparent four-electron reduction dur-

ing battery discharge.

Little is known about the reaction mech-

anism for the oxygen electrode for such 

environments. For example, the proposed 

nickel oxide–catalyzed oxide formation 

from peroxide upon discharge and the di-

rect four-electron oxidation of oxide upon 

charge require atomistic understanding. 

This issue also highlights the opportuni-

ties to develop catalysts that could improve 

oxide formation kinetics and selectivity, 

which can be rate limiting. Moreover, a 

rational design of stability for the catalyst 

and electrode surfaces against peroxide 

and oxide is needed to achieve long-term 

cycling performance. 

Although the impressive cycle life dem-

onstrated in this work has been attributed 

in part to the lower reactivity of oxide than 

peroxide toward the electrode and elec-

trolyte, systematic studies are 

needed to support the claim. 

Furthermore, to take full ad-

vantage of gravimetric energy 

gain by using Li-O
2
 chemistry 

requires the development of 

light, transition metal–free, 

electronically and ionically 

conducting porous structures 

to host the catalyst and enable 

reversible oxidation and plating 

of lithium metal by stabilizing 

the lithium-electrolyte interface 

during cycling. 

Xia et al. demonstrate the 

reversible operation of a Li-O
2
 

battery at 150°C via the four-

electron pathway using a mol-

ten salt electrolyte and a nickel 

oxide–based oxygen electrode. 

This discovery highlights im-

mense opportunities in fundamental re-

search to understand oxygen redox reactions 

from a chemical physics point of view and 

principle-guided designs for electrode mate-

rials as well as system-level optimization to 

enable new battery technologies that can po-

tentially rival lithium-ion batteries and other 

storage technologies. j
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Hot lithium-oxygen batteries charge ahead 
Molten salt electrolytes and nickel oxide–based electrodes enable four-electron transfer
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The two-electron pathway 
demonstrated by Giordani 
et al. (14) forms Li

2
O

2
.

The four-electron pathway demonstrated by Xia et al. 
is enabled by a nickel oxide–based catalyst that 
facilitates Li

2
O formation from Li

2
O

2
.

Li
2
O

2

2 e–

Carbon electrode Oxide electrode

2 Li+

O
2

2Li
2
O

2

4 e–
4 Li+

2O
2

O
2

2Li
2
O

Two routes to lithium-oxygen batteries
Two types of rechargeable lithium-oxygen battery chemistries operate at high 

temperatures (150°C) and take advantage of molten salt electrolytes.
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M
any of us have an ambivalent re-

lationship with sleep. Although 

acknowledging its necessity, we 

begrudge these stolen hours of 

existence. Two new books provide 

a fresh perspective on this poorly 

understood phenomenon.  Rather than be-

ing an “imperfection of our nature,” as ex-

tolled by physician Wilson Phillip in 1833, 

sleep emerges as critical to healthy bodily, 

mental, and emotional function. 

In a charming analogy, Henry Nicholls 

in his book Sleepyhead likens the architec-

ture of a perfect night’s sleep to the aes-

thetic perfection of the Taj Mahal. When 

undermined, it’s as though “the architec-

tural plans have gone missing, and the 

resulting edifice is simply a miscellaneous 

jumble of marble.” Whereas Alice Gregory 

takes a developmental perspective of sleep 

in Nodding Off, charting its idiosyncrasies 

across the lifespan, Nicholls tackles the 

subject through the lens of pathology, be-

ing himself a lifetime sufferer of the sleep 

disorder narcolepsy. 

In humans, the master timekeeper under-

writing the architecture of sleep is a small re-

gion buried deep within the brain, known as 

the suprachiasmatic nucleus. The pacemaker 

PHYSIOLOGY

From groggy teenagers to fatal narcolepsy, two tomes 
tackle the science of slumber

By Adrian Woolfson

B O O K S  e t  a l .

Putting sleep myths to bed

activity of this biological timepiece is con-

trolled by several genes, which have names 

like  Period,  Clock, and  Timeless. Mutations 

in these can transform us from night owls 

into morning larks or something in between. 

Fortunately, errant wanderings are typically 

adjusted by “zeitgebers”—literally, “time-giv-

ers”—principally in the form of blue light. 

Nicholls meticulously details his experi-

ence of narcolepsy, from the first symptoms 

of excessive sleepiness at inappropriate mo-

ments, to the paroxysms of cataplexy that 

result in sudden, momentary paralysis. But 

he comes to realize that the reach of this dis-

ease is far deeper than he had ever realized, 

affecting his mood, dreaming, motivation, 

and body weight; causing hallucinations; and 

paradoxically resulting in disturbed noctur-

nal sleep. Along the way, he covers some fas-

cinating material, from the rare prion-driven 

Blue light emitted by electronics can disrupt 

circadian rhythms and compromise sleep.

The reviewer is the author of Life Without Genes 

(Flamingo, 2000). Email: adrianwoolfson@yahoo.com

Sleepyhead

The Neuroscience of 

a Good Night’s Rest

Henry Nicholls
Basic Books, 2018. 368 pp.

Nodding Of 

The Science of Sleep from 

Cradle to Grave

Alice Gregory
Bloomsbury Sigma, 2018. 

304 pp.

disease known as fatal familial narcolepsy to 

the potentially atavistic nature of cataplexy. 

In  Nodding off, Gregory makes the point 

that although sleep studies typically focus 

on individuals, sleep is not always a solitary 

pastime and may be adversely affected by our 

choice of bedmate. Indeed, sleep research-

ers are now attempting to address the reality 

that adults often do not sleep in isolation. 

The structure of sleep also changes across 

an individual’s lifetime. The sleep patterns 

of young children, for example, are pro-

foundly influenced by their belief systems. 

Gregory cautions parents against sending 

misbehaving children to bed early because 

this association between sleep and punish-

ment may inadvertently condemn them to 

years of insomnia. 

Similarly, she explains why the Sisyphean 

struggle to force teenagers to wake up early 

is invariably destined to fail. Their pattern of 

melatonin release differs to those of adults 

and children, and the recapitulation of this 

phenomenon in other mammals suggests 

that it has been hard-wired by evolution.

While extolling the virtues of sleep and its 

fundamental importance to our health, Greg-

ory reveals some interesting tidbits, includ-

ing the fact that dolphins sleep with just half 

of their brain at a time and that male arma-

dillos have erections during non-REM (rapid 

eye movement) sleep, unlike their human 

counterparts, who experience this phenome-

non only during REM sleep. The heterogene-

ity of sleep across different species indicates 

its essential function but also how it may be 

modified to perform different functions.

Although the precise function of sleep re-

mains enigmatic, poor-quality sleep and sleep 

deprivation may have a profound impact on 

our health. In Denmark, Gregory reveals, the 

government has gone so far as to compensate 

long-term shift workers that develop breast 

cancer after mouse studies revealed the pro-

carcinogenic effects of altered sleep. 

It is noteworthy, and apparently contrary 

to the central thesis of these two tomes, 

that genius has sometimes emerged within 

the context of abnormal sleep patterns. The 

serial micronapper Leonardo da Vinci’s re-

markable canon of work, for example, was 

achieved on a sleeping pattern comprising 

naps of just 15 minutes taken every 4 hours. 

But it was, perhaps, Salvador Dali who, in 

tapping into the “secret of sleeping while 

awake,” demonstrated most idiosyncrati-

cally how unconventional sleeping habits 

can extract creative insights from this enig-

matic shadowland. j

10.1126/science.aau2262
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ithin Inmaculada de Melo-Martín 

and Kristen Intemann’s The Fight 

Against Doubt is a vital observa-

tion: “As important as science is 

for sound public policy…a focus on 

the science can take us only so far.” 

I wholeheartedly agree. Since changing ca-

reers from science and public policy-making 

to philosophy, I’ve been on a quest to answer 

the question at the center of this book: How 

should we go about limiting the damage that 

can be done by problematic scientific dissent?

Scientific dissent—the act of challeng-

ing a widely held scientific posi-

tion—often facilitates scientific and 

social progress. Recall, for example, 

that only decades ago the medical 

consensus was that homosexuality 

was a disorder. Without dissenting 

voices, homosexuality may never 

have been removed from the Di-

agnostic and Statistical Manual of 

Mental Disorders. But dissent can 

also be problematic, as Robert Proc-

tor, Naomi Oreskes, and others have 

masterfully demonstrated (1, 2). 

Many scientists and scholars take 

the very presence and circulation 

of misinformation to be a substan-

tial part of the problem. However, 

philosophers de Melo-Martín and 

Intemann think that too much at-

tention has been given to the pro-

liferation of erroneous claims and 

not enough to the conditions within which 

dissent arises and takes hold. 

In The Fight Against Doubt, the authors 

argue that problematic dissent is likely to be 

more damaging when public trust in scien-

tists falters and when we fail to recognize the 

limits of scientific evidence in policy debates. 

They advocate moving the debate away from 

dissenting speech and addressing the ways 

in which research institutions and practices 

provide the public with good reasons to 

question the trustworthiness of scientists. 

In the first half of the book, de Melo-

Martín and Intemann survey and reject the 

criteria established by other scholars for 

problematic dissent, arguing, rightly, that 

identifying it is not as straightforward as 

some would like to believe. Here, they also 

maintain that some responses to dissent 

are not only ineffective but can backfire, 

lending more credibility, rather than less, 

to dissenters’ views—another observation 

with which I agree. However, I remain un-

convinced that this is generally the case. As 

I argued earlier this year, there are many 

examples in which problematic scientific 

dissent has been accurately identified and 

when  choices about how to deal with it 

have been both effective and ethically jus-

tifiable (3). Think about the restrictions 

many jurisdictions impose on the claims of 

the tobacco industry in advertising its prod-

ucts, for example. 

Moreover, finite resources demand that 

scientists, editors, journalists, and other com-

municators make judgments about which 

speech to prioritize. Where such decisions 

are inescapable, or shouldn’t be avoided be-

cause of professional and moral obligations, 

the authors’ suggestion that we shift away 

from a focus on dissenting speech acts and 

communicative ethics is not appropriate.  

The second half of the book contains de 

Melo-Martín and Intemann’s alternative 

proposal for limiting the negative conse-

quences of problematic scientific dissent, 

which largely centers on building trust 

between scientists and the public. The au-

thors’ attention to scientific practice, and 

to the social and institutional factors that 

affect the conduct of science, such as its in-

creasing commercialization, are the book’s 

greatest strengths. But the reader might 

rightly be skeptical of their claim that pub-

lic doubt about the trustworthiness of sci-

entists is often fair. 

How many trust-building opportunities do 

most scientists have with the general public, 

especially when other actors mediate their 

testimony? Intermediaries, such as the news 

media, have profound control over how sci-

entific communities are perceived. When 

gatekeepers don’t communicate evidence of 

a scientific community’s trustworthi-

ness, or represent it with integrity, 

scientists’ initiatives won’t be effec-

tive. The key weakness of this book is 

that it doesn’t fully account for such 

power dynamics or take into consid-

eration the responsibilities of other 

actors at important nodes within 

public knowledge systems. 

De Melo-Martín and Intemann’s 

other main proposal to combat 

problematic dissent is to shift the 

focus of policy discussions from de-

bating the truth of scientific claims 

to discussing the values that are at 

stake. This is good advice, but it’s 

worth keeping in mind that some 

conversations will inevitably loop 

back to factual questions. As is true 

about the limits of science, va lues 

can only take us so far.

That de Melo-Martín and Intemann 

share the values and concerns of many of 

those engaged in this debate but disagree 

over the best way to mitigate problematic 

scientific dissent is an important reason to 

engage with The Fight Against Doubt. Its 

focus on a different aspect of the mecha-

nisms at work—the qualities of the “soil,” 

rather than the mere existence of “seeds of 

doubt”—makes this a valuable book. j
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Side effects of 
addiction treatment
Drug addiction is a major global health 

issue, and the opioid crisis is a notable 

example of its catastrophic effects (1). In his 

News In Depth story “Chemists seek antiad-

diction drugs to battle hijacked brain” (13 

April, p. 139), R. F. Service discusses some 

promising ways to treat drug addiction, 

including vigabatrin and a more effec-

tive version of that drug named OV329. 

However, the optimistic tone of the article 

should be tempered by the potential side 

effects of these treatments. 

The gamma-aminobutyric acid amino-

transferase (GABA-AT) enzyme plays a key 

role in brain signaling by inactivating GABA 

(2). Currently, the only licensed drug that 

targets this enzyme is vigabatrin, an anti-

epileptic that is usually reserved for severe 

intractable seizures (2). OV329 is mechanis-

tically similar to vigabatrin, but—as Service 

explains in the News story—it binds more 

tightly to GABA-AT. 

Although more potent GABA-AT inhibi-

tors may reduce the dopaminergic signaling 

that is responsible for reinforcing addic-

tion, we should be aware of the possibility 

that these drugs may themselves cause 

physical and/or psychological dependence. 

Edited by Jennifer Sills

LETTERS

Benzodiazepines and barbiturates, drugs 

that increase GABA signaling by acting 

directly on the GABA-A receptor, cause a 

physical dependence with prolonged use, 

and rapid withdrawal may lead to fatal sei-

zures (3). It is reassuring that vigabatrin has 

not been reported to have such effects (4), 

but the side-effect profile of this drug is such 

that it is seldom prescribed to those without 

a diagnosis of epilepsy, making it difficult to 

identify whether seizures that occur on with-

drawal are due to the withdrawal of the drug 

or the underlying disorder. Furthermore, 

as OV329 is considerably more potent than 

vigabatrin, the effects of its withdrawal may 

be comparatively more prominent.

It should be noted that benzodiazepines 

were not found to be addictive until almost 

two decades after their introduction (5). 

When considering the role of GABAergic 

pharmacotherapy for opioid addiction, 

we should be cautiously optimistic, but it 

would be prudent to remember that opioid 

withdrawal, while highly unpleasant, is not 

lethal, whereas rapid decreases in GABA 

signaling may be.
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 Europe’s plans for 
responsible science 
In the past, European framework pro-

grams for research and innovation have 

included funding for the integration of 

science and society (1). Collaborative 

projects have brought together diverse 

sets of actors to co-create and imple-

ment common agendas through citizen 

science, science communication, public 

engagement, and responsible research 

and innovation (RRI) and have built 

an evidence base about science-society 

interaction (2, 3). In the proposal for 

the upcoming Horizon Europe program, 

however, there is no sustained support for 

RRI, nor is there a program line dedicated 

to co-creating knowledge and agendas 

with civil society (4). These serious 

oversights must be corrected before the 

Horizon Europe program is adopted by 

the Council and the European Parliament.

Europe’s commitment to RRI and 

citizen inclusion has led to substantial 

societal and scientific benefits (5, 6). 

Researchers who have participated in the 

framework program projects are more 

likely to be familiar with RRI principles 

and to incorporate responsible practices 

into their work (7). They are more atten-

tive to democratic, social, and economic 

benefits for stakeholders and more 

likely to observe that being responsible 

improves their science (7). RRI is also 

transforming academic institutions. A 

growing share of European universities 

and research organizations are promoting 

open data sharing, expanding outreach 

and engagement activities, developing 

gender equality plans, or establishing 

research ethics committees and research 

integrity offices (8). Furthermore, 

European research and coordination 

activities have opened up avenues for 

learning about RRI between countries and 

have built new professional communities 

of researchers, administrators, policy-

makers, and publics, who share core 

understandings about responsibility (9). 

This international mobilization across het-

erogeneous countries has promoted vital 

cohesion and cooperation that requires 

continued concerted support (10).

At a time of global distrust in science, 

Antiaddiction drugs could 

help curtail the opioid 

epidemic, but they  may  

pose risks of their own.
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cynicism toward expertise, and growing 

concern with inequality (11, 12), efforts 

to align research and innovation with 

societal needs and to extend the positive 

trends generated through the framework 

programs should not be jeopardized. 

European citizens should maintain their 

stake in a future for which research and 

innovation will be increasingly important. 
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Anticipating 
data-induced bias
In their Report “Prevalence-induced concept 

change in human judgment” (29 June, p. 

1465), D. E. Levari and coauthors show that 

perception is influenced by contrast. In a 

sequence of experiments, they demonstrate 

that when people are accustomed to a cer-

tain number of blue dots, threatening faces, 

or examples of unethical behavior, they will 

expand their definition of blue, threatening, 

and unethical once the prevalence of each 

decreases. Levari et al.’s finding that judg-

ment depends on context may be applicable 

to any field in which humans categorize 

continuous distributions. 

Geologists, for example, identify rock 

structures based on satellite images. 

Individuals may vary by 10% in their identi-

fication of structures from multiple images 

of the same area, which differ in contrast 

(1). Biologists, in an effort to deliver prog-

noses in the face of climate change, score 

the heat tolerance of animals by classifying 

their behavior. The intraresearcher mea-

surement error in such work may amount to 

29% (2). Medical doctors diagnose millions 

of new skin cancer cases per year (3), start-

ing from visual evaluation (4). Error rates of 

this evaluation may be as high as 50% (4). 

The contrast problem detected by Levari et 

al. could contribute to the variation inher-

ent in these procedures across fields. 

Identifying this researcher bias would 

open the door to addressing it. The problems 

in rock structure identification, behavior 

classification, and skin diagnostics could be 

solvable by advanced automated quantita-

tive analysis, although current attempts 

need further refinement (1, 4).  There 

may also be ways to maintain contrast at 

a standardized frequency throughout 

analysis. This could be achieved based 

on prior knowledge about new data or 

by adding many known individuals to 

a few unknown before performing the 

identification task. Identifying counter-

measurements and quality-control tools 

against this context dependency in sci-

ence may be limited by lack of awareness 

rather than lack of options. 
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TECHNICAL COMMENT ABSTRACTS

Comment on “Tracking the global footprint 

of fisheries”

R. O. Amoroso, A. M. Parma, C. R. Pitcher, 

R. A. McConnaughey, S. Jennings 

Kroodsma et al. (Reports, 23 February 2018, 

p. 904) mapped the global footprint of fisher-

ies. Their estimates of footprint and resulting 

contrasts between the scale of fishing and 

agriculture are an artifact of the spatial scale 

of analysis. Reanalyses of their global (all ves-

sels) and regional (trawling) data at higher 

resolution reduced footprint estimates by 

factors of >10 and >5, respectively.

Full text: dx.doi.org/10.1126/science.aat6713

Response to Comment on “Tracking the 

global footprint of fisheries”

David A. Kroodsma, Juan Mayorga, 

Timothy Hochberg, Nathan A. Miller, 

Kristina Boerder, Francesco Ferretti, 

Alex Wilson, Bjorn Bergman, Timothy 

D. White, Barbara A. Block, Paul Woods, 

Brian Sullivan, Christopher Costello, 

Boris Worm 

Amoroso et al. demonstrate the power of our 

data by estimating the high-resolution trawl-

ing footprint on seafloor habitat. Yet we argue 

that a coarser grid is required to understand 

full ecosystem impacts. Vessel tracking data 

allow us to estimate the footprint of human 

activities across a variety of scales, and the 

proper scale depends on the specific impact 

being investigated.

Full text: dx.doi.org/10.1126/science.aat7789

NEXTGEN VOICES: SUBMIT NOW 

Quality mentoring
Add your voice to Science! Our new 

NextGen VOICES survey is now open:

In her Working Life “Paying it forward 

as a mentor” (3 August, p. 522), 

B. Abderrahman describes how a 

mentor’s encouragement can help 

shape a career. She then explains 

how her positive mentorship experi-

ence inspired her to mentor others. 

Describe one quality of a mentor 

you’ve had that you will try to emulate 

when you become a mentor yourself.  

To submit, go to 

www.sciencemag.org/nextgen-voices

Deadline for submissions is 31 Au-

gust. A selection of the best respons-

es will be published in the 5 October 

issue of Science. Submissions should 

be 100 words or less. Anonymous 

submissions will not be considered.
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TECHNICAL COMMENT
◥

FISHERIES

Comment on “Tracking the global
footprint of fisheries”
R. O. Amoroso1*, A. M. Parma2, C. R. Pitcher3, R. A. McConnaughey4, S. Jennings5

Kroodsma et al. (Reports, 23 February 2018, p. 904) mapped the global footprint of
fisheries. Their estimates of footprint and resulting contrasts between the scale of fishing
and agriculture are an artifact of the spatial scale of analysis. Reanalyses of their global
(all vessels) and regional (trawling) data at higher resolution reduced footprint estimates
by factors of >10 and >5, respectively.

K
roodsma et al. (1) used automatic identifi-
cation system (AIS) data to track vessels
they classified as “fishing” and estimated
that fishing activities occurred in 55% of
the world’s oceans in 2016. We show how

strongly their results depend on the spatial scale
of analysis. Their method gridded the ocean into
large cells of 0.5° at the equator (~3100 km2) and
counted every cell with any assumed fishing
event of any duration in 2016 as fished, thus con-
tributing its total area to fishing footprint.
We accessed the 0.01° grid fishing data made

available by Global Fishing Watch (2) and re-
analyzed these data at resolutions of ~3100, ~123,
and ~1.23 km2 (corresponding to 0.5°, 0.1°, and
0.01° at the equator), giving footprint estimates
of 49%, 27%, and 4% of ocean area, respectively.
Thus, higher-resolution analyses reduced their
global fishing footprint estimates by a factor of
>10. Our estimate of footprint at 0.5° (49%) dif-
fers from that reported by Kroodsma et al. (55%)
because they improved their algorithm to iden-
tify fishing by squid jiggers after publication
and updated data in the current release. Also,
the method we used to reallocate fishing ac-
tivity to grids differed slightly from that in
Kroodsma et al., leading to small differences
in absolute footprint estimates, but these do
not affect the relative relationships between
footprints across spatial scales.
Kroodsma et al. also state that their 55% fish-

ing footprint is larger than that of agriculture
by a factor of 4. However, this comparison is
strongly biased by the different scales of analysis
and different criteria used to assign grid cells to

fishing or farming. The estimates of agricultural
land-use footprint they use for comparison are
gridded at higher resolution (5′, ~86 km2 versus
~3100 km2) and also account for the fraction of
farmed or grazed area within each grid cell (3).
Thus, the agricultural footprint describes only
the area directly affected by farming, ignoring

any wider area subject to diffuse environmental
impacts. Our more comparable high-resolution
fishing footprint is less than the agriculture foot-
print by a factor of approximately 3.5.
All human activities have diffuse impacts that

extend beyond the area of activity. However, for
fishing activities, using a spatial grid of an ar-
bitrary low resolution does not provide an ap-
propriate or consistent quantitative assessment
of diffuse impact. For example, some diffuse im-
pacts would be assessed more effectively using
catch and bycatch data and population or com-
munity analyses that account for the diverse
movements and life histories of affected pop-
ulations and species, as well as the different rates
of mortality that result from their varied inter-
actions with fishing activities (4–6).
We also quantified the effects of grid resolution

on trawl fishing footprints with the Global Fish-
ing Watch data (2). We focused on trawling be-
cause footprint is a consistent and well-defined
concept for trawling vessels, which tow a net or
nets directly behind the vessel(s) and for which
gear dimensions are known or can be estimated
more reliably. Further, high-resolution footprints
for bottom trawling (although Kroodsma et al.
did not distinguish bottom trawls from trawls
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Fig. 1. Effect of grid resolution on the perception of fishing footprint.The areas in dark blue
show the trawling footprints estimated for 2016 with (A and C) an equal-area grid with 0.5°
resolution at the equator; (B and D) an equal-area grid with 0.01° resolution at the equator. The
hatched area shows an example region of the North Pacific where all trawling was prohibited.

on A
ugust 28, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


that do not contact the seabed) have long been
used as metrics to assess fishing impacts on
seabed habitats [e.g., (7–9)].
To illustrate the effects of grid resolution on

trawling footprints, we considered regions of the
north Pacific Ocean and off southern South
America. For each region, trawling footprint (as
proportion of the ocean area) was calculated using
equal-area grids of 0.5° and 0.01° at the equator
(Fig. 1). At the higher resolution of analysis, the
estimated footprints in these regions fell by
factors of 5.3 (48% to 9%) and 5.9 (29.5% to 5%),
respectively. Further, if we take as an example a
region of the north Pacific Ocean where trawling
was banned in 2016 (10) (Fig. 1, A and B), then
100% of this area (59,000 km2 of ocean) was
incorrectly classified as trawled at 0.5° resolu-
tion. For such reasons, many published analyses
of trawling footprints are conducted at higher
resolution (11–13).
Even our highest-resolution regional analy-

ses (0.01°) overestimate trawling footprint. This
is because the grid-based method assumes that
any trawling recorded in a cell justifies adding
the entire cell area to the footprint. More sophis-
ticated approaches for assessing footprint already
account for trawling distributions within cells
(14, 15). Untrawled area in a cell is a function of
the swept-area ratio (SAR). SAR is defined as the
total area swept by trawling in the cell divided

by the cell area. For the two example regions,
we converted trawling effort in hours per cell
into SAR, assuming conservatively high values
for trawling speed (4 knots) and trawled path
width (trawl door spread of 200 m). In existing
analyses of trawling footprints, towing speed and
door spread are usually allocated by vessel or
by fleet to account for differences in gear type
(8, 9), although such specifications were not
available for the Global Fishing Watch data (2).
Overall, 53% of 0.01° cells in the north Pacific
and 52% of 0.01° cells off South America have
SAR < 1 and could not have been fully trawled
in 2016 (Fig. 2). Conservatively assuming that
trawling activity was spread uniformly within
each cell, the trawling footprint in each region
fell further to 6.5% (factor of 7.4 reduction rela-
tive to 0.5° gridded approach) and 3% (factor of
9.8 reduction), respectively.
A coarse gridding of the positions of fishing

vessels (globally or regionally) that ignores differ-
ences in catching power among vessels and gear,
or ignores the scale of their direct and diffuse
impacts, leads to footprint estimates that are
primarily driven by the spatial resolution of
analysis. Such analyses are unlikely to be a good
proxy for the footprint of fishing or the status of
species or ecosystems affected by fishing. The
high temporal resolution of AIS data can provide
valuable insight into the behavior of individual

vessels and allowed Kroodsma et al. to classify
different types and patterns of fishing activity.
These analyses alone are an interesting achieve-
ment, but the footprint estimates and compar-
isons with agriculture highlighted in their report
are misleading.
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Fig. 2. Estimated distribution of the swept-area ratio within 0.01° grid cells contributing to
the trawling footprint. (A) North Pacific and (B) South America regions during 2016. Light blue
bars show estimated proportions of the grid cells where trawling covered less than 100% of the cell.
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TECHNICAL RESPONSE
◥

FISHERIES

Response to Comment on “Tracking
the global footprint of fisheries”
David A. Kroodsma1*, Juan Mayorga2,3, Timothy Hochberg1, Nathan A. Miller4,
Kristina Boerder5, Francesco Ferretti6, AlexWilson7, Bjorn Bergman4, Timothy D. White6,
Barbara A. Block6, Paul Woods1, Brian Sullivan7, Christopher Costello2, Boris Worm5

Amoroso et al. demonstrate the power of our data by estimating the high-resolution
trawling footprint on seafloor habitat. Yet we argue that a coarser grid is required
to understand full ecosystem impacts. Vessel tracking data allow us to estimate the
footprint of human activities across a variety of scales, and the proper scale depends
on the specific impact being investigated.

W
e welcome Amoroso et al.’s comment
(1), which demonstrates the power of
vessel tracking data to estimate the en-
vironmental footprint of human activ-
ities on ocean ecosystems over a range

of relevant scales. Their contribution also high-
lights the importance of making vessel tracking
data freely available, allowing others to askmore
detailed questions about the effects of fishing on
ocean ecosystems. We disagree, though, that the
environmental impacts of fishing can be easily
divided into “diffuse” and “direct,” or that there
is a “correct” scale of analysis; rather, the chosen
scale depends both on the method of fishing and
the question being asked. We further demon-
strate that our estimate of the area of the ocean
fished was conservative given the questions we
addressed.
Consider the analogous challenge of calculat-

ing the global environmental footprint of motor
vehicles from car tracking data. To estimate the
immediate habitat loss, one would measure
the area covered by roads (1- to 100-m scale). If
the question pertained to air quality, the scale
of inquiry would broaden to a range of 100 m
to 100 km from the roadside (2). Ecosystem im-
pacts manifest at various scales (1 to 100 km),
such as through roadkill and fragmentation (3),
whereas climate impacts are global (>1000 km);
hence, the scale of analysis depends on the en-
vironmental damages in question. The determi-
nation of which impacts are diffuse versus direct
is subjective; for example, a person with asthma
would deem air pollution to be a direct impact.
In fisheries, disturbance of seafloor habitat by

bottom trawling is one of the best-known envi-

ronmental aspects of bottom fishing (4). Better
estimates of this footprint, as shown by the
analyses of Amoroso et al., can now be achieved
using fine-scale automatic identification sys-
tem (AIS) vessel tracking data. But this scale of
analysis is not universally applicable. Drifting
longlines or purse seines, although they traverse
more of the ocean than trawlers, have no contact
with the seafloor, and thus no footprint by this
assessment. Industrial longlines, for example,
contain thousands of baited hooks and move
with the local currents. A single set can “drift”
many kilometers, intersecting the paths of mo-
bile predators such as tuna and sharks along the
way. Thus, the footprint of drifting longlines
would be the area of the polygon defined by the
start and end locations of the setting and haul-
ing of gear (mean for a study of the Hawaii long-
line fleet: 224 km2) (5). For tuna purse seines, it

would be the area of the net, which can be almost
half a kilometer in diameter (6) (Table 1).
A broader question relates to the spatial foot-

print of fishing on the abundance of target spe-
cies. Catching fish in one location likely affects
biomass across roughly the area that those fish
travel. A review of commonly targeted species
shows wide ranges for different species. Tagging
data of European hake, which is one of the top
species caught by trawling in southern Europe,
show that individuals generally travel 20 to 40 km
over several months, with some traveling more
than 200 km (7). In the Bering Sea, Pacific cod
and sablefish are two of the three most frequent-
ly landed target species by trawlers. Pacific cod
were recaptured typically 20 to 370 km from
where they were released, with some traveling
more than 900 km (8), and sablefish were found
to travel at a mean rate of 191 km/year (9). Many
pelagic species travelmuch farther. In the Pacific,
the top species targeted by longlines and purse
seines are yellowfin, bigeye, skipjack, and alba-
core tuna. Tagging data show that all of these
species travel hundreds to thousands of kilome-
ters (10), and the average “activity space” of
yellowfin tuna exceeds 250,000 km2, the area of
a grid cell just under 5° × 5° at the equator (11).
All of these fish travel distancesmuch larger than
0.01° (~1.1 km), and almost all are larger than
0.5° (~55 km). Figure 1 illustrates these much
larger grid sizes that reflect typical speciesmove-
ments and compares them with the highest res-
olution of our public dataset.
The footprint calculation in our paper (12)

served two goals: (i) to compare our dataset with
previous global fisheries datasets, which are
gridded at the same 0.5° scale (13, 14); and (ii)
to make a general comparison with the area
used for other forms of food production, namely
agriculture. The majority of agricultural land is
used for grazing (15), and the footprint of this
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Table 1. Appropriate scales for different footprints. Examples of appropriate scales for calculating
the footprint of fishing, given different fishing gear (columns) and questions asked (rows).
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food production system relates to the area that is
grazed, not the area traversed by trucks hauling
livestock to slaughter. In other words, the foot-
print of agriculture relates to the approximate
area of ecosystemswhere a substantial portion of
the net primary productivity is appropriated, di-
rectly or indirectly, for human consumption. In
the ocean, the comparable “area fished” would
be the area of the ecosystem that supports tar-
geted fish, not the area swept by fishing gear. Our
grid size, about 55 km on a side (0.5° at the
equator), is conservative for most commonly
targeted species (8–15). Using this scale, the area
of marine ecosystems supporting fish caught by
humans is more than four times that of terres-
trial ecosystems in agriculture.
Our estimates and those of Amoroso et al. are

just two of several footprint estimates that can be
derived from our AIS vessel tracking data. For
example, we can use engine power estimates to
infer the fuel used and thus the carbon foot-
print of vessels in the database. We can also look

at the spatial overlap of fishing behavior with
different species to understand risks of bycatch.
With high temporal resolution, we can estimate
how fishing pressure changes across and be-
tween years.
It is important to have these vessel tracking

data freely available for such analyses, and we
hope that other forms of tracking data, like those
derived from vessel monitoring systems (VMS),
are made more widely available for compara-
tive scientific research. As demonstrated by both
Amoroso et al.’s analyses and ours, these data
can allow us to answer specific questions about
the environmental impact of fishing on marine
ecosystems, which in turn can contribute to
improved, evidence-based management of the
oceans.
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Fig. 1. Area swept by different fishing gear and area of fish biomass affected. Shown is fishing effort in 2016 from AIS data (11) for (A) trawlers
in the Adriatic Sea, (B) drifting longlines in the central equatorial Pacific, and (C) purse seines in the western equatorial Pacific. Dark blue shows the
highest resolution of the dataset, 0.01° resolution (~1.1 km at the equator), which may be a slight underestimate of area swept by drifting longlines and
an overestimate of area swept by trawlers and purse seines (Table 1). Light blue shows target species’ average movements mapped beyond fishing
locations, using the range of European hake in the Adriatic (~25 km) and yellowfin tuna in the Pacific (~500 km).
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CANCER

Mutational signature 
sleuthing
Individuals with the inherited 

skin disease recessive dys-

trophic epidermolysis bullosa 

(RDEB) are predisposed to 

developing aggressive squa-

mous cell carcinomas (SCCs). 

Cho et al. sequenced multiple 

RDEB SCC tumors and found 

that the mutation profile in 

these carcinomas was most 

consistent with APOBEC-

associated mutagenesis, unlike 

other types of SCCs driven by 

ultraviolet light or exposure to 

tobacco smoke. This finding 

could help to target SCCs in 

RDEB patients. — CAC

Sci. Transl. Med. 10, eaas9668 (2018).

OCEAN OXYGEN 

Fishin’ gone?
Because gas solubility decreases 

as temperatures increase, global 

warming is likely to cause oxygen 

loss from the oceans. This could 

have a detrimental impact on fish 

populations, the fishing industry, 

and global food availability. Have 

such impacts occurred before? 

Yao et al. report sulfur isotopic 

data from the Paleocene-Eocene 

Thermal Maximum, an interval 

around 55 million years ago when 

atmospheric carbon dioxide 

concentrations and global tem-

peratures were also high. They 

found widespread anoxia and 

resulting high concentrations of 

hydrogen sulfide, which is toxic to 

marine organisms. Similar effects

could have severe negative effects 

on ocean ecosystems. —HJS

Science, this issue p. 804

VIROLOGY 

Hidden truths of 
enteroviruses
Enteroviruses are important 

drivers of global health, but few 

countries undertake enterovirus 

surveillance. Pons-Salort and 

Grassly used Japanese surveil-

lance data to model the interplay 

between the ratio of susceptible 

and immune individuals, account-

ing for declining birth and death 

rates, incomplete surveillance, 

and seasonality of infection (see 

the Perspective by Nikolay and 

Cauchemez). Enteroviruses have 

highly predictable yet highly non-

linear dynamics. The model also 

reveals signatures of increased 

pathogenicity and of antigenic 

change and transmissibility. —CA

Science, this issue p. 800; 

see also p. 755

GENETICS

Humans as models of 
human disease
Mice are a convenient model for 

exploring the functions of cellular 

signaling pathways. Occasionally, 

however, an “experiment of 

nature” highlights the perils of 

overreliance on mice. RIPK1 is a 

well studied protein kinase that 

regulates cell death. Mice defi-

cient in RIPK1 die soon after birth 

Overlayer formation on 
titanium dioxide surfaces    
Balajka et al., p. 786

CYTOSKELETON 

Severing to build microtubules

M
icrotubules are essential intracellular 

polymers, built from tubulin subunits, 

that establish cell shape, move organelles, 

and segregate chromosomes during cell 

division. Vemu et al. show that microtu-

bule-severing enzymes extract tubulin subunits 

along the microtubule shaft. This nanoscale 

damage is repaired by the incorporation of free 

tubulin, which stabilizes the microtubule against 

depolymerization. When extraction outpaces 

repair, microtubules are severed, emerging with 

stabilized ends composed of fresh tubulin. The 

severed microtubules act as templates for new 

microtubule growth, leading to amplification of 

microtubule number and mass. Thus, seemingly 

paradoxically, severing enzymes can increase 

microtubule mass in processes such as neurogen-

esis and mitotic spindle assembly. —SMH

Science, this issue p. 768

New tubulin (pink) patches small holes in microtubule 

lattices made by severing enzymes (purple).

Published by AAAS
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BLOOD 

A turbulent way to make 
platelets 
Donations from volunteers are 

the only source of blood for trans-

fusions. But blood components 

such as platelets have a shelf 

life of only 5 days, and alterna-

tive sources of platelets are in 

demand. By visualizing fluores-

cently tagged megakaryocytes 

(precursor cells of platelets) in 

transgenic mice, Ito et al. dem-

onstrated that highly turbulent 

blood flow is a determining factor 

of platelet production from mega-

karyocytes. Turbulence triggered 

the production of thrombopoietic 

factors from megakaryocytes, 

which, along with shear stress, 

stimulated platelet release. By 

using a turbulence-controllable 

bioreactor, functionally viable 

platelets could be generated 

from megakaryocytes derived 

from human-induced pluripotent 

stem cells at a quantity that 

satisfies clinical-scale demand, 

suggesting the possibility of de 

novo platelet production as an 

alternative to acquiring platelets 

through blood donations. —MY 

Cell 174, 636 (2018). 

INFECTIOUS DISEASE 

Zika in the testes: 
A Trojan horse
Zika virus (ZIKV) is a mosquito-

borne flavivirus that can also be 

sexually transmitted. Although 

people infected with ZIKV are 

often asymptomatic, there is 

an association between ZIKV 

infection in pregnant women and 

severe birth defects in their chil-

dren. Matusali et al. showed that 

ZIKV can replicate for several 

days in testicular tissue explants. 

ZIKV infects testicular somatic 

cells, germ cells, and spermato-

zoa, and its presence has been 

detected in semen samples from 

ZIKV-infected patients. Despite 

Edited by Sacha Vignieri  

and Jesse Smith
IN OTHER JOURNALS

because of the protein’s wide-

spread role in multiple tissues 

and organs. Cuchet-Lourenço et 

al. studied patients with inherited 

immunodeficiency of unknown 

cause (see the Perspective by 

Pasparakis and Kelliher). They 

identified inactivating mutations 

in the RIPK1 gene in four individu-

als. Unlike what has been seen 

in mice, the deleterious effects 

of RIPK1 loss in humans were 

confined to the immune system, a 

finding with potential therapeutic 

implications. —PAK

Science, this issue p. 810; 

see also p. 756

SOCIAL ROBOTICS

Robots help autistic kids 
interact with adults
Children with autism spectrum 

disorder (ASD) often struggle 

with social behaviors such as 

recognizing emotional responses 

in others and understanding 

gaze direction. Scassellati et al. 

put a fully autonomous, adap-

tive robot in the homes of 12 

children with ASD for 1 month to 

help improve the children’s social 

skills. The robot and a caregiver 

engaged with each child for 30 

minutes every day, playing games 

that involved activities such as 

emotional storytelling and taking 

another’s perspective. The robot 

autonomously adapted task diffi-

culty to each child’s performance 

and modeled appropriate gaze 

directions. The children showed 

improvements in attention skills 

and, crucially, demonstrated the 

improvements while interacting 

with adults even when the robot 

was not present. —RLK

Sci. Robot. 3, eaat7544 (2018).

GAS GIANT PLANETS

Moons drive structure in 
Jupiter’s aurorae
Like Earth, Jupiter has aurorae 

generated by energetic particles 

hitting its atmosphere. Those 

incoming particles can come 

from Jupiter’s moons Io and 

Ganymede. Mura et al. used 

infrared observations from the 

Juno spacecraft to image the 

moon-generated aurorae. The 

pattern induced by Io showed 

an alternating series of spots, 

reminiscent of vortices, and 

sometimes split into two arcs. 

Aurorae related to Ganymede 

could also show a double struc-

ture. Although the cause of these 

unexpected features remains 

unknown, they may provide a 

way to examine how the moons 

produce energetic particles or 

how the particles propagate to 

Jupiter. —KTS

Science, this issue p. 774

PROTEOMICS 

The blood proteome 
in disease
Understanding the function of 

human blood serum proteins 

in disease has been limited by 

difficulties in monitoring their 

production, accumulation, and 

distribution. Emilsson et al. inves-

tigated human serum proteins of 

more than 5000 Icelanders over 

the age of 65. The composition of 

blood serum includes a complex 

regulatory network of proteins 

that are globally coordinated 

across most or all tissues. The 

authors identified modules and 

functional groups associated with 

disease and health outcomes and 

were able to link genetic variants 

to complex diseases. —LMZ

Science, this issue p. 769

GRAPHENE 

An electronic wedding cake
In nanostructures such as quan-

tum dots, spatial confinement 

forces electrons to assume dis-

crete energy levels. Quantization 

can also occur in an external 

magnetic field, where electrons’ 

energies group into so-called 

Landau levels (LLs). Gutiérrez et 

al. explored the interplay between 

these two mechanisms and elec-

tronic interactions in a circulator 

resonator made of graphene. As 

an external magnetic field was 

increased, the electron quantum 

states transformed from atomic-

like states to LL-like states. 

Electronic interactions caused a 

characteristic wedding cake–like 

shape of electronic density at 

high fields. —JS

Science, this issue p. 789

Artist’s rendering of the Gaia spacecraft

STELLAR EVOLUTION

A population of 

merged white dwarfs

W
hite dwarfs are the hot 

exposed cores left over when 

a dying low-mass star throws 

off its outer layers. The Gaia 

spacecraft recently provided 

accurate distances to more than a 

hundred times as many white dwarfs 

than were previously available, allow-

ing detailed studies of the population. 

Kilic et al. investigated the mass and 

composition of these white dwarfs and 

reproduced them with stellar evolu-

tion models. They show that about 

15% of the white dwarfs have higher-

than-expected masses. This is a sign 

that they formed from mergers, either 

between two parent stars or two white 

dwarfs. —KTS

Mon. Not. R. Astron. Soc. Lett. 479, L113 (2018).

RESEARCH   |   IN SCIENCE JOURNALS
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induction of antiviral genes, no 

overt inflammatory response was 

observed, and testicular morphol-

ogy and hormone production 

remained unaffected. Apparently, 

ZIKV remains quiescent in the 

testes. This phenomenon may 

explain asymptomatic disease 

transmission and offer a possible 

target for antiviral drugs. —MY 

J. Clin. Invest. 10.1172/

JCI121735 (2018).

CELL BIOLOGY

Raman spectroscopic 
transcriptome 
Raman spectroscopy records 

the vibrational Raman spectra 

of biomolecules, allowing the 

determination of chemical spe-

cies in target samples. Although 

nondisruptive and label-free, its 

application in cell imaging is lim-

ited because of the complexity of 

cellular compositions. Kobayashi-

Kirschvink et al. described 

computational approaches to 

extract key information from cel-

lular Raman spectra in yeast and 

bacteria. Dimension-reduction 

methods enabled a direct predic-

tion of transcriptomes from 

cellular Raman spectra. A better 

correlation between the Raman 

spectra and noncoding tran-

scriptome revealed a more linear 

correspondence of noncoding 

RNAs with cellular constituent 

biomolecules. Although it remains 

unknown if the linkage can be 

demonstrated at the single-cell 

level, spectroscopic live-cell 

omics provides new possibili-

ties to monitor different cellular 

states. —SYM  

 Cell Syst. 7, 104 (2018).

EDUCATION

Teaching and research 
in synergy
The unspoken belief in gradu-

ate student training is that time 

spent teaching, or learning about 

teaching, will decrease research 

productivity. Shortlidge and 

Eddy tested this trade-off using 

a national sample of life science 

Ph.D. students. Results show 

that graduate students who 

participated in evidence-based 

teaching (EBT) trainings did not 

exhibit a reduction in confidence 

in their research career, in their 

ability to communicate their 

research, or in their publication 

number. Contrary to current 

belief, the data trended toward a 

slight synergy between investing 

in EBT and research prepara-

tion, suggesting that institutions 

can integrate EBT training into 

graduate programs without 

reducing students’ research 

success. Additionally, invest-

ment in EBT training can better 

prepare graduate students for 

the multifaceted role of a faculty 

member. —MMc

PLOS ONE 13, e0199576 (2018).

HIBERNATION 

Snowy bat caves 
 Snow provides thermal protec-

tion from extreme temperatures, 

a phenomenon capitalized on by 

polar bears and people indig-

enous to parts of the Arctic.  But 

snow does not provide a cozy 

environment, a likely reason 

why more mammals have not 

evolved to take advantage of 

its protection against extreme 

cold. Hirakawa and Nagasaka, 

however, report that Ussurian 

tube-nosed bats (Murina 

ussuriensis) appear to create tiny 

snow “caves” with their bodies, 

which then serve as opportu-

nistic hibernacula. After coming 

across anecdotal accounts of 

small bats being found curled up 

in the snow, the authors system-

atically searched for bats in such 

conditions, finding more than 

30 near Sapporo, Japan. The 

animals displayed classic torpor 

positions, curled nose-to-tail, and 

decreased body temperatures. 

The authors model conditions 

under which the bats’ bodies 

could create their small caves 

and set forth several hypotheses 

for hibernating conditions and 

scenarios. The finding that these 

bats use a snowy blanket for 

hibernation protection opens up 

the opportunity for many intrigu-

ing questions to be answered. 

—SNV 

Sci. Rep. 8, 12047 (2018).

BIOMATERIALS

Layers of bone repair
The repair of osteochondral 

defects requires proper growth 

of subchondral bone, articular 

cartilage, and the interface 

between them, but current treat-

ments have been more palliative 

than curative. Kang et al. devel-

oped a trilayer scaffold, with 

variations in the architecture 

and mineral environment along 

its depth. The bottom layer was 

enhanced with calcium phos-

phate to recruit endogenous 

cells, whereas the upper two 

layers were loaded with donor 

cells to support stratified carti-

lage formation. When implanted 

in vivo, these trilayer scaffolds 

formed osteochondral tissue 

with a lubricin-rich cartilage 

surface. —MSL

Acta Biomater. 10.1016/

j.actbio.2018.07.039 (2018).

Ussurian tube-nosed bats hibernate in tiny snow caves.

Published by AAAS
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HEALTH CARE 

Population health and 
national development
Healthy populations translate 

into productive and stable 

nations. Universal health care 

(UHC) is a pragmatic and ethi-

cal ideal that, thanks to social 

and economic progress, seems 

almost achievable. However, 

UHC means different things in 

different contexts. The mini-

mum ideal is that no individual 

or family should suffer financial 

hardship because of accessing 

good-quality medical assistance. 

Bloom et al. review health priori-

ties around the world and what 

will be needed in terms of skills, 

funds, and technology to achieve 

health care access for all. — CA 

Science, this issue p. 766

NEUROSCIENCE

Developing the blood-
brain barrier
During development, signals 

need to be dynamically inte-

grated by endothelial cells, 

neurons, and glia to achieve 

functional neuro-glia-vascular 

units in the central nervous 

system. During cortical devel-

opment, neuronal Dab1 and 

ApoER2 receptors respond to 

a guidance cue called reelin. 

Studying mice, Segarra et al. 

found that Dab1 and ApoER2 

are also expressed in endothe-

lial cells (see the Perspective 

by Thomas). The integration of 

reelin signaling in endothelial 

cells and neurons facilitates 

the communication between 

vessels, glia, and neurons that 

is necessary for the correct 

positioning of neurons dur-

ing cortical development. This 

integration is also important for 

correct communication at the 

neurovascular unit required for 

blood-brain barrier integrity in 

the mature brain. —PRS

Science, this issue p. 767; 

see also p. 754

QUASICRYSTALS 

Dirac fermions in 
quasicrystalline graphene
Quasicrystal lattices, which can 

have rotational order but lack 

translational symmetry, can 

be used to explore electronic 

properties of materials between 

crystals and disordered solids. 

Ahn et al. grew graphene bilayers 

rotated exactly 30° that have 

12-fold rotational order. Electron 

diffraction and microscopy 

confirmed the formation of qua-

sicrystals, and angle-resolved 

photoemission spectroscopy 

revealed anomalous interlayer 

electronic coupling that was 

quasi-periodic. The millimeter-

scale layers can potentially be 

transferred to other substrates. 

—PDS

Science, this issue p. 782

SURFACE CHEMISTRY

A preference for acids
When titanium dioxide surfaces 

are exposed to water under 

ambient conditions, an ordered 

overlayer forms. Balajka et al. 

studied this process with scan-

ning tunneling microscopy and 

x-ray photoelectron spectros-

copy for water adsorption under 

vacuum conditions and in air 

(see the Perspective by Park). 

The ordered overlayer was only 

formed in air, the result of the 

adsorption of organic acids (for-

mic and acetic acids). Although 

other species such as alcohols 

were present in much higher 

concentrations in air, the biden-

tate adsorption and entropic 

effects favored acid adsorption. 

—PDS

Science, this issue p. 786; 

see also p. 753

MAGNETISM 

Cooperative quantum 
magnetism
One of the earliest and most 

intensively studied problems in 

quantum optics is the interac-

tion of a two-level system (an 

atom) with a single photon. This 

simple system provides a rich 

platform for exploring exotic 

light-matter interactions and 

the emergence of more complex 

phenomena such as superradi-

ance, which is a cooperative 

effect that emerges when the 

density of atoms is increased 

and coupling between them is 

enhanced. Going beyond the 

light-matter system, Li et al. 

observed analogous cooperative 

effects for coupled magnetic 

systems. The results suggest 

that ideas in quantum optics 

could be carried over and used 

to control and predict exotic 

phases in condensed matter 

systems. —ISO

Science, this issue p. 794

BATTERIES 

An elevated lithium 
battery
Batteries based on lithium 

metal and oxygen could offer 

energy densities an order of 

magnitude larger than that of 

lithium ion cells. But, under 

normal operation conditions, 

the lithium oxidizes to form 

peroxide or superoxide. Xia 

et al. show that, at increased 

temperatures, the formation of 

lithium oxide is favored, through 

a process in which four electrons 

are transferred for each oxygen 

molecule (see the Perspective 

by Feng et al.). Reversible cycling 

is achieved through the use of 

a thermally stable inorganic 

electrolyte and a bifunctional 

catalyst for both oxygen reduc-

tion and evolution reactions. 

—MSL

Science, this issue p. 777; 

see also p. 758

ENVIRONMENTAL TOXINS

Mercury sinking
Mercury is a highly toxic, globally 

ubiquitous pollutant that can 

seriously damage human health. 

Most mercury pollution enters 

the atmosphere from burning 

coal and other fossil fuels and 

from industrial activity, but 

where does it all go? Zaferani et 

al. analyzed biogenic siliceous 

sediments (diatom ooze) from 

off the coast of Antarctica and 

found that they contained 

surprisingly large amounts of 

mercury. The results suggest 

that as much as 25% of mercury 

emissions over the past 150 

years could be trapped in sedi-

ments like these, revealing the 

important role that the marine 

biological pump may play in the 

global mercury cycle. —HJS

Science, this issue p. 797

ARTIFICIAL INTELLIGENCE

An ethical 
way forward for AI
Artificial intelligence (AI) is 

becoming prevalent in everyday 

life. Within the next 5 years, an 

estimated 55% of households 

worldwide are expected to own 

a voice assistant. Furthermore, 

medical diagnostics, cyberse-

curity, and other applications 

are increasingly relying on 

AI. In a Perspective, Taddeo 

and Floridi discuss the ethical 

implications of these develop-

ments, particularly regarding the 

invisible influence on humans 

and the need to protect human 

self-determination. Initiatives 

around the world are begin-

ning to develop fundamental 

ethical principles to inform the 

design, regulation, and use of 

AI. Ethical regulation of AI must 

include foresight methodologies 

that help to identify risks and 

avoid unwanted consequences 

to ensure that AI benefits and 

respects individuals and societ-

ies. —JFU

Science, this issue p. 751

GPCR SIGNALING

Determining 
signaling bias
G protein–coupled receptors 

(GPCRs) can mediate signal-

ing through the G protein or 

b-arrestin pathways. Drugs that 

Edited by Stella Hurtley 
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selectively activate one of these 

pathways provide effective 

treatment without side effects. 

GPCRs must undergo phosphor-

ylation mediated by the GPCR 

kinase (GRK) family of kinases 

to recruit b-arrestins. Choi et al. 

characterized a mutant GPCR 

with G protein–biased signaling. 

This type of signaling was driven 

more by an inability to recruit 

GRKs than by an inability to 

couple to b-arrestins, which may 

have implications for the design 

of biased drugs. —JFF

Sci. Signal. 11, eaar7084 (2018).

PHYSIOLOGY

How sleep loss leads 
to weight gain
Chronic sleep loss can have 

negative health effects, including 

weight gain and type 2 diabetes. 

Underlying molecular pro-

cesses in key metabolic tissues 

are thought to be to blame. 

Cedernaes et al. compared 

molecular changes such as DNA 

methylation in fat and skeletal 

muscle tissue samples taken 

from 15 young Caucasian males 

after a night of sleep loss and 

after a normal night’s sleep. 

The two tissue types responded 

very differently. In muscle, sleep 

loss enhanced skeletal muscle 

breakdown by down-regulating a 

metabolic pathway. However, the 

same pathway was up-regulated 

in fat tissue after disrupted 

sleep. Thus, sleep loss may 

reprogram fat tissue to increase 

fat storage. —PJB 

Sci. Adv. 10.1126/sciadv.aar8590 

(2018).

HIV

Sweetening up antibodies
Certain individuals infected 

with HIV, so-called neutralizers, 

generate broadly neutralizing 

antibodies more efficiently than 

non-neutralizers. Lofano et al. 

compared HIV-specific antibod-

ies isolated from neutralizers 

and non-neutralizers. They found 

sialylation of the Fc domain to 

be higher in neutralizers. The 

authors generated sialylated 

and nonsialylated isoforms of 

an HIV gp120-specific antibody. 

Sialylation enhanced the deposi-

tion of antigen in B cell follicles 

in a complement-dependent 

manner. Besides stressing the 

importance of the Fc domain in 

regulating antibody functions, 

the study also highlights the role 

of the complement pathway in 

driving humoral immunity. —AB

Sci. Immunol. 3, eaat7796 (2018).

MOLECULAR BIOLOGY

An additional cell cycle 
checkpoint
Cell division is controlled by 

checkpoints that regulate the 

temporal order of the cell cycle 

phases, including the G
1
/S, G

2
/M, 

and metaphase/anaphase transi-

tions. Yet there are no known 

control mechanisms for a fourth 

fundamental transition—the 

S/G
2
 transition. Saldivar et al. 

report a switchlike control mech-

anism that regulates the S/G
2
 

transition. The checkpoint kinase 

ATR senses ongoing DNA replica-

tion in S phase and represses the 

mitotic transcriptional network, 

ensuring that DNA replication 

in S phase is completed before 

mitosis. —SYM 
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The promise and peril of
universal health care
David E. Bloom*, Alexander Khoury, Ramnath Subbaraman

BACKGROUND: The September 1978 Alma-
Ata Declaration is a landmark event in the
history of global health. The declaration raised
awareness of “health for all” as a universal
human right, whose fulfillment reduces human
misery and suffering, advances equality, and
safeguards human dignity. It also recognized
economic and social development and inter-
national security as not only causes, but also
consequences, of better health. In addition, it
highlighted the power of primary
health care and international co-
operation to advance the protec-
tion and promotion of health in
resource-constrained settings.
Building on the achievement

of Alma-Ata and gaining further
traction from the Millenium De-
velopment Goals and the Sus-
tainable Development Goals set
by the United Nations, universal
health care (UHC) has emerged
in recent years as a central im-
perative of the World Health
Organization (WHO), the United
Nations and most of its member
states, and much of civil society.
UHC characterizes national health
systems in which all individuals
can access quality health services
without individual or familial fi-
nancial hardship. More broadly,
UHC covers social systems that
provide medical and nonmedical
services and infrastructure that are vital to
promoting public health.

ADVANCES: Although there are numerous
articulations of the UHC agenda, the WHO
andWorld Bank offer a relatively simple UHC
service-coverage index that is useful for inter-
country comparison. This index focuses on
four categories of health indicators: reproduc-
tive, maternal, and child health; infectious
disease control; noncommunicable diseases;
and service capacity and access. Compari-
son of UHC index values for 129 countries
reveals that country index scores are positively
correlatedwith income per capita, though there
is considerable variation in scores among
countries with similar incomes. These varia-

tions presumably reflect differentials in in-
come inequality, commitment to public health
infrastructure, and the quality and reach of
human resources for health. The WHO and
World Bank also offer multiple measures of
health spending–related financial hardship
in assessingUHC,which do not increasemono-
tonically with increasing income, health
spending per capita, or coverage of health ser-
vices. Rather, catastrophic health expenditures

tend to be lower in countries that channel
health spending through public social se-
curity or insurance programs, rather than
private insurance schemes.

OUTLOOK: The financial cost of massively
expanding access to health care globally is a
formidable barrier to achieving UHC. For ex-
ample, the Disease Control Priorities Network
estimates that low- and lower-middle-income
countries would, on average, need to raise their
respective annual per capita health expenditures
by U.S.$53 and U.S.$61 per person to achieve
coveragewith the essential UHCpackage of 218
core interventions, a sizable burden in relation
to average expenditure increases in recent years.
Wealthy industrial countries are much further

along the path to achieving UHC, though they
also face challenges involving rising costs of
new health care technologies and the growing
share of their populations at the older (andmore
health care–intensive) ages.
Technically and economically efficient ap-

proaches to the achievement of UHC may in-
clude the use of electronic medical records,
telemedicine systems, digital monitors for drug
adherence, and clinical decision–support ap-

plications; expansion of
the quantity and quality
of human resources for
health at the physician,
nurse, and community
health worker levels; im-
provements in inventory

systems and supply chains for the delivery of
vaccines, drugs, diagnostics, and medical
devices; screening for risk factors and early
signs of disease; and focusing on the often
neglected domains of surgical care, reproduc-
tive health, and mental health. Also key will

be efforts to ensure universal
access to proven public health
interventions that address so-
cial and environmental deter-
minants of health, such as health
education campaigns; access to
safe water; regulation of exces-
sive sugar and salt in the food
supply; control of tobacco and
the unsafe consumption of alco-
hol; road traffic safety; walkable
city designs; expanding enroll-
ment in high-quality primary
and secondary schools; and
more equitable distributions of
income and wealth.
Achieving UHC is an ambi-

tious aspiration and a powerful
indicator of human progress.
Fortunately, it may be expected
to deliver myriad health, eco-
nomic, and socialwelfare benefits
along the way, helping to mobi-
lize the substantial political and

financial resources needed for its continued
future expansion.▪
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REVIEW
◥

HEALTH CARE

The promise and peril of
universal health care
David E. Bloom1*, Alexander Khoury1, Ramnath Subbaraman2

Universal health care (UHC) is garnering growing support throughout the world, a
reflection of social and economic progress and of the recognition that population health is
both an indicator and an instrument of national development. Substantial human and
financial resources will be required to achieve UHC in any of the various ways it has been
conceived and defined. Progress toward achieving UHC will be aided by new technologies,
a willingness to shift medical tasks from highly trained to appropriately well-trained
personnel, a judicious balance between the quantity and quality of health care services,
and resource allocation decisions that acknowledge the important role of public health
interventions and nonmedical influences on population health.

U
niversal health care (UHC) characterizes
national health systems wherein all indi-
viduals can access quality health services
without individual or familial financial
hardship.More broadly,UHC covers social

systems that provide medical and nonmedical
services and infrastructure that are vital to pro-
moting public health.
The notion ofUHCdates toOtto vonBismarck,

who established the world’s first national social
health insurance system in Germany in 1883
(1). More recently, the September 1978 Alma-Ata
Declaration raised global awareness of “health
for all” as a universal human right and of the
power of primary health care to advance its
achievement (2). During the 20th century,many
industrialized countries extended UHC to their
citizens. Although progress in expanding UHC
slowed in the 1980s—mainly because of economic
slowdowns, fiscal stress, and structural adjust-
ment programs—achieving UHC in all countries
is currently among the central imperatives of the
World Health Organization (WHO), the United
Nations (UN) and most of its member states,
and much of civil society.
As theAlma-AtaDeclaration’s 40th anniversary

approaches, we examine the rationale, progress,
consequences, and prospects for achieving UHC
globally. We first explore the rationale for UHC,
the scope of what UHC encompasses, and its
operational definitions at the international level.
We then report statistics on current measures of
UHC attainment, highlighting patterns by country
income level. We go on to review evidence on
three key premises of UHC: that it promotes
longer, healthier lives; that it does so efficiently;

and that it confers social, economic, and political
benefits above and beyond the utilitarian value
of living healthier lives. Finally, we discuss pros-
pects for further expansion of UHC.
We argue that UHC has considerable potential

to improve the trajectory of human progress. To
achieve UHC, however, governments and the
public health community will have to mobilize
substantial human, financial, and technological
resources and avoid pitfalls in implementation.

Rationale and scope

Four sets of arguments are commonly advanced
in support of UHC. The first set appeals to ethics
and morality and the notion that safeguarding
everyone’s physical and mental health is just,
fair, and consistent with principles of right con-
duct and distributive justice. The second argu-
ment, rooted in international law, relates to the
acceptance of health as a fundamental human
right (3). The third set of arguments is pragmatic,
relating to the observation that healthy populations
tend to be more socially cohesive and politically
stable. The final set of arguments is economic in
nature: UHC corrects health-related market fail-
ures, such as those related to the social benefits
of disease prevention among individuals, and
good health may promote economic well-being
not just among healthy individuals but also at
the macroeconomic level (4). These economic
arguments are bolstered by evidence that com-
mitting resources to health care is associated
with a high return on investment, rivaling, or
even surpassing, other high-return investments
like those in primary and secondary education
(5–8).
Although there is a strong rationale for the

possible benefits of UHC, there are also numerous
challenges to its realization. A central challenge
preceding any realization of UHC is defining its
scope and boundaries. Although precise defini-
tions of UHC vary widely among sources, the
WHO’s definition is a typical formulation of the

concept as a system inwhich “all individuals and
communities receive the health services they need
without suffering financial hardship. It includes
the full spectrum of essential, quality health ser-
vices, from health promotion to prevention, treat-
ment, rehabilitation, and palliative care” (9).
This definition highlights many of the ambi-

guities involved in conceptualizing UHC. What
levels of reduced mortality risk, increases to
quality of living, or other thresholds must be
crossed before a health service is considered
needed or essential? Should financial hard-
ship be defined by the amount of money spent
relative to income, the amount of income that
households retain after health spending, or some
other criteria? Should these criteria shift or re-
main constant across settings? Given this defini-
tion’s emphasis on health services, does UHC
also imply a commitment to addressing social
and environmental health determinants beyond
the traditional purview of health service delivery?
As discussed below, the answer to this last

question may have considerable implications
for UHC’s effectiveness in improving health out-
comes. It is widely accepted that most health
outcomes are associated with social and envi-
ronmental factors, including wealth, income in-
equality, discrimination, education, occupation,
diet, substance use, violence and conflict, air pol-
lution, and water and sanitation access (10, 11).
Addressing these factors is central to emerging
public health agendas such asOneHealth (which
views human, animal, and environmental health
holistically) and Planetary Health (which focuses
on the economic and social systems that shape
human and environmental health). Deficiencies
in the availability and quality of medical services
are important but, nonetheless, contribute less
to premature mortality than these nonmedical
determinants (11). But even though UHC def-
initions that address nonmedical health deter-
minants have greater potential to improve health
outcomes, operationalizing a UHC agenda that
addresses these determinants would require
wide-ranging interventions in sectors outside
of health care, which may be more politically,
socially, and technically challenging.
Given the ambiguities in defining UHC, there

are several possible approaches to put the con-
cept into practice. These approaches vary accord-
ing to intended use, such asmaking comparisons
across countries, tracking progress over time, or
delineating a roadmap for achieving UHC. The
WHO and World Bank offer a relatively simple
UHC service-coverage index (hereafter, “theWHO–
World Bank index”), which is useful for inter-
country comparisons. They define this index in
terms of 16 indicators, grouped into four catego-
ries: reproductive, maternal, newborn, and child
health; infectious-diseasecontrol;noncommunicable
diseases; and service capacity and access (9).
This relatively small number of indicators al-

lows 129 countries to be included in the UHC
service-coverage index. The indicators are meant
to serve as a proxy for the overall coverage of the
health care system, which should ideally provide
manymore health services than those represented.
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However, although measurement of a handful of
tracer conditions and services has often been
used as a proxy for overall health system quality,
many public health experts have concerns that
only indicators that get measured actually get
implemented in practice. In addition, the health
services included in the index are fairly basic—in
terms of the medical conditions covered, skill
levels required by health care personnel, and
technological capacity required—limiting
this metric’s value for comparing high-
income countries with well-funded health
systems. Some of the indicators, such as
access to insecticide-treated bed nets for
malaria prevention, have minimal rel-
evance in most high-income countries.
In addition, these indicators do not com-
prehensively capture many of the high-
burden diseases that could be successfully
addressed with health services in high-
income countries, such as treatment for
most types of cancer.
The WHO and World Bank also de-

scribe multiple approaches for measuring
health spending–related financial hard-
ship in assessing UHC. They suggest two
thresholds for annual health spending—
equal to 10 and 25% of total household
expenditures—as alternative metrics for
routinely measuring catastrophic health
spending, which refers to out-of-pocket
expenses exceeding a household’s ability
to pay without imposing considerable
financial hardship. Two additional metrics aim
to more directly assess impoverishment result-
ing from health expenditures, by measuring the
percentage of households whose average daily
nonhealth consumption expenditures would have
placed its members above the U.S.$1.90 and U.S.
$3.20 per capita poverty lines but for the house-
hold’s spending onhealth care (12). Given the very
low thresholds for impoverishing health expendi-
tures, these metrics are primarily relevant in low-
and middle-income countries (LMICs).
More comprehensive UHC priority descrip-

tions exist. For example, the Disease Control
Priorities (DCP) Network has compiled 218 dis-
tinct cost-effective interventions, which they argue
should form a standard of essential services for
LMICs because they address a substantial burden
of disease. Unlike the indicators in the WHO–
World Bank index, more than one-third of the
DCPNetwork’s essential interventions—including
tobacco taxes, air pollution reduction, and road
safety improvements—focus on broader social
or environmental determinants andwould require
non–health care sector involvement. (13). A subset
of 108 interventions, termed the highest-priority
package, avert death or disability while also scor-
ing highly on a financial risk protection index.
Comprehensive data are not available on popula-
tion coverage for many interventions included
in the DCP Network’s UHC package, limiting
its use in making comparisons among countries.
Measurement and inclusion of many of these
evidence-based services should be considered in
future iterations of the global UHC agenda.

Progress toward achieving UHC
Despite the limitations of the WHO–World
Bank index, analysis of its scores reveals some
distinct patterns in UHC coverage. Country
UHC index scores are positively correlated
with the natural logarithm of gross domestic
product (GDP) per capita (Fig. 1). Although
this finding is consistent with models suggest-
ing that spending on health and health care

coverage increase with rising income levels (14),
it is also likely that the higher country incomes
are, at least in part, the result of better health
care coverage and health (4). Disparities in UHC
service coverage by income level are even more
apparent when looking at groups of countries
together: The average service-coverage score for
low-income countries is roughly half that of high-
income countries (Table 1). Sub-Saharan Africa
and South Asia feature the lowest index scores,
whereas the Latin American and Caribbean and
the East Asia and Pacific regions have index
scores comparable to those in North America
and in Europe and Central Asia.
Also notable are the instances of similar-

income countries having highly disparate index
scores. For example, Nigeria and Vietnam both
have per capita GDPs around U.S.$2200, but
Vietnam’s UHC index score is 34 points higher
thanNigeria’s. This reflects the fact that Vietnam
outperforms Nigeria on several indicators, in-
cluding reported rates of three-dose diphtheria-
tetanus-pertussis infant vaccination coverage (94
versus 42%), births attended by skilled profes-
sionals (94 versus 35%), and households with
access to basic sanitation (78 versus 32%). Dis-
similar income distributions in the two countries
offer a plausible partial explanation for the cov-
erage discrepancies. An estimated 78% of Nigeria’s
population lives on less than U.S.$3.20 per day in
2017 dollars, comparedwith only 32%of Vietnam’s
population (15, 16). Poverty imposes constraints on
accessing health services, particularly in LMICs
(17). Furthermore, less-comprehensive health-

service coverage reinforces poverty by failing
to protect individuals from illnesses that have
high treatment costs or that limit their ability to
work or learn (18).
Unlike the association between UHC service

coverage and GDP per capita (Fig. 1), protection
from catastrophic health expenditures is not
clearly correlated with GDP per capita. In ag-
gregate, middle-income countries have higher

rates of catastrophic health expenditures
than low- and high-income countries
(Table 1). However, the variation in cat-
astrophic expenditure rates within these
income groups is greater than the variation
among them. Furthermore, protection
fromcatastrophic health expenditures does
not systematically improve with increasing
UHC service-coverage index score or with
increasing percentage of GDP spent on
health care (19). Thus, protection from
health care–related financial ruin does not
directly follow fromGDPgrowth, improved
essential health service coverage, or in-
creased total health care spending. Rather,
catastrophic health expenditures may be
associated with the pathways through
which health care spending occurs. Coun-
tries in which much of health spending is
prepaid through public social security or
insurance programs tend to have lower
catastrophic health expenditure rates than
countries that mostly rely on private in-
surance schemes (19).

Even among countries attaining themaximum
UHC index score of 80, there is substantial
heterogeneity in health outcomes, health spending,
and the proportion of the population protected
from catastrophic health spending. Comparing
the UHC records of two high-income countries
with perfect index scores, the United States and
Japan, illustrates these disparities.
The United States is the only high-income

country that does not explicitly provide UHC for
its citizens, although its relative expenditures on
health care—15% of GDP in 2008 and 17% of GDP
in 2017—aremuch higher than those of any other
Organisation for Economic Cooperation and De-
velopment country (20). Unlike the United States,
Japan expanded health insurance coverage to its
entire population in 1961. This change coincided
with a massive improvement in the health of
Japan’s population,which, by 1983, had the highest
life expectancy of any country (and also now, at
84 years) (15). Japan’s health system has been
lauded for its role in promoting a world-leading
level of population health and for maintaining rel-
atively low health care costs historically. However,
these health expenditures have risen from 8% of
GDP in 2008 to 11% in 2017 (20), and the Japanese
health care system must adapt to a continually
increasing elder share of the population while
constrained by an economy that has performed
relatively poorly since the 1990s.

Consequences of expanding UHC

The premise that UHC could lead to longer,
healthier lives has a strong underlying rationale.
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Fig. 1. WHO–World Bank UHC index score versus the natural
logarithm of GDP per capita.The plot captures absolute
changes in UHC index scores (maximum of 80) relative to
percentage changes in GDP per capita. Source: UHC index scores
from World Bank (2017) (9) and GDP per capita from World
Bank (2018) (15). R2, coefficient of determination.
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For most indicators in the WHO–World Bank
index, achieving high coverage could benefit
individuals through reduced disability, increased
longevity, improved nutritional status, increased
economic productivity, or decreased health-related
financial hardship (Table 2).
Increased coverage of services can also have

a population-level health impact, especially for
leading infectious causes of death, such as tuber-
culosis (TB), HIV/AIDS, and malaria. For these
diseases, early treatment of affected individuals
can terminate the chain of transmission, thereby
reducing disease incidence. For example, over a
7-year time period, HIV-uninfected individuals
living in areas with high antiretroviral therapy
coverage in KwaZulu Natal, South Africa, were
38% less likely to acquire HIV than those in
areas with low coverage (21). Similarly, in China
during the 1990s, TB prevalence declined only in
provinces where the directly observed therapy
short-course (DOTS) strategy—which involves
provision of free or subsidized TB testing and
treatment—was rolled outwith high coverage (22).
Similarly, expanding vaccine coverage through

theUHC agenda—especially for leading causes of
childmortality such as Streptococcus pneumoniae,
Haemophilus influenzae, and rotavirus—would
have a population-level health impact in a highly
cost-effectivemanner. The full societal benefits of
disease prevention through vaccination include
increased schooling and labor productivity, slow-
ing of the pace at which antimicrobial resistance
develops, and reductions in health and economic
risk, all magnified by the value of improved
health outcomes among nonvaccinated com-
munity members owing to herd effects (23).

Regarding the potential impacts of UHC on
both health and financial hardship, some com-
pelling evidence is found in the Oregon Health
Insurance Experiment (24). In 2008, the U.S.
state of Oregon randomly selected about 30,000
individuals to be eligible to apply for Medicaid
from among the roughly 90,000 who had expres-
sed interest in applying to the newly expanded
program providing low-cost health coverage for
low-income adults. Through comparisons of in-
dividuals who were not selected to those who
applied and were accepted, researchers found
that receiving Medicaid virtually eliminated cat-
astrophic medical spending, reduced medical
debt, increased use of preventive medical care,
reduced depressive symptoms, and improved
subjective perception of overall health status.
Measures of physical health—including con-
trol of high blood pressure, high cholesterol,
and diabetes—did not significantly improve
among individuals who received Medicaid;
however, the 2-year follow-up time for individuals
may have been too short to detect meaningful
improvements in these outcome indicators.
Other literature on the impact of increased

coverage and density of primary care and hospital-
based services on health outcomes is generally of
weaker quality. Nevertheless, examples from
Costa Rica and Cuba suggest a strong associa-
tion between the universal expansion of public
sector primary care services and rapid reduc-
tions in child and adult mortality and increases
in life expectancy (25, 26). In addition, a sys-
tematic review highlights the consistency, across
a variety of LMIC contexts, of the positive as-
sociation between large-scale primary care ini-

tiatives and lower child mortality (27). In other
LMIC settings, increased hospital access is as-
sociated with reduced maternal mortality (28).
In high-income countries, a higher density of
primary care providers is associated with lower
all-cause mortality (29).
Beyond improving health, expanding UHC

could potentially promote economic well-being,
reduce economic inequalities, and bolster social
and political stability (5, 30). Improving popula-
tion health could accelerate economic growth by
improving labor productivity, school attendance,
educational attainment, cognitive function, cap-
ital accumulation, and fertility control (31, 32).
Rigorous microeconomic evidence supports the
impact of health improvements on individual or
household economic circumstances. Interven-
tions with demonstrated effects on education
and earnings include iodine supplementation (33),
iron supplementation (34), deworming (35, 36),
and malaria eradication campaigns (37). These
benefits may also have an appreciable macro-
economic impact (38): On average, a 10-year life
expectancy gain is associated with up to a 1%
increase in annual income per capita growth (5).
The impact of better health on economic

growth may be particularly powerful in LMICs,
where children, adolescents, andprime-age adults
are the chief beneficiaries of health gains, leading
to improvements in productivity across the life
course (37). Ensuring access to basic health care,
especially for the prevention and treatment of
infectious diseases, may be essential for escaping
poverty traps in settings where extreme poverty
has historically been persistent (39, 40). But
benefits of health on economic growth are also
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Table 1. Population, income, health expenditure, and UHC index score by income group and geographic region. Figures are weighted according to
population size. Source: World Bank (2018) (15), with UHC service-coverage index scores and catastrophic health expenditure data from World Bank (2017)

(9). All data are for 2016, except for the health expenditure data, which are for 2015, and the catastrophic health spending data, which are for 2010.

Number of

countries

Percentage

of world

population (%)*

Income per

capita

(current U.S.$)

Health expenditure

per capita

(current U.S.$)

Health expenditure

as a percentage of

GDP (%)

Mean UHC

index score

(range)

Percentage of

households

experiencing

catastrophic

health spending

(%)†

World 130 100 10,192 1,002 9.8 63 (29 to 80) 11.7
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Income group
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Low income 21 8 616 35 5.7 39 (29 to 53) 8.1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Lower-middle income 39 42 2,078 83 4.0 53 (33 to 73) 12.4
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Upper-middle income 35 36 7,994 470 5.9 74 (52 to 78) 13.8
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

High income 35 15 40,826 5,050 12.4 79 (64 to 80) 7.2
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Region
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Sub-Saharan Africa 35 14 1,467 85 5.8 42 (29 to 67) 10.3
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

South Asia 7 26 1,638 58 3.5 53 (34 to 62) 13.5
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Middle East and North Africa 11 4 7,200 416 5.8 64 (39 to 80) 13.4
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

East Asia and Pacific 14 32 9,783 626 6.4 72 (47 to 80) 12.9
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Europe and Central Asia 44 12 22,238 2,089 9.4 72 (54 to 80) 7.0
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Latin America and Caribbean 17 8 8,342 637 7.6 75 (57 to 79) 14.8
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

North America 2 5 56,102 9,031 16.1 80 (80 to 80) 4.6

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*Percentage of world population refers to the entire income group or region, not just the countries included in the sample. †Catastrophic health spending refers to
the proportion of individuals in the population who live in households that spend >10% of their consumption expenditure on out-of-pocket health care costs (9).
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manifest in high-income countries, where gains
in longevity tend to accrue disproportionately to
older adults. The social and economic value re-
sulting from these gains in longevity for older
adults may not be well represented in national
GDP because the value created is often related
to the enabling effect of health on nonmarket
activities such as child-rearing, caretaking of other
individuals, and community volunteer work (41).
Expanding UHC also reduces health disparities

because poor members of society are less likely
to receive adequate health care than wealthier
individuals where UHC systems are lacking. In-
creased access to primary care is associated with
reduced wealth- and race-based mortality dis-
parities in both LMICs (27) and high-income
countries (29). As noted, decreasing health in-
equality may also reduce income, wealth, and
education disparities. As with investments in
education, expansion of health care coverage is
one of the rare policies that simultaneously
promotes equitable distribution of income while
also increasing economic growth (6, 42). Reduc-
ing disparities through improved public health
and social welfare systemsmay help to minimize
the risk of political and social instability, though
empirical evidence of this association is not es-
pecially robust (43). Through these various path-
ways, UHC serves important functions that
support a healthy, prosperous, and cohesive society.
Although the potential benefits of UHC are

numerous, possible pitfalls in implementation
could undermine its impact and prevent UHC
from fulfilling its promise. Rapid scale-up of
UHC without sufficient concern for the qual-
ity of implementation could have unintended

adverse consequences, as delivery of health ser-
vices will not be effective in improving health
outcomes if the delivered care is not of reason-
able quality. Deficiencies in quality of care such
as medical errors, spread of infection in health
care settings, and poor retention of patients
across sequential steps of care (also known as the
cascade of care) could undermine the benefits
of expanded service coverage. Even though ex-
isting UHC frameworks allude to this problem,
quality-related indicators can be hard to measure,
and achieving high quality of care will be es-
pecially challenging with large-scale expansion
of coverage (44).
The recent history of TB care delivery illus-

trates limitations of focusing on coverage of
health services without ensuring that the services
offered are of sufficient quality to be effective. In
1991, the World Health Assembly adopted the
DOTS strategy, which included comprehensive
coverage of free or subsidized TB testing and
treatment as a key objective. Over the next two
decades, high-burden countries such as India and
China achieved high DOTS coverage nationally,
leading to reductions in disease prevalence or
TB-related mortality (22, 45). However, despite
high global DOTS coverage, TB incidence is de-
clining slowly (<1.5% per year); the disease
remains the leading infectious cause of death,
resulting in nearly 1.7 million deaths annually,
one-third of which occur in India. Poor quality of
care may in part explain these disappointing
public health outcomes (46). For example, in
India, considerable numbers of patients are lost
across sequential steps of the care cascade; as a
result, only about 39% of prevalent TB patients

were estimated to have achieved an optimal
outcome in the government program in 2013
(Fig. 2) (47). Similarly, in Rwanda, improved rates
of maternal institutional delivery have not trans-
lated into reductions in newborn mortality, likely
owing to gaps in care quality (48).
As these examples suggest, poorly functioning

health systems are a central challenge to realiz-
ing the benefits of UHC. Health systems in
LMICs commonly suffer from a variety of weak-
nesses, including absenteeism and insufficient
training amonghealth careworkers,mistreatment
of patients by health care workers, corruption,
poorly functioning inventory systems and supply
chains, electricity cuts and outages, and lack of
clean water. These shortcomings in health care
delivery often reflect higher-level problems in
governance and market failures. Achieving UHC
will therefore require innovations in the structure
and operation of health systems to ensure that
rapid expansion in coverage is not undermined by
shortcomings in delivery and quality of care.
With regard to the scope of UHC, it is en-

tirely appropriate for countries to prioritize dif-
ferent health interventions in their UHCagendas
to address local needs and constraints. It is also
reasonable to expect the number of health ser-
vices considered essential in each setting to
undergo progressive expansion over time to reflect
changing resource availability and to address
new or emerging health concerns. For example,
the WHO–World Bank index—perhaps the most
prominent articulation of the UHC agenda—
mostly focuses on health service coverage for
conditions that have been long-standing global
health priorities, such as maternal health, HIV,
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Table 2. UHC essential services as defined by the WHO and World Bank and the rationale for their impact on health and social outcomes.

Essential health service Selected evidence for beneficial health, social, or economic outcomes

Family planning Decreased maternal mortality (64), improved economic growth associated with reduced fertility

(the “demographic dividend”) (31)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Antenatal and delivery care Reduced infant and maternal mortality (65)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Child immunization Reduced mortality for children less than 5 years old, improved educational attainment and

economic productivity (23)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Pneumonia care Reduced pneumonia-related morbidity and mortality (66)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Tuberculosis treatment Improved tuberculosis treatment success, mortality, and prevalence (22, 45, 67)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

HIV antiretroviral therapy Increased life expectancy (68), reduced HIV transmission (21)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Insecticide-treated bed nets

for malaria prevention

Reduced malaria episodes and child mortality (69)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Access to basic sanitation Reduced mortality and stunting of children less than 5 years old (70)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Prevention and treatment

of elevated blood pressure

Reduced cardiovascular and all-cause mortality in individuals more than 60 years old (71)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Prevention and treatment of

elevated blood sugar

Reduced microvascular complications of diabetes, including kidney

failure, loss of vision, and nerve damage (72)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Cervical cancer screening Reduced cervical cancer incidence and mortality (73)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Tobacco (non)smoking Reduction in lung cancer, obstructive pulmonary disease, cardiovascular, and all-cause mortality (74)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Basic hospital access Lower maternal mortality (28), lower mortality from life-threatening emergencies (75)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Health care worker density Reduced all-cause child and adult mortality and reduced health disparities among populations (27, 29)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Access to essential medicines Reduction in the proportion of the population experiencing catastrophic health care costs (76, 77)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

Compliance with international health

regulations (health security)

Early detection of disease outbreaks (78), with benefits and limitations highlighted by the 2013–2014

Ebola outbreak (79)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .
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and TB. The index does not emphasize measure-
ment of service coverage for other conditions
that contribute substantially to the global bur-
den of disability or death, such as depression and
anxiety (the leading causes of disability globally)
and conditions that require basic surgical care
(inaccessible to about 5 billion people) (49, 50).
In addition, the WHO–World Bank index in-

cludes ameasure of access to essential medicines
but does not cover access to essential diagnostic
tests, which are crucial to address population-
level threats to health, such as antimicrobial
resistance (51). Rising rates of antimicrobial re-
sistance could be amajor unintended consequence
of UHC if increasing health care coverage does
not go hand-in-hand with expanded access to
diagnostic tests that facilitate judicious use of
antibiotics. As suggested by these examples, if
countries adhere to an overly narrow set of UHC
priorities, they could miss out on opportunities
to address conditions for which there is a dearth
of health care providers and institutional capac-
ity in LMICs.
The relatively limited inclusion of measures of

nonmedical health determinants in most UHC
frameworks represents another, more funda-
mental, limitation in scope. The WHO–World
Bank index focuses on assessing delivery of
medical services, with the exception of access
to adequate sanitation and insecticide-treated
bed nets. The UHC scope thus defined largely
avoids the question of ensuring universal ac-
cess to many public health interventions that
could lead to healthier lives—including health
education campaigns, in-home piped water sup-
plies, regulation of excessive sugar and salt in
the food supply, tobacco control, road traffic
safety, construction of walkable cities, high-
quality primary and secondary education, and
equitable distribution of wealth.
Two examples illustrate the limitations of a

UHC approach that avoids addressing under-
lying nonmedical health determinants. In the

United States, the dramatic rise in mortality
among middle-aged white people in recent years
occurred during a time of increasing health
insurance coverage in the general population.
These “deaths of despair”—largely attributable
to mortality from substance use, suicide, and
injuries—are thought to be driven by social de-
terminants, such as lack of employment oppor-
tunities for blue-collar workers and increasing
wealth inequality (52).
Another example is stunting owing to chronic

child undernutrition, which is associated with
poor health outcomes, cognitive development,
and educational attainment. Most factors that
contribute to stunting—poverty, lack of maternal
education, poor maternal nutrition, lack of
dietary diversity, and lack of sanitation—reflect
failures to address nonmedical health determi-
nants (53, 54). In India, which accounts for 40%
of the world’s stunted children, social inequalities
such as gender and caste discrimination drive
deficiencies in maternal education and sanitation
access, thereby impeding progress in reducing
stunting (53, 54). As these examples suggest, UHC
that narrowly focuses on health service delivery
alone is necessary, but insufficient, to bring about
wide-ranging health and social benefits. UHCwill
be implemented within the wider context of the
Sustainable Development Goals (SDG) set by the
UN, which includes targets related to some of
these nonmedical determinants; however, embed-
ding these SDG targets within a UHC-related
public health framework could shape the ap-
proach and intensity with which these targets
are achieved.

Prospects

The financial cost of massively expanding access
to health care globally is a formidable barrier to
achieving UHC. The cost of attaining UHC partly
hinges on a population’s existing health, which is
influenced by factors such as age structure, levels
of physical activity, pollution, water and sanita-

tion infrastructure, vaccination coverage, and
diet. Using their broad operationalization ofUHC
described above, the DCPNetwork estimates that
low- and lower-middle-income countries would,
on average, need to raise their respective annual
per capita health expenditures by U.S.$26 and
U.S.$31 per person to achieve coverage with the
highest priority package (108 core interventions);
achieving coverage with the essential UHC pack-
age (218 core interventions) would require an
annual spending increase of U.S.$53 and U.S.$61
per person on average (13).
However, the authors caution that achieve-

ment of even the essential UHC package would
not be sufficient to reach the SDG target of re-
ducing deaths of individuals less than 70 years
old by 40% by 2030. Achieving the highest-priority
and essential UHC package would accomplish
around half and two-thirds of this goal, respec-
tively (13). Presumably, covering the essential
health services in the WHO–World Bank index
would require lower per capita health expend-
iture but would be expected to fall even shorter
in reaching the SDG targets.
As Table 3 shows, the health expenditure

growth needed to achieve essential UHC in LMICs
by 2030 is comparable to the rate of health spend-
ing increases that these countries experienced in
recent years. However, these raw estimates of
recent growth in health spending could paint
an overly optimistic picture. A recent study from
the Global Burden of Disease Health Financing
Collaborator Network uses data from a similar
period (1995–2015) and an ensemble of models
that include covariates associated with GDP and
health expenditure growth (such as fertility rates
and mean years of education) to project health
expenditure growth through 2030 (55). The Net-
work projects that the difference between the
number of individuals covered by UHC in the
“worst-case” and “best-case” health financing
scenarios would be about 871 million people (55).
Given the sizable expenditure increases neces-

sary to achieve UHC, rolling out UHC programs
in stages will be necessary. The Lancet Commis-
sion on Investing in Health advocates a “pro-
gressive universalist” approach to funding these
efforts, whereby selected health services are
offered broadly and affordably to all citizens by
the government, even if this necessitates offering
a smaller package of interventions. The authors
argue that this approach is more efficient and
equitable than a system that covers more inter-
ventions but necessitates higher out-of-pocket
expenditures or restricts coverage to fewer
individuals (56).
In light of expected health expenditure in-

creases required to achieve UHC, physicians and
public health practitioners may have to radically
rethink strategies for health care delivery to
simultaneously improve efficiency and health
outcomes. For example, lack of trained health
care personnel, especially in LMICs, is arguably
the most serious hurdle to scaling up UHC (57).
Inmany countries—such as India, Bangladesh, and
Uganda—most health care personnel are informal
providers who lack formal medical training (58).

Bloom et al., Science 361, eaat9644 (2018) 24 August 2018 5 of 8

4,000,000

3,500,000

2,000,000

1,000,000

500,000

0

3,000,000

2,500,000

1,500,000

Prevalent 
cases

Reached TB
diagnostic 

centers

Diagnosed
with TB

Registered 
for

treatment

Completed
treatment

Recurrence-free
survival

100%
72%

60%
53%

45%
39%

1,049,2371,221,764
1,417,838

1,629,906

1,938,027

N
um

be
r o

f p
at

ie
nt

s

2,700,000

Fig. 2. Cascade of care for patients with any form of TB in India in 2013. Patient losses at each
stage of care represent shortcomings in quality of care that undermine the effectiveness of TB
services, despite a high level of population coverage. Source: Subbaraman et al. (47).
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Informal providers are often assumed to deliver
low-quality care; however, a recent randomized
trial found that intensive training sessions with
these providers can improve the quality of care
that they deliver to a level that is, in some cases,
on par with formal providers (59). Careful and
constructive engagement with these informal
providers may therefore be one strategy for
bridging the substantial health care workforce
gaps that threaten to undermine progress toward
UHC in LMICs. Stemming outmigration of phy-
sicians from LMICs through bonding schemes
(such as conditional scholarships) or enforcement
of ethical recruitment policies in high-income
countries may also help to reduce health care
worker shortages (60).
Programs to recruit and train community

healthworkers (CHWs) offer another,morewidely
accepted, strategy for expanding the health care
workforce and increasing the coverage and ef-
fectiveness of primary health care. Growing evi-
dence suggests that these programs can contribute
to improved outcomes in child nutrition, maternal
health, HIV, and TB (61). Moreover, CHW prog-
rams could potentially expand the reach of health
care provision to the household level. This would
be especially beneficial in the context of a rapidly
increasing global burden of chronic disease.
Primary and secondary prevention of chronic
diseases requires early screening for risk factors
and lifelong treatment of those risks (e.g., medica-
tions for hypertension), and many chronic dis-
eases and risk factors cluster within households

(62). CHWs may also have an important role in
tracking newborns at the household level from
the first to the last vaccination during infancy.
By extending screening, monitoring, and treat-
ment of medical conditions to the household
level, CHW programs could have substantial
effects on preventing disease, increasing rates of
health screening, and improving treatment out-
comes, thus improving UHC coverage, efficiency,
and impact.
Integrating innovative technologies into health

systems—including electronic medical records,
clinical decision–support applications, telemedi-
cine, digital medication-adherence technologies,
and point-of-care diagnostic tests—could also
facilitate UHC by improving the reach, timeliness,
efficiency, and quality of clinical care and public
health monitoring. These technologies could im-
prove the quality and coverage of longitudinal
clinical records, facilitate health care providers’
use of evidence-based clinical care algorithms,
extend access to specialized medical knowledge
to rural communities, reduce time delays for diag-
nosis and treatment, andenable real-timemonitor-
ing of medication adherence. Artificial intelligence
and machine learning have the potential to per-
form some tasks—such as interpreting x-rays,
electrocardiograms, and electroencephalograms—
that currently require highly trained and spe-
cialized health care workers.
Technological innovations will not obviate the

need to dramatically increase the health care
workforce in LMICs, but they could still prove

to be game changers as the global community
tries to rapidly scale up health service delivery
to achieve UHC. The ambitious scope of the UHC
agendamay provoke physicians and public health
experts to reimagine how to deliver health ser-
vices. New frontline health care personnel (such
as CHWs and nonhealth professionals receiving
appropriate training) and innovative technologies
could help to move care provision into non-
traditional spaces, such as homes or workplaces,
extending the existing health system’s effective
reach.

The bottom line

Four decades after the Alma-Ata Declaration
articulated primary care for all as being a most
important worldwide social goal, the global com-
munity is striving to achieve UHC with renewed
interest and ambition. A central motivation of
theUHC agenda is the belief that access to health
care—with the goals of extending longevity, min-
imizing disability, and diminishing suffering—is
a fundamental human right that advances equal-
ity and safeguards human dignity. Achieving
UHC would represent one of the most ambitious
ventures in the area of human rights, even if
UHCwere defined narrowly as universal delivery
of essential health services. In addition, evidence
suggests that well-implemented universal cover-
age of essential health services could improve
welfare more broadly, by reducing economic in-
equalities, promoting economic well-being, and,
perhaps, improving social and political stability.
A broader UHC conception that aims to also

address the nonmedical determinants that most
strongly shape human health would have even
greater implications for society and would re-
quire broader social transformations. Addressing
cross-cutting social and environmental determi-
nants that contribute to ill health—such as wealth
inequality; race, gender, and caste discrimination;
air pollution; and lack of water and sanitation
facilities—could lead the UHC agenda to intersect
more closely with the human rights, One Health,
and Planetary Health agendas in the coming
decades.
Numerous potential pitfalls could impede

UHC expansion or undermine its positive impact
on health and well-being. Most challenging,
perhaps, is the need to increase health financing
rapidly enough to facilitate universal coverage of
essential health services among LMIC populations
that are simultaneously growing in size and aging.
For example, for the world’s less-developed re-
gions, an increase of roughly 1 billion people is
projected from 2018 through 2030, with the per-
centage aged 60 years or older projected to in-
crease from 10.6 to 14.2% (63). In addition, a UHC
agenda that fails to address social determinants
of health could limit its impact on health out-
comes. Finally, focusing too much on coverage
alone, rather than on ensuring the quality of
health services, could undermine UHC effec-
tiveness. Addressing these challenges may re-
quire radical transformations in the way that
health services are delivered, potentially by ex-
panding the use of frontline health personnel
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Table 3. Health expenditures needed to attain the highest-priority package (HPP) and essen-
tial UHC (EUHC) package by income. Source: Watkins et al. (2017) (13), with public health

expenditure data and average growth (2000–2015) calculated from WHO (2018) (15).

Health expenditure metric Low-income countries Lower-middle-income countries

Public health expenditures

per capita (U.S.$)*
18 28

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total (and incremental†)

health expenditure per

capita needed for HPP (U.S.$)

42 (26†) 58 (31†)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total (and incremental†) health

expenditure per capita needed

for EUHC (U.S.$)

76 (53†) 110 (61†)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Average annual growth rate in public

health expenditures needed to

achieve HPP by 2030 (%)‡

6.6 5.3

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Average annual growth rate in public

health expenditures needed to

achieve EUHC by 2030 (%)‡

10.3 8.4

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Average annual growth rate in real public

health expenditures per capita

2000–2015 (%)*

9.8 9.2

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

*Values provided refer to government and donor health expenditures per capita in 2012 U.S.$. Table 1 provides
total health expenditures for LMICs (including private expenditures). †Incremental health expenditures per
capita refers to the amount health spending per person would have to increase from current levels to support
the complete package of interventions. ‡The estimated growth in public health expenditures needed to
achieve HPP and EUHC assumes that all additional coverage for these packages are met through government
expenditure and that all additional government health care expenditure is spent on these intervention packages.
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and incorporating innovative technologies into
care delivery.
Ultimately, the path to UHC and the inter-

ventions prioritized in this processwill be unique
to each country pursuing universal coverage.
Although achieving full UHC is a daunting task,
incremental steps toward fulfilling this goal also
offermyriad health, economic, and social welfare
benefits. Recognizing these benefits should help
mobilize the resources needed for continued fu-
ture expansion of UHC.
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INTRODUCTION: The function of the brain
relies on communication among the complex
network of cells that constitute this organ.
Vascularization of the central nervous system
(CNS) ensures adequate delivery of oxygen and
nutrients to build up andmaintain homeostasis
of neuronal networks. Thus, it is not surprising
that blood vessels and neuronal cells share
multiple parallelisms orchestrating their develop-
ment in synchrony and in a mutually dependent
manner in the CNS. Despite the essential role of
the endothelium in brain function, the means by
which signaling at the interface of endothelial
cells, glial cells, and neurons is integrated tem-
porally and spatially for proper brain devel-
opment has remained largely unexplored.

RATIONALE: Integration of signaling path-
ways and cellular responses among endothelial
cells, glial cells, and neurons is needed to en-
sure proper architecture of the brain. Reelin
(Reln), a large secreted glycoprotein, induces
Disabled 1 (Dab1)–dependent responses in neu-
rons to guide theirmigration in all layered brain
structures. Secretion of reelin by Cajal-Retzius
cells in the marginal zone of the cortex timely
coincides with active sprouting of pial vessels

ingrowing perpendicularly into the marginal
zone and forming a complex vascular network
needed to support brain development and
function. Therefore, reelin might be in the
perfect position to perform a bivalent func-
tion to timely and spatially orchestrate both
neuronal migration and CNS vascularization.
We reasoned that blood vessels might instruct
the process of neuronal migration by a cell-
autonomous function of Dab1 on endothelial
cells. To investigate this, we deleted the expres-
sion of vascular Dab1 in mice and investigated
the effects on CNS vascularization, neuroglial
organization, and neurovascular unit function.

RESULTS: We found that reelin/Dab1 signal-
ing is conserved in endothelial cells and exerts
potent proangiogenic effects in the developing
vasculature of the CNS by controlling endo-
thelial cell proliferation and active filopodia
extension of the vascular network. The inter-
action of the reelin receptor ApoER2 (apolipo-
protein E receptor 2) and VEGFR2 (vascular
endothelial growth factor receptor 2) mediated
the proangiogenic roles of Dab1 in endothelial
cells. Surprisingly, deletion of Dab1 exclusively
in the vascular system induced changes in the

position of postmitotic pyramidal neurons in
the cortical layers of the cerebral cortex. At the
cellular level, depletion of vascularDab1 reduced
the docking of the radial glia processes to the
pial surface at embryonic and postnatal stages
and altered the differentiation of glial cells to
astrocytes. The defects in neuronal migration
persisted in adultmutant animals, where stereo-
typical attachment of the astrocytes to penetrat-
ing vessels in the glia limitans superficialis
was also found to be aberrant. The functionality

of the neurovascular unit
[blood-brain barrier (BBB)
integrity]was also affected
in reelinknockoutanimals,
and we could attribute
those defects to the lack
of Dab1 signaling exclu-

sively in endothelial cells. The increased BBB
permeability was again associated with an in-
sufficient coverage of the brain vasculature by
astrocyticendfeet.Mechanistically,wedetermined
that the astroglial attachment to the vasculature
is mediated by reelin-induced deposition of
laminin-a4 by endothelial cells to the extra-
cellular compartment,which in turn enables the
binding of the glial processes to the CNS vascula-
ture via the activation of integrin-b1 in glial cells.

CONCLUSION: Our results shed new light on
the function of the vasculature in CNS develop-
ment and homeostasis—in particular, how sig-
nals from the endothelium orchestrate the
communication among vessels, glial cells, and
neurons, and how specific changes in the
molecular signature of the endothelium affect
a plethora of processes such as CNS vascular-
ization, extracellular matrix composition, neu-
roglial cytoarchitecture, andBBBdevelopment.▪
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Instructive functions of vascular Dab1 in the neurovascular interface. (A) ApoER2 and Dab1 control endothelial cell proliferation and tip cell
filopodia extension during CNS vascularization by cross-talking to the VEGFR2 pathway. (B and C) Vascular Dab1 also instructs radial glia
organization and neuronal migration in the developing cerebral cortex (B) and the development of the blood-brain barrier (C). In both cases, Dab1
signaling in the vasculature regulates the deposition of laminin-a4 and, in turn, the activation of integrin-b1 in glial cells.
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Endothelial Dab1 signaling orchestrates
neuro-glia-vessel communication
in the central nervous system
Marta Segarra1*, Maria R. Aburto1,2*, Florian Cop1*, Cecília Llaó-Cid1, Ricarda Härtl1,
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The architecture of the neurovascular unit (NVU) is controlled by the communication of neurons,
glia, and vascular cells.We found that the neuronal guidance cue reelin possesses proangiogenic
activities that ensure the communication of endothelial cells (ECs) with the glia to control
neuronal migration and the establishment of the blood-brain barrier in the mouse brain.
Apolipoprotein E receptor 2 (ApoER2) and Disabled1 (Dab1) expressed in ECs are required for
vascularization of the retina and the cerebral cortex. Deletion of Dab1 in ECs leads to a reduced
secretion of laminin-a4 and decreased activation of integrin-b1 in glial cells, which in turn control
neuronal migration and barrier properties of the NVU.Thus, reelin signaling in the endothelium
is an instructive and integrative cue essential for neuro-glia-vascular communication.

V
ascularization of the central nervous sys-
tem (CNS) ensures adequate delivery of
oxygen and nutrients to build up andmain-
tain homeostasis of neuronal networks
(1). Apart from these metabolic functions,

vessels have also been suggested to serve as
niches and scaffolds for neuronal migration both
during development and during adult neuro-
genesis (2). The orchestration of a perfect ar-
chitecture of the neurovascular unit (NVU) is
fundamental for brain function. Previous studies
have examined the relation of the vasculature
to the neuroglial components. It has been shown
that the radial glia scaffold is necessary for an-
giogenesis because ablation of radial glia cells
induces regression of cortical vessels (3), and that
the expression of integrin-b8 by glial cells reg-
ulates developmental vascularization of the brain
(4). Additionally, besides the well-established
support of neuroblast migration by the radial
glia during corticogenesis (5), it has been reported
that the vasculature also contributes to neuronal
navigation and positioning; for example, peri-
ventricular endothelial cells (ECs), which release
g-aminobutyric acid (GABA), guide the tangential
migration of GABAergic neurons during embryo-
genesis (6, 7). However, despite these emerging

studies, the means by which signaling at the
interface of neurons, ECs, and glial cells is in-
tegrated for proper brain development remains
largely unexplored.
Reelin, a well-known guidance cue for migrat-

ing neurons, regulates lamination of brain re-
gions during development and synaptic plasticity
in the adult brain (8). Binding of reelin to the
apolipoprotein E receptor 2 (ApoER2) and to the
very low density lipoprotein receptor (VLDLR)
triggers a signaling cascade required for neuronal
migration that involves the adaptor protein Dis-
abled1 (Dab1) (9–13). Reelin knockout or Dab1
knockout mice exhibit aberrant cortical, hippo-
campal, and cerebellar architecture (14, 15). No-
tably, reelin signaling also has an impact on the
blood and lymphatic vasculature (16–18). In
humans, reelin mutations cause severe devel-
opmental defects (19) and are associated with
several neurological diseases (20–22). While
neurons are migrating and colonizing the layers
in the mouse cortex guided by the expression of
reelin in the marginal zone (8), pial vessels start
to sprout perpendicular to the cortical marginal
zone and grow into the cortex to form the com-
plex vascular network needed to support brain
development and function (23).

Reelin induces angiogenic responses

Our ex vivo culture technique allows quantifica-
tion of acute EC responses and the guidance of
tip cells during angiogenic sprouting in themouse
retina (24). Stimulation of explanted retinas with
exogenous reelin (Reln) resulted in an increase
of filopodia extensions per vessel length (Fig. 1,
A and B). In vitro, stimulation of ECs with ex-
ogenous reelin promoted EC tube formation

(fig. S1, A to C) and Dab1 phosphorylation (Fig. 1,
C to E, and fig. S1, D and E). In the mouse retina
vascularizationmodel (25), Reln–/– andApoER2–/–

mice both showed defective extension of the
superficial vascular network at postnatal day 2
(P2) (Fig. 1, F and G, and fig. S1, F and G) and a
strong decrease in filopodia extensions at the
vascular front at P7 (Fig. 1, H and I, and fig. S1,
H and I). Reelin’s proangiogenic effects are me-
diated by its receptor ApoER2, because retinas
explanted from ApoER2–/–mice failed to increase
filopodia extensions after reelin stimulation (Fig. 1,
J and K).
Early postnatal retinal vascularization and

endothelial tip cell formation are regulated by
astrocytes within the ganglion cell layer, which
produce the vascular chemotactic factor VEGF
(vascular endothelial growth factor) (26, 27).
Moreover, in cortical neurons in culture, VEGF
and reelin pathways cross-talk to regulate the
phosphorylation of the NR2 subunit of the
N-methyl-D-aspartate (NMDA) receptor (28).We
found that ApoER2 coimmunoprecipitated and
coclustered with VEGF receptor 2 (VEGFR2) in
ECs, and that such interaction was induced by
VEGF-A and by reelin (Fig. 2, A to C, and fig. S2, A
and B). VEGF-A activated VEGFR2 and induced
Dab1 phosphorylation in ECs (Fig. 2, D to F).
VEGF-C, another ligand for VEGFR2 (29), also
inducedDab1 phosphorylation (fig. S2C), support-
ing the idea that VEGFR2 activation occurs up-
stream of Dab1 signaling. Reciprocally, reelin
also activated VEGFR2 (fig. S2D). Costimulation
with VEGF and reelin synergistically increased
Dab1 phosphorylation (fig. S2, E and F) and filopo-
dia extension in the ex vivo retina assay (Fig. 2G).
Moreover, ApoER2–/– vessels were unable to re-
spond to VEGF-mediated tip cell sprouting (Fig. 2,
H and I), indicating the presence of functional
cross-talk between the two receptors.

Dab1 regulates vascular morphogenesis
cell-autonomously

The retinal ganglion cell layer, underneath the
astrocytes and the vessel bed, appeared as the
major source of reelin (fig. S3, A and B). Both
ApoER2 and Dab1 are expressed in retinal vessels
(fig. S3, C and D). To uncouple the function of
Dab1 in the vasculature from its function in neu-
ronal cells, we generated inducible endothelial-
specific Dab1 loss-of-function mice (Dab1iDEC) by
crossing Dab1flox/flox mice to the tamoxifen-inducible
vascular-specific Cre deleter line Cdh5(PAC)
creERT2. Tamoxifen injection for three con-
secutive days efficiently induced the vascular-
specific genetic recombination and loss of Dab1
expression in ECs (fig. S4, A to C). Dab1 deletion
from P1 to P3 impaired vascular radial growth
in Dab1iDEC retinas at P3 to P4 (Fig. 3, A and B).
This reduction in vessel growth was persistent
at P7 (fig. S4, D and E) and recovered at adult
stages (fig. S4, F and G). Moreover, EC prolifera-
tion and vascular network complexity were also
decreased in the Dab1iDEC postnatal retinas (Fig. 3,
C and D, and fig. S4, H and I). A reduced number
of filopodia per vessel length and a reduced tip/
stalk cell ratio were also observed in Dab1iDEC
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mice (Fig. 3, E to H). Expression of VEGF or
reelin was not changed in Dab1iDEC or ApoER2
mutants (fig. S4J).
In the cerebral cortex, reelin is secreted by

Cajal-Retzius cells during developmental stages
(30) and regulates the migration of neurons dur-
ing their correct positioning in the different cor-
tical layers (8, 31). Cortical vessels expressed both
ApoER2 andDab1, and brain ECs also responded
to reelin by phosphorylating Dab1 (fig. S5, A to
C). The embryonic brain is vascularized by the
pial and periventricular vessels (32), with sprouts
from the pial vessels penetrating into the neural
tube from the perineural vascular plexus around

embryonic day 10.5 (E10.5) by sprouting angio-
genesis and forming columnar vascular structures
perpendicular to the meninges (23, 33). In the
absence of reelin, vascularization of the embry-
onic neocortexwas aberrant (Fig. 3, I and J). From
E11.5 on, we found fewer sprouts penetrating
from the pial vessels into the neocortex and con-
necting to the periventricular vessels (Fig. 3I,
arrows). In control animals, penetrating vessels
from the pia at E14.5 started branching directly
below the marginal zone, but this pattern was
lost in the Reln–/– mutants (Fig. 3I, dashed line).
Vessels were also less branched at E13.5 and
E14.5, which later resulted in a reduction of

vessel density as quantified at E17.5 (Fig. 3J).
The same aberrant phenotypewas observedwhen
deleting Dab1 exclusively from the vessels at E10.5
to E12.5 and analyzing the cortical vasculature
at E17.5 (Fig. 3, K and L); this finding supported
the cell-autonomous function of Dab1 observed
in the retina. Dab1 deletion at early postnatal
stages from P1 to P3 and analysis at P7 to P8 also
unraveled a defective vessel architecture (Fig. 3M)
reflected by a reduction in vessel density (Fig. 3N),
vessel length (Fig. 3O), and number of branch
points (Fig. 3P) as well as a preferential orienta-
tion at an 80° to 90° angle with respect to the
pial surface (Fig. 3Q). Thesemorphological defects
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Fig. 1. Reelin pathway is
proangiogenic in endothelial
cells. (A) Isolectin B4 (IB4)
whole-mount staining of
wild-type retinal explants after
4 hours of reelin (Reln)
stimulation. (B) Quantification
of the number of filopodia
(green dots) at the vascular
front (areas outlined in red)
depicted in (A) (n = 9 to
15 images, 3 explants per
condition). (C) Immuno-
fluorescence of phospho-Dab1
(pDab1) in human umbilical
vein endothelial cells
(HUVECs) after 30 min of
Reln stimulation. (D) Quanti-
fication of (C) (n = 56 to
66 images, 6 experiments).
(E) Western blot analysis of
Dab1 phosphorylation in
HUVECs after Reln stimula-
tion. Actin was used as a
loading control. (F) IB4
whole-mount staining of
wild-type (WT) and
ApoER2–/– mutant vascular
networks at P2. (G) Quantifi-
cation of the vessel radial
length in (F) (n = 20 or
21 retinas, 10 or 11 animals
per genotype). (H) ApoER2–/–

retinas at P7. (I) Quantifica-
tion of filopodia extensions
in (H) (n = 5 retinas, 3 to
5 animals per genotype).
(J) Reln stimulation of retinal
explant cultures for 4 hours
increases filopodia sprouting
at the vascular front in WT
explants but not in ApoER2–/–

explants. (K) Quantification of
the number of filopodia
related to (J) (n = 10 to
18 images, 3 explants per
condition). Data were
normalized to corresponding
controls. Scale bars,
30 mm [(A), (H), and (J)], 10 mm (C), 200 mm (F). Data are means ± SEM. *P < 0.05, ***P < 0.001; ns, not significant.
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did not impair vessel perfusion (fig. S5, D and E).
As in the retina, the morphological vascular de-
fects in the cortex were compensated at adult
stages (fig. S5, F to J).

Dab1 in the endothelium is required
for proper migration of neurons
during cortical layering

The absence of reelin expression by Cajal-Retzius
cells in themarginal zone (MZ) aswell as the lack
of Dab1 signaling in neurons leads to many
defects in cortical lamination (8, 15, 34, 35), such
as projection neurons invading theMZ or layer I.
We hypothesized that the cell-autonomous func-
tion of reelin signaling in the vasculature could
also contribute to the propermigration of neurons
during cortical lamination. Examination of the
general cortical cytoarchitecture of the early em-
bryonic deleted (E10.5 to E12.5) Dab1iDEC mutants
analyzed at E17.5 revealed a poorly defined sep-
aration of cortical layers as well as a remark-
able invasion of cells in themarginal zone (Fig. 4A)
recapitulating some of the defects observed in
Reln–/– mice (35). Markers for deeper and upper
layers—Tbr1+ and Cux1+, respectively—showed

aberrant positioning of early- and late-born neu-
rons at E17.5 (Fig. 4, B to E). Positioning and
numbers of Pax6+ apical progenitors and Tbr2+

intermediate (basal) neuronal progenitors were
not affected by embryonic Dab1 vascular deletion
(fig. S6, A to D), indicating that the defects in
neuronal positioning in the Dab1iDECmutants are
not a consequence of a deficient neurogenic pool.
We then focused on analyzing the neuronal mi-
gration defects in more detail. At perinatal days,
later-born neurons, which are destined to upper
cortical layers, are still navigating along the
radial glia processes before translocating into
layers II/III (36). Neuronal distribution analysis
in the Dab1iDEC mice at P7–P8 revealed invasion
of postmitotic neurons in layer I after perinatal
Dab1 deletion (Fig. 4, F and G). Immunostaining
for Cux1 confirmed that later-born neurons en-
tered into layer I (Fig. 4, H and I). Additionally,
we found an increased number of Cux1+ cells
below layer IV (Fig. 4, H and J). Birth-dating
neuronswith bromodeoxyuridine (BrdU) injected
at E15.5 and analyzed at P8 after perinatal dele-
tion of Dab1 confirmed the presence of later-
born neurons in the lower cortical layers as well

as a delayed migration of E15-born neurons into
the upper layers (fig. S6, E to G). General defects
in brain size were not observed in the Dab1iDEC

mice (fig. S7, A to F).

Endothelial Dab1 is required for
vessel-glia communication

Apical radial glial cells (RGCs) extend a single
basal process (radial fiber) that reaches the me-
ningeal basement membrane (BM) and anchors
via bulb endfeet structures making frequent con-
tact with the pial vessels (5, 37). Such endfeet-BM
interactions are thought to contribute to the final
placement of migrating neurons in the cortex
(38–40). Analysis of E17.5 Dab1iDEC mice (tamox-
ifen administration E10.5 to E12.5) and E17.5
Reln–/– mice revealed a reduction of docking
endfeet of RGCs to the BM (Fig. 5, A and B, and
fig. S8, A and B). The same results were ob-
served after perinatal removal of vascular Dab1
(Fig. 5, C and D). Deletion of VEGFR2 in the
vessels reduced vascularization but did not re-
capitulate the same defects in glia anchoring
(fig. S8, C to F), which suggests that the effects
ofDab1 in glia-EC communication are independent
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Fig. 2. Reelin pathway
cross-talks with VEGF
signaling in endothelial
cells. (A) Immuno-
precipitation (IP) of
VEGFR2 from HUVEC
lysates and Western blot
for VEGFR2 and ApoER2.
TL, total lysates.
(B) ApoER2/VEGFR2
clusters (white punctae)
upon 10 min of stimula-
tion with VEGF-A in
HUVECs. PLA, proximity
ligation assay. (C) Quan-
tification of ApoER2/
VEGFR2 clusters in (B)
(n = 108 to 110 cells,
3 experiments). (D) Western
blot of phosphorylation
of Dab1 (pDab1) and
VEGFR2 (pVEGFR2) after
VEGF-A stimulation of
HUVECs. (E) Immuno-
fluorescence staining with
a phospho-specific Dab1
antibody in HUVECs
showing increased pDab1
after VEGF-A stimulation.
(F) Quantification of pDab1
in (E) (n = 26 to
30 images, 3 experiments).
(G) WT retinal explants
exposed to a combination
of Reln and VEGF-A for
4 hours show increased
number of filopodia when
compared to single stimulation conditions and to the control (n = 13 to 21 images, 4 or 5 explants per condition). (H) VEGF-A stimulation of WT and
ApoER2–/– retinal explants. (I) Quantification of (H) (n = 9 or 10 images, 3 explants per condition). Stimulation is normalized to each control condition.
Scale bars, 30 mm [(B) and (H)], 10 mm (E). Data are means ± SEM. *P < 0.05, **P < 0.01, ***P < 0.001.
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Fig. 3. Endothelial
Dab1 is essential for
retina and cortex
vascularization.
(A) IB4 staining of
Dab1iDEC retinas at
P3–P4 after tamoxifen
(TMX) administration
from P1 to P3.
(B) Quantification of
vessel radial length
shown in (A) (n = 6
to 12 retinas, 3 to
7 animals per genotype).
(C) Vascular prolifera-
tion (phospho–histone
H3, pHH3) in Dab1iDEC

animals at P3–P4
after TMX administra-
tion from P1 to P3.
(D) Quantification of
the number of pHH3+

ECs in (C) (n = 9 to
15 retinas, 5 to
9 animals per geno-
type). (E) Filopodia
extensions at the
vascular front of
Dab1iDEC retinas at P7.
(F) Quantification of
(E) (n = 5 retinas,
3 animals per genotype).
(G) ETS-related gene
(ERG) and IB4 staining
in Dab1iDEC retinas at
P7 after TMX adminis-
tration from P1 to P3.
(H) Quantification of
the relative number of
tip cells versus stalk
cells at the vascular
front shown in (G)
(n = 6 to 10 retinas,
5 or 6 animals per
genotype). (I) Devel-
opment of the vascu-
lature of control and
Reln–/– embryos
stained with IB4.
Arrows point to
defects in ingrowing
sprouts from the pial
vessel and branching
defects in the neo-
cortex below the
marginal zone.
Dashed line delineates
the marginal zone. (J) Quantification of vessel density in E17.5 cortices in
(I) (n = 3 animals per genotype). (K andM) Dab1iDEC cortices stained with IB4
at E17.5 (K) or P7–P8 (M) after TMX administration at the indicated time
points. The vascularization of the upper cortex is reduced in the mutant
animals, with decreased area covered by vessels and fewer vascular
intersections. (L) Quantification of vessel density in (K) (n = 5 or 6 animals

per genotype). (N to Q) Quantification of vessel density (N) (n = 8 or
9 animals per genotype), vessel length (O) (n = 5 animals per genotype),
branch points (P) (n = 5 animals per genotype), and vessel orientation in
relation to the pial surface (Q) (n = 5 or 6 animals per genotype) shown in
(M). Scale bars, 200 mm (A), 100 mm [(C), (I), (K), (M)], 20 mm (E),
75 mm (G). Data are means ± SEM. *P < 0.05, **P < 0.01, ***P < 0.001.
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of VEGF/VEGFR2 signaling and distinct from
the effects of reelin/Dab1 signaling on vessel
growth (Figs. 1 to 3).
Later in postnatal stages, RGCs differentiate

into mature astrocytes after retracting their con-
tacts from the pial and ventricular surfaces (41).
We also observed a distortion of the columnar
morphology of RGCs in vascular Dab1 mutants
at P4 (Fig. 5E, left panels). This was accompanied
by a premature morphological change of the
bipolar radial glial cells toward stellate-shaped
cells characteristic of mature astrocytes (GFAP+)
(Fig. 5E, right panels). Moreover, analysis of
Dab1iDEC mice at 4 to 7 weeks of age after peri-
natal deletion revealed that the invasion of neu-
rons in layer I persisted in adult stages (Fig. 5, F
and G). The astrocytic organization at the glia
limitans superficialis, with astrocytes closely seal-
ing the meningeal surface, is characterized by
GFAP+ fibrillary processes radially distributed

along the interhemispheric vasculature and the
penetrating vessels. This organization was dis-
turbed in the Dab1iDEC mice denoted by GFAP+

astrocytic processes detaching from the pial sur-
face and its penetrating vessels (Fig. 5H).

Vascular Dab1 is necessary to form a
functional blood-brain barrier

In the CNS, blood vessels are central components
of the NVU that regulate homeostatic functions
of the brain: the blood-brain barrier (BBB) and the
neurovascular coupling (42, 43). Extravasation of
the BBB-impermeable fluorescent tracer Alexa
Fluor 555 cadaverine was observed in postnatal
and adult mice after perinatal deletion of vas-
cular Dab1 (Fig. 6, A to F) and in the Reln–/–

mutants (Fig. 6, G to I), indicating compromised
BBB integrity. Electron microscopy analysis re-
vealed anatomically defective tight junctions
as well as a functionally augmented rate of trans-

cytosis (Fig. 6, J to L). Reln–/– vessels exposed
unsealed tight junctions with an altered align-
ment in relation to the vessel lumen (Fig. 6, J
and K). Moreover, a significantly increased num-
ber of cytoplasmic vesicles filled with the tracer
horseradish peroxidase was observed in the Reln–/–

endothelium (Fig. 6, J and L). The blood-retinal
barrier was also impaired at P7 in Dab1iDEC mice
(Fig. 6, M to O), and defects were compensated
after 4weeks of age (fig. S9, A to C).We performed
a late acute removal of Dab1 by using the Cdh5
(PAC)creERT2 deleter mice and injecting tamox-
ifen for three consecutive days starting at P25
and evaluating the BBB permeability at P30. In
this setting, removal of Dab1 in mature vessels
did not seem to significantly affect the BBB
maintenance (fig. S9, D to H). We also found
a down-regulation of Dab1 expression at P30
relative to postnatal stages (fig. S9I). Overall,
this suggests that Dab1 function is important
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Fig. 4. Vascular
reelin signaling
mediates neuronal
positioning in
the neocortex.
(A to C) DAPI (A),
Tbr1 (B), and Cux1
(C) staining of
Dab1iDEC cortices at
E17.5 after TMX
administration from
E10.5 to E12.5.
(D) Quantification of
the number of Tbr1+

cells in upper layers
in (B) (n = 10 to
13 images, 2 or
3 animals per geno-
type). (E) Quantifi-
cation of Cux1+ cells
in the marginal zone
in (C) (n = 30 to
37 images,
5 animals per geno-
type). (F) NeuN
staining of Dab1iDEC

cortices at P7–P8
after TMX adminis-
tration from P1 to
P3. (G) Quantifica-
tion of NeuN+ cells
in layer I in (F)
(n = 29 to
34 images, 5 or
6 animals per geno-
type). (H) Cux1
staining of Dab1iDEC

cortices at P7–P8
after TMX adminis-
tration from P1 to
P3. (I and J) Quan-
tification of Cux1+

neurons in layer I (n = 19 images, 4 animals per genotype) (I) and below layer IV (n = 40 to 57 images, 7 to 10 animals per genotype) (J). Scale bars,
100 mm [(A) and (F)], 50 mm [(B), (C), and (H)]. MZ, marginal zone; CP, cortical plate; VI, layer VI; SP, subplate; L, layer. Data are means ± SEM.
*P < 0.05, **P < 0.01, ***P < 0.001.

RESEARCH | RESEARCH ARTICLE
on A

ugust 28, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


for BBB etiology but not for physiological barrier
maintenance.

Vascular Dab1 is necessary for
laminin-a4 secretion and astrocytic
integrin-b1 activation

Analysis of the NVU cellular components in
Dab1iDEC and Reln–/– mice revealed a prominent
reduction of the coverage of cerebral vessels by
the endfeet water channel aquaporin4 (Aqp4)
(Fig. 7, A and B, and fig. S10, A and B). Total

levels of Aqp4 were not changed, which sug-
gested an uncoupling of astrocytic endfeet to
the NVU (Fig. 7C and fig. S10C). We confirmed
that pericyte ensheathment, also important for
BBB integrity (44, 45), was not significantly
affected in our mutants (fig. S11, A to D).
The extracellular matrix (ECM) network be-

tween perivascular astrocytic endfeet and ECs
regulates barrier properties of the cerebral vas-
culature (46). Laminins are major components
of the gliovascular lamina (47). Albumin extra-

vasation from vessels in the Reln–/– mice coin-
cided with an impaired deposition of laminin-a4
(Lama-4, produced by endothelium) and a de-
crease in laminin-a2 [Lama-2, expressed at the
endfeet (48)] (Fig. 7D). Moreover, deposition of
Lama-4 coincided with sites of accumulation of
Aqp4 staining in control animals (Fig. 7E, upper
panels, arrows), which suggests that Aqp4-enriched
endfeet dock on sites of endothelial Lama-4 ac-
cumulation. In agreement with this, Reln–/– mu-
tants showed decreased Lama-4 deposition in
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Fig. 5. Vascular reelin
signaling mediates
radial glial attach-
ment to the pial
surface. (A) Nestin
staining of Dab1iDEC

cortices at E17.5 after
TMX administration
from E10.5 to E12.5.
White dots indicate
radial glial cell (RGC)
contacts to the pia.
(B) Quantification of
RGC contact points in
(A) determined by
counting the RGC
endfoot docking sites
along the pial surface,
as detailed in the
high-magnification
inset in (A) (n =
4 animals per genotype).
(C) Nestin staining of
Dab1iDEC cortices at
P7–P8 after TMX
administration from P1
to P3. (D) Quantifica-
tion of RGC contact
points in (C) (n = 3 or
4 animals per geno-
type). (E) Representa-
tive confocal images of
Nestin, DAPI, GFAP
(astrocytes), and IB4
staining in P4 cortices.
RGCs show an aber-
rant morphology and a
premature astrocytic
differentiation in
Dab1iDEC cortices rela-
tive to control litter-
mates. (F) NeuN
staining of Dab1iDEC

cortices 4 to 7 weeks
after TMX administra-
tion from P1 to P3.
(G) Quantification of
NeuN+ cells in layer I
in (F) (n = 12 or
13 images, 3 animals
per genotype). (H)
Podocalyxin (Pdx),
GFAP, and NeuN stain-
ing of the interhemispheric fissure in 4- to 7-week-old Dab1iDEC mice after TMX administration from P1 to P3. Scale bars, 50 mm [(A), (C), (E), zoom (F),
and (H)], 100 mm (F), 25 mm [zoom (H)]. Data are means ± SEM. **P < 0.01, ***P < 0.001.
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correlation with the absence of Aqp4 staining
(Fig. 7E, lower panels, arrowheads). Correlative
accumulation of Aqp4 and Lama-4 can be ap-
preciated in higher-magnification pictures and
in the corresponding line intensity profile of the
staining (Fig. 7F).
Lama-4 in the ECM binds to its cognate re-

ceptors integrin-a3b1 and integrin-a6b1, which

are expressed by astrocytes and whose activa-
tion is required for endfeet anchorage (49, 50).
Disrupted deposition of Lama-4 fromECs in vivo
in Reln–/– and vascular Dab1 mutants also had
an effect on the functional activation of integrin-b1.
Analysis of the ratio of staining at the vessel
wall versus the intracellular compartment of the
endothelium revealed that Lama-4 accumulated

at the vessel wall, and that such accumulation
correlated with sites of integrin-b1 activation
in control but not in Reln–/– or Dab1iDEC mice
(Fig. 8, A and B). Integrin-b1 is expressed by
multiple cell types of the CNS, including vessels
and astrocytes (51). Integrin-b1 activation also ac-
cumulated at the astrocytic endfeet, as evidenced
by colocalization with the endfeet marker Aqp4
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Fig. 6. Endothelial Dab1
regulates NVU integrity.
(A) Fluorescent whole-
brain images of Dab1iDEC

and control littermates
injected with Alexa Fluor
555 cadaverine (Cad-A555)
at P7. (B) Quantification of
fluorescence intensity in
(A) (n = 6 animals per
genotype). (C) Cad-A555
and podocalyxin (Pdx)
staining of P7 Dab1iDEC

cortices. (D) Fluorescent
whole-brain images of adult
Dab1iDEC and control
littermates injected with
Cad-A555. (E) Quantifica-
tion of fluorescence
intensity in (D) (n = 5 to
7 animals per genotype).
(F) Cad-A555 and Pdx
staining of 4- to 7-week-old
Dab1iDEC cortices. (G) Fluo-
rescent whole-brain images
of 3- to 4-week-old Reln–/–

and control littermates
injected with Cad-A555.
(H) Quantification of
fluorescence intensity in
(G) (n = 3 animals per
genotype). (I) Cad-A555
and Pdx staining of Reln–/–

cortices. (J) Transmission
electron microscopy
images of control and
Reln–/– cortical vessels.
(K) Quantification of the
distribution of the tight
junction (TJ) angle in (J)
(n = 3 animals per geno-
type). (L) Quantification of
the number of horseradish
peroxidase (HRP)–filled
vesicles relative to the
lumen length in (J) (n =
3 animals per genotype).
(M) Fluorescent whole-
retina images of P7
Dab1iDEC and control litter-
mates after intravenous
injection of Cad-A555.
(N) Quantification of
fluorescence intensity
corresponding to (M)
n = 6 to 8 retinas, 5 animals per genotype). (O) Representative confocal images showing an elevated cadaverine extravasation in Dab1iDEC retinas from
the blood vessels (IB4). Scale bars, 5 mm [(A), (D), and (G)], 50 mm [(C), (F), and (I)], 100 nm (J), 2 mm (M), 75 mm (O). Data are means ± SEM. *P <
0.05, **P < 0.01, ***P < 0.001.
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in control animals, and its coexpression was dim-
mer in the mouse mutants (Fig. 8C). Vascular
signaling downstream of endothelial integrin-
b1 has been shown to be important for the proper
localization of VE-cadherin, and inactivation of
endothelial integrin-b1 signaling leads to aberrant
VE-cadherin distribution and extensive hemor-
rhaging in retinas (52). Reln–/– and Dab1iDEC did
not show any alteration in VE-cadherin arrange-
ments in the vessels (fig. S11E), which suggests
that the lack of Lama-4 deposition in the reelin
signaling mutants preferentially affected the
endfeet’s integrin-b1 activation.
Direct stimulation of brain ECs with exogenous

reelin led to a specific increase in Lama-4 secre-

tion (Fig. 8, D and E) without changes in total
mRNA transcript and protein levels (fig. S12, A
andB). Conversely, Lama-5,which is also expressed
by brain ECs, was not affected by reelin stimula-
tion (fig. S12, C to F). Also, total protein levels for
endothelial laminins were not affected in vivo
(fig. S12, G to J). Reelin-induced secretion of
Lama-4 had a direct impact on the attachment
of primary astrocytes tomonolayers of brain ECs.
Stimulation of brain ECs with reelin led to a
significant increase in the attachment of seeded
astrocytes; however, pretreating primary astro-
cytes with a blocking antibody against integrin-
b1 (53) impaired the adhesion of the astrocytes
onto the ECmonolayer in a dose-dependentman-

ner (Fig. 8F and fig. S13). Furthermore, an in vitro
BBB model using a coculture of ECs apposed to
astrocytes showed that reelin stimulation of the
endothelial compartment significantly increased
the tightness of the barrier and such effect was
blocked when astrocytic integrin-b1 was inhibited
(Fig. 8G), mimicking the leakiness we observed in
the reelin signaling mutants in vivo. These results
indicate that Lama-4 is required for integrin-b1–
dependent astrocytic adhesion and barriergenesis.
The same defects in Lama-4 secretion were

recapitulated at the missing contacts of the
radial glia endfeet with the pial vessels during
embryonic development (Fig. 8, H to J) that re-
sulted in impaired neuronal migration (Figs. 4
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Fig. 7. Astrocytic
endfeet attachment is
reduced in reelin
signaling mutants.
(A) Aquaporin4 (Aqp4),
Pdx, and Cad-A555
staining of 4- to 7-week-
old Dab1iDEC cortices.
Defects in Aqp4 cover-
age are detected in
larger vessels (arrow)
as well as smaller
capillaries (arrowhead).
(B) Aqp4 vessel cover-
age quantification as
percentage of vessel
area covered by Aqp4
staining in (A). Vessels
of wide-ranging diame-
ter were included in the
quantifications (n = 3 to
6 animals per geno-
type). (C) Western blot
for Aqp4 in brain lysates
from Dab1iDEC mutants.
Pan-cadherin (pan-Cadh)
was used as a loading
control. (D) Laminin-a4
(Lama-4), laminin-a2
(Lama-2), and albumin
staining of 3- to 4-week-
old Reln–/– cortices.
(E) Lama-4 and Aqp4
staining of Reln–/–

cortices. Arrows indicate
sites of colocalization
of Lama-4 with Aqp4,
which are decreased in
the mutant (arrowheads).
Boxes indicate magnifi-
cation areas in (F).
(F) Magnified pictures
from (E) and line intensity
profiles of staining inten-
sity for Lama-4 (black
lines) and Aqp4 (purple
lines). Note the co-
incident distribution of
staining in the control
vessels, which is lost in Reln–/– vessels. Scale bars, 50 mm [(A), (D), (E), (F)]. Data are means ± SEM. ***P < 0.001.
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Fig. 8. Dab1
instructive roles on
astrocytic endfeet
attachment are
mediated by vascular
laminin-a4 secretion
and astrocytic
integrin-b1 activa-
tion. (A) Lama-4 and
activated integrin-b1
(b1-Int) staining of
Reln–/– and Dab1iDEC

cortices. Arrows
indicate areas of
Lama-4 and b1-Int
enhanced colocaliza-
tion. (B) Quantifica-
tion of Lama-4 and
b1-Int relative signal
at the vessel wall in
(A) [n = 3 (Reln–/–),
n = 3 or 4 (Dab1iDEC)
animals per geno-
type]. (C) Represent-
ative pictures of
b1-Int and Apq4
costaining, showing
the activation of
b1-Int in the astro-
cytic endfeet.
(D) Lama-4 staining
in reelin-stimulated
brain ECs (bEND.3).
(E) Representative
quantification of
Lama-4 fluorescent
signal in (D) (n = 7 or
8 images per condi-
tion, 3 experiments).
(F) Representative
experiment of
attachment of
primary astrocytes to
reelin-stimulated
bEND.3 cells. The
adhesion of astro-
cytes to the EC
monolayer is
impaired after
blocking astrocytic
b1-Int (n = 5 mea-
surements per condi-
tion, 3 experiments).
(G) Permeability
assay based on an
in vitro BBB model of
cocultured ECs and
astrocytes (n =
3 experiments).
bEND.3 cells in the
luminal compartment
were stimulated with reelin 24 hours before astrocytic seeding in the abluminal compartment of the insert. (H) Lama-4 and brain lipid binding protein
(BLBP) staining of the pial region of Dab1iDEC embryos at E17.5 after TMX administration from E10.5 to E12.5. (I) Quantification of Lama-4 relative signal
at the vessel wall in (H) (n = 3 animals per genotype). (J) Quantification of BLBP+ cells contacting pial vessels in (H) (n = 3 animals per genotype).
Scale bars, 50 mm (A), 25 mm [(C) and (D)], 10 mm (H). Data are means ± SEM. *P < 0.05, **P < 0.01, ***P < 0.001.
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and 5). These findings suggest that the same
mechanism applies to the instructive role of
vascular Dab1 in neuronal migration.

Discussion

Our study provides precise mechanistic insights
into an important function of the vasculature
that goes beyond the supply of oxygen and nu-
trients and extends into an instructive structural
role in building up functional architecture in the
brain. Dab1 expressed in ECs is necessary to
instruct the communication of vessels with the
glia for the proper positioning of neurons dur-
ing cortical development as well as for the
correct communication at theNVU.We described
how different neurovascular processes are syn-
chronically regulated by the convergence on
vascular Dab1 signaling. On one hand, reelin/
ApoER2/Dab1 signaling regulates angiogenesis
in the CNS by cross-talking to the VEGF/VEGFR2
pathway; on the other hand, vascular Dab1 reg-
ulates the deposition of Lama-4 and the docking
of the radial glia/astrocytes on the vasculature,
consequently affecting the neuronalmigration at
developmental stages and the etiology of BBB
integrity.
Reelin in the vasculature exerts proangiogenic

functions during development via the interac-
tion with VEGF/VEGFR2 pathway. This function
of Dab1 in ECs regulates proliferation and tip/
stalk cell fate. The vascular growth defects ob-
served during embryonic and postnatal stages
are recovered during adulthood both in the retinal
and in the cortical vessels. This suggests that other
compensatory mechanisms are in place to correct
for such defects in the vasculature. Dab2, a relative
protein to Dab1, has been shown to be involved
in developmental angiogenesis by controlling
VEGFR2 endocytosis (54) and therefore could
be a good candidate to compensate for the lack
of Dab1 in the vessels. In agreement with this,
we observed a down-regulation of Dab1 in the
adult vessels, whereas Dab2 continues to be ex-
pressed during adulthood (55).
However, the neuronal defects provoked by

the loss of function of Dab1 in the embryonic
and early postnatal vasculature persist to adult-
hood and have a severe impact on neuronal
positioning and BBB function. Dab1 in neurons
is essential to guide correct neuronal positioning
in the cortex during development (36, 56). Dab1
cell-autonomous function in neurons seems to
be involved specifically in the somal translocation
process during radial neuronal migration but not
in glia-mediated locomotion (36). We have shown
that Dab1 in the vessels is essential for both the
maintenance of the RGC scaffold supporting
migration of later-born neurons and their proper
navigation toward the correct cortical layer dur-
ing somal translocation. Dab1 deficiency in the
vessels leads to detachment of the glial processes
observed during both embryonic and early post-
natal developmental stages, when the endfeet of
the RGCs are anchored to the pial basement
membrane and later when the mature cortical
astrocytes extend their endfeet to surround the
vessels and form a functional BBB. In agreement

with our results, several studies have shown that
RGC detachment of the pial surface induces
deficiencies in neuronal positioning (39, 40, 57).
Notably, neuroglial integrin-b1 conditionalmutant
mice showed important layering defects, including
neuronal invasion to themarginal zone, originated
by the deficient anchorage of radial glia processes
to the meningeal surface (39), which we have
shown to be recapitulated by the Dab1 endothelial-
specific mutant mice. Furthermore, it has also
been shown that proper neuronal migration in
the cortex requires the selective expression of
integrin-b1 by RGCs but not by neurons (58),
hence the activation of integrin-b1 in glial cells
is crucial for proper corticogenesis.
The basement membrane components Lama-2

and Lama-4 are involved in the attachment of the
radial glia processes to themeningeal surface (59).
In line with these studies, we found that vascular
reelin signaling regulates the secretion of Lama-4
by ECs, which in turn has an impact on radial glia
attachment to the pial surface and regulates neu-
ronal migration. Although the regulatory mech-
anisms of Lama-4 deposition are still largely
unknown, it has been reported that Lama-4 is
accumulated in focal adhesions (60), which
might also be influenced by reelin signaling (61).
Defects in Lama-4 deposition and integrin-

b1 activation also altered the assembly of the
astrocytic endfeet ensheathment on the vascu-
lature and consequently resulted in increased
BBBpermeability. Astrocytes exert a crucial func-
tion in maintaining the BBB in different physio-
logical and pathological conditions (62) through
their endfeet anchorage to the basal lamina pro-
teins, which are relevant elements regulating
BBB function in health and disease (46). Interest-
ingly, Lama-4 null mice suffer from multiple
hemorrhages starting at embryonic stages (63).
Although the severe defects derived from the
complete abrogation of Lama-4 expression are
not comparable to the local defects in Lama-4
deposition observed in ourmutants, it is remark-
able that both animal models show a loss of BBB
integrity.
Changes in Lama-4 secretion could regulate

both endothelial and glial integrin-b1 activation.
However, our vascular Dab1 loss-of-functionmu-
tants phenocopy the defects shown by several
reports after neuroglial deletion of integrin-
b1 (39, 58, 59). Conversely, vascular loss of
integrin-b1 has rather divergent phenotypes
relative to those seen with vascular Dab1 dele-
tion, such as hyperproliferation, sprouting, or
altered VE-cadherin patterning (52, 64). In addi-
tion, we have shown that astrocytic adhesion to
endothelial cells and astrocytic-induced barrier
properties are dependent on reelin signaling on
ECs and that astroglial integrin-b1 activation is
indispensable for such processes. Hence, on the
basis of previous literature and our observations,
we deduce that astroglial integrin-b1 activation
plays a relevant role in endothelial-astroglial
interaction.
Together, our findings constitute a fundamental

example of the integration of the neurovascular
signaling that converges in the organization of the

neuronal-(astro)glial-vascular elements that reg-
ulate the development and homeostasis of the
CNS. Such integrative signaling might explain,
at the molecular level, the comorbidity of neuro-
pathological conditions and vascular dysfunction.

Materials and methods
Genetically modified mice
and treatments

Dab1flox/flox mice carrying loxP sites flanking
exon 2 for the Dab1 gene (36) (kindly provided
by U. Mueller) were crossed with Cdh5(PAC)-
CreERT2 (65) (kindly provided by R. Adams) to
generate endothelial cell–specific Dab1 knockout
mice (Dab1iDEC). VEGFR2flox/flox mice (66) (kindly
provided by E. Wagner) were crossed with Cdh5
(PAC)-CreERT2 (65) to generate endothelial cell–
specific VEGFR2 knockout mice (VEGFR2iDEC).
Cre activity was induced by intraperitoneal injec-
tion of 0.1 ml of tamoxifen (1 mg/ml) or 4-
hydroxytamoxifen (4-OHT) (1 mg/ml) each day
for 3 days (P1 to P3) for postnatal analysis at P3–
P4, P7–P8, and postnatal weeks 4 to 7. For adult
induction, 0.1 ml of 4-OHT (5 mg/ml) was intra-
peritoneally injected for 3 consecutive days (P25
to P27) for analysis at P30. For embryonic in-
duction, pregnant females were injected intra-
peritoneally with 0.2 ml of 4-OHT (10 mg/ml)
each day for 3 days (E10.5 to E12.5). Tamoxifen
injectable solution was prepared in ethanol and
peanut oil as described (67). Cre-negative an-
imals were used as controls. Additionally, the
Cdh5(PAC)-CreERT2 line was crossed with the
ROSA26R(EYFP) reporter strain and genetic re-
combination was induced as described for the
Dab1iDEC mice. Reelin knockout (Reln–/–) and
ROSA26R(EYFP)micewere obtained fromJackson
Laboratories; ApoER2 knockout (ApoER2–/–) mice
were kindly provided by J. Herz (68). For Reln–/–

mice, bothwild-type and heterozygous littermates
were used as controls, except as mentioned. Wild-
type C57BL/6J animals were used for fluorescent
in situ hybridization (FISH) analysis, isolation of
primary cell cultures, and retinal explant cultures.
Both males and females were used for all ex-
periments indistinctively.
All animals were genotyped by PCR. Protocols

and primer sequences were used as described by
the distributor or donating investigator.
For intravenous Alexa Fluor 555 cadaverine

tracer injection and detection, mice were deep-
ly anesthetized by injection of ketamine and
xylazine at 180mg/kg and 10mg/kg of bodyweight,
respectively; 50 ml of Alexa Fluor 555 cadaverine
(1 mg/ml) was injected into the retro-orbital
venous sinus in 4- to 7-week-old (Dab1iDEC) or
3- to 4-week-old (Reln–/–) mice as described (69).
For postnatal mice (P7), 40 ml of Alexa Fluor 555
cadaverine (1 mg/ml)was injected intraperitoneally.
Cadaverine was allowed to circulate for 20 min in
adult mice and for 2 hours in postnatal mice,
respectively.Micewere then perfused intracardially
with 4% paraformaldehyde (PFA) in phosphate-
buffered saline (PBS). Eyes from P7 animals were
fixed in 4% PFA for 2 hours at room temperature
(RT) before retina isolation in PBS. Eyes from 4-
to 7-week-old adult mice were fixed in 4% PFA
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for 10min prior to retina isolation in 4%PFA and
post-fixed overnight (4% PFA, 4°C). Brains were
post-fixed at RT in 4% PFA for 3 hours. For
cadaverine detection, whole brains and isolated
retinas (mounted in PBS) were imaged using a
dissecting microscope with an attached fluores-
cent lamp and aTexasRed filter and subsequently
processed for immunostaining. Cadaverine leak-
age was quantified by measuring mean fluores-
cence intensity of whole-brain pictures.
For BrdU experiments, pregnant females were

injected intraperitoneally with 0.2 ml of BrdU
solution (10 mg/ml) dissolved in sterile PBS at
E15.5. Brains from the offspring were collected
and analyzed at P8.
For intravenous peroxidase injection, horse-

radish peroxidase Type II (HRP) was dissolved
at 100 mg/ml in sterile PBS, injected at 10 mg
per 20 g body weight in deeply anaesthetized
mice, and let to circulate for 30 min. Mice were
perfused with 0.3 M HEPES, 1.5% PFA, and
1.5% glutaraldehyde (GDA) and processed for
histochemistry.
For intracardiac isolectin B4 (IB4), mice were

processed the same way as for regular perfusion.
Prior to the PBS/4% PFA perfusion, 1 ml of IB4
(20 ng/ml) was intracardially injected.
All animal experiments were approved by

the Regierungspräsidium of Darmstadt and
the Veterinäramt of Frankfurt am Main.

Cell culture and treatment

For isolation of primarymouse brain endothelial
cells, mouse brain microvascular fragments were
processed as described (70). Briefly, capillary
fragments were seeded on collagen I–coatedwells
and cultured in DMEM (Dulbecco’s modified
Eagle’s medium) with 20% fetal bovine serum
(FBS) supplemented with heparin (100 mg/ml)
and EC growth supplement (ECGS; 5 mg/ml).
After 2 days of puromycin selection (4 mg/ml), cells
were cultured for two more days without puro-
mycin before their experimental use.
Mouse primary lung endothelial cells (MLECs)

were isolated as described (27). Lungs were iso-
lated into dissection buffer (HBSS supplemented
with 10% FBS) and treated with collagenase
type II. Filtered tissue pellets were resuspended
in dissection buffer and incubated with anti-rat
IgG–coated magnetic beads, pre-coupled with rat
anti-mouse CD31. Beads were resuspended in
endothelial cellmediumconsisting of high-glucose
DMEM GlutaMAX-I, penicillin (100 U/ml), strep-
tomycin (100 mg/ml), 20% FBS, 0.4% endothelial
cell growth supplement with heparin and plated
onto gelatin-coated plates.
For isolation of mouse primary astrocytes,

brains of P2–P5 mice were isolated into dissec-
tion buffer (DMEM) and subsequently incubated
in 0.25% trypsin/EDTA for 20 to 30 min at 37°C.
Digested tissue was homogenized with a fire-
polished Pasteur pipette and centrifuged. Pelleted
cells were resuspended in astrocytemedium con-
sisting of high-glucose DMEM GlutaMAX-I,
penicillin (100 U/ml), streptomycin (100 mg/ml),
10% FBS, 1% MITO+ Serum Extender and plated
onto flasks. After the cultures were confluent, the

astrocytes were purified by shaking the flasks on
a rotator at 250 rpm at 37°C for 2 days to detach
all other cell types.
Pooled human umbilical vein endothelial cells

(HUVECs) were cultured in endothelial basal
medium(EGM) supplementedwithhydrocortisone
(1 mg/ml), bovine brain extract (3mg/ml), gentamicin
sulfate (30 mg/ml), amphotericin B (50 mg/ml),
EGF (10 mg/ml), and 10% FBS on gelatin-coated
culture dishes at 37°C, 5% CO2.
For the detection of phospho-Dab1 (pDab1) by

immunostainingupon reelin stimulation,HUVECs
were starved in DMEM containing 2% FBS over-
night. Stimulationwas performedby adding 150 ml
of reelin supernatant or green fluorescent protein
(GFP) supernatant for 45min. For the detection of
pDab1 by immunostaining upon VEGF-A stimula-
tion, HUVECswere starved in serum-freemedium
(EGM) for 4 hours prior to stimulation with re-
combinant VEGF-A (50 ng/ml) for 30 min. For
costimulation with VEGF-A and reelin, HUVECs
were stimulatedwith 40-fold concentrated reelin
supernatant and recombinant VEGF-A (50 ng/ml)
for 30 min. Mouse primary brain endothelial cell
(MBEC) cultures were starved with Opti-MEM
serum reduced medium at 37°C, 2 hours prior to
stimulation. For stimulation,MBECswere treated
with 40-fold concentrated reelin supernatant or
GFP supernatant. For the detection of pDab1,
cultureswere stimulated for 15min at 37°C. Dab1
phosphorylationwas assessed bymeasuring pDab1
fluorescence intensity (HUVECs andMLECs) or by
measuring the area covered by pDab1 fluorescence
(MBECs).
ForWestern blot analysis, cells were starved in

EGM for 1 hour prior to stimulation. Stimulation
was performed by adding recombinant VEGF-A
(50 ng/ml), recombinant VEGF-C (100 ng/ml),
recombinant reelin fragment (100 ng/ml unless
mentioned otherwise) for 15 min or reelin super-
natant for 30 min.
The immortalized mouse brain microvascular

endothelial cell line bEND.3was grown inDMEM
supplemented with 10% FBS and antibiotics.
For the detection of Lama-4 and Lama-5 by im-
munostaining upon reelin stimulation, bEND.3
cells were starved inminimumessentialmedium
(MEM) containing penicillin/streptomycin (100 mg/
ml) for 2 hours. Stimulation was performed by
adding recombinant reelin fragment (100 ng/ml)
overnight. Cells were fixedwith 4%TCA for 10min
at RT and processed for immunostaining. For
quantifications, % of area covered by positive
pixels of Lama-4 staining was measured using
ImageJ and normalized to the number of cells
(number of DAPI+ nuclei) per field. Fisher’s
compared t-values test was used to estimate
the significance among the biological replicates.

Preparation of reelin-containing and
control supernatants

To obtain reelin-enriched supernatants and GFP
control supernatants, incubationmedium [DMEM,
penicillin (100 U/ml), streptomycin (100 mg/ml),
G418 (0.360 g/liter), 10% FBS] from reelin-
transfected 293-HEK cells or GFP-transfected
control 293-HEK cells (a gift fromM. Goetz) was

replaced by serum-free medium containing
penicillin/streptomycin (100 mg/ml) and cells
were incubated for 2 days at 37°C, 5% CO2. The
conditioned medium was collected and concen-
trated 40-fold by centrifugation using filter units.
Reelin content, as well as its absence in control
cell supernatants, was confirmed by Western
blotting using mouse anti-reelin antibody 1:1000
(Millipore; MAB5364).

Tube formation assay

Tube formation assays were performed using
m-slides angiogenesis. Experimental settings were
set up as suggested by the manufacturer with
minor modifications. Briefly, 2 × 104 HUVECs
were cultured on growth factor–reducedMatrigel
at 37°C in a humidified incubator supplied with
5% CO2 for 6 to 8 hours in the presence of con-
centrated reelin supernatant or control GFP
supernatant. The tubular network was quanti-
fied by counting the number of branch points
and by measuring total tube length.

Mouse retinal organotypic explants

Retinal explant experiments were performed as
described (24). In short, eyes were enucleated
from newborn pups (P3–P5) and transferred to
FBS-free DMEMmedium. Retinas were dissected
from eyecups and vitreous bodies were removed.
Retinas were flat-mounted onto the hydrophilic
polytetrafluoroethylene (PTFE) membrane of cul-
ture plate inserts with the nerve fiber layer facing
themembrane. DMEMwith 10% FBSwas layered
underneath the membrane and dropped on the
retinas to prevent dryness. Retina explants were
incubated at 35°C in a humidified incubator with
5% CO2 for 2 to 4 hours before stimulation. For
stimulation of retina endothelial tip cells, VEGF-A
was diluted inDMEMorOpti-MEMI and 3%FBS
to a final concentration of 1 mg/ml and layered
underneath the insertmembrane anddropped on
the explants. 40-fold concentrated reelin and con-
trol GFP supernatants were used for reelin stimu-
lation experiments. For the combined VEGF-A/
reelin stimulationexperiments,VEGF-A (100ng/ml)
was diluted in the concentrated reelin or GFP
supernatants. Stimulation was carried out at 35°C
in a humidified incubator with 5%CO2 for 4 hours.
Explants were fixed with 4% PFA at RT for 30min
and stained with IB4 (1:200). For quantifications,
numbers of filopodia at the vascular front were
counted and normalized against 100 mm vessel
length.

Proximity ligation assay

Endothelial cells were fixed with 4% PFA in PBS
for 10 min at RT and permeabilized using 0.1%
Triton X‐100 in PBS for 4 min on ice. Sub-
sequently, the cells were washed with PBS, and
blocking solution (2% BSA, 4% NDS in PBS)
was applied for 30 min at 37°C in a humidified
chamber. Proximity ligation assay was performed
as suggested by the manufacturer. All incubation
periods were performed at 37°C. In brief, primary
antibodies against ApoER2 1:80 (Abcam; ab86548)
and VEGFR2 1:80 (R&D Systems; AF644) in
blocking solution were added for 30 min. The
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cells were incubatedwith the corresponding PLA
probes for 60 min. Phalloidin-FITC 1:500 was
added to visualize actin filaments. Ligation and
amplification of the probes was performed for
30 min and 100 min, respectively. Cells were
incubated with DAPI, washed, and mounted.
Incubation times with antibodies occurred at
4°C and overnight for the primary antibodies
and 1 hour at 37°C for the PLA probe antibodies.
For quantification, the number of PLA probe
punctae per cell was counted.

Immunohistochemistry,
immunocytochemistry, and FISH

All samples frommutant and littermate controls
in an experiment were always processed and
stained at the same conditions.
Brains were dissected and post-fixed for 3 hours

in 4% PFA or 10% TCA at RT for immunostainings
or overnight in 4% PFA at 4°C for FISH. For
immunostainings, brainswere sectioned coronally
at 80 mm using a vibratome. For FISH, retinas
and brains were cryoprotected by consecutive
immersions in 15%and 30% sucrose in PBS at 4°C.
Sampleswere then embedded inTissue-TekO.C.T.
compound and frozen on dry ice. Coronal sections
with a thickness of 16 mmwere generated using a
cryostat microtome. For retinal whole-mount
staining, eyes were collected frommutant mice
and their control littermates and fixed in 4%PFA
solution overnight at 4°C or for 2 hours at RT.
Embryonic, postnatal, adult brain, and retina

sections were incubated with primary antibodies
after 30 min or 1 hour of blocking and perme-
abilization with 5 to 10% normal donkey serum
(NDS), 0.5% Triton X-100 in PBS, respectively.
For BrdU immunodetection, 80 mm vibratome
sections were pretreatedwith 2NHCl for 30min
and subsequently neutralized with sodium tetra-
borate (Na2B4O7, 0.1 M).
For immunostaining of whole retinas, retinas

were isolated, blocked, and permeabilized in 5%
NDS and 0.5% Triton X-100 in PBS at RT for
1 hour. Primary antibodies were diluted in 5%
NDS in PBS. Incubations were performed over-
night at 4°C. For retinal vessel visualization,
retinas were incubated with IB4 (1:200) in 1%
Triton X-100 in PBS.
Primary brain endothelial and bEND.3 cells

were fixed in cold 10% TCA for 10 min and in-
cubated with primary antibodies in 2% NDS in
PBS for 2 hours at RT after 15 min of blocking
and permeabilizing with 5%NDS and 0.1% Triton
X-100 in PBS.
HUVEC and MLEC cultures were fixed with

4% PFA for 20 min, incubated with NH4Cl for
10 min at RT, blocked and permeabilized with
4% NDS, 0.2% Triton X-100 and 2% bovine
serum albumin (BSA) in PBS for 30 min. Cells
were incubated with the primary antibody in
blocking solution for 1 hour at RT.
The following primary antibodies were used:

rabbit anti-Cux1 1:100 (Santa Cruz; SC-13024),
rabbit anti-aquaporin4 1:100 (Millipore; AB2218),
mouse anti-BrdU 1:200 (Millipore;MAB3424), rab-
bit anti-ERG 1:200 (Abcam; ab92513), rabbit anti-
phospho-Histone H3 1:200 (Millipore; 06-570),

rat anti-mouse CD29 (activated integrin-b1) 1:100
(BD Pharmingen; 550531), rabbit anti–brain
lipid binding protein (BLBP) 1:100 (Millipore;
ABN14), rabbit anti-Glut1 1:200 (07-1401; Milli-
pore), rat anti-laminin a-2 1:100 (abcam; ab11576),
goat anti-laminin a-4 1:100 (R&D; AF3837), rab-
bit anti-laminin a-5 1:100 (Novus Biologicals;
NBP1-18714), mouse anti-NeuN 1:200 (Milli-
pore; MAB377B), rabbit anti-NeuN 1:200 (Mil-
lipore; ABN78), rabbit anti-Pax6 1:200 (Covance;
PRB-278P), rabbit anti-Tbr1 1:200 (Abcam;
ab31940), rabbit anti-Tbr2 1:200 (Abcam; ab183991),
goat anti-PDGFRb 1:200 (Neuromics; GT15065-100),
rabbit anti-phospho-Dab1 (Y232) 1:200 (Cell Sig-
naling Technology; 3325S), rat anti-VE-cadherin
1:100 (BD Pharmingen; 555289) and goat anti-
reelin 1:100 (R&DSystems;AF3820). After primary
antibody incubation, samples were washed with
PBS (cells and retinas) or TBS-T (150 mM NaCl,
25 mM Tris base, 0.1% Tween 20; pH 7.6; brain
sections) for three times and incubated with the
appropriate fluorophore-coupled secondary anti-
bodies for 1 hour atRT (cells andpostnatal retinas)
or overnight (brain sections and adult retinas).
The secondary antibodies were Alexa Fluor 488-,
555-, 568- and 647-conjugated donkey anti-rabbit/
mouse/goat 1:200 (Life Technologies) or anti-
rabbit-Cy3 secondary antibody 1:200 (Jackson
Immunoresearch). Nuclei were counterstained
with DAPI. Sections were washed with PBS or
TBS-T before mounting them using fluorescence
mounting medium. Proliferating endothelial cells
were quantified as described (71). The tip cell/
stalk cell ratio was assessed as suggested by
others (72, 73). Retinal tip cell filopodia quan-
tification was performed as described (27). The
number of branch points in the retina vasculature
was assessed by counting the number of branch
points between artery and vein and normalizing
against the selected area. Vascular density in adult
retinas was assessed by thresholding and mea-
suring the area covered by IB4 signal in all three
layers of the adult retina. Brain vascular pa-
rameters (vessel density, total vessel length, vessel
orientation, and number of branch points) were
analyzed in the cortical area using AngioTool (74)
and ImageJ software (75). Aqp4 coverage was
quantified by measuring the area of the vessel
covered with staining. The area of Aqp4 stain-
ingwas normalized to the vessel area (podocalyxin
staining). Lama-4 and integrin-b1 signals were
quantified bymeasuring the immunofluorescence
intensity at the vascular walls normalized to the
intracellular compartment. Metamorph software
was used for these morphometric analyses.
For FISH, whole C57BL/6 adult mice brains

were dissected, and RNA was extracted using
TRIzol reagent. RNA was reverse-transcribed
into cDNA using High Capacity cDNA Reverse
Transcription Kit and the resulting cDNA used
to obtain the PCRproducts. The primer sequences
used for each probe are: Dab1-probe1-Fw AAC-
CTGTTATCCTGGACTTGA, ISH:Dab1-probe1-Rv
TGAACAAGGGGCTGCTGGCC, ISH:Dab1-probe2-
Fw, GTCCATAAATCATGGGACTGGT, ISH: Dab1-
probe2-Rv, TGGAGAGACTCAGATAGCCACA, ISH:
ApoER2-Fw,TCTACTGGACAGACTCAGGCAAand

ISH:ApoER2-Rv,CGGTAGCATCTCTTCATGTCTG.
Probes for Dab1-probe2 and ApoER2 were ob-
tained fromAllen Brain Atlas: http://developing-
mouse.brain-map.org/experiment/show/79762299;
http://developingmouse.brain-map.org/experiment/
show/100045438. PCR conditions, PCR product
purification, cloning, transformation, and plas-
mid amplification were done as described (76).
Plasmids with the right sequencewere linearized
using restriction enzymes andpurifiedwithWizard
SV Gel and PCR Clean-Up System. Finally, linear
plasmidswere transcribed intoRNAprobes labeled
with digoxigenin (DIG). FISH was performed as
described (76) with minor modifications: (i) slices
of P7-8 brains and retinas were incubated in
proteinase K solution (12 mg/ml) at 37°C for 12min,
(ii) Dab1 detection was performed by mixing two
different riboprobes mixed together, (iii) anti-DIG-
alkaline phosphatase was incubated together
with goat anti-podocalyxin 1:200 (R&D Systems;
AF1556), (iv) signal of DIG was detected using
HNPP/Fast Red andpodocalyxinwithAlexa Fluor
647-conjugated donkey anti-goat, 1:250 (Life
Technologies).
Images were taken using a laser scanning

confocal spectral microscope. Brightness and
contrast of the images were adjusted using
the software Adobe Photoshop CS6 or ImageJ.
Figures were prepared using Adobe Illustrator
CS5.1.

Transmission electron microscopy (TEM)

For assessing the rate of transcytosis, HRP-
diaminobenzidine histochemistry was performed
on brain vibratome sections from animals injected
with HRP (see above). Sections were incubated
with 3,3′-diaminobenzidine tetrahydrochloride
(DAB) for 30 min at RT and washed with PBS.
Subsequently, samples were processed for TEM
imaging.
Tissue was post-fixed with 6% glutaraldehyde/

0.4 M PBS for 24 hours at RT and subsequently
washed 5 times in 0.1 M Epon-PBS. Small tissue
samples were cut out from the parasagittal area
and processed with a tissue processor with 1%
osmium tetroxide. Dehydration steps were fol-
lowed by using increasing ethanol concentrations
(25%, 35%, 50%, 70%, 75%, 85%, 100%). Prior to
embedding, tissue combined with resin (Agar
100 Resin Kit) was dehydrated in an exsiccator
for 24 hours. After embedding, the samples were
kept in a steaming cabinet at 60°C for minimum
of 4 days.
From the resin-embedded tissue, ultrathin

sections (0.23 mm) were cut with a microtome
and placed at 200 mesh copper grids (3.05 mm).
Ultrathin sections were then contrastedwith EM
AC20 (0.5% uranyl acetate/Ultrostain I and 3%
lead citrate/Ultrostain II). Sampleswere examined
with a transmission electronmicroscope equipped
with a Slowscan-2K-CCD-digital camera (2K-wide-
angle). Morphometric analyses were performed
with ImageSp software. For quantifications, num-
bers of HRP-filled vesicles were normalized per
length of vascular lumen, and the angle of tight
junction in relation to the lumen surface was
measured with ImageJ software.
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Quantitative real-time PCR
Whole C57BL/6 adult mice brains were dis-
sected, and RNA was extracted using TRIzol
reagent. RNAwas reverse-transcribed into cDNA
using High Capacity cDNA Reverse Transcrip-
tion Kit. Quantitative PCR assays were performed
using an ABI 7500 Fast Real-Time PCR System
using TaqMan Fast Universal PCR master
mix and TaqMan Gene Expression probes for
mouse Dab1 (Mm01256039_m1), mouse Reelin
(Mm00465200_m1),mouseVegf (Mm00437306_m1),
mouse Laminin-a4 (Mm01193660_m1), mouse
Laminin-a5 (Mm01222029_m1), and mouse b2m
(Mm00437762_m1), which served as an endoge-
nous control.

PCR for Dab1 gene excision

Genomic DNA was extracted from the tail of the
animals and PCR was performed using 5 ml of
the DNA extract. The primers used to amplify the
excised Dab1 fragment were: 5′GGTTCAGTGCC-
TATCATGTATC3′(Fwd) 5′CCTATACTTTCTAGA-
GAATAGGAAC3′ (Rv). PCR was performed with
Promega GoTaq Green Master Mix using Tm =
54°C and 38 cycles. PCR product was loaded in a
3% agarose gel and DNA was stained with 0.01%
ethidium bromide. After electrophoresis, gel was
imaged in a transilluminator using a UV light
source.

Attachment assay

bEND.3 cells were seeded in quintuplicates on a
96-well plate. bEND.3 cells were grown over-
night at 37°C and were then starved with MEM
containing penicillin/streptomycin (100 mg/ml)
for 2 hours at 37°C. After starvation, bEND.3
cells were stimulated with recombinant reelin at
100 ng/ml overnight at 37°C in starvingmedium.
Primary astrocytes were incubated with 6 mM
Texas Red Hydrazide in order to label them
fluorescently and with rat anti-mouse integrin-
b1 blocking antibody (BD Biosciences; 553715) at
the indicated concentrations (53) for 30 min at
37°C. After the stimulation of the bEND.3 cells,
astrocytes were pelleted, resuspended in medium
and seeded (40,000/well) onto the bEND.3 cell
monolayer for 3 hours at 37°C. After the attach-
ment incubation, non-attached astrocytes were
washed gently 3 timeswith PBS. Finally, 100 ml of
1% SDS solution was added per well and fluo-
rescent intensitywas read (lex 590nm; lem620nm).

Permeability assay

We used an in vitro model of BBB based in a
coculture of endothelial cells and astrocytes
seeded in the opposite sides of a prehydrated
24-well membrane insert. 40,000 bEND.3 cells
were seeded onto the luminal side of the insert
and cultured in bEND.3 medium for 24 hours in
a 37°C, 5% CO2 cell culture incubator until
monolayer was formed. Prior to reelin stimula-
tion, bEND.3 cells were washed with PBS and
starved in MEM for 2 hours in an incubator.
bEND.3 cells were then stimulated with recom-
binant reelin (100 ng/ml) for 24 hours. Shortly
prior to adding astrocytes, reelin was removed
and bEND.3 cells were kept in bEND.3 medium.

Primary cortical astrocytes were pre-incubated
with blocking integrin-b1 antibody for 30 min.
Pellet of blocked astrocytes was resuspended in
bEND.3 medium. 40,000 astrocyte cells were
seeded on the abluminal side of the insert to let
them attach for 3 hours in the incubator. Prior
to permeability assay, both luminal and abluminal
sides of the membrane insert were washed with
PBS to remove unattached astrocytes and the
excess medium. Insert was transferred to a new
24-well plate filled with 500 ml of PBS. In vitro
BBB permeability was assessed by adding 200 ml
of sodium fluorescein (100 mg/ml) to the luminal
side of the insert. After permeation time of 15min,
the insert was transferred to a new well and
another permeationwas repeated (in total 4 times).
The liquid in the well plate (now containing
sodium fluorescein that crossed the cell layers)
was thoroughly mixed and 100 ml of this was
transferred to 96-well plate. The plate was read
in a fluorescence plate reader (lex 460 nm; lem
515 nm).

Western blot

Tissue and cells were lysed in lysis buffer (50mM
Tris-HCl, pH 7.5; 150mMNaCl; 1% Triton X-100;
1 mM sodium orthovanadate; 10 mM NaPPi;
20 mM NaF) or RIPA buffer (150 mM sodium
chloride; 1% Triton X-100; 0.5% sodium de-
oxycholate; 0.1% SDS; 50 mM Tris, pH 8.0) and
1% complete protease inhibitor cocktail (Complete
EDTA-free Proteinase inhibitor cocktail tablets).
Protein contentwas determined using Pierce BCA
Protein Assay Reagent according to manufac-
turer’s instructions and samples were separated
by SDS-PAGE.
For immunoprecipitation of VEGFR2, endo-

thelial cells were lysed with NET lysis buffer
(50 mM Tris HCl buffer, pH 7.4, 15 mM EDTA
pH 7.4, 1% NP-40, 150 mM NaCl, 10 mM sodium
pyrophosphate, 20 mM NaF, 1 mM sodium or-
thovanadate, and 1% complete protease inhibitor
cocktail) for 30min at 4°C, centrifuged at 21,000g
for 15 min and supernatants were collected. Sam-
ples were pre-incubated with protein G–Sepharose
beads for 1 hour at 4°C. Beads were removed by
centrifugation at 400g. Supernatants were in-
cubated with protein G–Sepharose beads, rabbit
anti-VEGFR2 antibody (Cell Signaling; 2479) and
TBS/0.1% NP40 for 2 hours at 4°C. Samples were
washed with NENT 300 washing buffer (20 mM
Tris pH 7.4, 300 mM NaCl, 1 mM EDTA pH 7.4,
0.1% NP40, 25% glycerol) and TBS/0.1% NP40.
For immunoprecipitation of Dab1, a similar pro-
tocol was appliedwithminor changes. Lysis buffer
was used for lysis of MLEC, incubation of lysates
with the antibody (goat anti-Dab1 antibody,
Abcam, Ab16674) coupled sepharose beads and
washing of the beads prior to Western blot
analysis.
Protein samples from total lysates or IP were

boiled with sample buffer (8% SDS, 200 mM
Tris-HCl pH6.8, 400mMDTT, 0.4%Bromophenol
blue, 40% Glycerol) prior to separation by SDS-
PAGEand transferred tonitrocellulosemembranes.
Membranes were blocked in TBS-T with skimmed
milk powder (3% or 5%) or BSA (5%), depending

on the antibody manufacturer’s recommenda-
tion. The following antibodies were used: rabbit
anti-phospho-Dab1 Y232 1:500 (Cell Signaling
Technology; 3325), goat anti-Dab1 1:1000 (Abcam;
Ab16674), rabbit anti-VEGFR2 1:1000 (Cell Sig-
naling Technology; 2479), rabbit anti-phospho-
VEGFR2Y1175 1:1000 (Cell Signaling Technology;
2478), rabbit anti-ApoER2 1:1000 (Sigma-Aldrich;
A3481), goat anti-laminin-a4 1:1000 (R&D; AF3837),
rabbit anti-laminin-a5 1:1000 (Novus Biologicals;
NBP1-18714), rabbit anti-aquaporin4 1:1000 (Milli-
pore; AB2218). Goat anti-actin, 1:1000 (Santa Cruz;
sc-1615) and mouse anti-pan-cadherin 1:1000
(Sigma; C1821) were used as a loading controls.
Primary antibodies were incubated overnight
at 4°C, and membranes were subsequently in-
cubated with HRP-conjugated secondary anti-
bodies goat anti-rabbit HRP, donkey anti-goat
HRP and goat anti-mouse HRP 1:1000 (Jackson
Immuno Research Laboratories) in blocking
solution 2 hours at RT. HRP activity was de-
tected using enhanced chemiluminescence de-
tection reagent (ECL) and the ImageQuant LAS
4000 system.

Statistical analysis

Quantifications were normalized to control and
represented as percentage of control (%), unless
otherwise indicated. Statistical significance was
determined using 2-tailed unpaired Student’s
t-test when comparing 2 variables, unless other-
wise indicated. Statistical analysis was performed
with Prism version 5. One-way analysis of var-
iance (ANOVA) was performed in Prism Version
5 to assess statistical significance of the differences
between multiple measurements. All animal ex-
periments included animals from at least two
litters. Statistical significance was defined as P <
0.05 (*), P < 0.01 (**) and P < 0.001 (***). All
values indicate mean ± SEM.
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Severing enzymes amplify
microtubule arrays through
lattice GTP-tubulin incorporation
Annapurna Vemu, Ewa Szczesna, Elena A. Zehr, Jeffrey O. Spector, Nikolaus Grigorieff,
Alexandra M. Deaconescu, Antonina Roll-Mecak*

INTRODUCTION: The microtubule cyto-
skeleton is continuously sculpted by polym-
erization, depolymerization, cross-linking, and
microtubule severing.Microtubule severing gen-
erates internal breaks inmicrotubules through
a poorly understood mechanism. It is medi-
ated by the AAA [adenosine triphosphatases
(ATPases) associated with various cellular ac-
tivities] ATPases katanin, spastin, and fidgetin.
Paradoxically, despite the destructive activity
of severing enzymes, loss of severing enzyme
activity leads to a decrease rather than an in-
crease in microtubule mass. It was hypothe-
sized that this severing enzyme–dependent
increase inmicrotubule mass results from tem-
plated nucleation from the severed ends. This
is an attractive hypothesis for a mechanism to
generate microtubule mass, especially in the
absence of centrosome-based nucleation as in
neurons or meiotic spindles. However, for this
amplification to operate, the guanosine di-
phosphate (GDP)–tubulin lattice exposed through

severing would have to be stabilized. The
GDP-microtubule lattice is the product of
guanosine triphosphate (GTP)–tubulin polym-
erization and depolymerizes spontaneously
when exposed in the absence of a stabilizing
GTP cap. We examined this paradox by exam-
ining the effects of the severing enzymes spastin
and katanin on microtubule structure and dy-
namics in vitro.

RATIONALE: Because lightmicroscopy–based
severing assays fail to capture ultrastructural
features of severing intermediates due to reso-
lution limitations, we usednegative-stain trans-
mission electronmicroscopy (TEM) to capture
and image spastin- and katanin-mediated mi-
crotubule severing in vitro. We combined these
experimentswith quantitative analyses of tubu-
lin andmicrotubule polymerdynamics byusing
total internal reflection fluorescence (TIRF)
microscopy to understand the effects of sever-
ing on microtubule networks.

RESULTS:Our electron microscopy analyses
coupled with TIRF microscopy revealed that
spastin and katanin actively extract tubulin
dimers out of the microtubule, introducing
nanoscale damage along the microtubule, and
that this action is counteracted by spontaneous,
de novo incorporation of GTP-tubulin dimers
from the soluble pool. Depending on the local
balance between the rates of active tubulin
extraction and passive repair, there are two

non–mutually exclusive
consequences: Themicro-
tubule is rejuvenated with
GTP-tubulin islands that
stabilize it against de-
polymerization, or sever-
ing proceeds to completion

and the newly severedmicrotubule ends emerge
with a high density of stabilizing GTP-tubulin.
Consistent with this, we found that spastin
and katanin activities increase rates of micro-
tubule rescue and that rescues occur preferen-
tially at sites of enzyme-dependent GTP-tubulin
incorporation. Lastly andunexpectedly,we found
that the incorporation of GTP-tubulin at sever-
ing sites ensures that the newly severed plus
ends are stable because they emerge with a
high density of GTP-tubulin that protects them
against spontaneous depolymerization and pro-
motes elongation. The synergy between the
increased rescue rates and the stabilization of
the newly severed ends leads to microtubule
amplification.

CONCLUSION: Our study identifies the
microtubule-severing enzymes spastin and
katanin as biological agents that introduce
GTP-tubulin islands within microtubules and
demonstrates that microtubule-severing en-

zymes alone can amplify mi-
crotubule number and mass
by promoting GTP-tubulin
incorporation into the micro-
tubule shaft, away from the
dynamic ends long thought
to be the sole locus of tubulin
exchange. This microtubule-
based amplification mech-
anism in the absence of a
nucleating factor helps ex-
plain why the loss of spastin
and katanin results in the
loss of microtubule mass in
systems that are dependent
on noncentrosomal micro-
tubule generation.▪
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Severing enzymes amplify
microtubule arrays through
lattice GTP-tubulin incorporation
Annapurna Vemu1*, Ewa Szczesna1*, Elena A. Zehr1, Jeffrey O. Spector1,
Nikolaus Grigorieff2†, Alexandra M. Deaconescu3, Antonina Roll-Mecak1,4‡

Spastin and katanin sever and destabilize microtubules. Paradoxically, despite their
destructive activity they increase microtubule mass in vivo.We combined single-molecule
total internal reflection fluorescence microscopy and electron microscopy to show
that the elemental step in microtubule severing is the generation of nanoscale
damage throughout the microtubule by active extraction of tubulin heterodimers.
These damage sites are repaired spontaneously by guanosine triphosphate
(GTP)–tubulin incorporation, which rejuvenates and stabilizes the microtubule shaft.
Consequently, spastin and katanin increase microtubule rescue rates. Furthermore,
newly severed ends emerge with a high density of GTP-tubulin that protects them
against depolymerization. The stabilization of the newly severed plus ends and
the higher rescue frequency synergize to amplify microtubule number and mass.
Thus, severing enzymes regulate microtubule architecture and dynamics by
promoting GTP-tubulin incorporation within the microtubule shaft.

T
he plasticity of the microtubule cytoskele-
ton follows from multiple levels of regula-
tion throughmicrotubule-end polymerization
and depolymerization, cross-linking, and
microtubule severing. Microtubule sever-

ing generates internal breaks in microtubules.
It is mediated by three enzymes of the AAA
[adenosine triphosphatases (ATPases) associated
with various cellular activities] ATPase family—
katanin, spastin, and fidgetin [reviewed in (1)]—
that are widely conserved in animals and plants.
They are critical for the generation and mainte-
nance of complex noncentrosomal microtubule
arrays in neurons (2–5) and the plant cortex (6–8)
and regulate meiotic and mitotic spindle mor-
phology and length (9–12), cilial biogenesis (13, 14),
centriole duplication (14, 15), cytokinesis (16, 17),
axonal growth (18), wound healing (19), and
plant phototropism (7, 8). Both spastin and
katanin are associated with debilitating dis-
eases. Spastin is mutated in hereditary spastic
paraplegias, neurodegenerative disorders char-
acterized by lower-extremity weakness due to
axonopathy [reviewed in (1)]. Katanin mutations

cause microcephaly, seizures, and severe devel-
opmental defects (14, 15, 20). Disease mutations
impair microtubule severing (21, 22).
Paradoxically, in many of these systems, the

loss of the microtubule-severing enzyme leads
to a decrease in microtubule mass [reviewed in
(1)]. Spastin loss causes sparse disorganized mi-
crotubule arrays at Drosophila synaptic boutons
(2) and impaired axonal outgrowth and sparse
microtubule arrays in zebra fish axons (23). Sim-
ilarly, katanin loss leads to sparse cortical mi-
crotubule arrays in Arabidopsis (8, 24), whereas
in Caenorhabditis elegans meiotic spindles, it
results in the loss of microtubule mass and num-
ber (25). It was hypothesized that the observed
increase in microtubule number and mass re-
sults from templated nucleation from the severed
ends (26, 27). This is an attractive mechanism for
rapidly generating microtubule mass, especially
in the absence of centrosome-based nucleation
as in neurons or meiotic spindles. This severing-
dependent microtubule amplification has been
directly observed in plant cortical microtubule
arrays (8). However, for this amplification to
operate, the guanosine diphosphate (GDP)–
tubulin lattice exposed through severing would
have to be stabilized because GDP-microtubules
depolymerize spontaneously in the absence of
a stabilizing guanosine triphosphate (GTP) cap
(28–31). To study this paradox, we combined
time-resolved transmission electron microscopy
(TEM) and total internal reflection fluorescence
(TIRF) microscopy to directly observe the effects
of the severing enzymes spastin and katanin on
microtubule structure and dynamics in vitro.

Severing enzymes cause nanoscale
damage to microtubules
Because light microscopy–based severing assays
fail to capture ultrastructural features of severing
intermediates due to resolution limitations, we
used negative-stain TEM to capture and image
spastin-mediatedmicrotubule-severing intermed-
iates in vitro with purified, recombinant spastin.
Tominimize severing-intermediate breakage, we
performed severing reactions directly on electron
microscopy (EM) grids. These on-grid reactions re-
vealed a high density of “bites” into the protofila-
ment structure (Fig. 1) that resulted in the removal
of tubulin dimers. Severing reactions performed
in a test tube with Taxol-stabilized microtubules
that were then transferred to EM grids by pipet-
ting produced many short microtubules with
blunt ends (fig. S1A), similar to those previously
reported in vitro with katanin (32), indicating
that the fragile nanoscale-damaged severing in-
termediates are lost during pipetting. Thus, in
our on-grid severing setup, we were able to cap-
ture intermediates that were otherwise dis-
rupted by shear forces introduced by pipetting.
Upon prolonged incubation (>5 min), severing
was driven to completion on the EM grid, with
severe destruction of the microtubule structure
indicating that the intermediates observed were
on pathway (fig. S1B). The nanoscale damage sites
were observed with GDP-microtubules regardless
of whether they were nonstabilized or stabilized
with Taxol (Fig. 1, A and B). Similar observations
weremadewithmicrotubules polymerized with the
nonhydrolyzable analog guanylyl (a,b)-methylene
diphosphonate (GMPCPP) (Fig. 1C). The nano-
scale damage we observed in vitro is reminis-
cent of that observed by electron tomography
in freeze-substituted C. elegansmeiotic spindles
(25). The same extraction of tubulin dimers and
protofilament fraying were observed if reactions
were performed in solution and then microtu-
bules were deposited on an EM grid without
pipetting to avoid shear (Fig. 1D and Materials
and methods). In control reactions without the
enzyme, the integrity of the lattice was preserved
(fig. S1, C and D), whereas in the spastin-treated
samples, nanoscale damage sites were detected
every ~2.2 mm (fig. S1D). Time-course experi-
ments revealed a gradual increase in nanoscale
damage, as well as in the number of shorter
microtubules (Fig. 1E). We extended our TEM
analyses to the microtubule-severing enzyme
katanin (Fig. 1, F and G, and fig. S1, E to H). As
with spastin, TEM revealed that katanin micro-
tubule severing proceeds through progressive ex-
traction of tubulin dimers out of the microtubule.

Tubulin incorporation repairs
nanoscale damage

Our TEM analysis showed that GMPCPP-
microtubules, Taxol-stabilized microtubules, or
nonstabilizedmicrotubules do not sever evenwhen
peppered with spastin- and katanin-induced
nanoscale damage and do not catastrophically
depolymerize upon removal of the initial tubu-
lin subunits. This raised the possibility that this
damage could be repaired by incorporation of
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tubulin subunits from the soluble pool, as recently
observed with mechanically damaged or photo-
damaged microtubules in vitro (33, 34). To test
this hypothesis, we preassembled GMPCPP-
microtubules fluorescently labeled with HiLyte
647 and incubated themwith spastin (or katanin)
and adenosine triphosphate (ATP) to initiate
severing (Materials and methods). Under these
conditions, we observed rare severing events
(Fig. 2). Upon perfusion with soluble HiLyte
488–labeled tubulin and GTP, we observed
tubulin incorporation in discrete patches along
microtubules. These patches were numerous, far
exceeding the number of severing events. Mock-
treated microtubules showed no incorporation
of tubulin into microtubules (Fig. 2, A to C). The
tubulin concentration used was below the crit-
ical concentration for tubulin polymerization. Sim-

ilar results were obtained with Taxol-stabilized
microtubules (fig. S2). Because photodamage can
induce lattice defects in fluorescently labeled mi-
crotubules (34), we also performed experiments
with unlabeled microtubules visualized by dif-
ferential interference contrast (DIC) microscopy
and also observed incorporation of tubulin into
spastin-treated microtubules but not into con-
trols (Fig. 2D).
In time-course experiments, both the number

of repaired nanoscale damage sites and the mean
fluorescence along repaired microtubules in-
creased over time (figs. S3, A and B, and S4, A
and B). The size of the repair sites [full width at
half maximum (FWHM)] (figs. S3C and S4C)
was initially diffraction limited and shifted
toward larger values at longer incubation times,
indicating an expansion of the damage as de-

tected by soluble GTP-tubulin incorporation. Fre-
quent nanoscale damage events were visible
when severing events were extremely sparse: As
early as 35 s, the density of spastin-induced
nanoscale damage sites was 0.35 ± 0.01 mm−1,
compared with 0.0008 ± 0.0004 mm−1 for se-
vering events (fig. S3, A and D). Thus, most nano-
scale damage events did not lead to macroscopic
severing events. Once a sufficient number of
tubulin dimers was removed from the lattice, the
microtubule unraveled and a macroscopic sever-
ing event was visible. Consistent with this, we
observed an abrupt increase in mesoscale sever-
ing at 120 and 90 s for spastin and katanin, re-
spectively (figs. S3D and S4D).
Next, we probed the effect of soluble tubulin

on spastin microtubule severing by performing
severing assays in the presence of fluorescently

Vemu et al., Science 361, eaau1504 (2018) 24 August 2018 2 of 12

Fig. 1. Spastin and katanin extract tubulin out of the microtubule.
(A to C) Microtubules in the absence or presence of 33 nM spastin. The
reaction proceeded on an EM grid for 1 min and was imaged by using
negative-stain TEM (Materials and methods). Boxed regions are shown
at 2× magnification in insets. Microtubules were imaged at 30,000×
magnification. Arrows indicate nanoscale damage sites. Scale bar,
50 nm. (D) Fields of GMPCPP-microtubules incubated with buffer or
25 nM spastin. Severing proceeded in solution, and reaction mixtures

were passively deposited onto EM grids, negatively stained, and
visualized by TEM (Materials and methods). Arrows indicate nanoscale
damage. Microtubules were imaged at 13,000× magnification; boxed
regions are shown at 30,000× magnification in insets. Scale bar,
50 nm. (E) Microtubule length distribution after incubation with spastin.
(F) Fields of GMPCPP-microtubules incubated with buffer or 100 nM
katanin and imaged as in (D). Scale bar, 50 nm. (G) Microtubule length
distribution after incubation with katanin.
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labeled soluble tubulin (fig. S5). This allowed us
to detect microtubule nanoscale damage and
severing simultaneously. Spastin-induced sever-
ing was not significantly affected with 100 nM
tubulin, even though we observed incorporation
of HiLyte 488–labeled tubulin into microtubules
(Fig. 3A, fig. S5, and Materials and methods).
However, severing was considerably reduced in
the presence of 2 mM soluble tubulin (Fig. 3A),
and in this case, tubulin fluorescence intensity
at repair sites was also significantly higher (Fig.
3B). Thus, the tubulin extraction activity of the
enzymewas not significantly inhibited by soluble
tubulin as proposed previously for katanin (35),
but the rate of tubulin incorporation at nanoscale
damage sites increased with tubulin concentra-
tion. This higher rate of tubulin incorporation
at damage sites delays (and can even prevent)
the completion of a severing event. Consistent
with this, the time between the incorporation
of HiLyte 488–tubulin at a nanoscale damage
site and the completion of a severing event was
longer in the presence of 2 mM tubulin than in
the presence of 100 nM tubulin (Fig. 3C). Thus,
whereas almost all nanoscale damage sites de-
tectable under our experimental conditions pro-
ceeded to complete severing within 65 s after
tubulin incorporation in the presence of 100 nM
soluble tubulin, only 47% did so at 2 mM tubulin
(Fig. 3D). We also monitored live the addition of
single fluorescently labeled tubulin dimers by

TIRF microscopy (Fig. 3E and Materials and
methods). Fluorescence intensity analyses revealed
that repair proceeded mainly through the incor-
poration of tubulin heterodimers and not through
the addition of larger tubulin polymers or aggre-
gates because the fluorescence intensity distribu-
tion of incorporated tubulin was similar to that
of single tubulin subunits immobilized to glass
(Fig. 3F).

Severing enzymes introduce
GTP-tubulin islands

To rule out repair as an artifact of working with
stabilizedmicrotubules (either Taxol or GMPCPP
stabilized), we extended our experiments to non-
stabilized GDP-microtubules. We polymerized
GDP-microtubules from axonemes and stabi-
lized their ends with a GMPCPP cap to avoid
spontaneous depolymerization (Materials and
methods). We then introduced spastin in the
absence or presence of fluorescently labeled sol-
uble GTP-tubulin. Within 50 s of introducing
5 nM spastin and 5 mM soluble tubulin [tubulin
concentrations in vivo are 5 to 20 mM (36, 37)],
we observed the incorporation of tubulin as
puncta along microtubules (Fig. 3G and movie
S1). At these enzyme and tubulin concentrations,
most tubulin incorporation sites did not progress
to a severing event, and the severing rate was
considerably lower than in the absence of soluble
tubulin (Fig. 3H). However, tubulin incorpora-

tion always preceded microtubule severing. No
repair sites were observed in the absence of
spastin. Thus, the local balance between ac-
tive tubulin removal catalyzed by the enzyme
and passive tubulin incorporation determines
whether a nanoscale damage site progresses
to a mesoscale severing event or fails to do so
because of the repair with GTP-tubulin from
the soluble pool.
We also visualized the lattice-incorporated

tubulin at a higher resolution by using TEM.
We generated recombinant human a1AbIII tubu-
lin with an engineered FLAG tag at the b-tubulin
C terminus (38). We then used this recombinant
tubulin to repair brain microtubules damaged
at the nanoscale by spastin. The presence of the
FLAG tag on the recombinant tubulin allowed
specific detection of recombinant tubulin both
in fluorescence and TEM images with the use
of fluorescent or gold-conjugated secondary anti-
bodies against FLAG antibodies (Materials and
methods). Fluorescence microscopy revealed that
the recombinant tubulin robustly incorporates
along microtubules with nanoscale damage by
spastin with ATP. No incorporationwas detected
with spastin and adenosine 5′-O-(3-thiotriphos-
phate) (ATP-g-S) (fig. S6). TEM showed the dis-
crete, productive incorporation of recombinant
a1AbIII tubulin in islands along microtubules
and the absence of tubulin aggregates at nano-
scale damage sites (fig. S7). The FLAG primary
and secondary gold-conjugated antibodies are
specific for the recombinant tubulin, as brain
microtubules showed only background antibody
decoration (fig. S7, C and D). In the absence of
recombinant soluble tubulin in the reaction, mi-
crotubules were robustly damaged at the nano-
scale under these conditions (fig. S7E). Moreover,
neither recombinant tubulin incorporation nor
association with the microtubule lattice was ob-
served by fluorescence and TEM assays with the
slow-hydrolyzing analog ATP-g-S (figs. S6 and S7,
A and C). Thus, soluble tubulin was incorporated
productively into themicrotubule lattice at nano-
scale damage sites created by spastin in an ATP
hydrolysis–dependent manner.

Severing enzymes promote rescues

Because spastin and katanin catalyze GTP-
tubulin incorporation along microtubules, we
next examined their effects on microtubule dy-
namics. It has been recognized for 30 years that
tubulin incorporation into a growing microtu-
bule stimulates hydrolysis of the bound GTP.
The resulting GDP-tubulin lattice is unstable but
is protected from depolymerization by a layer of
GTP-tubulin. This GTP cap at the microtubule
end results from a lag between the GTP hydro-
lysis rate on the incorporated tubulin and the
microtubule growth speed (30, 31, 39–42). More
recently, islands of GTP-tubulin were detected
along microtubules in cells and were correlated
with rescue (34, 43)—the transition from depoly-
merization to growth, one of the parameters of
microtubule dynamic instability. As in stabilized
GMPCPP-microtubules andGMPCPP-cappedGDP-
microtubules, the newly perfusedGTP-tubulinwas
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Fig. 2. Spastin- and
katanin-catalyzed
nanoscale damage is
repaired by sponta-
neous tubulin incor-
poration. (A and
B) HiLyte 647–labeled
GMPCPP-microtubules
(MT) incubated with
buffer (A) or 10 nM
spastin (B) for 35 s and
then incubated with
1 mM HiLyte 488–
labeled GTP-tubulin
and washed to remove
excess tubulin
(Materials and
methods). Arrowheads
indicate severing
events. Scale bar,
5 mm. (C) HiLyte
647–labeled GMPCPP-
microtubules incu-
bated with 2 nM
katanin for 90 s and
then incubated with
1 mM HiLyte 488–
labeled GTP-tubulin
and washed to remove
excess tubulin
(Materials and methods). Arrowheads indicate severing events. (D) DIC-imaged unlabeled GMPCPP-
microtubules incubated with 10 nM spastin and then with 1 mM HiLyte 488–labeled GTP-tubulin
(cyan) and washed to remove excess tubulin (Materials and methods). Insets correspond to boxed
areas and show the progression to a severing event. Arrowheads indicate the severing site.
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rapidly incorporated along the GDP-microtubule
lattice of dynamic microtubules in the presence
of spastin and katanin with ATP; by contrast, in
the control without ATP, addition was visible
only at microtubule ends (Fig. 4, A to D, and
movies S2 and S3). We then characterizedmicro-
tubule dynamics in the presence of spastin or
katanin at physiological concentrations [25 nM;
spastin and katanin concentrations in HeLa cells
are 46 and 28 nM, respectively (37)]. At these
enzyme concentrations, we observed robust mi-
crotubule severing and internal GTP-tubulin in-
corporation. Spastin and katanin increased rescue
frequencies by factors of ~13- and 9, respectively
(with 0.5 ± 0.2 min−1 for the control versus 6.6 ±
1.6 min−1 and 4.5 ± 0.7 min−1 for spastin and
katanin, respectively) (Fig. 4E). Whereas only 13%

of the depolymerization events were rescued in
the control, 61% were rescued in the presence of
spastin or katanin (Fig. 4F). Consistent with their
promotion of tubulin exchange along the micro-
tubule shaft, spastin and katanin had no signif-
icant effect on rates of microtubule growth and
catastrophe (Fig. 4, G andH). This is in contrast to
other rescue-promoting factors, suchas cytoplasmic
linker-associated proteins, which promote rescue
by increasing the on rate of tubulin dimers at
microtubule ends and thus decrease catastrophe
and increase growth rates (44), or conventional
microtubule-associated proteins (MAPs) such as
MAP2, which promote rescue by stabilizing the
microtubule lattice (45).
In our dynamics assays, tubulin was continu-

ally extracted by the enzyme, while at the same

time the lattice was healed with newly incorpo-
rated GTP-tubulin that was gradually converted
into GDP-tubulin. To decouple these processes
and establish directly whether the GTP-tubulin
islands introduced by these enzymes can act as
microtubule rescue sites, we introduced non-
hydrolyzable GTP-tubulin islands into the mi-
crotubule. We induced nanoscale damage to a
GMPCPP-capped GDP-microtubule with spastin
or katanin and healed it with GMPCPP-tubulin,
removed the enzyme and GMPCPP-tubulin from
the chamber, and initiated microtubule depolym-
erization through laser ablation close to the
GMPCPP cap (Fig. 5; fig. S8, A to C; andMaterials
and methods). No GMPCPP-tubulin incorpora-
tionwas detected in the control performed in the
presence of enzyme without ATP. These micro-
tubules depolymerized all the way to the seed
upon ablation (Fig. 5B and fig. S8A). In contrast,
microtubules with GMPCPP-tubulin islands in-
corporated along their lengths through the ATP
hydrolysis–dependent activity of spastin or katanin
were stabilized against depolymerization at the
location of the island (Fig. 5C and fig. S8B), de-
spite the absence of soluble tubulin in the chamber:
75% and 76% paused when they encountered a
GMPCPP island introduced by spastin and katanin,
respectively (Fig. 5D; fig. S8, A to C; andmovie S4).
Those that depolymerized through the island
showed adecrease in the depolymerization speed
(Fig. 5E and fig. S8D). Moreover, fluorescence
intensity analysis revealed that GMPCPP islands
that paused depolymerization were statistically
significantly brighter than those that did not
(Fig. 5F and fig. S8E). Next, we wanted to estab-
lish whether these enzyme-generated GMPCPP
islands were competent to support microtubule
regrowth.We again performed the above-described
experiment, but during the last step we intro-
duced 7 mMsoluble GTP-tubulin into the chamber
(Fig. 5, A, G, and H, and movie S5). Whereas at
these tubulin concentrations rescue events were
very rare in the control, we saw a higher prob-
ability of rescue of microtubules with spastin-
incorporated GMPCPP islands (Fig. 5I). When
the GMPCPP island did not support a rescue, it
did slow down depolymerization (Fig. 5J). More-
over, fluorescence intensity analysis revealed that
GMPCPP islands that supported rescues were
significantly brighter than those that did not
(Fig. 5K). Thus, microtubule dynamics measure-
ments and experiments with GMPCPP-tubulin
islands indicate that GTP islands introduced in a
microtubule severing enzyme–dependent man-
ner promotemicrotubule rescue and that there is
a minimal local GTP-tubulin density required
to robustly support rescue at that site. Because
the microtubule is rescued when the balance
shifts from net tubulin loss to net tubulin addi-
tion, it is likely that the correlation between
the size of the GTP-tubulin island and rescue
probability will vary with the tubulin concen-
tration or the presence of MAPs. Thus, smaller
GTP-tubulin islands may still be effective as
rescue sites at higher tubulin concentrations or
in the presence ofMAPs that increase the tubulin
on rate.
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Fig. 3. Incorporation
of soluble tubulin
into spastin-induced
nanoscale damage
sites inhibits micro-
tubule severing.
(A) Severing rates in
the presence of solu-
ble tubulin (n = 31,
28, and 36 microtu-
bules from multiple
chambers for
no tubulin, 100 nM
tubulin, and 2 mM
tubulin, respectively).
Thin lines indicate
SEM. (B) Intensity
distribution of fluores-
cent tubulin puncta
incorporated at
spastin-induced nano-
scale damage sites
(n = 50 and 49 puncta
from multiple
chambers for 100 nM
and 2 mM tubulin,
respectively). Bars
indicate the means
and SD. A.U., arbitrary
units. (C) Repair at
damage sites delays severing (n = 81 and 83 severing events from multiple chambers for 100 nM and
2mM tubulin, respectively). Tsevering and Tincorporation, time required for a severing event and for initial
incorporation of tubulin, respectively. (D) Fraction of GMPCPP-microtubules severed by 20 nM
spastin within 65 s of initial tubulin incorporation in the presence of 100 nM and 2 mM HiLyte
488–labeled soluble tubulin. Error bars indicate SEM in (C) and (D). (E) Live imaging of Alexa 488–labeled
GTP-tubulin (cyan) incorporation into HiLyte 647–labeled GMPCPP-microtubules (magenta) after
spastin-induced damage. Scale bar, 1.5 mm. (F) Fluorescence intensity distribution of Alexa 488–labeled
tubulin (labeling ratio, ~1.0) immobilized on glass or incorporated into spastin-induced nanoscale damage
sites (n = 188 and 398 for glass-immobilized and microtubule-incorporated particles, respectively).
(G) Spastin-induced nanoscale damage and spontaneous tubulin repair of GDP-microtubules
(magenta) grown from axonemes and stabilized with a GMPCPP cap (bright cyan) in the presence
of spastin (5 nM) and 5 mM soluble HiLyte 488–labeled GTP-tubulin (cyan). Images were bleach
corrected.White arrowheads, tubulin incorporation sites; yellow arrowheads, severing events.
Scale bar, 5 mm. (H) Average completion time of a severing event after spastin perfusion. Brown,
GMPCPP-microtubules; gray, GMPCPP-capped GDP-microtubules in the absence or presence of soluble
tubulin (n = 36, 63, 34, and 27 microtubules from multiple chambers for GMPCPP-microtubules and
GMPCPP-capped GDP-microtubules with 0, 2 mM, and 5 mM soluble GTP-tubulin, respectively). Bars
indicate the means and SD. ****P < 0.0001, determined by a two-tailed t test, for (B), (C), (D), and (H).
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Severing enzyme–generated GTP
islands recruit EB1
The GTP state of tubulin is recognized by MAPs
belonging to the end-binding (EB) protein family.
EB1 preferentially binds to growing microtubule
ends by sensing theGTP [or GDP–inorganic phos-
phate (Pi)] state of tubulin (46, 47). Consistent
with the creation of GTP-tubulin islands, in the
presence of spastin or katanin and ATP we ob-
served EB1 not only at the growing ends as in the
control but also as distinct puncta along micro-
tubules (Fig. 6, A to D). These puncta are rem-
iniscent of the EB3 puncta observed at sites of
tubulin repair after laser-induced damage (34).
Of the newly incorporated GTP-tubulin islands,
89% colocalized with EB1 (Fig. 6, E and F). These
EB1 puncta were transient, consistent with the
dynamic removal and incorporation of new tu-
bulin into the lattice and the gradual GTP hy-
drolysis of the incorporated tubulin (Fig. 6, A and
C; fig. S9; and movie S6). Consistent with a pro-
tective effect of the GTP islands, microtubule dy-
namics assays in the presence of spastin and EB1
revealed that 74% of rescues were associated with
the presence of EB1 at the rescue site (fig. S10A).
This number is significantly higher than the pre-

diction given by the random superposition of
EB1 puncta and rescue events (74% versus 14%;
P < 0.0001 by Fisher’s exact test) (Materials and
methods). Similarly, 63% of rescues in the pres-
ence of katanin occurred at the site of an EB1 spot
(fig. S10B), compared with 0% when the distri-
bution was randomized (P < 0.00001 by Fisher’s
exact test) (Materials and methods). Laser abla-
tion of microtubules peppered with EB1 puncta
also revealed a marked increase in rescue fre-
quency.Whereasmicrotubuleswere rescued from
100% of ablation-induced depolymerization events
within 4 s, they were rescued from only 15% of
events in the presence of spastin and ATP-g-S
(Fig. 6, G and H). Similar results were obtained
with katanin (Fig. 6I andmovie S7). Thus, the ATP-
dependent action of the enzyme that promotes
tubulin exchange within the lattice is required
for the observed increase in rescue frequency.

Severing amplifies microtubule mass
and number

The GDP-tubulin lattice is unstable and, when
exposed by laser ablation, is rapidly depolym-
erized at the plus ends, even in the presence of
soluble tubulin (Fig. 7A), a result consistent

with those of classic experiments performedwith
laser-ablated or mechanically cut microtubules
(28, 29, 48–51). Surprisingly, at 12 mM tubulin,
themajority of newplus ends generated by spastin
or katanin were stable and rapidly reinitiated
growth (Fig. 7, B and C). By contrast, in the ab-
sence of either enzyme or in the presence of
spastin or katanin and ATP-g-S, new plus ends
generated through laser ablation rapidly de-
polymerized (Figs. 6, H and I, and 7A). This
indicates that it is not the passive binding of the
protein that stabilizes the new plus ends against
spontaneous depolymerization but the ATP-
dependent incorporation of GTP-tubulin at sever-
ing sites. The minus ends were stable regardless
of whether they were generated through enzyme
action or laser ablation, consistent with results of
earlier experiments using laser ablation (28, 29).
Thus, when local tubulin extraction by spastin or
katanin outpaces the rate of tubulin incorporation,
a severing event occurs and the newly severed
microtubule ends emerge with a high density of
GTP-tubulin that is protective (Fig. 7, B and C).
Moreover, the plus ends that depolymerize im-
mediately after severing resume growth after a
lower net loss of polymer mass (fig. S8, F and G).
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Fig. 4. Spastin and katanin promote GTP-tubulin island formation
and increase rescues. (A and B) Time course of a dynamic 10% HiLyte
647–labeled microtubule at 12 mM tubulin in the presence of 25 nM
spastin without (A) or with (B) ATP showing HiLyte 488–labeled tubulin
incorporation at the microtubule tip (A) or incorporation (arrowheads)
along the microtubule in addition to the tip (B). The first micrograph for
each condition was recorded just before the perfusion of the chamber
with 12 mM 10% HiLyte 488–labeled tubulin. Scale bar, 2 mm. (C and
D) Time course of a dynamic 10% HiLyte 647–labeled microtubule at
12 mM tubulin in the presence of 25 nM katanin without (C) or with
(D) ATP showing HiLyte 488–labeled tubulin incorporation at the
microtubule tip (C) or incorporation (arrowheads) along the microtubule
in addition to the tip (D). The first micrograph for each condition was
recorded just before the perfusion of the chamber with 12 mM 10% HiLyte

488–labeled tubulin. (E) Rescue frequency at 10 mM tubulin in the
absence or presence of 25 nM spastin and 25 nM katanin with ATP
(n = 47, 45, and 61 microtubules from multiple chambers for the
control without enzyme, spastin, and katanin, respectively). ****P <
0.0001, determined by the Mann-Whitney test. (F) Probability of
rescue of a depolymerizing microtubule in the absence or presence
of spastin and katanin with ATP (n = 68, 57, and 78 depolymerization
events for the control, spastin, and katanin, respectively). ****P <
0.0001, determined by a two-tailed t test. (G and H) Growth rates (G)
and catastrophe frequency (H) in the absence or presence of spastin
and katanin with ATP [n = 56, 37, and 34 growth events for the control,
spastin, and katanin, respectively, in (G) and n = 62, 70, and 71 microtubules
for the control, spastin, and katanin, respectively, in (H)]. Plus signs in (G)
indicate the means. ns, not significant. Error bars indicate SEM throughout.
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Thus, the increase in microtubule number with
each severing event (Fig. 7, D and E) synergizes
with the higher rescue frequency to produce a
rapid amplification of total microtubule number
and mass (Fig. 7, F to J).

Discussion

The classical view of microtubule dynamics has
been that tubulin dimer exchange occurs exclu-
sively at microtubule ends through polymeriza-
tion and depolymerization (30, 52). By visualizing
a severing reaction at the ultrastructural level,
we have shown that spastin and katanin extract
tubulin subunits from the microtubule (Fig. 1)
and that this ATP hydrolysis–dependent tubulin
removal is counteracted by spontaneous lattice
incorporation of soluble GTP-tubulin (Figs. 2 to 4
and figs. S5 to S7). The nanoscale-damagedmicro-
tubules do not immediately unravel but are long-
lived enough to have a chance to heal through
the productive incorporation of tubulin into the
lattice. Because longitudinal lattice contacts are
stronger than lateral ones (42), we speculate that
tubulin dimer loss from themicrotubule wall has
a slight longitudinal bias that proceeds along the
protofilament. This would give themicrotubule a
chance to heal before it is severed across and

generate GTP-tubulin islands that consist of sev-
eral tubulin dimers in the longitudinal direction.
The geometry of the nanoscale damage sites and
themechanism of tubulin incorporation and con-
formational changes at these sites will be excit-
ing and fundamental areas for future exploration.
This mechanism of lattice repair can explain

the earlier observation of the inhibition of katanin
severing by soluble tubulin (53, 54). The ragged,
Swiss cheese nature of the nanoscale-damaged
microtubules is conducive to healing, as the in-
coming tubulin dimers canmake stabilizing lateral
interactions. Thus, depending on the local rates
of the severing enzyme–catalyzed tubulin removal
and the spontaneous incorporation of new GTP-
tubulin into the lattice, the action of amicrotubule-
severing enzyme results in a severing event where
the newly emerging ends have a high density of
GTP-tubulin or a microtubule that preserves in-
tegrity but acquires a GTP island at the site of
enzyme action. The higher GTP density at the
newly severed ends can also act to quickly recruit
molecular motors and MAPs that can modulate
the fate of the newly generated end.
Although in vitro microtubule repair after the

introduction of defects through laser-induced
photodamage (34) or mechanical stress (33, 55)

has been reported previously, our study iden-
tifies a family of enzymes as biological agents
that promote the ATP-dependent incorporation
of GTP-tubulin islands into microtubules. Micro-
tubule repair has a high incidence in vivo at
microtubule crossovers or bundles (34), where
microtubule-severing enzymes have been shown
to act (7, 8, 17, 56). Our findings thus suggest that
the high incidence of repair at these sites is due
not exclusively to mechanical damage (34) but
also to the action of microtubule-severing en-
zymes. As spastin and katanin preferentially target
glutamylatedmicrotubules (13, 57, 58), theymay
also selectively rejuvenate aging microtubules
with accumulated glutamylation marks through
GTP-tubulin incorporation. GTP-tubulin islands
have been identified along axonal microtubules
(59), a neuronal compartment where severing en-
zymes act. This finding raises the possibility that
severing enzymes are also used as quality control
and maintenance factors in hyperstable micro-
tubule arrays, such as those in axons, centrioles,
and cilia, where spastin and katanin are impor-
tant for biogenesis and maintenance (2, 5, 13, 14)
and where spastin and katanin may serve to re-
move and replace old, possibly damaged tubulin
subunits without affecting overall microtubule
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Fig. 5. Enzyme-generated GMPCPP islands protect against
depolymerization and act as rescue sites. (A) Experiment schematic.
GDP-microtubules (solid magenta) were polymerized from seeds and
capped with GMPCPP-tubulin (magenta outline). Spastin, ATP, and
GMPCPP-tubulin (green) were added and washed out of the chamber.
Microtubules were laser ablated in the absence (B to F) or presence
(G to K) of GTP-tubulin (Materials and methods). (B) Kymograph of a
depolymerizing laser-ablated microtubule (magenta) preincubated
with spastin and no ATP. Horizontal scale bar, 5 mm; vertical bar, 10 s.
(C) Kymographs of depolymerizing laser-ablated microtubules pausing
at GMPCPP-tubulin islands (green) introduced by spastin with 1 mM
ATP. Arrowheads, pauses. (D) Pie chart showing the proportion of
depolymerization events that paused at GMPCPP islands (white) or did
not (gray) (n = 44 events). (E) Depolymerization rates of microtubules
without GMPCPP islands preincubated with spastin and no ATP or
of microtubules depolymerized through GMPCPP islands introduced
by spastin with 1 mM ATP (n = 17 and 7 microtubules for no ATP and ATP,

respectively). (F) Fluorescence intensity of GMPCPP islands through
which microtubules depolymerized or paused (n = 9 and 14 islands,
respectively). (G and H) Kymographs of laser-ablated microtubules in the
presence of 7 mM soluble GTP-tubulin after preincubation with spastin
and no ATP showing complete depolymerization (G) or rescue (arrow-
heads) at a GMPCPP island introduced by spastin with ATP (H). Horizontal
scale bar, 5 mm; vertical bar, 20 s. (I) Rescue frequency for laser-ablated
microtubules incubated with spastin with or without ATP (n = 23 and
24 microtubules with and without ATP, respectively). (J) Depolymerization
rates in the presence of 7 mM GTP-tubulin for microtubules preincubated
with spastin and no ATP or for microtubules that depolymerized through
GMPCPP islands introduced by spastin with ATP (n = 9 and 6microtubules
without and with ATP, respectively). (K) Fluorescence intensity of
GMPCPP islands that did not stop depolymerization (n = 6) or at which
microtubules were rescued in the presence of spastin and ATP (n = 9).
**P < 0.01, ***P < 0.001, determined by the Mann-Whitney test. Plus signs in
(E), (F), (J), and (K) indicate means. Error bars indicate SEM throughout.
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organization. Future work should establish how
impaired lattice repair contributes to the disease
phenotypes seen in patients with spastin and
katanin mutations.
Our study shows that the severing enzyme–

catalyzed incorporation of GTP-tubulin along
microtubules has two physiological consequences:
It increases the frequency at which microtubules
are rescued (Figs. 4 to 6), and it stabilizes new-
ly severed plus ends that emerge against de-

polymerization with a high density of GTP-tubulin
(Fig. 7). Thus, microtubule dynamics can be
modulated not only by factors that affect tubulin
incorporation at microtubule ends but also by
severing enzymes that promote the exchange of
tubulin subunits within the microtubule shaft.
The synergy between the increased rescue rates
and the stabilization of the newly severed ends
leads to microtubule amplification in the absence
of a nucleating factor, explaining why, paradox-

ically, the loss of spastin and katanin results in
the loss of microtubule mass in many systems
(2, 23, 25, 27). Such a mechanism of polymer
amplification has parallels to the actin cyto-
skeleton, where severed filaments are used for
templated actin polymerization [(26, 60); re-
viewed in (61)]. When severing enzymes are ex-
pressed at high levels or are positively regulated,
tubulin extraction outpaces repair and the micro-
tubule array disassembles. Cells likely modulate
severing activity and the rate of tubulin lattice
incorporation through the action ofMAPs to elicit
these two different outcomes. This regulation will
be a notable area of future exploration.

Materials and methods
Protein expression and purification

Drosophila melanogaster full-length spastin was
purified by affinity chromatography and ion ex-
change as previously described (62).Caenorhabditis
elegansMBP-tagged katanin Mei1/Mei2 (12) was
purified on amylose resin. The affinity tag was
removed by tobacco etch virus protease, and the
protein was further purified on an ion exchange
MonoS column (GE Healthcare) as previously
described (63). Peak fractionswere concentrated,
bufferwas exchanged into 20mMHEPES (pH 7.0),
300 mM KCl, 10 mM MgCl2, and 1 mM TCEP,
and fractions were flash frozen in small aliquots
in liquid nitrogen.Homo sapiens EB1–green fluo-
rescent protein (GFP) was expressed and pu-
rified as previously described (64). Human
a1AbIII tubulin with an engineered FLAG tag
at the b-tubulin C terminus was expressed by
using baculovirus and purified as described pre-
viously (38).

Transmission electron microscopy of
microtubule-severing reactions

Taxol-stabilizedGDP-microtubuleswere prepared
by polymerizing 10 ml of 100 mM glycerol-free
porcine tubulin (Cytoskeleton, Denver, CO) in
80 mM K-PIPES (pH 6.8), 1 mM MgCl2, 1 mM
EGTA, 10%DMSO, and 1 mMGTP for 1 hour in a
37°C water bath. Taxol was added to 20 mM final
concentration, and the reaction was incubated
on the bench top for 1 to 2 hours. Microtubules
were loaded onto a 60% glycerol cushion [BRB80,
60% (v/v) glycerol, and 20 mMTaxol] at 37°C by
using a pipette tip with the tip cut off. Non-
polymerized tubulin was removed by centrifuga-
tion in a TLA100 rotor at 35,000 rpm for 15 min
at 37°C. The pellet was gently resuspended to
2.5 mM tubulin in BRB80 supplemented with
20 mM Taxol and 1 mM GTP at 37°C by using a
pipette tip with the tip cut off.
For GDP-microtubules, all polymerization and

severing reactionswere performed at 37°C. Twenty
microliters of 100 mMglycerol-free porcine tubulin
(Cytoskeleton) was polymerized in 10% DMSO,
1 mMGTP, and 10 mMMgCl2 for 1 hour at 37°C
in a water bath. The microtubules were passed
through a 60% glycerol cushion [BRB80, 60% (v/v)
glycerol, and 1mMGTP] by using a TLA100 rotor
at 53,000 × g for 15 min to remove nonpolymer-
ized tubulin. The pellet was washed twice using
50 ml of buffer (BRB80, 10% DMSO, 1 mM GTP)
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Fig. 6. Spastin- and katanin-generated GTP-tubulin islands recruit EB1. (A) Time course of
EB1-GFP on a dynamic microtubule in the presence of 25 nM spastin without or with ATP. Scale
bar, 2 mm. Line scans on the right show EB1-GFP intensity profiles along the microtubule at
the indicated times. Intensity profiles start on the microtubule lattice and end at the microtubule
tip. Arrowheads show lattice EB1 puncta. (B) Density of EB1-GFP puncta on microtubules incubated
without spastin or with spastin without and with ATP. Error bars indicate SEM. ****P < 0.0001.
(C) Time course of EB1-GFP on a dynamic microtubule in the presence of 25 nM katanin without and
with ATP. Intensity profiles are as in (A). Arrowheads show lattice EB1 puncta. (D) Density of EB1-GFP
puncta on microtubules incubated without katanin or with katanin without or with ATP. Error bars
indicate SEM. ****P < 0.0001. (E) Colocalization of newly incorporated GTP-tubulin (top) and EB1-GFP
(middle) in the presence of spastin and ATP. (Bottom) Overlay. Images were acquired immediately after
the perfusion of the chamber with enzyme and EB1-GFP. Scale bar, 2 mm. (F) Fluorescence intensity
of incorporated tubulin (magenta) and EB1-GFP (green) along the microtubule lattice in (E) showing their
colocalization. Eighty-nine percent of tubulin islands colocalize with EB1-GFP (n = 38 puncta from
22 microtubules from multiple chambers measured immediately after perfusion with 10% HyLite
647–tubulin). (G) Time course of laser-ablated dynamic microtubules (magenta) incubated with
25 nM spastin with ATP-g-S or spastin with ATP in the presence of 50 nM EB1-GFP (green)
(Materials and methods).The dotted line marks the ablated region and the start of depolymerization.
Scale bar, 2 mm. (H and I) Pie charts show the fates of plus ends generated through laser ablation of
microtubules incubated with spastin (H) or katanin (I) with ATP-g-S or ATP.The percentage of plus
ends that depolymerized (gray) or were rescued (white) within 4 s after ablation is shown (n = 13
and 13 microtubules from multiple chambers for spastin with ATP-g-S and ATP, respectively; n = 54
and 9 microtubules from multiple chambers for katanin with ATP-g-S and ATP, respectively).
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and gently resuspended to 30 mM in the same
buffer by using a pipette tip with the tip cut off.
GMPCPP-microtubules were prepared by po-

lymerizing 20 ml of 100 mM glycerol-free porcine
tubulin (Cytoskeleton) in 1mMGMPCPP in BRB80
[80mMPIPES-KOH (pH 6.8), 1mMMgCl2, 1mM
EGTA, 1mMDTT] on ice for 5 min and then in a
water bath at 37°C for 1 hour. Nonpolymerized
tubulinwas removed by centrifugation in aTLA100
rotor at 126,000 × g for 5 min at 37°C. The pellet
was washed twice with 50 ml of BRB80 at 37°C
and resuspended in 50 ml of ice-cold BRB80. The
reactionmixture was kept on ice for 30min and
periodically mixed up and down to fully de-
polymerizemicrotubules. GMPCPPwas added to
1 mM, and the polymerization reaction mixture
was kept on ice for 10 min and then transferred
to 37°C for 2 to 4 hours or overnight. Non-
polymerized tubulin was removed by centrifu-

gation and washed as described above. The mi-
crotubule pellet was gently resuspended to 2.5 mM
tubulin in BRB80 by using a pipette tip with the
tip cut off.
We found that performing severing reactions

in the tube followed by pipetting onto EM grids
resulted in microtubule breakage. We therefore
first carried out severing reactions on the EMgrid.
Briefly, 2 ml of microtubule solution (at 1 to 3 mM)
in BRB80 [80 mM PIPES (pH 6.8), 1 mMMgCl2,
1 mM EGTA] was applied to a glow-discharged
Cu grid, followed by pipetting of 2 ml of ATP so-
lution (10 mM ATP in BRB80 supplemented
with 20 mM Taxol for Taxol-stabilized micro-
tubules) and 2 ml of spastin (at 100 nM). The re-
action was allowed to proceed on the grid for
1 min or as specified, after which the liquid was
wicked off with calcium-free filter paper and the
gridwas stainedwith 0.75% (w/v) uranyl formate

and air-dried. Images were collected on a FEI
Morgagni 286 electron microscope operated at
80 kV and equipped with an AMT lens-coupled
1k × 1k CCD camera. For the solution severing
reaction time courses, 20 ml of GMPCPP or Taxol-
stabilized microtubules in BRB80 buffer at 2.5 and
1.0 mM was applied to parafilm, followed by the
addition of 20 ml of 50 nM spastin or 200 nM
katanin in 20 mM HEPES (pH 7.5), 300 mM
KCl, 10 mMMgCl2, 1mMTCEP, and 1mMATP to
a final concentration of 25 nM spastin and 100 nM
katanin. For the solution severing reaction time
courses of nonstabilized GDP-microtubules, 20 ml
of 30 mM GDP-microtubules in the presence of
10% DMSO was incubated with 2 ml of 20 nM
katanin. Buffer without severing enzymes was
added to microtubules as a negative control. The
severing reactionmixtures were incubated for 30 s
or 2 or 5min, and carbon-coated grids (carbon film
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Fig. 7. Severing
enzyme–based
microtubule number
and mass
amplification.
(A) Plus ends gener-
ated through laser
ablation depolymerize.
The pie chart shows
the percentages of
plus ends that are
stable (white) or
depolymerize (gray)
(n = 32 microtubules
from multiple
chambers). Scale bar,
5 mm. The dashed line
marks the ablated
region and the start
of depolymerization.
(B and C) Spastin
(B)- or katanin
(C)-severed ends
emerge with newly
incorporated GTP-
tubulin and are stable.
The pie charts show
the percentages of
plus ends that
are stable (white) or
depolymerize (gray)
(n = 96 and 94 micro-
tubules from multiple
chambers for spastin
and katanin, respec-
tively). White and
yellow arrowheads
indicate tubulin incor-
poration and a severing
event, respectively.
Scale bars, 2 mm. (D and E) Time-lapse images showing consecutive spastin
(D)- or katanin (E)-induced severing events on amicrotubule. Lines andnumbers
indicate individual microtubules after severing. + and −mark microtubule
ends. Magenta, microtubule; green, incorporated tubulin. Scale bars, 2 mm.
(F) Time-lapse images showing microtubule dynamics at 12 mM tubulin in the
absence of a severing enzyme.Green, newly incorporated tubulin at the growing

ends. The last two frames are bleach corrected. Scale bar, 5 mm. (G and
H) Time-lapse images showingmicrotubule number andmass amplification
through spastin (G) and katanin (H) severing. Green, newly incorporated HiLyte
488–tubulin perfused into the chambers together with the severing enzymes.
(I and J) Microtubule mass as a function of time (n = 4, 5, and 4 chambers
for the control, spastin, and katanin, respectively). Error bars indicate SEM.
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only on 400mesh; TedPella)were dipped into the
reaction mixtures. Excess liquid was blotted with
filter paper. Grids were washed three times with
40 ml BRB80, stained with 0.75% (w/v) uranyl
formate, and air-dried. Images were collected on
aT12Technai electronmicroscope (FEI) equipped
with a 2k × 2k Gatan US1000 CCD camera.
Images were collected at nominalmagnifications
of 550×, 13,000×, or 30,000×, corresponding to
pixel sizes of 84 Å/pix, 3.55 Å/pix, or 1.54 Å/pix,
respectively.

TIRF-based assays of tubulin
incorporation into stabilized
microtubules damaged by spastin
and katanin

Double-cycled, GMPCPP-stabilized microtubules
(65) were polymerized from 2-mg/ml porcine
brain tubulin (Cytoskeleton). The first polym-
erization was 1 hour, and the second polymer-
ization step was at least 4 hours to obtain long
microtubules. Thenmicrotubuleswere centrifuged,
resuspended in warm BRB80 [80 mM K-PIPES
(pH 6.8), 1 mMMgCl2, 1 mMEGTA], and stored
at 37°C or room temperature (RT) before use.
The same results were obtained regardless of
whether the storage temperature was 37°C or RT.
Taxol-stabilizedmicrotubules (62) were polymer-
ized from 5-mg/ml porcine brain tubulin contain-
ing 1% biotinylated and 20% HiLyte 647–labeled
tubulin (Cytoskeleton) in BRB80with 10%DMSO,
0.5 mM GTP, and 10 mMMgCl2. After 1 hour of
incubation at 37°C, 20 mMTaxol was added and
the mixture was further incubated overnight.
Microtubules were then centrifuged through a
60% glycerol cushion for 12min at 109,000 × g at
35°C. The microtubule pellet was washed with
warm BRB80 supplemented with 14.3 mM 2-
mercaptoethanol and 20 mM Taxol and was
resuspended gently in the same buffer.
Chambers for TIRF microscopy were assem-

bled as previously described (62). Double-cycled
GMPCPP-microtubules containing 1%biotinylated
tubulin and 20% HiLyte 647–labeled tubulin
(or unlabeled tubulin for the DIC assays) assem-
bled as described above were immobilized in the
chamber with 2-mg/ml NeutrAvidin (Thermo
Fisher Scientific) and imaged by TIRF or DIC
microscopy in severing buffer [BRB80 buffer with
2-mg/ml casein, 14.3 mM 2-mercaptoethanol,
2.5% glycerol, 50 mM KCl, 2.5 mM MgCl2, 1 mM
ATP, 1% Pluronic F127 (Life Technologies), and
oxygen scavengers]. To introduce anddetect nano-
scale damage in microtubules (Fig. 2), immo-
bilized microtubules were then incubated with
10 nM spastin or 2 nM katanin in severing buffer
for 35 or 90 s, respectively. Microtubules in control
experiments were incubated without severing
enzyme. The enzymemixture was then replaced
with 1 mM HiLyte 488–labeled tubulin (Cyto-
skeleton), 1 mM ADP, 0.5 mM GTP, 1% Pluronic
F127, and 2.5-mg/ml casein in BRB80 and left
to incubate for 5 min. The tubulin-containing
solutionwas thenwashed outwith 45 ml of BRB80
supplemented with oxygen scavengers, 1.5-mg/ml
casein, 10mM2-mercaptoethanol, and 1%Pluronic
F127. Microtubules and HiLyte 488–labeled

tubulin were imaged by TIRF. Multiple fields of
viewwere imaged. The same assaywas performed
for Taxol-stabilizedmicrotubules, but in this case
the repair stepwas performedwith 0.1 mMsoluble
tubulin to prevent microtubule nucleation in the
presence of Taxol. For time-course experiments,
the same protocol was used except that micro-
tubuleswere incubatedwith 2 nM spastin (fig. S3)
or 2 nM katanin (fig. S4) for 35 to 120 s. Control
microtubules were incubated without severing
enzyme for 120 s. HiLyte 488–labeled tubulin
(1 mM) was used for the repair step. For repair
with 1 mM recombinant human tubulin (fig. S6),
nanoscale-damagedmicrotubules were incubated
for 5 min with recombinant tubulin. Unincor-
porated tubulin was washed away, and tubulin
incorporated into microtubules was detected by
anti-FLAGM2 antibodies (Sigma-Aldrich; diluted
1:500) and goat anti-mouse antibodies conjugated
with Alexa Fluor 488 (Invitrogen; diluted 1:1000).
All assays were performed at RT. Details regard-
ing image acquisition and analysis are described
in the subsection below.

Image acquisition and analysis of
tubulin incorporation in GMPCPP- and
Taxol-stabilized microtubules by
TIRF microscopy

Images were acquired by using a Nikon Ti-E
microscope equipped with a 100× 1.49 NA oil
objective and a TI-TIRF adapter (Nikon). The
488 excitation laser (Coherent) was set at 20 mW,
and the 647 nm laser (Coherent) was set to 2mW
before being coupled into theTi-TIRF optical fiber
(Nikon). Two-color simultaneous imaging was
performed by using a TuCAM (Andor) device that
splits the emission onto two separate EMCCD
cameras (Andor iXon 897). The excitation and
emission were split by a quad band dichroic
(Semrock), and the emission was further split by
an FF640 filter (Semrock) and further filtered
with an FF01-550/88 (Semrock) for the 488 chan-
nel and an FF01-642/LP (Semrock) for the 640
channel. The TuCAM imaging system introduces
an extra 2×magnification, yielding a final pixel
size of 77 nm. The images from the two cameras
were aligned by first imaging a grid of spots
(Nanogrid MiralomaTech) on each camera and
using the GridAligner plug-in for ImageJ.
DIC illuminationwas provided by a SOLA-SE-II

(Lumencor) coupled to themicroscope by a liquid
light guide. A standard set of polarizer and ana-
lyzer (Nikon 100 X-II High NA/Oil) prisms was
used, and the image was captured on a CoolSNAP
(Photometrics) camera. The final pixel size for
DIC images was 65 nm. Raw DIC images were
processed using an FFT band-pass filter. DIC
images were scaled and transformed to overlay
with fluorescent images by imaging fluorescent
microtubules in both channels for image regis-
tration. The entire imaging setup was controlled
by Micro-Manager (66).
For data shown in figs. S3 and S4, imageswere

analyzed using scripts in ImageJ and MATLAB.
First, the offset between 640 and 488 channels
was correctedwith theGridAligner plug-in. Then
microtubules were selected with 7 px-wide line

selection, and line scans were generated. These
line scans were imported into a MATLAB script
that identified the peaks in the 488 channel and
recorded the number, intensity, and FWHM of the
repair sites. The FWHM for a diffraction-limited
spot was obtained by using 100-nm TetraSpeck
beads (Thermo Fischer Scientific). Data were ex-
ported to Prism software for graphing.

Transmission electron microscopy
of microtubules repaired with
recombinant tubulin

GMPCPP-microtubules at 1 mM concentration in
1× BRB80were applied to parafilm in a humidity
chamber and incubated with 20 nM spastin in
enzyme buffer [20mMHEPES (pH 7.5), 300mM
KCl, 10mMMgCl2, 1mMTCEP, and 0.5mMATP].
Buffer containing 0.5 mM ATP-g-S instead of
ATP was used as a control. Severing was allowed
to proceed for 30 s, followed by the addition of
0.6 mMsoluble FLAG-tagged single-isoform recom-
binant neuronal human a1AbIII tubulin to repair
the microtubule lattice in the presence of 1 mM
GTP and 5 mM ADP to inactivate the enzyme.
The repair reaction was carried out for 5 min.
Microtubules were then stabilized by the ad-
dition of 5 volumes of 0.2% glutaraldehyde in
1× BRB80 (80 mM PIPES, 1 mM MgCl2, 1 mM
EGTA). After 3 min, cross-linking was quenched
by the addition of Tris-HCl (pH 7.5) to a 20 mM
final concentration and cross-linkedmicrotubules
were transferred into a 10-ml centrifuge tube
(Beckman Coulter). The microtubule severing
and healing procedure was repeated three more
times, reactionmixtureswere pooled into the same
centrifuge tube, and microtubules were then
spun down in an MLA-80 rotor at 100,000 × g
for 15 min at 30°C. The microtubule pellet was
gently washed with 200 ml of 1× BRB80 at 37°C
twice and resuspended in 50 ml of warm 1×BRB80.
Five microliters of 6.7 mM monoclonal mouse-
raised anti-FLAGM2 antibody (Sigma-Aldrich)
and 5 ml of 11.45 mM goat anti-mouse antibody
conjugated to 4-nm spherical gold nanoparticles,
C11-4-TGAMG-50 (Nanopartz), were added to
microtubules to label repaired sites. Antibody
labeling was allowed to proceed for 5 min, and
the reaction was mixed with 10 volumes of 30%
glycerol in 1× BRB80. Microtubules in 30%
glycerol were loaded onto a 1× BRB80 cushion
containing 40%glycerol and spundownonto glow-
discharged carbon-coated grids (carbon film only
on 400mesh; Ted Pella) at 4200 × g for 20min at
30°C. Excess liquid was blotted with filter paper.
Gridswerewashed three timeswith 30ml of BRB80,
stainedwith 0.75% (w/v) uranyl formate, and air-
dried. Images were collected on a T12 Technai
electron microscope (FEI) equipped with a 2k ×
2k Gatan US1000 CCD camera. Images were col-
lected at nominal magnifications of 6800× and
18,500×, corresponding to pixel sizes of 6.8 Å/pix
and 2.5 Å/pix, respectively. Images in fig. S7Fwere
collected on a TF20 electron microscope (FEI)
equipped with a K2 camera (Gatan). Images were
collected at 50,000× and 9600× magnifications,
corresponding to pixel sizes of 0.73 Å/pix and
3.65 Å/pix, respectively.
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Live imaging of severing and tubulin
incorporation into nanoscale-damaged
GMPCPP-microtubules and
GMPCPP-capped GDP-microtubules
To observe microtubule severing and tubulin
incorporation at damage sites simultaneously
(Fig. 3 and fig. S5, A to C), GMPCPP-stabilized
double-cycled microtubules labeled with 1% bio-
tin and 20% HiLyte 647–tubulin were immobi-
lized in imaging chambers. Image acquisition
was started by using 100-ms continuous expo-
sure in the 647 and 488 channels simultaneously,
and the chamber was perfused with severing buf-
fer containing 0.5mMGTP, 20 nM spastin, and 0,
0.1, or 2 mMHiLyte 488–labeled tubulin. Severing
rates were calculated by manual counting of se-
vering events (microtubule breaks) as a function
of time. Tubulin incorporation sites were readily
visible in the 488 channel. To observe the live in-
corporation of single tubulin dimers intomicro-
tubules damaged by spastin (Fig. 3, F and G),
double-cycled GMPCPP-microtubules composed
of 20% HiLyte 647–labeled and 1% biotinylated
tubulin were immobilized in imaging chambers
as described above. The chamber was then per-
fused with severing buffer, and images of micro-
tubules were acquired. Microtubules were then
incubated for 30 s with 20 nM spastin in sever-
ing buffer. Image acquisition was started during
the spastin incubation step, and a solution con-
taining fluorescently labeled tubulin [50nMAlexa
488–labeled tubulin (PurSolutions) in BRB80with
2-mg/ml casein, 14.3 mM 2-mercaptoethanol,
50 mM KCl, 2.5 mM MgCl2, 1 mM ADP, 0.5 mM
GTP, 1% Pluronic F127, and oxygen scavengers]
was flushed in. Images were acquired for 5 min
at 10 Hz in the 488-nm channel. After tubulin
perfusion, the 640 laser was turned off to pre-
vent photobleaching and microtubule photo-
damage. Images of fluorescent tubulinmolecules
landing on the microtubule were analyzed by
using a 7 × 7 pixel box, and the intensity of tubulin
molecules incorporated into the microtubule was
calibrated against the intensity of single tubulin
dimers obtained by immobilizing 0.5 nM Alexa
488–tubulin on glass with an anti–b-tubulin anti-
body (SAP.4G5; Sigma-Aldrich) and imaging
under the same conditions.
For imagingof nonstabilizedGDP-microtubules

with a GMPCPP cap, sea urchin axonemes puri-
fied as described previously (67) were nonspecifi-
cally adhered to the coverslip, and 15 mM tubulin
containing 20% HiLyte 647–tubulin and 1 mM
GTP were added to start microtubule growth
from the axonemes. After the desired microtu-
bule length (10 to 20 mm) was achieved, the solu-
tion was exchanged quickly to introduce HiLyte
488–tubulin (20%) and 0.5 mMGMPCPP. After
the growth of the GMPCPP cap, tubulin and nu-
cleotide were washed out and spastin (5 nM)was
introduced into the chamber with 1 mMATP in
the absence or presence of soluble tubulin at
2 mM (500 nM HiLyte 488–tubulin + 1.5 mM
unlabeled tubulin) or 5 mM (500 nM HiLyte
488–tubulin + 4.5 mM unlabeled tubulin) and
0.5 mM GTP. Polymerization and imaging were
performed at 30°C.

Microtubule dynamics measurements
and EB1 recognition of lattice-
incorporated GTP-tubulin
TIRF microscopy chambers were prepared as
described above. HiLyte 647 (10%)–labeled mi-
crotubules were polymerized at 30°C at 10 mM
tubulin. The chamber was perfused with 25 nM
spastin or katanin and 10 mM porcine brain tu-
bulin containing 10%HyLite 647–labeled tubulin
in severing assay buffer (50mMKCl, 1% Pluronic
F127, 0.2-mg/ml casein, 6.2mM2-mercaptoethanol,
1.5% glycerol, 0.1% methylcellulose 4000cP, and
oxygen scavengers in 1× BRB80) with 1 mMGTP
and 1 mM ATP together with 50 nM EB1-GFP.
Images were acquired in the 647 and 488 channels
simultaneously at 2 Hz. Microtubule rescues are
defined as the transition of microtubules from
shrinkage to growth. Rescue frequency was cal-
culated as the number of rescues divided by the
time spent depolymerizing. Catastrophes are de-
fined as the transition ofmicrotubules fromgrowth
to shrinkage. Catastrophe frequency was calcu-
lated as the number of catastrophes divided by
the time spent in the polymerization state. The
EB1 puncta and themicrotubule rescue site were
considered colocalizedwhen the distance between
the EB1 spot and the end of the depolymerizing
microtubule was less than two pixels. The cutoff
for an EB1 punctum was defined as having a
mean intensity in a 5 × 5 pixel box that is at least
3 standard deviations above themean background
EB1 lattice intensity. Background EB1 lattice in-
tensity was determined from control chambers
without severing enzymes. Background EB1 lattice
intensity was the same in the absence of severing
enzymes or the presence of severing enzymes but
in the absence of ATP. For statistical significance
calculation, rescue site analysis was also performed
by using synthetic data generated by shifting the
position of the EB1 spots by 7 pixels on the mi-
crotubule (alternatively, both toward the plus
and the minus ends).
For the GTP-tubulin and EB1-GFP colocaliza-

tion experiments shown in Fig. 6E, microtubule
extensions were grown in the absence of fluores-
cent tubulin for 8 min at 30°C at 12 mM porcine
brain tubulin (Cytoskeleton) in severing assay
buffer. The chamber was perfused with 20 nM
spastin, 50 nMEB1-GFP, and 12 mMporcine brain
tubulin containing 10% HyLite 647–labeled tubu-
lin in severing assay buffer. Image acquisition
was started during perfusion in the 640 and 488
channels simultaneously at 5 Hz. The offset be-
tween the 640 and 488 channels was corrected
by using a nanogrid (NanogridMiraloma Tech)
and the GridAligner plug-in in ImageJ.

Laser ablation of microtubules
with spastin- or katanin-generated
GMPCPP islands

GMPCPP-stabilized unmodified microtubule seeds
were immobilized on glass. To pregrow micro-
tubules, 16 mM tubulin containing 12.5% HiLyte
647–labeled tubulin with 1 mM GTP was per-
fused into the chamber and incubated for 10min
at 30°C. Microtubules were then capped using
6 mM tubulin with 10% HiLyte 647 and 0.5 mM

GMPCPP. The chamber was washed after 2 min
with severing assay buffer without GTP and then
incubated with 4 nM spastin and 6 mM tubulin
containing 25% HiLyte 488–labeled tubulin in
the presence of 200 mMGMPCPP in severing assay
buffer (50 mM KCl, 1% Pluronic F127, 0.2-mg/ml
casein, 6.2 mM 2-mercaptoethanol, 2.5% glycerol,
0.1% methylcellulose 4000cP, and oxygen scav-
engers in 1× BRB80) with or without 1 mMATP
for 3 min. The chamber was washed with buffer
containing severing assay buffer. Microtubules
were ablated with a 405-nm laser at 40% power
using the iLas laser illuminator (BioVision). Images
in the 488 and 647 channels were acquired se-
quentially with 100-ms exposure. For the rescue
frequencymeasurements, 15%HiLyte 647–labeled
tubulin at 7 mM in severing assay buffer contain-
ing 1 mM GTP was perfused into the chamber.
For the katanin experiments, the chamber was
washed after microtubule capping with severing
assay buffer without GTP and then incubated
with 20 nM katanin and 8 mM tubulin contain-
ing 25% HiLyte 488–labeled tubulin in the pre-
sence of 200 mMGMPCPP in severing assay buffer
with or without ATP for 45 s. Microtubule de-
polymerization rates through the GMPCPP islands
were determined by dividing the length of the island
by the time it takes to depolymerize through it.

Laser ablation of dynamic microtubules
with enzyme-generated GTP islands

TIRF microscopy chambers were prepared as
described above. HiLyte 647–labeled microtubule
extensions were polymerized for 8 min at 30°C
at 12 mM porcine brain tubulin (Cytoskeleton)
containing 20% HiLyte 647–labeled tubulin in
severing assay buffer. The chamber was perfused
with 25 nM spastin or katanin, 50 nM EB1-GFP,
and 12 mMporcine brain tubulin containing 20%
HyLite 647–labeled tubulin in severing assay buffer
with ATP or ATP-g-S. Microtubules were ablated
by using a DeltaVision OMX with the 405-nm
laser at 100%power for 1 s or with a 405-nm laser
at 40% power using an iLas laser illuminator
(BioVision). Images were acquired in the 647 and
488 channels at 5 Hz on the DeltaVision OMX
and 2.9 Hz on the iLas system.

Live imaging of tubulin incorporation
and severing into dynamic microtubules

Chambers for TIRFmicroscopywere prepared as
described above. GMPCPP-stabilized, unmodified
microtubules containing 2% biotinylated tubulin
were immobilized with 0.1-mg/ml NeutrAvidin
(Thermo Fisher Scientific). Microtubule exten-
sions were polymerized for 12 min at 30°C at
10 or 12 mMporcine brain tubulin (Cytoskeleton)
containing 10%HiLyte 647–tubulin in severing
assay buffer (50mMKCl, 1% Pluronic F127, 1 mM
ATP, 1 mM GTP, 0.2-mg/ml casein, 6.2 mM 2-
mercaptoethanol, 1.5% glycerol, 0.1% methyl-
cellulose 4000cP, and oxygen scavengers in 1×
BRB80). Then, 25 nM katanin or spastin with
12 mM porcine brain tubulin containing 10%
HyLite 488–labeled tubulin was perfused into the
chamber in severing assay buffer. Images were
acquiredwith 488 and 640 lasers simultaneously
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at 2 Hz at 100-ms exposure. The incorporation of
the HiLyte 488–tubulin was immediately visible
upon perfusion only at microtubule tips in the
control and along the microtubules and the dy-
namic tips in the enzyme and ATP conditions.
Total polymer mass was obtained by measuring
the background-corrected total integrated fluo-
rescence in both the 488 and 640 channels. The
laser ablation controls were performed at the same
enzyme and tubulin concentrations but with
1 mMATP-g-S. Microtubules were ablated with a
405-nm laser at 40% power using an iLas laser
illuminator (BioVision) for the katanin experi-
ments and the DeltaVision OMX for spastin.

Quantification and data analysis

n numbers and statistical tests are reported for
all experiments in the figure legends. All experi-
ments were performed multiple times, and only
representative images are shown. ImageJ was
used for image analysis. Prism (GraphPad) was
used for graphing and statistical analysis.
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Co-regulatory networks of human
serum proteins link genetics to disease
Valur Emilsson1,2*†, Marjan Ilkov1*, John R. Lamb3*†, Nancy Finkel4,
Elias F. Gudmundsson1, Rebecca Pitts4, Heather Hoover4, Valborg Gudmundsdottir1,
Shane R. Horman3, Thor Aspelund1,5, Le Shu6, Vladimir Trifonov3,
Sigurdur Sigurdsson1, Andrei Manolescu7, Jun Zhu8, Örn Olafsson1,
Johanna Jakobsdottir1, Scott A. Lesley3, Jeremy To3, Jia Zhang3, Tamara B. Harris9,
Lenore J. Launer9, Bin Zhang8, Gudny Eiriksdottir1, Xia Yang6, Anthony P. Orth3,
Lori L. Jennings4‡, Vilmundur Gudnason1,10†‡

Proteins circulating in the blood are critical for age-related disease processes; however,
the serum proteome has remained largely unexplored. To this end, 4137 proteins covering
most predicted extracellular proteins were measured in the serum of 5457 Icelanders
over 65 years of age. Pairwise correlation between proteins as they varied across
individuals revealed 27 different network modules of serum proteins, many of which
were associated with cardiovascular and metabolic disease states, as well as overall survival.
The protein modules were controlled by cis- and trans-acting genetic variants, which in
many cases were also associated with complex disease. This revealed co-regulated groups of
circulating proteins that incorporated regulatory control between tissues and demonstrated
close relationships to past, current, and future disease states.

H
uman serum contains a dynamic flux of
proteins synthesized by tissues and cells
of the body (1). The secretome is complex
and likely involves 15% or more of all pro-
teins (2). Secreted proteins and circulat-

ing blood cells mediate global homeostasis via
intercellular communication, immune responses,
vascular and endothelial cell function, tissue re-
modeling, fluid exchange, and nutrient assim-
ilation (3). Defined functional roles for many
individual proteins in circulation remains to be
ascribed owing to our limited ability to monitor
their production, accumulation, and distribution
in both model systems and humans.
Heterochronic parabiosis experiments that

surgically joined the circulation of young and
old mice showed a system-wide effect on the re-

generative capacity of organs (4, 5). Thus, serum
proteins and other circulating factors may di-
rectly regulate complex processes such as aging
and the development of common chronic dis-
eases. In contrast to monogenic diseases, com-
plex diseases are caused not by proteins acting
alone but instead by highly interacting protein
networks that may result from genetic and en-
vironmental perturbations and ultimately drive
physiological states toward disease (6–9). Because
blood mediates coordination between nonadja-
cent tissues, it is of the highest interest to under-
stand if and how this regulation occurs via serum
proteins and their networks.

A custom-designed aptamer-based
multiplex proteomic platform

To date, high-throughput detection and quanti-
fication of serum proteins in a large human pop-
ulation have been hampered by the limitations
of proteomic profiling technologies. The Slow-
Off rate Modified Aptamer (SOMAmer)–based
technology has emerged as a proteomic profiling
platform (SOMAscan)with high sample throughput
and sensitivity of detection (10, 11). We designed
an expanded custom version of this platform to
include proteins known or predicted to be found
in the extracellularmilieu, including the predicted
extracellular domains of single- and certain mul-
tipass transmembrane proteins. This resulted
in an updated array of 5034 SOMAmers, 4783
of which recognize 4137 individual human pro-
teins (table S1)—i.e., some proteins are targeted
by more than one aptamer, whereas the rest rec-
ognize nonhuman targets. We applied the plat-
form to a large population-based sampling of

5457 participants in the AGES Reykjavik study
(12), a prospective study of deeply phenotyped
and genotyped individuals older than 65 years
of age. Table S2 reports baseline characteristics
of the study population, while fig. S1 shows the
workflow of the present study. For direct and
inferential measures of aptamer specificity, see
tables S3 to S6 and figs. S2 and S3.

Identification and characterization of
serum protein networks

Biological networks are characterized by a non-
random distribution of links between objects that
are scale-free in nature (13). We reconstructed the
protein co-regulation network using weighted
gene-to-gene coexpression analysis (14). Co-
regulation networks describe functional rela-
tionships that can reflect both physical and
nonphysical interactions between objects, includ-
ing proteins. The parameters used for construct-
ing the serum protein network were chosen on
the basis of the topological scale-free criterion
(14) and tuned to enhance signal-to-noise ratio
in the protein adjacencymatrix (Fig. 1A and fig.
S4, A and B). This analysis established that serum
proteins cluster into 27 highly structured co-
regulatory modules ranging in size between 20
and 921 proteins (table S7), whereas 15% fell out-
side of these modules. We examined the preser-
vation of the network architecture by randomly
splitting the AGES cohort into training and test
sets, and applying a suite of statistics as pre-
viously described (15). We observed strong pres-
ervation of the overall structure of the network
(Fig. 1B). Permutation testing of the data indi-
cated that these modules were unlikely to have
occurred by chance (fig. S4C). Pairwise corre-
lation of proteins could be controlled at any of
the many steps from transcription to secretion
and clearance, and here we use the term “co-
regulation” to encompass all such regulation
between proteins.
We applied various annotation tools and found

that themodules were enriched for distinct func-
tional and tissue-specific signatures (table S8).
This suggests that, to some degree, peripheral
proteins cluster according to their function and/
or tissue of origin. Individual modules frequently
contained proteins from many distinct tissues,
indicating that individual tissues were not the
sole contributor to any module (tables S9 and
S10). Indeed, comparison of the serum protein
modules to 2672 coexpression mRNA modules
constructed from solid tissues (16) revealed some,
but largely an insignificant, agreement between
the two (fig. S5), suggesting that serum protein
co-regulation is distinct from that ofmost tissues.
Thus, the human serum proteome appeared as
functionally distinct modules of proteins pro-
duced by many tissues of the body.
We characterized each module’s eigenprotein

[E(q), where q denotes a module] through a sin-
gular value decomposition and transformation of
the variable protein levels for any given module.
Each E(q) is a unique representation that most
closely reflects the collective behavior of thatmod-
ule, explaining on average 40% of the protein
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Fig. 1. The serum protein network structure. (A) Hierarchical
clustering dendrogram using dynamic tree cut (29), revealing
27 serum protein modules. Each branch of the dendrogram represents
a single protein, and the colored bar below denotes its corresponding
protein module, as annotated in the legend to the right.The dendrogram
height is the distance between proteins (14). (B) The cohort was randomly
split into two equal parts, one for a training set and another for the test

set, and a summary Z score statistics (15), plotted for each module
presented as colored data points.The summary Z score <2 (blue
dotted line) indicates no preservation; 2< summary Z score <10 (between
the blue and green dotted lines) indicates moderate evidence of
preservation; and a summary Z score >10 (green dotted line) indicates
strong evidence of preservation. See fig. S10 for the⅔ versus ⅓ split
of the cohort.

Fig. 2. The relationship between module’s
E(q) to disease-related measures. (A) The
module PM1 is a single cluster of 31 proteins.
(B) Positive associations of E(PM1) quintiles
to variation (cm2) in visceral adipose tissue
(VAT), incident coronary heart disease (inc
CHD), type 2 diabetes (T2D), and the metabolic
syndrome (MetS), ***P < 1 × 10−10. (C) Overall
survival, i.e., with respect to all-cause mortality,
was reduced for high E(PM1) levels (red curve)
compared to low E(PM1) levels (cyan curve).
(D) The modules PM6, PM9, and PM10 are
members of supercluster II. (E) Inverse
association of the E(PM6) and E(PM9) to prevalent
CHD (prev CHD) and prevalent heart failure
(prev HF), ***P ≤ 1 × 10−9. (F) Reduced overall
survival for low E(PM10) levels (cyan curve)
compared to high E(PM10) levels (red curve).
(G) The PM17 is in supercluster IV. (H) Positive
association of module’s E(PM17) to incident
CHD and HF as well as prevalent CHD and HF,
***P < 1 × 10−17 . (I) Reduced postincident
CHD survival as well as overall survival for high
E(PM17) levels (red curve) compared to low
E(PM17) levels (cyan curve). (J) The module
PM23 is a member of supercluster V. (K) Positive
associations of the module E(PM23) quintiles to
VATand subcutaneous adipose tissue (SAT),
and prevalent CHD,T2D, and MetS, ***P < 1 ×
10−13. Data were analyzed using forward linear
or logistic regression or Cox proportional
hazards regression, depending on the
outcome being continuous, binary, or a time
to an event. Kaplan-Meier plots were used to
display survival probabilities.The number
of proteins per module is denoted at the branches
of the dendrogram. Controls are individuals
free of the disease in question.

RESEARCH | RESEARCH ARTICLE
on A

ugust 28, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


covariance. Some modules’ E(q)s were more cor-
related to others and formed several superclus-
ters of modules with shared functional categories
(table S11 and fig. S6). We assessed if the modules
were related to disease status of the AGES donors.
Association ofmodule E(q)s to various outcomes—

including coronary heart disease (CHD), heart
failure (HF), type 2 diabetes (T2D), visceral and
subcutaneous adipose tissue (VAT and SAT, re-
spectively), and metabolic syndrome (MetS)—
were found (table S12). Whereas some modules
showed no association to any disease measure,

others were associated to some or all of them
(table S12; Fig. 2, A to K; and fig. S7, A to I).
Notably, superclusters, although internally con-
sistent, often showed opposing relationships be-
tween superclusters to CHD-related outcomes
(table S12; Fig. 2, E, H, and K; and fig. S7, B, E,
and H), which may reflect differential roles of
the protein modules in disease. The two mod-
ules PM1 and PM23 associated with T2D were
also associated withMetS-, VAT-, SAT-, and CHD-
related outcomes in a directionally consistent
manner (table S12 and Fig. 2, B and K). Finally,
modules associated with incident disease and
to all-cause or post-CHD mortality (table S12;
Fig. 2, C, F, and I; and fig. S7, C, F, and I) indi-
cate that the protein network predicted future
events and disease outcome. Time between diag-
nosis and sample collection had no effect on the
association of individual proteins to prevalent
disease (fig. S8). Thus, individual disease associ-
ations of the protein modules link the shared
functions of many proteins to common diseases.
The networks were scale-free in nature where

a few protein nodes were highly connected. These
are often referred to as network hubs, which or-
ganize network connectivity and information
flow (17). Studies of gene networks from solid
tissues suggest that hub nodes tend to be es-
sential and evolutionarily conserved (18). The
scaled intramodule connectivity Ki ¼ ki

kmax

� �
of

proteins was compared to various outcomes,
where protein hubs showed stronger associa-
tion to phenotypic measures than less well con-
nected proteins (Fig. 3, A to L, and fig. S9, A to I).
We observed strong reproducibility of the hub
status of proteins through the network preserva-
tion analysis (fig. S10). In summary, the hub
proteins consistently showed stronger associa-
tion to various disease-related outcomes com-
pared to proteins located in the periphery of the
network. Thus, the structure of the protein net-
work derived solely from measured protein
variation was aligned with disease and phe-
notype variation across donors.

Genetic variants influence serum
protein levels

Genome-wide association studies (GWAS) have
identified thousands of common DNA sequence
variants affecting human diseases (19). By in-
tegrating GWAS signals with genetic variants
that affect intermediate traits like mRNA and/
or protein, the identification of the causal can-
didates and pathways can be enhanced (6–9).
Protein single-nucleotide polymorphisms (pSNPs)
are DNA sequence variants associated with allelic
imbalance in protein levels. Using Bonferroni cor-
rection, we identified 1046 significant cis pSNP–
protein associationswithin a300-kbwindowacross
the corresponding protein-coding sequences (table
S13 and fig. S11A). Cross-referencing cis pSNP-
protein pairs to cis eSNPs (expression SNPs)–
transcript data from more than 30 tissues and
cells (20) revealed an overlap of 37.3% (table S14).
This suggests that ∼60% of the genetic effects on
serumprotein levels aremediated either by an as
yet unknown transcriptional effect and/or by

Emilsson et al., Science 361, 769–773 (2018) 24 August 2018 3 of 5

Fig. 3. The relationship between connectivity of proteins and disease-related measures.
(A) Circle graph of PM1 highlighting the hub protein CMPK1. (B) Positive correlation between within
module connectivity (Ki) (x axis) and the absolute value of the effect size of the association of proteins
to type 2 diabetes (T2D) (y axis). (C) Positive association of CMPK1 to T2D, and reduced overall survival
associated with high serum CMPK1 levels (red curve). (D) Spring graph of PM9, highlighting the hub
SYTL4. (E) Positive correlation between Ki and the association of proteins to prevalent heart failure
(prev HF). (F) Inverse association of SYTL4 to HF, P < 1 × 10−30, and reduced overall survival associated
with low serum SYTL4 levels (cyan curve). (G) A circle graph of PM17 highlighting the hub protein
SUMO3. (H) Positive correlation between the Ki of proteins and their association to prevalent HF.
(I) SUMO3 is positively associatedwith prevalentHF, andhigh levels of SUMO3 (red curve) predict reduced
survival postincident CHD. (J) A circle graph of the PM23 highlighting the hub ACY1. (K) Positive
correlation between the Ki of proteins and their association to both MetS and T2D. (L) Strong positive
association of ACY1 to MetS. Network visualization was performed with the igraph package in R (30).
Pearson’s r was estimated for correlation between Ki of proteins and their strength of association
to disease measures. See Fig. 2 for other relevant statistics.
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posttranscriptional mechanisms. The cis pSNP-
proteins were underrepresented among highly
connected protein nodes (fig. S11, B and C), con-
sistent with the observation that there was reduced
selective pressure on non–hub proteins (21). We ob-
served examples of cis protein effects likely under-
lying reported GWAS risk loci for T2D, adiposity,
and/or CHD (fig. S12A and tables S15 and S16).
We also found that various lead GWAS SNPs

mediate distal trans effects on serum proteins
(figs. S12, B to D, and S13A to E, and table S16).
Many of these risk loci influenced proteins in
both cis and trans, including the risk locus
rs579459 for CHD upstream of ABO (fig. S12D
and table S16), of which many were overrepre-
sented in the PM27 module (fig. S12E). Genetic
pleiotropy is a well-established phenomenon at
the ABO locus (fig. S13G) (22). Indeed, the ABO
blood groups have been linked to many diseases,
which is in part mediated through their effect on
the prothrombotic risk factor vWF (von Wille-
brand factor) (23, 24), a protein also affected by
rs579459 in trans (table S16). In light of these

results, all cis-acting pSNPs were tested directly
for trans effects on proteins, revealing that 16%
of all cis pSNPs affected in total 911 proteins in
trans (table S17). Notably, twice as many, or
40.7% of cis pSNPs affecting proteins in trans,
matched reported GWAS loci, compared to 20.7%
among all cis pSNPs (tables S15 and S17), sug-
gesting a link between trans protein regulation
and disease variation. Finally, we confirmed on
average 80% of previously reported cis and 74%
of trans effects on plasma proteins in our dataset
(table S18 and fig. S14). The finding that GWAS
risk loci tend to regulate many proteins in trans
and that these proteins cluster in the same mod-
ule raised the possibility that common DNA se-
quence variants determine the architecture of
the serum protein network.

Linking genetic variants to serum
protein networks

Concerns have been expressed regarding the ad-
equacy of GWAS to identify useful disease links,
resulting in a call for greater efforts in identifying

the gene regulatory networks that integrate the
numerous GWAS signals (25). Given the hierar-
chical organization of the serumprotein network
and our observation that trans co-regulated pro-
teins cluster in modules, it is possible that com-
mon cis- and trans-acting pSNPs underlie the
structure of the serum protein network. We
adopted a standard single-point GWAS test of
linear regression against all module E(q)s using a
threshold ofP≤ 5 × 10−8 for detection of genome-
wide significant effects. Even though the E(q)

represented many proteins as a complex trait,
we often observed strong single SNP associa-
tions to the modules E(q)s (table S19), which we
have termed network-associated protein SNPs
(npSNPs), of which many were associated with
more than one module consistent with their rela-
tionship. Given that npSNPs were associated
with E(q)s of distinct protein modules, npSNPs
may act via individual proteins in circulation
(tables S19 and S20). For instance, the npSNP
rs704 (NP_000629.3: p.Thr400Met) in VTN af-
fected VTN in cis (Fig. 4, A to C, and fig. S13H),
and 698proteins in trans thatwere significant com-
ponents of the modules enriched for immune-
related pathways (Fig. 4, D and E, and table S20).
Furthermore, distinct loci at APOE or BCHE
were associated with the lipoprotein-enriched
module PM11 (Fig. 5A, fig. S12I, and tables S8,
S19, and S20), exerting cis effects on APOE and
BCHE (Fig. 5B) and affecting 64 proteins in
trans or 89% of all proteins in PM11 (Fig. 5, C
and D, and tables S19 and S20). These results
highlight the genetic architecture of the serum
protein network and show that the modules and
disease variation are intimately connected.
The discoveries of npSNPs and cis-trans pro-

tein pairs allowedus to assess whether the serum
protein networks resulted from cross-tissue reg-
ulatory control by comparing them to gene ex-
pression data from 53 different human tissues
and involving only the top tissue-specific pro-
teins (table S21 and S22). Many cis-acting pSNPs
affected serum levels of tissue-specific proteins
and subsequently affected variable serum levels
of other proteins synthesized in distinct tissues
(table S21 and S22). These data suggest that the
serum protein network arose at least in part via
systemic cross-tissue regulation.

Discussion

Deep protein profiling in a large well-characterized
population of the elderly revealed the higher-
order topology and modularity of the human
serum proteome. The study cohort used was
population-based and thus contained nondiseased
donors and donors suffering from various diseases
and complications (12). As such, the relationship
between proteins is the consensus of the whole
population. Recent studies have revealed a pro-
nounced effect of aging on transcriptional changes
that are both tissue and organismal specific
(26–28). It is possible that the observed network
structure of the serum proteins reflects to some
extent those changes associated with the old
age of the population and may indeed reflect a
certain set-point of homeostasis or even a decline
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Fig. 4. The network-associated pSNP rs704 regulates modules related to immune functions.
(A) A circular Manhattan plot highlights the GWAS results for E(PM7), revealing a single highly
significant association at rs704, a missense variant (NP_000629.3: p.Thr400Met) in VTN. Four
other modules within supercluster II were affected by rs704 (table S20). (B) The rs704 variant,
and many other linked SNPs in the region, exert a strong cis-acting effect on VTN within the
300-kb genomic region across the VTN gene. The black triangle demonstrates linkage disequilibrium
(r2) patterns in the region derived from the AGES cohort data. (C) The bimodal population
distribution of the VTN protein is explained by the drastic reduction in VTN levels in individuals
homozygous for the rs704 C minor allele. (D) A schematic presentation of the single cis and many
trans effects mediated by the rs704 in VTN on serum proteins. (E) Proteins affected by rs704 in
trans (and VTN in cis) cluster in modules of immune-related functions (table S20). The percentage
denotes the fraction of proteins within a given module regulated by the rs704 locus.
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in adaptive homeostasis in comparison to youn-
ger populations. Note that, for all the analyses
of the present study, we adjusted for the con-
founder age.
Structural features of the serum protein net-

work resembled those of regulatory networks con-
structed in solid tissues (7, 8), including association
of hub proteins to diseases. However, comparison
of cis-trans protein pairs and cognate protein
modules to gene expression data and coexpres-
sion networks derived from solid tissues suggests
that the serum protein network arose in part via
systemic cross-tissue regulation. A follow-up rep-
lication testing of the many findings from these
primary data, including the strong connection of
protein hubs to disease traits, is warranted.
We anticipate that additional npSNPs can be

identified with this technique, comparable to
those found with conventional GWAS analyses
of commondiseases (25). Given that the effect of
established GWAS loci is more complex than
previously anticipated, this underscores the role
of protein networks as the sensors and integra-
tors of complex disease. The strong association
of individual proteins and networks to disease
states observed in this study indicates that the
serum proteome may be a rich and accessible
setting to mine for biomarkers of disease and
disease responses to integrate information from
tissues in a global regulatory network. As such,
coordinated variance of serum proteins may
offer unrecognized opportunities for target and
biomarker identification in human disease.
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Fig. 5. Network-associated
pSNPs at the APOE and
BCHE loci regulate proteins
of module PM11. (A) A circular
Manhattan plot for the E(PM11),
revealing two distinct genomic
loci at chromosomes 3 (BCHE)
and 19 (APOE / TOMM40).The
three npSNPs at the APOE/
TOMM40 locus are not cor-
related (r2 = 0). (B) The npSNPs
at the two genomic regions exert
a strong cis-acting effect on
the serum levels of APOE (left)
and BCHE (right). (C) The
npSNPs at the APOE locus
affected APOE in cis and medi-
ated trans effects on 38 proteins,
whereas the npSNP rs1803274, a
missense variant (NP_000046.1:
pAla567Thr) in BCHE, affected
BCHE in cis and 20 other pro-
teins in trans (table S20). (D) The
distinct npSNPs at the APOE and
BCHE loci regulate 88.9% of all
proteins that constitute PM11,
Fisher’s exact test P = 3 × 10−34,
as demonstrated in the Venn
diagram to the right.The number
3 refers to proteins in PM11 that
are not regulated by the npSNPs.
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GAS GIANT PLANETS

Juno observations of spot structures
and a split tail in Io-induced aurorae
on Jupiter
A. Mura1*, A. Adriani1, J. E. P. Connerney2,3, S. Bolton4, F. Altieri1, F. Bagenal5,
B. Bonfond6, B. M. Dinelli7, J.-C. Gérard6, T. Greathouse4, D. Grodent6, S. Levin8,
B. Mauk9, M. L. Moriconi7, J. Saur10, J. H. Waite Jr.4,11, M. Amoroso12, A. Cicchetti1,
F. Fabiano7, G. Filacchione1, D. Grassi1, A. Migliorini1, R. Noschese1, A. Olivieri12,
G. Piccioni1, C. Plainaki1,12, G. Sindoni12, R. Sordini1, F. Tosi1, D. Turrini1

Jupiter’s aurorae are produced in its upper atmosphere when incoming high-energy
electrons precipitate along the planet’s magnetic field lines. A northern and a southern
main auroral oval are visible, surrounded by small emission features associated with the
Galilean moons. We present infrared observations, obtained with the Juno spacecraft,
showing that in the case of Io, this emission exhibits a swirling pattern that is similar in
appearance to a von Kármán vortex street.Well downstream of the main auroral spots, the
extended tail is split in two. Both of Ganymede’s footprints also appear as a pair of
emission features, which may provide a remote measure of Ganymede’s magnetosphere.
These features suggest that the magnetohydrodynamic interaction between Jupiter and its
moon is more complex than previously anticipated.

L
ike Earth, Jupiter has aurorae. These perma-
nent electromagnetic emissions are associ-
atedwith the precipitation ofmagnetospheric
plasma onto the planet’s ionosphere. Jupiter’s
aurorae have emission features, absent at

Earth, that are associated with its moons; bright
spots appear in the ionosphere at the base of the
magnetic field lines that sweep past the Galilean
moons Io, Europa, and Ganymede. The discovery
of auroral features at the magnetic field foot-
prints of Io (1, 2) showed the electromagnetic
interaction between Jupiter and its moons.
In situ observations by the Galileo spacecraft of
intense bidirectional, magnetic field–aligned elec-
tron beams, with energies up to 200 keV, within
the wake and over the poles of Io showed that
these interactions can lead to strong electron
acceleration (3–5).
Infrared (IR) and ultraviolet (UV) observations

of Jupiter’s auroral footprints led to theoretical

understanding that the equatorial magneto-
spheric plasma roughly corotates with the planet,
but the moons, which orbit more slowly, form an
obstacle to this plasma (6, 7). This interaction
leads to the formation of magnetohydrodynamic

waves—specifically, Alfvén waves (7, 8)—that ac-
celerate electrons toward the planet’s atmosphere,
where they excite auroral emissions (9). Whereas
electrons travel rapidly along the magnetic field
lines, the slower Alfvén waves are convected
downstream, resulting in a standing Alfvén wing
that is slightly tilted away from the undisturbed
magnetic field line (8). The speeds of the waves
are highly variable, depending on the path toward
Jupiter through different plasma environments
(10). Waves generated at Io first travel a dense
plasma torus around themoon and then into the
low-density magnetosphere lobe regions (Fig. 1).
Successive traversals of plasma discontinuities
may lead to multiply reflected Alfvén waves,
which has been suggested as a possible cause of
the observed multiple footprint features (11–13).
The observation of auroral H3

+ emission in
relation to the positions of the moons, where the
interaction occurred, is a powerful tool for re-
mote diagnostic of the jovianmagnetosphere (9).
The Jovian Infrared Auroral Mapper (JIRAM)

(14) on NASA’s Juno spacecraft (15, 16) has been
observing the jovian aurora since 2016 (17) from
a polar, highly elliptical orbit. From its position
above the poles, JIRAM has obtained views of
Jupiter’s auroral regions (18). JIRAM is an IR
imager and spectrometer; one of the imaging
channels operates in the range of 3.3 to 3.6 mm,
at which some of the most intense H3

+ auroral
emission lines are observed. During Juno’s eighth
close pass of the planet (1 September 2017),
JIRAM targeted the predicted location of the Io
footprint (IFP).
In Fig. 2, we show the IFP peak emissions

observed by JIRAM on that occasion at a spatial
resolution of ~20 km. Io orbits Jupiter rapidly,

so its longitude in the reference frame
of the planet was ~80°W during the
northern observations and ~135°W
during the southern observations. In
both the northern and southern hemi-
spheres, the main IFP is preceded by a
~1000-km-long, thin emission feature,
interpreted as the IR signature of elec-
tron beams accelerated in both hemi-
spheres [trans-hemispheric electron
beam (TEB)] (13). However, on this oc-
casion, the precursor feature is not
detached from the rest of the footprint.
The characteristic decay time of H3

+ is
a fewhundred seconds (19)—longer than
the almost instantaneousUVhydrogen-
related time scale (12), which may ex-
plain the blurring and extent of the
TEB signature in the IR, unlike previ-
ous UV observations (13).
The southern main spot is followed

by a series of regularly spaced second-
ary spots, which are alternately dis-
placed poleward and equatorward of
the median track (Fig. 2A). The trans-
verse displacement is 100 ± 10 km. By
tracing back to the orbit of Io by use of
a magnetic field model (20), this dis-
tance corresponds to 4000 ± 1000 km,
which is roughly the size of Io itself.
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Fig. 1. Schematic illustration of the interaction
between Io and the magnetosphere of Jupiter. The
figure shows Io, the Io plasma torus (yellow; simplified and
not to scale), an unperturbed magnetic field line (cyan),
an Alfvén wave (green; shape is simplified and not to
scale), the main IFP (red), the footprint tail (cyan), the
main auroral arc (blue), and the trajectory and position
of the Juno spacecraft.
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The main spot location is exactly along the track
predicted by the model (20), and the repetition
step of the features is 350 ± 10 km.
Given the relative velocity of the main spot

over the surface of Jupiter, the separation of
secondary spots corresponds to ~60 s. The chem-
ical lifetime of H3

+ is longer (up to 1000 s) (19)
and is expected to produce extensive smearing,
which should hide the observed small-scale
structure of the spots, as proposed for the leading
TEB spot. A possible explanation is that the sec-
ondary spots are generated by higher-energy
electrons. A model of inertial Alfvén waves accel-
eration (21) indicates that the electron energy
spectrum might be different for the direct, main
Alfvén wing and the conjugate (TEB) electron
beams. High-energy electrons would precipitate
deeper into the atmosphere, producing H3

+ ions
where their lifetime is shorter because of the
high methane density (H3

+ destruction occurs
via the reaction H3

+ + CH4 → CH5
+ + H2) (22).

An alternative explanation, for the blurring of
the precursor feature, could be that the elec-
tron beam that creates the TEB spot, formed by
up-going electrons from the opposite hemi-
sphere, broadened on its way along the field line
through the whole magnetosphere.
The 60-s separation between spots, and the

similar intensities of subsequent spots, are dif-
ficult to explain with multiple specular reflec-
tions, neither inside nor outside the dense plasma
torus (10). However, high-amplitude nonlinear
waves are generally not reflected specularly. The
multiplicity and shape of the spots can be ex-
plained by models (23), in which strong non-
linearities trigger wave-interference patterns that
lead to the occurrence of multiple spots, depend-
ing on Io’s location in the torus. The observations
suggest that the Alfvénwavesmight be broken up
into smaller waves with different travel paths,
leading to a turbulent emission pattern. The
angular offset of the elongatedmain spot and the
alternating displacements of the tail spots might
be influenced by the Hall effect in Io’s iono-
sphere, which is expected to rotate the Alfvén
waves (24). Alternatively, because this feature
superficially resembles a von Kármán vortex
street (a hydrodynamically observed phenomena)
(25), this may result from Io-produced flow shears
that generate vortices downstream in the plasma-
atmosphere interaction region.
In the northern hemisphere (Fig. 2, C to E), the

shape of the IFP is generally consistent with that
observed in the south: An array of secondary spots
is visible in the first part of the tail. Away from
the main IFP, the tail becomes gradually more
turbulent, likely because of a continuation of the
Alfvénic interaction, similar to themain spot (26).
Each spot is ~200 km wide. Because JIRAM

was observing from an angle of ~35° between
the vertical direction and the line of sight, this
means that the height of the main H3

+ emission
region cannot be taller than 200 km/tan (35°) ≈
300 km. This short column height is consistent
with generation by high-energy electrons (27).
Extrapolating the radiance collected by JIRAM

filter to the full H3
+ spectrum, and integrating it

over the surface, the total radiated energy can be
estimated at ~6 GW in the south and ~3 GW in
the north, which is ~3 times less than in the UV
(28). The north-south asymmetry of the emis-
sion, both in shape but especially in intensity, is a
recurrent feature of Jupiter’s aurorae (29). Some
hypotheses have been proposed (30) to explain
this as a consequence of the north-southmagnetic
field asymmetries: The magnetic field controls

the electron acceleration efficiency and the prob-
ability for an electron to reach the atmosphere.
In our case, the difference may also be due to dif-
fering observation times.
The far tail of the IFP as observed on 27 August

2016 in the northernhemisphere is shown in Fig. 3.
The main spot is ~100° upstream in longitude
from this region. In this sector, we found that the
tail consists of two separate parallel arcs. The

Mura et al., Science 361, 774–777 (2018) 24 August 2018 2 of 4

Fig. 2. Images of the IFP (radiance) in polar orthographic projections with parallels and meridians
overplotted. (A) IFP on the south pole of Jupiter, as seen on 1 September 2017 at 22:50. The main spot
(top left corner of the image) is followed by a series of regularly spaced secondary spots, which are
alternate in displacement above and below the median track (blue). The thin blue arc with dots is the
sequence of the predicted IFP positions (20), with dots showing its position every 100 s. Radiances are in
mW m−2 sr−1. (B) As in (A), but showing a later image taken at 23:09. The main spot (indicated with a
blue arrow) has an oval shape, with an angular offset from the average direction of the tail (median
track). (C to E) The IFP in the north aurora, observed at 20:43, 20:48, and 20:53, respectively, on
1 September 2017. The model (20) is not shown in (C), (D), and (E) because it lies outside of the visible
region. The black and white pixels [especially in (D)] are the effect of penetrating radiation affecting
the detector. The results of Jacobsen et al.’s model is available in (23), figure 3, for comparison.
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poleward arc is thicker, more intense, and more
turbulent, whereas the equatorward arc is
fainter, thinner, and less turbulent. These fea-
tures are visible in previous and subsequent
images (taken within 1 hour) and extend for at
least 70° along the tail. This double footprint tail
has not been observed in UV images, probably
because of insufficient spatial resolution. How-
ever, other JIRAM images with similar spatial
resolution [(18), their figures 2 and 3] show a
single tail, indicating that the double feature is
not persistent or not present at all longitudes.
Compared with the cross-track displacement

of the IFP tail close to Io shown in Fig. 2 (~100 km),
the separation in Fig. 3 is larger: The parallel tail
components are separated by 500 to 1000 km.
The viewing angle in Fig. 3 is less than 10°, ruling
out the possibility that JIRAM was observing a
vertical (rather than horizontal) structure. The
difference in the shape and intensity of the two
arcs could be due to the Hall effect generating
brighter aurorae in Io’s atmosphere on the anti-
jovian side than on the jovian side (24). The
poleward part of the corresponding footprint on
Jupiter should then be brighter than the equa-
torward part, as observed. We suggest that the
smooth tail might arise from trans-hemispheric
electrons similarly to those of the TEB (13) fea-
ture in Fig. 2A, whereas the other tail might be
related to the wave, which would produce a
patchier tail. The splitting could then be due to
a northern anomaly in Jupiter’s magnetic field
(31), whichmight also explain why this bifurcation
is not observed in the southern aurora.

The comparison of the IFP with the footprint
of Ganymede (GFP) can provide insight into the
mechanisms that generate these morphologies.
Shown in Fig. 4 are several images of the GFP
(taken 30 s apart), as observed on 11 July 2017 on
Juno’s seventh close pass of the planet (north
hemisphere); at this time, Ganymede was well
southof theplasma sheet. The secondary, upstream
spot could be a TEB spot, and the main spot-
TEB distance of 1500 km is consistent with sim-
ilar measurements in the far UV at the same
longitude (28). However, the JIRAM images show
that each spot consists of two identical peaks
~170 km apart. This separation corresponds to a
tangential separation of ~10,000 km at the orbit
of Ganymede, if magnetically mapped with a
recent model (32) in a way similar to that of the
IFP. Each spot is also followed by a very faint tail
(26), which appears to be twisted.
As with the IFP, the spatial separations of

features in the Ganymede footprint are not con-
sistent with the simple specular reflection of
Alfvén waves. In the Ganymede case, however,
there is no trailing array of spots, with only two
visible. A possible explanation is that both the
leading and trailing magnetic reconnection re-
gions in Ganymede magnetosphere [(33), their
figure 1] generate locally enhanced Alfvén waves.
If so, the separation between the peaks is related
to the size of Ganymede’s magnetosphere. Both
the TEB and the main GFP display this double
structure, perhaps suggesting that the cause is
located at the origin of both the TEB and the
main GFP Alfvén waves. However, other scenar-

ios, such as reflections in the ionospheric resona-
tor (34), could be invoked as well.
Auroral footprints of jovianmoons are peculiar,

but not unique; a similar footprint of Enceladus is
observed at Saturn (35), and even tentative ev-
idence of footprints of extrasolar planets on their
central stars exists (36, 37). These auroral pro-
cesses apply to any electrically conducting moon
orbiting within a planet’s magnetosphere. The
Juno/JIRAM high-resolution images of the sat-
ellite footprints in the IR show substructures,
both in the spots and in the extended tail. The
close-spaced, multiple spots require a process that
occurs at smaller scales than would be produced
by a single pair of Alfvén wings, in linear regime,
bouncing between hemispheres, suggesting that
they are produced by interactions occurring close
to the moon, such as a train of vortices generated
in Io’s wake. Alternatively, interference between
Alfvén waves, rather than reflections, could be
responsible. Our images show that the extended
tail can occasionally form two parallel arcs. Be-
cause this bifurcation is not observed often, it is
possible that it is triggered by the northern
anomaly in Jupiter’s magnetic field. The Gany-
mede aurora expresses as twin spots, which may
probe Ganymede’s distant magnetosphere using
the auroral emission.
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BATTERIES

A high-energy-density lithium-oxygen
battery based on a reversible
four-electron conversion to lithium oxide
C. Xia, C. Y. Kwok, L. F. Nazar*

Lithium-oxygen (Li-O2) batteries have attracted much attention owing to the high
theoretical energy density afforded by the two-electron reduction of O2 to lithium peroxide
(Li2O2).We report an inorganic-electrolyte Li-O2 cell that cycles at an elevated temperature
via highly reversible four-electron redox to form crystalline lithium oxide (Li2O). It
relies on a bifunctional metal oxide host that catalyzes O–O bond cleavage on discharge,
yielding a high capacity of 11 milliampere-hours per square centimeter, and O2 evolution
on charge with very low overpotential. Online mass spectrometry and chemical
quantification confirm that oxidation of Li2O involves transfer of exactly 4 e–/O2. This
work shows that Li-O2 electrochemistry is not intrinsically limited once problems of
electrolyte, superoxide, and cathode host are overcome and that coulombic efficiency
close to 100% can be achieved.

L
ithium-oxygen (Li-O2) batteries have attracted
interest because of their energy density being
at least one magnitude higher than that of
conventional Li-ion batteries (1). A typical
Li-O2 cell is composed of a Li anode and a

porous carbon cathode, separated by a Li+-ion
conducting organic electrolyte (2). During dis-
charge, oxygen is reduced on the carbon cathode,
forming insoluble lithiumperoxide (Li2O2) (Eq. 1),
and this product is oxidized upon charge.

2Li + O2 → Li2O2 DrG° = –571 kJ mol–1 (1)

The commercialization of the Li-O2 battery and
its Na-O2 battery cousin (3) have been impeded
by the decomposition of organic electrolytes as
well as by the corrosion of the porous carbon
cathode hosts (4, 5). These drawbacks are directly
correlated to the high reactivity of peroxide and
superoxide in the Li-O2 and Na-O2 batteries, re-
spectively, and superoxide has also been reported
as the sole product of the Li-O2 cell (6). Although
effort has been made to improve the cycling per-
formance of Li-O2 cells—albeit by means of a com-
plex and debated pathway (7, 8)—the issues remain.
In comparison with the peroxide and super-

oxide, lithium oxide (Li2O) is much less chem-
ically reactive with organic solvents. Both peroxide
(9) and superoxide (10) react with organic electro-
lytes and with carbon in the cell. Owing to its
oxide anion, Li2O is benign as an oxidizing agent;
for example, it does not react with dimethyl
sulfoxide (DMSO), whereas Li2O2 oxidizes DMSO
to form dimethyl sulfone (fig. S1). More im-
portantly, Li-O2 cells based on Li2O as the dis-
charge product (Eq. 2) can theoretically deliver
a high specific energy and energy density of

5.2 kilowatt-hour (kWh) kg−1 and 10.5 kWh L−1,
respectively, exceeding that of fossil fuels [gas-
oline (9.5 kWh L−1)] (2)

2Li + 0.5O2 → Li2O DrG° = –561 kJ mol–1 (2)

Therefore, it is of much interest to seek a path-
way for reversible oxygen reduction to the oxide.
Consideration of the thermodynamics of the oxy-
gen reduction reaction (ORR) shows that not only
is the standard Gibbs reaction energy (DrG°) of
Eq. 1 [–571 kJ mol−1 (Li2O2)] lower than that of
Eq. 2 [–561 kJ mol−1 (Li2O)] (11), but the formation
of oxide requires O–O bond cleavage of oxygen
molecules, whereas peroxide does not. There-
fore, the formation of Li2O2, not Li2O, is thermo-
dynamically and kinetically favored at ambient
conditions.
We demonstrate that by increasing the operat-

ing temperature and exploiting stable inorganic
electrolytes and ORR catalysts, the reversible for-

mation of Li2O leads to a highly rechargeable
Li-O2 cell with high capacity, low overpotential
with transfer of 4 e–/O2, and excellent cycling
performance. Our cells were cycled at 150°C
because the thermodynamic driving force fa-
vors Li2O as the product above this temperature
rather than Li2O2 (Fig. 1A), as described by the
Gibbs-Helmholtz equation. The cell design is
depicted in Fig. 1B. A lithium nitrate/potassium
nitrate (LiNO3/KNO3) eutectic molten salt oper-
ates as the liquid electrolyte because of its good
chemical stability and high conductivity (12), and
a solid electrolyte [Li1.5Al0.5Ge1.5(PO4)3 (LAGP)]
membrane at the Li anode inhibits the crossover
of soluble products (fig. S2). A noncarbonaceous
composite cathode composed of nickel (Ni) nano-
particles coated in situ to form LixNiO2 supplies
the vital electrocatalyst that reversibly catalyzes
O–O bond cleavage and formation (fig. S3). De-
tailedmaterial synthesis and characterizationmeth-
ods are provided in the supplementary materials.
Cells were sealed with oxygen and cycled

between 2.6 and 3.5 V at an applied current of
0.1 mA cm−2 (Fig. 2). The inorganic electrolyte
Li-O2 cell with a Ni-nitrate composite cathode ex-
hibits a very high discharge capacity of 11 mA·hour
cm−2 (Fig. 2A, red solid curve). This value is more
than 20-fold higher than achieved in a cell using
an aprotic organic electrolyte and a carbon elec-
trode (0.5 mA·hour cm−2) (Fig. 2A, black dashed
curve) and infinitely higher compared with a Ni
electrode in an aprotic cell (Fig. 2A, red dashed
line). After fully discharging the cell to 2.6 V, the
x-ray diffraction (XRD) pattern of the compos-
ite cathode shows two peaks at 34° and 56°
assigned to the (111) and (022) reflections of Li2O
[Joint Committee on Powder Diffraction Stan-
dards (JCPDS) 01-077-2144] (Fig. 2B). A Raman
banddefinitive of Li2O at 523 cm−1 further supports
formation of the oxide (Fig. 2C). The scanning
electron microscopy (SEM) image in Fig. 2E re-
veals that the discharged cathode is covered with
large ~5-mm octahedral crystals, a morphology
characteristic of the Li2O antifluorite structure.
Because the solubility of Li2O in molten nitrate
is 27 mM at 150°C (fig. S5), we speculate that
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Fig. 1. Thermodynamics and configuration of the Li-O2 cell. (A) Gibbs reaction energy for
formation of Li2O and Li2O2 as a function of temperature. The thermodynamic data were calculated
according to the database of HSC chemistry version 5. (B) Configuration of the inorganic electrolyte
Li-O2 cell and schematic illustration of Li2O formation during discharge.
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solution-mediated Li2O transport—as reported
in aprotic Li-O2 and Na-O2 cells (13, 14)—is re-
sponsible for crystal nucleation and growth. A
high initial coulombic efficiency (CE) of 96% was
achieved after recharging the cell to 3.5 V, accom-
panied by a very low polarization of 0.2 V. The
disappearance of Li2O in the XRD pattern (Fig.
2B) and Raman spectrum (Fig. 2C) of the re-
charged cathode indicates Li2O is fully removed
by oxidation. Furthermore, the charged cathode
is bare (Fig. 2F, SEM), identical to before dis-
charge (Fig. 2D), indicating excellent electro-
chemical reversibility. There is a gravimetric
energy penalty owing to the higher mass of Ni
compared with that of carbon, but this can be im-
proved by optimizing the cathode microstructure
and mass. By contrast, the inorganic electro-
lyte Li-O2 cell by using a cathode composed of
Super P carbon—run at the same temperature of
150°C—shows about half the discharge capacity
(6.5 mA·hour cm−2) (Fig. 2A, black solid line).
Li2O2 is identified as the main discharge product
in the carbon electrode cell according to XRD and
Raman analysis (Fig. 2, B and C, black curves)
and is present as hexagonal-shaped Li2O2 crystal
agglomerates ~8 mm in dimension (Fig. 2G). We
assume that the quinone groups on carbon are
responsible for peroxide formation, as reported
(15). Crystalline Li2CO3 and amorphous Li2O were
also identified with XRD and x-ray photoelectron
spectroscopy (XPS) analysis, respectively (fig. S4).
These by-products are attributed to carbon corro-
sion by Li2O2 as reported in aprotic Li-O2 cells
(Eq. 3) (16) and to the reaction of Li2O2 with
nitrite (Eqs. 4 and 5). These electrochemically inert
by-products lower the cell rechargeability, evi-
denced by a low CE of only 75% on the first cycle.

2Li2O2 + C → Li2CO3 + Li2O (3)

Li2O2 + C + LiNO3 → Li2CO3 + LiNO2 (4)

Li2O2 + LiNO2 → Li2O + LiNO3 (5)

To further examine the electrochemical revers-
ibility, quantitative compositional changes of the
cathodic products at the 1st and 10th cycle were
analyzed (fig. S6). Cells with either carbon or the
Ni-nitrate composite cathode were discharged
to 2 mA·hour cm−2 and recharged to 3.5 V. Li2O
is the product in the composite cathode on dis-
charge (36.1 mmol, as quantified by means of
acid-base titration) (Fig. 3A and supplementary
materials, section S6-3), along with a tiny fraction
of Li2O2 (1.1 mmol). The total amount of Li2O and
Li2O2 (37.2 mmol) is nearly identical to the theo-
retical value of 37.3 mmol, assuming a 2e– transfer
per mole of products (Eqs. 6 and 7)

2Liþ þ 1

2
O2 þ 2e� → Li2O ð6Þ

2Li+ + O2 + 2e– → Li2O2 (7)

After recharging the cell to 3.5 V, the amount
of Li2O on the cathode is reduced to 2.6 mmol,

whereas no Li2O2 is observed. The residual Li2O
likely arises from its low solubility in the molten
nitrate electrolyte and crosses over to the electri-
cally insulating LAGP membrane, rendering it
electrochemically inaccessible. There are no
notable changes in the product quantity at the
10th cycle, indicating a reversible cathodic reaction.
By contrast, the Li-O2 cell using a carbon cathode
presents poor chemical reversibility (Fig. 3B).

On discharge, in addition to the major product
(Li2O2; 22.1 mmol), Li2CO3 (4.37 mmol) and Li2O
(12.4 mmol) also form. After recharging the
carbon cathode to 3.5 V, Li2O2 is fully oxidized,
whereas Li2CO3 and Li2O remain. On the basis
of mass spectrometry analysis of model cathodes,
formation of Li2CO3 and Li2O is likely electro-
chemically irreversible below 4 V in the absence
of an oxygen evolution reaction (OER) catalyst

Xia et al., Science 361, 777–781 (2018) 24 August 2018 2 of 5

Fig. 2. Characteristics of Li-O2 cells using carbon and Ni-nitrate composite cathodes.
(A) First discharge and charge curves of Li-O2 cells with a carbon cathode (black) and a Ni-based
cathode (red). The cells using aprotic electrolyte [0.5 M lithium bis(trifluoromethanesulfonyl)
imide (LiTFSI) in tetraethylene glycol dimethyl ether (TEGDME)] were examined at 25°C
(dashed lines), whereas the cells using the molten nitrate electrolyte were measured
at 150°C (solid lines). The current density is 0.1 mA cm−2, and cutoff voltages are 2.6 and
3.5 V. (B) XRD patterns, (C) Raman spectra, and (D to G) SEM images of (D) pristine Ni cathode,
(E) Ni cathode discharged to 2.6 V then (F) recharged to 3.5 V, and (G) carbon cathode
discharged to 2.6 V. Scale bars, 2 mm.
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(fig. S7). These by-products accumulate during cycl-
ing, leading to cathode passivation (fig. S8). Online
electrochemical mass spectrometry (OEMS) mon-
itoring of the gaseous products formed during
the 1st and 10th charge showed no other signals
aside from O2 (such as CO2, NO, and H2O) below
3.5 V. The first charge profile of the Li-O2 cell
with the Ni-nitrate cathode exhibits two plateaus
at 3.0 and 3.3 V (Fig. 3C). The rate of O2 evolu-

tion on either plateau is exactly equal to the the-
oretical value based on 4 e–/O2, indicating the
electrochemical oxidation of Li2O (Eq. 8)

2Li2O → 4Li+ + O2 + 4e– (8)

We speculate that the first plateau at 3.0 V is
due to the oxidation of Li2O crystallites that are

deposited near or on the Ni catalyst at the
cathode, whereas the higher plateau at 3.3 V
(whose disappearance at the 10th charge is not
well understood at present) corresponds to the
oxidation of Li2O deposited on LAGP. In the
latter case, the soluble oxide must diffuse back
to the Ni particles for OER, creating a kinetic
overpotential as previously noted in Na-O2 cells
(17). Moreover, rechargeability is improved on
cycling as indicated by more oxygen evolution
and a more prolonged charge plateau at 3.0 V,
with a CE of 100%.
By contrast, the carbon cathode Li-O2 cell ex-

hibits a voltage plateau at ~2.9 V on the 1st charge,
whereOEMS shows that oxygen is initially evolved
at a rate close to theoretical for Li2O2 oxidation
based on 2e–/O2 (Eq. 9). The voltage is close to
expected at 150°C (2.84 V)

Li2O2 → 2Li+ + O2 + 2e– (9)

Subsequently, the rate of oxygen evolution
greatly diminishes and is followed by a false
“peak” as a consequence of the voltage cutoff
(3.5 V). This behavior is indicative of substantial
parasitic reactions that hinder the OER process
(18). Passivation of the carbon cathode results
in an increase of cell overpotential at the 10th
charge (Fig. 3B).
The Ni-nitrate cathode Li-O2 cell was cycled

with a limited capacity of 0.5 mA·hour cm–2

at 0.2 mA cm–2 for 150 cycles (Fig. 4A), with
low overpotential. At a lower current density
of 0.1 mA cm−2 (fig. S9), the polarization is fur-
ther reduced (0.16 V; comparable with Fig. 2A).
Shallow cycling was necessary to limit the amount
of Li transfer at the negative electrode in order
to provide proof of concept of the rechargeability
at the cathode. The cell exhibits two discharge
plateaus, the first at ~2.9 V corresponding to a
very low capacity (~0.1 mA·hour cm−2), followed
by a much longer discharge plateau at ~2.7 V.
The Ni-nitrate cathode cell at amuch deeper state
of discharge of 11 mA·hour cm−2 exhibits a similar
electrochemical profile, although the first short
plateau is masked by the large discharge capacity
(Fig. 2A). We ascribe the first plateau in Fig. 4A to
initial formation of the Li2O species in solution,
which has a different formation energy than that
of solid Li2O. Phase field simulations of Li-O2

electrochemistry report that a higher potential
results from nucleation of a supersaturated solu-
tion of solvated species before growth of solid
products (19). The longer plateau at 2.7 V cor-
responds to oxygen reduction at the surface of
the catalyst to form Li2O. Upon charge, the cell
also exhibits two charge plateaus at ~3.0 and
~3.3 V, which is in agreement with the OEMS
measurement (Fig. 3D) and the deep-cycled Ni-
nitrate cathode in Fig. 2A. The CE of the cell in-
creases rapidly from 80 to 100% over four cycles
and is subsequently stable (Fig. 4B). This per-
formance is superior to that of aprotic organic
electrolyte Li-O2 cells and their cousins (Na-O2

andK-O2) (14, 20), where parasitic reactions cause
poor cycling performance: A monolayer of car-
bonate created at the C-Li2O2 interface causes
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Fig. 3. High reversibility of molten salt electrolyte Li-O2 cells using a Ni-nitrate
composite cathode. (A and B) Quantitative analysis of cathodic products. Shown are Li2O (red),
Li2O2 (yellow), and Li2CO3 (gray), at the 1st and 10th cycle using (A) Ni-nitrate composite
cathode and (B) carbon cathode. The discharge limit is 2 mA∙hour cm−2, and the charge limit
is 3.5 V. The current density is 0.1 mA cm–2. (C and D) Online mass spectrometry analysis
of gaseous oxygen evolution upon (C) 1st charge and (D) 10th charge using a carbon
cathode (black) and a Ni-based composite cathode (red). Cells were predischarged to
2 mA∙hour cm–2 at 0.1 mA cm–2. The charging rate was 0.2 mA cm–2 in order to enhance
the O2 mass spectrometry signal.

Fig. 4. Cycling performance of a molten salt electrolyte Li-O2 cell with a Ni-nitrate composite
cathode. (A) Discharge and charge curves over 150 cycles at a constant current of 0.2 mA cm–2.
(B) The corresponding changes of discharge capacity (red), charge capacity (black), and CE
(blue) during cycling. The CE ultimately reaches 100.8% because a 3.5 V cutoff was chosen as
the charge limit, whereas O2 evolution stops at a charge voltage of 3.48 V (Fig. 3D); the slight
additional charge capacity can be ascribed to a trace of nitrate decomposition.
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an increase of interfacial resistance (16), and de-
composition of organic electrolyte is triggered
by a superoxide attack that forms carbon-centered
radicals (21). By using inorganic electrolytes,
electrolyte degradation is avoided. A layer of
lithiated nickel (III) oxide and Ni2O3 on the sur-
face of the Ni particles (because of the oxidation
of Ni by LiNO3) (fig. S3) provides a protective
passivation layer; meanwhile, lithiation improves
the electronic conductivity of the oxide layer
(22). Hence, the chemically stable inorganic
electrolyte and cathode play critical and syn-
ergistic roles. Although we used a Li+-ion con-
ducting interface between the Li and LAGP in

order to prevent direct reduction of the LAGP
(23), degradation of the LAGP membrane over
150 cycles—arising from its probable poor sta-
bility in molten nitrate and some localized re-
duction (fig. S10, A and B)—led to increased
impedance from the membrane (fig. S10C). This
resulted in an increase of the overpotential by
0.15 V over 150 cycles. More effort is needed to
address the challenges on the negative electrode
side, such as the development of robust polymer-
inorganic membranes.
To explain the mechanism, we propose a

peroxide-mediated ORR pathway, illustrated
in Fig. 5A and outlined below.

Diffusion: Upon discharge, oxygen adsorbs
on the surface of the cathode (Eq. 10)

O2 → O2,ad (10)

Reduction: Oxygen is electrochemically reduced
to form lithium peroxide (Li2O2,ad), via a two elec-
tron transfer, on the surface of the Ni/LixNiO2

catalyst (Eq. 11)

O2,ad + 2e– + Li+ → Li2O2,ad (11)

Desorption: A small amount of Li2O2,ad slowly
desorbs from the catalyst surface, governed by
its low solubility and diffusibility in the molten
nitrate electrolyte (Eq. 12)

Li2O2,ad → Li2O2,electrolyte (12)

Disproportionation: The major remaining Li2O2

is converted to Li2O by the catalyst through dis-
proportionation (Eq. 13)

Li2O2;ad ⇄ Li2O;ad þ 1

2
O2 ð13Þ

Transport: Once formed, Li2O is soluble in the
electrolyte (Eq. 14), and on supersaturation for-
mation of Li2O nuclei triggers nucleation and
growth to result in micrometer-sized Li2O crystals
following (24)

Li2O,ad → Li2O,electrolyte (14)

Experimental and computational studies suggest
that the ORR pathway via peroxide is opera-
tive over a variety of metal catalysts (such as
platinum, mercury, and silver) (25, 26). We quan-
tified the amount of Li2O2 formed at different
discharge conditions after discharge to 2 mA·hour
cm−2. As shown in Fig. 5, B and C, the amount of
Li2O2 increases from 0 mmol at 0.05 mA cm−2 to
4 mmol at 0.2 mA cm−2, whereas it decreases from
3.5 mmol at 135°C to 0 mmol at 170°C. According
to the proposed ORR pathway, the fast formation
of Li2O2 at higher discharge rates likely results
in some Li2O2 remaining owing to relatively slow
disproportionation (rate-determining step). How-
ever, the elevated temperature accelerates dis-
proportionation, rapidly converting Li2O2 to Li2O.
Evidence confirming the catalytic disproportiona-
tion of Li2O2 is shown in Fig. 5, D and E. When
a mixture composed of commercial Li2O2 powder
and the Ni-nitrate cathode was heated at 150°C,
oxygen evolution was detected with mass spec-
trometry, accompanied by diffraction peaks of
Li2O in the XRD pattern of the mixture. Neither
features are observed in the absence of either
component.
Suntivich et al. have shown that high ORR

activity for transition metal oxide catalysts pri-
marily correlates to s*-orbital (eg) occupation and
the extent of transition-metal–oxygen covalency
(27). Optimal activity correlates to an eg occupancy
is close to unity. Consistent with this design
principle, the surface LixNiO2 species on the Ni
particle contains Ni3+ with an electron configura-
tion of t2g

6eg
1 (28). Furthermore, the Ni3+/Ni2+

Xia et al., Science 361, 777–781 (2018) 24 August 2018 4 of 5

Fig. 5. Mechanistic studies of the oxygen reduction reaction over the Ni-based
composite catalyst. (A) Schematic illustration of the pathway of the oxygen reduction
reaction. (B and C) Effects of (B) operating temperature and (C) discharge rates on the
composition of oxygen reduction products, Li2O (red) and Li2O2 (yellow). A discharge rate
of 0.1 mA cm–2 was applied to study the temperature effects, and 150°C was chosen to
investigate the effects of discharge rate. All cells were discharged to 2 mA·hour cm−2 before
quantitative analysis. (D) Oxygen mass spectrometry signal response on heating a mixture
composed of commercial Li2O2 powder with Ni-nitrate composite cathode (red), Ni (blue),
and molten nitrate (black) at 150°C, respectively. (E) Their corresponding XRD patterns were
obtained after heating the mixtures for 1 week.
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redox couple promotes charge transfer between
surface cations and adsorbates. Both factors give
rise to a high ORR activity of LixNiO2 (29). Al-
though the thermodynamic driving force for the
disproportionation of Li2O2 is very small (only
–0.063 kJ mol−1 at 150°C), the removal of Li2O
from the catalyst surface via solution-mediated
transport will shift the equilibrium (Eq. 13)
toward the right, exposing the active catalyst sur-
face. The spontaneous disproportionation reaction
on oxygen reduction dictates that OER must
follow a different pathway, however. Indeed, no
Li2O2 intermediate is observed when charging a
Li-O2 cell by using a Li2O-prefilled cathode (fig.
S11). We speculate that Li2O is solubilized and
diffuses to the surface of LixNiO2 for electro-
catalytic oxidation via a direct 4 e– pathway.
Suntivich et al. also concluded that the OER
activity of metal oxides, similar to ORR, is de-
pendent on the occupancy of 3d electron states
with eg symmetry (30). Thus, although LixNiO2

is an effective ORR catalyst, it also reversibly
catalyzes OER (31), leading to a low charge
overpotential.
By tuning the operating temperature and

using a single bifunctional ORR/OER catalyst,
our Li-O2 battery overcomes the barriers of
thermodynamics and kinetics, leading to the
electrochemically reversible formation of Li2O
instead of Li2O2. The in situ–generated LixNiO2

electrocatalyst—applicable to othermetal oxygen
electrochemistries—catalyzes both O–O cleavage
to form Li2O on discharge, and the reverse pro-
cess that releases oxygen upon charge in a 4e–/O2

process with excellent CE and low polarization.
The latter is aided by electrolyte-solubilized Li2O
transfer. The fact that the Li-O cell is more
reversible when Li2O is the product is a con-
sequence of the less reactive chemical nature
of oxide versus superoxide or peroxide. Moreover,
the use of chemically stable inorganic electrolytes
and a noncarbonaceous cathode circumvents the
degradation of organic electrolyte and carbon

corrosion, which form the main failure mech-
anisms for nonaqueous Li-O2 cells. The “Li2O”
cell presented here is akin to both fuel cells and
electrolyzers—which also operate on the basis
of a 4 e– electrocatalyzed reaction—in which
Li2O replaces H2O, and the combination forms
a simple reversible energy storage system.Whereas
elevated operating temperatures can limit bat-
tery applications, commercialized sodium nickel
chloride (ZEBRA) cells andNa-S batteries run at
much higher temperatures (~325°C), and proton-
exchange membrane (PEM) fuel cells are recently
trending to temperatures between 120° and 180°C
(32). More fundamentally though, our work di-
rectly addresses a number of issues associated
with Li-O2 chemistry, showing that it is not in-
trinsically limited and that four-electron transfer
from Li2O is possible, reversible, and operates
with almost theoretical CE.
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QUASICRYSTALS

Dirac electrons in a dodecagonal
graphene quasicrystal
Sung Joon Ahn1*, Pilkyung Moon2,3*, Tae-Hoon Kim4*, Hyun-Woo Kim1,
Ha-Chul Shin1, Eun Hye Kim1, Hyun Woo Cha4, Se-Jong Kahng5, Philip Kim6,
Mikito Koshino7, Young-Woo Son8†, Cheol-Woong Yang4†, Joung Real Ahn1,9†

Quantum states of quasiparticles in solids are dictated by symmetry. We have
experimentally demonstrated quantum states of Dirac electrons in a two-dimensional
quasicrystal without translational symmetry. A dodecagonal quasicrystalline order was
realized by epitaxial growth of twisted bilayer graphene rotated exactly 30°. We grew the
graphene quasicrystal up to a millimeter scale on a silicon carbide surface while
maintaining the single rotation angle over an entire sample and successfully isolated the
quasicrystal from a substrate, demonstrating its structural and chemical stability under
ambient conditions. Multiple Dirac cones replicated with the 12-fold rotational symmetry
were observed in angle-resolved photoemission spectra, which revealed anomalous strong
interlayer coupling with quasi-periodicity. Our study provides a way to explore physical
properties of relativistic fermions with controllable quasicrystalline orders.

Q
uasicrystals, which can have quasi-periodic
orders (such as rotational symmetry) with-
out spatial periodicity, have been used to
study quantum states between the limits
of periodic order and disorder (1–15). The

study of the influence of quasi-periodic order has
focused on extended wave functions of ordered
states, pseudogaps, and fine structures of density
of states (16–28). However, these studies have
been limited to nonrelativistic fermions. We have
found experimentally that a relativistic Dirac
fermion quasicrystal can be realized when the
Dirac electrons in a single-layer graphene are
incommensurately modulated by another single-
layer graphene that is rotated by exactly 30°.
Such a twisted bilayer graphene (TBG) can form
a 12-fold quasicrystalline order through inter-
actions between the two layers.
This TBG quasicrystal is a direct material real-

ization of the algorithmic quasicrystal construc-
tion process first proposed by Stampfli, with two
ideal hexagonal grids rotated 30° with respect
to each other (29, 30). We observed that the
graphene quasicrystal has distinct Dirac cone
replicas in the Brillouin zone. Furthermore, it
shows characteristic electronic structures that

differ from the periodic TBG crystalswith rotation
angles near 30°. Angle-resolved photoemission
spectroscopy (ARPES) revealed many replicas of
Dirac cones with 12-fold rotational symmetry,
indicating large enhancement of interlayer coupl-
ing with the quasicrystalline order. We show that
the graphene quasicrystal can be used to explore
quantum states of Dirac electrons in quasi-
periodic order, just as a single-layer graphene
has served as the quintessential material for
studying Dirac fermions in periodic crystals.
Furthermore, it has been predicted theoretically
that four-dimensional (4D) quantumHall effects
of Dirac fermions can be studied in the 2D quasi-
crystal (31). Thus, the experimental achievement
of the quasicrystal of Dirac fermions in two dimen-
sions can be a starting point to approach higher-
dimensional physics of quasiparticles in solids.
We grew graphene quasicrystals on the Si face

of the 4H-SiC (0001) surface [see figs. S1 and S2
in supplementarymaterials (SM)]. The upper- and
lower-layer graphene of the TBG had rotational
angles of 0° and 30° (hereafter referred to as R0°
and R30°), respectively, relative to the orienta-
tion of the SiC (0001) surface. Usually, when
graphene is thermally grown on a Si face of 4H-
or 6H-SiC (0001), the graphene assumes the
R30° configuration (32–35). In contrast, by using
borazine gas in a vacuum system, a hexagonal
boron nitride (h-BN) layer with R0° can be grown
epitaxially at 1050°C, where the typical p and s
energy bands of h-BN were observed in the
previous ARPES experiments (fig. S1) (36). Thus,
we first grew a h-BN layer with R0° by using
borazine gas at 1050°C and then heated the sys-
tem at a higher temperature of 1600°C to replace
h-BN with a graphene layer while maintaining
the same angle of 0° (fig. S1) (36). A buffer layer
exists between graphene with R0° and bulk SiC,
where the buffer layer has the same atomic struc-
ture as single-layer graphene but is insulating
because some carbon atoms bond to underlying

Si atoms (33). This procedure enabled the forma-
tion of the upper layer of the graphene quasi-
crystal (36). Finally, when the sample was heated
further at 1600°C, a graphene layer with R30°
grew between the first graphene layer with R0°
and the SiC (0001) substrate, resulting in TBG
with an exact rotational angle of 30° (fig. S2, B, D,
and F). In this case, a buffer layer exists between
the graphene quasicrystal and bulk SiC (fig. S2,
B, D, and F). Another method can be used to
grow the graphene quasicrystal. When hydrogen
atoms are intercalated between the buffer layer
underlying graphene with R0° and bulk SiC, the
buffer layer changes into graphene with R30°
(fig. S2, C, E, and G) (33). The hydrogen intercala-
tion results in the same graphene quasicrystal on
a hydrogen-terminated SiC surface (33). In this
case, there is no buffer layer between the gra-
phene quasicrystal and bulk SiC (fig. S2, C, E,
and G). The nonexistence of boron and nitrogen
atoms in the graphene quasicrystal was proved
by x-ray photoemission spectroscopy (fig. S3).
The Si 2p and C 1s spectra in fig. S3 suggest that
the buffer layer in this system is the same as the
buffer layer of epitaxial graphene with R30° on
SiC (32, 33). The present epitaxial growth has
merit over a manual transfer (37–39) in making
the quasicrystal because of the inevitable errors
in twisting angles as well as the local distortions
during the transfer process.
We determined the crystal orientation of the

graphene layers from low-energy electron diffrac-
tion (LEED) and transmission electron micros-
copy (TEM) measurements (Fig. 1 and figs. S4
and S5). The upper and lower layers of the TBG
can be clearly distinguished from the LEED pat-
tern (Fig. 1A) because the intensity of the 1×1
LEED pattern of the upper-layer graphene (the
red hexagon in Fig. 1A) is higher than that of
the lower-layer graphene (the blue hexagon in
Fig. 1A). The LEED spots other than the 1×1 LEED
patterns come from the quasi-periodic order
induced by the interlayer interaction. As shown
in Fig. 1B, our observation is fully consistent with
the simulated pattern from an atomic structure
model of graphene quasicrystal (see also fig. S6).
By using the 1-mm by 1-mm electron beam, we
also confirmed that the LEED pattern is uniform
throughout the entire sample size of up to 4 mm
by 7mm,where the sample size is limited only by
our experimental setup and can be scaled up to a
wafer scale (fig. S5). Furthermore, the coherent
length of the graphene quasicrystal was similar
to that of typical epitaxial graphene with R30°
grown on SiC (fig. S4).
The graphene quasicrystal can be spatially

mapped onto a quasicrystal lattice model con-
structed by dodecagonal compound tessellations
(Fig. 1, D and E, and figs. S7, D and E; S8; and
S9) (29, 30). Squares, rhombuses, and equilateral
triangles with different orientations can fill the
entire space with a 12-fold rotationally symmetric
pattern without translational symmetry. Because
the Stampfli tiles have a fractal structure with
self-similarity, the same pattern emerges at a
larger scale with an irrational scaling factor. For
the graphene quasicrystal, the Stampfli tiles have
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(Fig. 1, D and E,
and figs. S7 to S9) (29). As shown in the atomic
model (Fig. 1, C and D), the graphene quasicrystal
results in Stampfli tiles such as equilateral
triangles and rhombuses. In the false-colored
TEM image of the graphene quasicrystal trans-
ferred from a SiC wafer to a TEM grid (Fig. 1F
and fig. S7D), the Stampfli tiles, including squares
(blue), rhombuses (red), and equilateral triangles
(green) with different orientations, are clearly
observed. The LEED pattern and TEM image
clearly indicate that the TBG with a rotational
angle of 30° has a quasicrystalline order with
12-fold rotational symmetry. The detailed TEM
images match the Stampfli tiling very well, with
a few minute differences between them (figs. S8
to S12). The slight differences originate mainly
from different internal structures of Stampfli
tiles due to the different radial distances from
the center (figs. S10 to S12). In addition, because
our TEM image was taken for our transferred
sample on a TEM grid, the height of the freestand-
ing graphene could vary in space slightly, thus
defocusing the image locally. The successful TEM
experiments show that the graphene quasicrystal
can be isolated from a substrate and is chem-
ically and structurally stable at room temper-
ature in air.
The characteristic electronic structures were de-

termined from ARPES measurements. Figure 2A
shows the constant energymap of ARPES spectra
of the graphene quasicrystal, and Fig. 2C shows
the enlarged view in the vicinity of the zero
crystal momentum denoted by the G point (see
also fig. S13). Several replicas of main Dirac
cones respecting the 12-fold rotational symme-
try were observed throughout the momentum
space (Fig. 2), in sharp contrast to the usual
TBGs with an arbitrary rotational angle other
than 30° (40, 41). Considering the large photon
beam size of 3 mm by 3 mm in our ARPES sys-
tem, the energy-momentum dispersions through-
out the entire momentum space ensure the
uniform sample quality, as in the LEED experi-
ments. Like the LEED patterns, the intensities of
the photoemission spectra of the lower graphene
layer are weaker than those of the upper gra-
phene layer (Fig. 2A) because of attenuated
intensities for photoemitted electrons from the
lower layer.
To understand the origin of the 12-fold Dirac

cone replicas, we performed a numerical sim-
ulation of the ARPES spectra by using a single-
particle tight-binding model that has been
successfully used for describing various elec-
tronic properties of TBGs of general angles
(42, 43) (see SM for the detailed methods).
Figure 3A shows the constant energy map at
the Fermi energy (i.e., 0.3 eV above the Dirac
point) of simulated ARPES spectra. The red
(blue) contours indicate that those Dirac cones
originate mainly from inter- and intralayer
scatterings of the wave functions of the upper
(lower) graphene layer. In stacked crystals, a
state jki in the upper layer is scattered to every
jk′i state in the lower layer, which satisfies
the generalized Umklapp scattering condition of

k +G= k′ +G′. Here, k andG (k′ andG′) are the
in-plane wave vector and reciprocal vector of
the upper (lower) layer, respectively (44, 45).
The coupling strength between jki and jk′i

is proportional to t(k + G) = t(k′ + G′), where
t(q) is the in-plane Fourier transform of the in-
terlayer transfer integral and where q ð≡ kþ
G ¼ k′ þG′Þ is the equivalent wave vector
common to both layers (44). Figure 3, B to D,
shows some examples of the Umklapp scatter-
ing from the Dirac point (k = K) of the upper
layer, which shows that the scattering with dif-
ferent vectors G is mapped to distinct wave
vectors k′ in the lower layer. We can also
check this finding given that, though the states

jk þGi have the same wave function at the
lattice point in the upper layer regardless of G,
the states jk′ þG′i which satisfy k′ + G′ = k +
G give distinct wave functions in the lower layer
for different G (see SM for a detailed explana-
tion). Each scattering event makes a replica of
the Dirac cone (originally at k = K) at k′. Be-
cause G and G′ are neither identical nor com-
mensurate in graphene quasicrystal, there
are many distinct Dirac cone replicas in the
momentum space. Likewise, the Dirac cone at
k′ of the lower layer is replicated at k of the
upper layer, satisfying k + G = k′ + G′.
From these calculations, the observed posi-

tions of Dirac cones in our ARPES experiment
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Fig. 1. A LEED pattern and a TEM image of graphene quasicrystal. (A) A LEED pattern of
graphene quasicrystal. (B) A Fourier-transformed pattern of graphene quasicrystal (see also fig. S6
in SM). (C and D) An atomic structure model of TBG with R30°. (E) Atomic structures and TEM
images of Stampfli tiles [rhombuses (red), equilateral triangles (green), and squares (blue)].
(F) A false-colored TEM image of graphene quasicrystal mapped with 12-fold Stampfli-inflation tiling.
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are reproduced in our simulations as shown in
Fig. 3, E and F. The observed positions, however,
cannot be reproduced if the angle deviates from
30° very slightly (fig. S13, D and E). For example,
if the twisted angle is 29.9576°, the TBG has a
translational symmetry with a periodic supercell
that is 1351 times the graphene unit cell, and the
computed positions of the Dirac cone replicas in
this quasicrystal approximant were not con-
sistent with the experimental ones (fig. S13E).
Close inspection of ARPES intensities of Dirac

cone replicas highlights the important role of
higher-order Umklapp scatterings in realizing
12-fold Dirac cones in graphene quasicrystals.
Within a single Umklapp scattering process,
the scattering strength is proportional to the
wave vector q component of the in-plane Fourier
transform of the interlayer transfer integral t(q).
Figure 3, B to D, shows the examples of the
scattering with the shortest three vectors jqj, and
Fig. 3E shows the entire map of the Dirac cone
replicas up to the shortest eight vectors jqj. The

numbers in the circles indicate the order of the
length of jqj (see SM and fig. S19) (44, 45). For a
single Umklapp scattering, the scattering in-
tensity should decrease rapidly with jqj as shown
in Fig. 3G because t(q) decays exponentially with
large jqj, as demonstrated in fig. S19C. However,
because the number of Umklapp scattering events
which give the same jqjalso increases very rapidly
with increasing jqj, the intensities of higher-order
Dirac cone replicas increase markedly compared
with single-scattering intensities, as shown in
Fig. 3G (e.g., intensities are enhanced by factors
of 1.15 × 105 and 7.40 × 1011 with jqj = 6.14 and
9.01 Å−1, respectively). Thus, the resulting inten-
sities for larger jqj become similar (Fig. 3G).
In our experiment, we observed a similar

trend in ARPES intensities (Fig. 3G). The first
two intensities of Dirac cone replicas decrease
exponentially, and the remaining Dirac cones
show almost constant intensities. Although a
general trend of intensities in our experiment
agrees well with theoretical expectations, the

absolute relative intensities do not match the
computed ones. The discrepancies between ex-
perimental and simulated intensities of theDirac
cone replicas may originate from hidden scat-
tering paths for large jqj Umklapp processes,
such as with the surface reconstruction of the
SiC substrate (32, 34, 46–48), or impurities or
localized states that may not be properly ac-
counted for in the simulation on the basis of
single-particle pictures.
Detailed shapes of Dirac cone replicas in

the graphene quasicrystal also show their char-
acteristic features. They were all electron-doped,
and the Dirac point energies of replicas on the
upper and lower layers were nearly identical
(Fig. 4, A and B). The average values of the Dirac
points of the upper- and lower-layer graphene of
the graphene quasicrystal measured from dif-
ferent samples with different photon energies
are approximately 0.29 and 0.30 eV, respectively,
where the overall energy resolution was approx-
imately 60 meV (fig. S15). In typical epitaxial
graphene on a SiC (0001) substrate, electrons
were transferred from the SiC substrate to gra-
phene (32–34, 46). Likewise, we expected a rel-
ative shift of the Dirac points between the two
layers caused by the effective perpendicular elec-
tric field, as shown in recent studies on gated
TBGs (49, 50). Unlike gated TBGs (49, 50), how-
ever, all Dirac cones in the sample had almost
identical Dirac point energies, showing an anom-
alous doping behavior. Within a single-particle
tight-binding approach, the doping dependence
shown in Fig. 4 could not be described very well,
implying either stronger interlayer coupling or
larger interlayer screening. We also could not
exclude other dopant sources such as carbon or
silicon clusters. Further theoretical and exper-
imental work is needed to resolve the anomalous
doping in future.
This anomalous interlayer screening is in

accordance with the exponential enhancement
of ARPES intensities of high-order Dirac cone
replicas (Fig. 3G) because of the higher-order
Umklapp scatterings. Regardless of the large varia-
tion in ARPES intensities of Dirac cone replicas,
their Fermi velocities are almost constant (Fig.
4C; see also fig. S13F) (51, 52). The overall inter-
action strength between Dirac cones on upper
and lower layers can be estimated as jtðqÞ=DEj2,
whereDE is the energy difference between jkiand
jk′i states. In TBGs, DE for the dominant inter-
action near the Dirac point is proportional to the
rotation angle. Thus, TBGs with small angles
exhibit very strong coupling between jki and jk′i
because DE is very small, causing strong distor-
tion of the Dirac cone structures, such as the
additional renormalization of Fermi velocity
(42, 53). In the graphene quasicrystal, however, DE
is very large, so we expect negligible distortion of
the Dirac cone structures. As expected, all of the
Dirac cones showed awell-defined linearmomen-
tum-energy relation (Fig. 4, B and C). Further-
more, the Fermi velocities of the Dirac cones did
not differ as much as would be expected from
Umklapp scattering with large jqj values. The
energy distribution curves (fig. S14) show that a
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Fig. 2. Constant energy maps of ARPES spectra of graphene quasicrystal. (A) A constant
energy map at the Dirac point energy (ED) located at a binding energy of 0.3 eV, where the K points
of the upper- and lower-layer graphene are K and K′, respectively. The intensities near the G point
were magnified by 100, and the intensity of the Dirac cone at the K point was reduced by half.
(B) A schematic drawing of Dirac cones shown in (A), where red and blue Dirac cones come from the
upper- and lower-layer graphene, respectively, and the gray plane indicates the Dirac point, with
the darker and brighter colors indicating binding energies above and below the Dirac point.
(C) Enlarged constant energy maps near the G point indicated by the circle in (A). (D) A schematic
drawing of Dirac cones near the G point shown in (C).
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Fig. 3. Calculations of the electronic struc-
ture of graphene quasicrystal. (A) A constant
energy map at the Fermi energy (0.3 eV above
the Dirac points) of simulated ARPES spectra of
graphene quasicrystal. The color of each Dirac
cone indicates whether the Dirac cone originates
mainly from the states in the upper (red) or
the lower (blue) graphene layer. The intensity of
each Dirac cone indicates the scattering
intensity plotted on a log scale. The intensities of
the Dirac cones near the G point were magnified
by a factor of 109. Letters A and B designate the
original Dirac cones, and letters C to F represent
the Dirac cone replicas. (B to D) Umklapp
scattering paths from the Dirac point of the upper
layer with the shortest three wave vectors jqj
involved in the Umklapp process (see the text).
Each panel shows the scattering involving different
G. (E) A schematic drawing of the locations of
Dirac cones in calculations, where the Dirac cones
were ranked by the length of jqj (rankings are
indicated by the numbers in the circles) and the
size of the circle is proportional to the intensity
calculated theoretically (see also figs. S19 and
S20). (F) A schematic drawing of the locations of
Dirac cones in ARPES measurements, where the
Dirac cones were also ranked by the length of jqj
as in (E). Both the intensity and the size of the
circle are proportional to the intensity measured
experimentally. (G) The experimental intensities of
Dirac cones plotted as a function of jqj and the
theoretical calculations of the contribution to the
ARPES intensity from the single (multiple)
scattering plotted as a function of jqj. Black (gray)
circles in (G) show the contribution from the single
(multiple) scattering (see also SM and fig. S19). Red and blue circles in (G) show experimental intensities of Dirac cones plotted as a function of jqj. I/I0 is the ratio
of the intensity of each Dirac cone replica to that of the main Dirac cone of the upper-layer graphene.

Fig. 4. ARPES spectra and Fermi velocities of graphene quasicrystal. (A) Constant
energy maps of ARPES spectra of graphene quasicrystal with different binding energies.
(B) Energy-momentum dispersions of Dirac cones at the K points of the upper- and
lower-layer graphene. ky is the electron momentum across the K point, as shown in Fig. 2A.
(C) The fitted lines of energy-momentum dispersions of Dirac cones used to extract Fermi
velocities (see also fig. S13F for detailed comparison between the experimental dispersions and
the fitted lines), where the Fermi velocities of the A, B, C, and D Dirac cones (see Fig. 3A for the
notations of the Dirac cones) are 0.93 × 106, 0.92 × 106, 0.89 × 106, and 0.91 × 106 m/s,
respectively. In the inset of (C), experimental dispersions are overlapped with the fitted lines.
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typical pseudogap feature in epitaxial graphene
(46, 54) occurs at the Dirac points for both layers.
Having established the quasicrystalline order in
our TBG system and shown its consequence in
realizing a distinct Dirac electron system, we ex-
pect that the TBG rotated by exactly 30° will be
an important material for studying various un-
solved issues (26–28, 30, 31) in anomalous physical
properties of quasicrystals.
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SURFACE CHEMISTRY

High-affinity adsorption leads
to molecularly ordered interfaces
on TiO2 in air and solution
Jan Balajka1, Melissa A. Hines2, William J. I. DeBenedetti2, Mojmir Komora1,3,4,
Jiri Pavelec1, Michael Schmid1, Ulrike Diebold1*

Researchers around the world have observed the formation of molecularly ordered
structures of unknown origin on the surface of titanium dioxide (TiO2) photocatalysts
exposed to air and solution. Using a combination of atomic-scale microscopy and
spectroscopy, we show that TiO2 selectively adsorbs atmospheric carboxylic acids that are
typically present in parts-per-billion concentrations while effectively repelling other
adsorbates, such as alcohols, that are present in much higher concentrations. The high
affinity of the surface for carboxylic acids is attributed to their bidentate binding.
These self-assembled monolayers have the unusual property of being both hydrophobic
and highly water-soluble, which may contribute to the self-cleaning properties of TiO2.
This finding is relevant to TiO2 photocatalysis, because the self-assembled carboxylate
monolayers block the undercoordinated surface cation sites typically implicated
in photocatalysis.

M
etal oxide photocatalysts formed from
earth-abundant metals have attracted
a great deal of attention, particularly for
environmental remediation and photo-
catalysis (1). These materials are attractive

because they are inexpensive, they are typically
very stable under reactive conditions (e.g., in air
or solution), and their semiconducting nature
enables efficient generation of long-lived photo-
carriers that diffuse to the surface and initiate
chemical reactions. Although some of these ma-
terials have been commercialized, an atomic-scale
understanding of their reactivity in ambient and
solution environments has proven elusive, in part
because of the diversity of possible active sites
on metal oxide surfaces and the complex milieu
of reactants in ambient environments. Although
scientists have made considerable strides in un-
derstanding the atomic-scale structure of model
catalysts in vacuum (2–4), the study of solution/
metal oxide interfaces is just emerging (5–9).

An early indication of complexity at the
solution/metal oxide interface was the obser-
vation of photoswitching (10). When TiO2 sur-
faces in ambient environments are irradiated
with ultraviolet (UV) light, they become hydro-
philic, but they slowly revert to hydrophobicity
in the dark. In contrast, clean TiO2 is unaffected
by UV irradiation in vacuum. The UV-induced
hydrophilicity in ambient environments is now
understood to be due to facile oxidation of ad-
sorbates, such as hydrocarbons, to produce, for
example, hydroxylated species (11). The reverse
dark reaction has never been explained. Although
there have been suspicions that the hydrophobic
dark state results from adventitious contamina-
tion, recent reports of the formation of a highly
ordered surface structure with (2 × 1) symmetry
on TiO2 rutile (110) in H2O (12), or after expo-
sure to H2O (13) or air (14, 15), have called this
into question. On the basis of a combination of
scanning tunneling microscopy (STM) and x-ray

diffraction (XRD), this structure was recently
assigned to a new ordered state of adsorbed H2O—
persistent in vacuum at room temperature—
in which one H2O molecule adsorbs to every
other surface Ti atom (12). Others attributed
the (2 × 1) structure to an ordering of H2O at
the solid/liquid interface (11), the reaction of
CO2 with H2O to produce bicarbonate (13), or
the formation of hydroperoxyl from O2 and H2O
(14). We show that none of these explanations
are correct.
To clarify the configuration and origin of this

persistent ordered structure, we constructed a
small side chamber (Fig. 1 and fig. S1), which
allows the transfer of an ultrapure H2O drop
to a precleaned TiO2 surface in vacuum or a
controlled gas, followed by characterization in
vacuum with no air exposure. This side chamber
is connected by an in-vacuum sample transfer
system to the surface analysis chamber. The ex-
periments proceeded in four steps (movie S1).
First, a small icicle was grown on the cooled
finger by vapor transfer from liquid H2O. The
side chamber was then evacuated to ~10−7 mbar,
and the precleaned sample was transferred from
the analysis system to directly beneath the icicle.
The side chamber was isolated, and the cold
finger was warmed until a drop of liquid H2O
fell onto the sample. A gas was optionally added.
After exposure, the H2O and any additional gases
were evacuated with a LN2-cooled cryopump,
and the sample was transferred back for analysis.
Figure 2A shows that exposure of a clean

TiO2(110) surface to ultrapure H2O in vacuum
did not lead to the (2 × 1) structure reported
in (12). Instead, the surface was essentially iden-
tical to clean, room-temperature TiO2(110) after
exposure to H2O gas in vacuum (16), albeit with
a low density of contaminants (white blobs in
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Fig. 1. Dosing liquid H2O inside a vacuum chamber. (A) The finger is cooled with LN2. (B) Ice is grown from H2O vapor, and after evacuation, the
sample is introduced. (C) The finger is heated, and liquid H2O falls onto the sample and (D) remains until evacuation.
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Fig. 2A). In STM, the morphology was domi-
nated by rows of undersaturated Ti atoms, which
imaged as protrusions with a 3-Å spacing. Both
gas and liquid water exposure hydroxylated any
pretreatment-induced O vacancies, which are ap-
parent as protrusions between the Ti rows, but
resulted in no stable H2O adsorption.
This assignment was confirmed with x-ray

photoemission spectroscopy (XPS) (Fig. 3, A to
C). Importantly, a 534-eV O 1s transition was
not observed, so no adsorbed H2O remained in
vacuum (5). The only difference between the
clean and H2O-exposed surfaces was minor
contamination, as shown by the aliphatic or
“adventitious” C transition at 285 eV. Hydroxyls
from H2O dissociation at O vacancies led to the
tiny shoulder at 532.5 eV.
In contrast, exposure of a clean TiO2(110)

surface to a H2O drop in air resulted in a (2 × 1)
structure, as shown by STM images (Fig. 2B and
fig. S2). Chemical analysis of the air-exposed
surface (Fig. 3, D to F, and figs. S4 and S5) re-
vealed carboxylic acid adsorption, as evidenced
by the C 1s transition at 289.2 eV and the O 1s
transition at 532.5 eV. Similar results were ob-
tained when a nominally dry rutile surface was
exposed to air for 2 min (Fig. 3). The similarity
is not surprising, given that clean TiO2(110) sur-
faces develop a several-monolayer-thick H2O
layer when exposed to air (5). In these exper-
iments, the intensity of the 285-eV transition,
which we assigned to aliphatic C in the car-
boxylic acid and adventitious carbon, varied
from run to run.
To confirm that these features are due to car-

boxylic acids, reference spectra were obtained
from a formic acid monolayer deposited in vac-
uum, as shown in blue in Fig. 3, D to F. This
monolayer displayed similar, albeit more intense,
transitions in the O 1s and C 1s regions, but no
adventitious C. Formic acid deposition self-limits
at one monolayer in vacuum (2, 4). To test whether
the air exposure is similarly self-limiting, we ex-
posed a clean TiO2(110) surface to air for 30 min.
This exposure led to the development of a com-
plete monolayer of carboxylic acid (figs. S3 and
S4), as determined by XPS and the production of
a well-ordered monolayer with (2 × 1) symmetry.
Carboxylic acid adsorption explains the (2 × 1)

surface structure. Carboxylic acids bind to TiO2(110)
dissociatively in a bridged, bidentate geometry,
forming an adsorbed proton (H+) on a bridging
O and an adsorbed carboxylate (RCOO–) bound
to two adjacent Ti atoms (2–4), which leads to a
(2 × 1) structure.
The previously suggested (13) adsorption of

bicarbonate, which has similar binding, can be
ruled out from the C 1s spectrum, which responds
sensitively to the chemical environment (fig. S6).
Carboxylate C is in a +2 oxidation state, whereas
bicarbonate C is in a +4 oxidation state. Density
functional theory (DFT) calculations predict a
1.32-eV shift in the C 1s core-level energy from this
change (Fig. 2B and supplementary materials).
Carboxylic acid adsorption is consistent with
the 1.95-Å Ti–O distance observed in in situ and
ex situ XRD analysis of H2O-exposed TiO2(110)

(12), because these species have a 2.08-Å Ti–O
distance in DFT simulations.
STM images of the (2 × 1) surface revealed

two species with an apparent height difference
of 0.72 Å (Fig. 2C and fig. S2), which is in good
agreement with the 0.63-Å height difference pre-
dicted by simulated STM (fig. S7) of a formate/
acetate monolayer. In contrast, the height differ-
ence between two longer carboxylates of the
form CH3(CH2)n+1COO

– and CH3(CH2)nCOO
–

(where n = 0, 1, …) would be 0.95 Å. Therefore,
Fig. 2 suggests an ~80% formate/20% acetate
monolayer.
Polarized infrared spectroscopy of air-exposed

surfaces (fig. S8) provided further information.
Formate/TiO2(110) is the only carboxylate termi-
nated by a single C–H bond. This structure leads
to a characteristic pair of p-polarized C–H stretch
resonances (supplementary materials), which
were observed on both air-exposed surfaces
and formate monolayers. This suggested that
formate, the shortest carboxylate, is the shorter
species in the STM images, and acetate is the
taller one.
To test whether the adsorbed carboxylateswere

formed by the reaction of gas-phase molecules
with H2O, we coexposed clean rutile surfaces to
liquid H2O and a variety of atmospheric gases.
No reaction was detected with CO2 (0.4 mbar in
air) or CO (10−4 mbar in air) (figs. S9 and S10).
To show that the adsorbed carboxylic acids

arise from a ubiquitous component of air and

not specific contaminants of our air, we obtained
XPS spectra and STM images of TiO2(110) ex-
posed to air in rural Ithaca, NY, USA, ~7000 km
from the measurements taken in urban Vienna,
Austria. These data (figs. S2 and S4) display the
same chemical signatures, the same height dif-
ference, and a similar height distribution.
The formation of two such similar, highly

ordered monolayers in ambient environments
on different continents—as well as previous ob-
servations of (2 × 1) structures in England (12),
Italy (11), the United States (13), and Japan (14)—
can only be explained by ubiquitous environ-
mental species with high-affinity binding. We
address these requirements sequentially.
Formic and acetic acids are the dominant

sources of atmospheric acidity in most parts
of the world, with longer-chain acids having
much lower concentrations (17). Measure-
ments in the United States and Germany, for
example, show typical partial pressures of 10−6

to 10−7 mbar for each species (16). These acids
have many origins; however, biogenic sources,
particularly the oxidation of isoprene from trees
and shrubs, are thought to dominate (16). Both
acids are rapidly and efficiently adsorbed by
liquid H2O, leading to calculated concentrations
of each acid of ~10 mM in ambient environ-
ments (supplementary materials). This facile
trapping is also expected in the several-monolayer-
thick H2O layer (5) that forms on air-exposed
TiO2(110).
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Fig. 2. Effect of air on the TiO2(110) surface. STM images of TiO2(110) after contact with an
H2O drop (A) in vacuo (+1.87 V, 112 pA) and (B) in air (+1.42 V, 41 pA). Scale bars, 3 nm.
(C) DFT simulation of a formate/acetate monolayer. Ti, O, C, and H atoms are shown in blue,
red, black, and white, respectively. (D) STM height distribution of TiO2(110) after exposure to
a H2O drop in air and fit to equal-width Gaussians (brown and gold).
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The hydrolysis of atmospheric CO2 and CO
leads to much lower concentrations of H2CO3

and HCOOH. Thermodynamic calculations (sup-
plementary materials) show that air-equilibrated
H2O contains 10−8 M H2CO3 and 10−7 M HCOOH—
orders of magnitude less than from atmospheric
formic and acetic acids.
Having established that formic and acetic

acids are ubiquitous in air, why do these relatively
minor species—as opposed to other small mol-
ecules, such as alcohols—form monolayers on
TiO2(110)? The partial pressure of atmospheric
methanol (18), for example, is 10−2 to 10−3 mbar.
Although many small molecules adsorb to TiO2,
species with monodentate binding [e.g., alco-
hols (19) and amines (20)] typically desorb near
room temperature, whereas carboxylic acids, which
form two bonds to the substrate, are stable until
much higher temperatures (21). Thus, although
some alcohols and other monodentate species
are present in considerably higher concentrations
in air, desorption of these species will be facile.
Our finding that TiO2(110) surfaces in ambient

environments are terminated by a well-ordered
carboxylatemonolayer (and not a persistent H2O
monolayer or adventitious molecules) explains a
long-standing puzzle: the spontaneous trans-
formation of initially hydrophilic TiO2 surfaces
into hydrophobic surfaces in the dark. We at-
tribute the dark state to the spontaneous for-
mation of mixed formate/acetate monolayers
by adsorption from the atmosphere, given that
formic acid solutions also produce hydropho-
bic, self-assembled monolayers on TiO2(110)
(supplementary materials).
This finding provides further insight into the

well-known self-cleaning properties of TiO2. Self-
assembled carboxylate monolayers have the un-

usual property of being both hydrophobic (from
their CHx-terminated “tails”) and highly water-
soluble (from their acidic “heads”). In their hy-
drophobic state, the carboxylate monolayers will
resist contaminant adsorption.However, their high
water solubility will cause the surface to become
hydrophilic under rinsing, enabling thewater sheet-
ing action that is important for self-cleaning.
Perhaps most unexpectedly, this finding sug-

gests that surfaces in ambient environments may
be more structured and controlled than previ-
ously realized. In this study, a clean metal oxide
surface selectively adsorbed species present in
parts-per-billion concentrations to form a molec-
ularly ordered interface, while effectively repel-
ling other adsorbates present in much higher
concentrations. This finding may have impor-
tant implications for photocatalysis, given that
self-assembled carboxylate monolayers effectively
block the undercoordinated cation sites typically
implicated in photocatalysis.
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GRAPHENE

Interaction-driven quantum Hall
wedding cake–like structures in
graphene quantum dots
Christopher Gutiérrez1,2*†, Daniel Walkup1,2*, Fereshte Ghahari1,2*,
Cyprian Lewandowski3*, Joaquin F. Rodriguez-Nieva4, Kenji Watanabe5,
Takashi Taniguchi5, Leonid S. Levitov3, Nikolai B. Zhitenev1, Joseph A. Stroscio1‡

Quantum-relativistic matter is ubiquitous in nature; however, it is notoriously difficult
to probe. The ease with which external electric and magnetic fields can be introduced
in graphene opens a door to creating a tabletop prototype of strongly confined
relativistic matter. Here, through a detailed spectroscopic mapping, we directly visualize
the interplay between spatial and magnetic confinement in a circular graphene
resonator as atomic-like shell states condense into Landau levels. We directly observe
the development of a “wedding cake”–like structure of concentric regions of
compressible-incompressible quantum Hall states, a signature of electron interactions
in the system. Solid-state experiments can, therefore, yield insights into the behavior
of quantum-relativistic matter under extreme conditions.

E
nergy quantization owing to quantum con-
finement takes place when the particle’s de
Broglie wavelength becomes comparable to
the system’s length scale. Confinement can
arise through spatial constraints imposed

by electric fields or through cyclotron motion in-
duced by magnetic fields. Together, confinement
andquantization strengthen the effects of electron-
electron interactions, providing a setting to probe
a range of exotic phenomena in strongly corre-
lated quantum systems. In the solid-state setting,
different types of confined strongly correlated
states and the transitions between them have
been studied in quantum dots (QDs) in the pres-
ence of external magnetic fields (1). Evolution

from atomic-like shell structure to magnetic
quantization in QDs was first probed by using
Coulomb blockade spectroscopy (2–4). For QDs
at large magnetic fields—that is, in the quantum
Hall regime—it is expected that Coulomb inter-
actions and the redistribution of carriers between
Landau levels (LLs) will lead to a characteristic
“wedding cake”–like shape in the density of elec-
tronic states (Fig. 1E) (4–8). Although similar
structures have been observed in ultracold atoms
undergoing transition from the superfluid toMott
insulator (9, 10), thewedding cake–like structure has
not been mapped spatially in a solid-state system.
Graphene offers an ideal platform for this in-

quiry, as it hosts a fully exposed two-dimensional

(2D) electron gas amenable to local probes (11–17).
Graphene circular p-n junction resonators (18–22)
with built-in local potentials (Fig. 1A) are par-
ticularly well suited to the present study; they
circumvent the problems of edge roughness
and edge impurities encountered in lithograph-
ically fabricated graphene QDs. Furthermore,
they enable fine control of the confining po-
tential as well as QD doping by means of local
gate potentials, offering an opportunity to di-
rectly visualize the transition of electron states
from spatial to magnetic confinement (Fig. 1,
B to E).
In the absence of a magnetic field, confine-

ment of graphene carriers in a p-n junction
resonator gives rise to a series of quasibound
single-particle states. These states result from
oblique Klein scattering at the p-n interface
(18–22). At the same time, Klein tunneling, al-
though present, is very weak for oblique scat-
tering angles and thus has little impact on
confinement (23). Analogous to atomic physics,
the many-electron shell-like states are charac-
terized by radial and azimuthal quantum num-
bers (n,m), forming a ladder of states within the
spatially confined potential (Fig. 1B) (20, 22). In
weak magnetic fields, energy levels exhibit ab-
normally large splittings, corresponding to time-
reversed ±m states in the presence of the p Berry
phase (22, 24). At higher fields, the system enters
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Fig. 1. Schematic evolution of states with magnetic field in a graphene
QD. (A) The device geometry for the graphene QD resonator with a
p-doped center inside an n-doped background used in the current
experiment. Vb, sample bias voltage; Vg, gate voltage; VB=0(r), QD
potential at B = 0. (B to E) Top panels show schematic of the potential
profile (gray surface) and corresponding wave function density (orange
surfaces), and bottom panels shows semiclassical orbits, as a function of
applied magnetic field. Confined states start out as quasibound QD

states [(B) and (C)] and condense into LLs (D) with increasing field. The
corresponding screened potential (E) develops a wedding cake–like
appearance through electron interactions. Semiclassical orbits start out
as expected for a central force potential and then develop into cyclotron
motion drifting along equipotential lines forming compressible (blue)
and incompressible (yellow) density rings, as shown in (E). yn

m, electron
wave functions with n and m radial and azimuthal quantum numbers,
respectively; VB(r), effective potential, Eq. 3.
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the quantum Hall regime, with confined states
transitioning to highly degenerate LLs (Fig. 1, C
and D). A signature of this transition is the forma-
tion in the electron density of wedding cake–like
structures comprised of a series of compressible
and incompressible electron liquid rings (Fig. 1E)
(4–8). Extending the single-particle description
to include Coulomb interactions is essential in
this regime.
Our experiment involves spectroscopic map-

ping of a graphene QD by tunneling measure-
ments. The QD is formed by ionized impurities
in the hexagonal boron nitride (hBN) insulating
layer acting as a fixed built-in confining potential
[see Fig. 1A and (22, 25) for device fabrication].
The transition from spatial to magnetic con-
finement occurs when the magnetic length be-
comes smaller than the confining potential width.
By following the bright envelope in the spectralmap

in Fig. 2A at zero field, we canmodel the screened
confining potential, as seen by electrons, by

VB¼0ðrÞ ≈ U0exp � r2

R2
0

� �
þ U1, with the poten-

tial amplitudeU0 ≈ 210meV, radiusR0 ≈ 104 nm,
and the background valueU∞ = −55 meV, where
r is the distance. This defines a character-
istic length scale for the confining potential

lV ¼ R0
2ħvF
U0

� �1=3
≈ 32 nm. Here ħ is Plank’s con-

stant h divided by 2p, e is the elementary
charge, and vF ≈ 106 m/s is the graphene Fermi
velocity. Such a potential gives rise to quasibound
states with energy splittingDE≈ ħvF/lV ≈ 20meV.
Application of a magnetic field B tends to confine
electrons in a region of size lB ¼ ħ

eB

� �1=2
and leads

to the characteristic Landau quantization in
graphene, eN ¼ sgnðNÞħvF

ffiffiffiffiffiffiffiffiffiffi
2jN jp

=lB , with the
LL number N = 0, ±1, ±2, … . Each LL is highly

degenerate and canhostnLL ¼ g=2pl2B carriersper
unit area, where g = 4 is the valley and spin de-
generacy. Therefore, we expect a transition from
atomic-like QD states to LL states occurring at
lB ≅ lV, which gives a characteristic critical field
of B ≈ 0.6 T.
The transition results in an intricate evolution

ofQD states from spatial tomagnetic confinement
with increasingmagnetic field, which is displayed
in Fig. 2. The measured differential conductance
signal, proportional to the local density of states
(LDOS), shows the evolution of the QD states in
the energy versus radial plane that cuts through
the diameter of the QD. The zero-field shell-like
QD states are well resolved in Fig. 2A under the
bright concave band, which tracks the confining
potential. States with m = ±1/2 have the largest
weight in the center at r = 0, whereas states with
a common radial quantum number n have a
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Fig. 2. Visualization of the condensation of states from spatial to
magnetic quantization. (A to I) Experimental differential conductance
[temperature T = 4.3 K], g(Vb, Vg, r, B), maps the local density of
states as a function of applied magnetic field, from 0 to 3.5 T, showing
manifolds of spatially confined QD states condensing into LLs at higher
fields. The magnetic field and corresponding magnetic length lB is
indicated at the bottom of each map. The 2D maps are radially averaged
from a 2D grid of spectra. A smooth background was subtracted to
remove the graphene dispersive background (25). The yellow arrows in

(B) indicate the splitting of the m = ±1/2 degeneracy at r = 0 owing to
the turn on of a p Berry phase.The blue arrows in (D) indicate the shell-like
states merging into the N = 0 LL edge mode. (J) Energy positions of
the n, m = 1/2 states (symbols) obtained from the maps in (A) to (I)
at r = 0 are observed to evolve into separate LLs with increasing applied
magnetic field. LL(0) splits into two peaks above 2.5 T, indicated by the
open and solid square symbols. The experimental uncertainty, determined
from fitting the peak positions in the spectra, represents one standard
deviation and is smaller than the symbol size.
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large weight in the form of arcs following the
concave potential outline. The first critical field is
reached by 0.25 T, where the ±m degeneracy is
lifted owing to a p shift in the Berry phase of the
QDwave function (22, 24), as seen by the doubling
of the antinodes at r = 0 (arrows in Fig. 2B). The
onset of the transition into the quantum Hall
regime can be observed at B = 0.5 T (Fig. 2C), in
agreement with the estimate above. Here states
in the center of the resonator start to flatten out,
have increased intensity, and shift lower in
energy. Beginning at B = 1 T, various interior
resonator states (arrows in Fig. 2D) merge into
the N = 0 LL [LL(0)]. With progressively higher
fields, the number of QD resonances decreases
as they condense into the flattened central states,
forming a series of highly degenerate LLs (Fig. 2,
F to I). Beginning at about 2 T (Fig. 2F), LL(0)
develops kinks near the QD boundary and an
additional concave cusp near the center. Below,
we argue that these are related to electron in-
teraction effects. Additionally, LL(0) develops a
splitting, which increases with field, whereas
LL(−1) continually moves down in energy. In
this field range, a decrease in conductance over
a small energy range is also observed at the
Fermi level, which we attribute to a Coulomb
pseudogap (26, 27).
We now discuss the spatial pattern associated

with the eigenstate evolution observed in Fig. 2.
Experimental spatial maps of the differential con-

ductance, corresponding to resonator LDOSwave
function probability amplitudes, are obtained by
taking a 2D slice in the x-y plane of the dataset in
Fig. 2 at a specific energy (Fig. 3). Only a subset of
the data is shown in Fig. 3, corresponding to spe-
cific energies of the prominent central states at
r = 0 in Fig. 2, with increasing magnetic field for
each column of maps (a complete view of the
dataset can be seen inmovie S1). The spatial extent
of them = ±1/2 states at the selected energies is
observed at zero field in the first column of the
maps in Fig. 3. As we increase field and progress
from left to right in the figure, we observe the
formation of rings that contract and, simulta-
neously, sharpenwith increasing field. For higher-
n states (progressing down in a column), more
rings are seen. Some of these rings originate
from the quasibound resonances that have not
yet developed into LLs, and some reflect the
presence of magnetic confinement. The former
can have a relatively narrow spatial profile if they
are dispersing up or down in energy. At a still-
higher field (Fig. 3D), LL plateaus are formed, as
seen in Fig. 2, and show up as bright rings in the
spatial maps, as indicated by the arrows pointing
to LL(+1) and the valley-split (28) LL(0+), LL(0−)
state in Fig. 3D. When LL states cross, or are
pinned at the Fermi level, they form compress-
ible (metallic) rings and disks, which start to
show Coulomb charging effects (13), as indicated
by the fine quartet of rings in the center and out-

side edge of Fig. 3D (see also vertically dispersing
lines in Fig. 4E and rings in Fig. 4G).
A notable and unexpected feature observed

in Fig. 3 is the appearance of circular nodal pat-
terns in the spatial maps of differential conduct-
ance, which are present even at zero field. The
origin of these nodal patterns is not clear at
present, but they can be attributed either to in-
teractions, as they resemble the shell-like struc-
ture predicted forWigner crystals (7, 29–31), or to
deviations from a rotationally symmetric con-
fining potential. Deviations from perfect sym-
metry will partially lift the m-state degeneracy
and give rise to nodal patterns. Moiré super-
lattice effects can be ruled out as an origin of
the potential asymmetry because of the large
angular mismatch (≈29°) between the graphene
and hBN insulator for this device, which gives a
superlattice period of ≈0.5 nm, much smaller
than the nodal-separation length scales (22). A
nonsymmetric potential can result from the
shape of the probe tip, which gets imprinted in
the QD potential shape from the electric field
generated during the tip voltage pulse.
As a simple theoretical model, we use the edge-

state picture of the quantum Hall effect. In a
circular geometry, it yields a system of compress-
ible and incompressible rings formed in the elec-
tron liquid (Fig. 1D) owing to the interplay
between LLs and electron interactions (4). In
our measurement, interaction effects are already
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Fig. 3. Differential conductance spatial maps of QD states versus
magnetic field. (A to D) Differential conductance maps (T = 4.3 K)
in the x-y plane, g(Vb, Vg, r, B), at a specific energy and at fixed
magnetic fields from 0 to 4 T, as indicated at the top of each panel
along with the magnetic length bar. The maps in each panel are
at energies corresponding to prominent QD states observed in Fig. 2,
at the sample bias voltages indicated at the top of each map. With
increased magnetic field, various circular rings appear to get narrower,
reflecting the drift states schematically indicated in Fig. 1, B to E.
Charging of compressible rings develops at larger fields in (D),
evidenced by the quartets of fine rings in the center and outside edge
(see Fig. 4E for the corresponding radial map). A smooth background
was subtracted from each differential conductance versus Vb spectra in
the 2D grid to remove the graphene dispersive background (25).
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Fig. 4. Electron interactions and the wedding cake–like structure.
(A) The effective potential, Eq. 3, for several magnetic field
values (solid lines) and the VB=0(r) fit based on Fig. 2A (dashed line).
(B) Carrier density and (C) LLs at B = 4 T as predicted by
the model from Eq. 1. Screening produces compressible regions,
where LLs are flat and pinned at the Fermi level, separated by
incompressible regions (marked in gray). The size of incompressible
regions is estimated in Eq. 4. The dashed line in (B) describes
charge density in the compressible limit obtained by excluding the
kinetic term K[n(r)] from the functional in Eq. 1. (D) LDOS map
calculated with the screened potential from (A). A Fermi velocity

of 1.2 × 106 m/s was used in the calculations to match the LL positions
between theory and experiment at B = 4 T. (E) Experimental
differential conductance map (T = 4.3 K), g(Vb, Vg, r, B), as a function
of Vb and r at B = 4 T, showing the wedding cake–like structure
in the LLs in the QD. (F) LDOS simulated by using the potential
at B = 3 T and VB=0(r) from (A) (see text for discussion). (G) An x-y
slice of the g(Vb, Vg, r, B) map in (E) at Vb = 6 mV (near the Fermi
level), showing the inner compressible disk from LL(−1) and the
outer compressible ring from LL(0), as schematically indicated in
Fig. 1E. The solid yellow lines show where LL(0) and LL(−1) cut
through the Fermi level, creating the compressible rings.
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observed at low fields, signaled by the shifting
and flattening of the LL states in Fig. 2. A min-
imalmodel incorporating interactions at low fields
is the energy functional (4)

E½n� ¼ ∫d2r fK ½nðrÞ� þ VextðrÞnðrÞ

þ 1

2
∫d2r′Veeðjr � r′jÞnðrÞnðr′Þg ð1Þ

where n(r) is charge density at position r. This
functional describes the competition between
carriers’ kinetic energy K[n(r)] and the effective
potential VB(r), which includes the effects of
screening. We approximate these quantities as

dK
dnðrÞ ¼ eN; N� 1

2
< nðrÞ<N þ 1

2
ð2Þ

VBðrÞ ¼ VextðrÞ þ ∫d2r′Veeðjr � r′jÞnðr′Þ ð3Þ

where n = n/nLL is the filling fraction. These
relations are valid in the limit lB≪lV . Here N = 0,
±1, ±2, … is the LL number, Vext is the electro-
static potential defining the dot, VeeðrÞ¼ ~e2

r is the
Coulomb interaction and ~e is the screened elec-
tron charge [see (25) for details].
The calculated effective potential VB(r) is

shown in Fig. 4A for a few magnetic field values.
The joint effect of the magnetic field and inter-
actions is the creation of a series of plateaus that
form awedding cake–like pattern of concentric
rings within the dot. At the same time, the po-
tential VB(r) is reduced compared to VB=0(r).
Notably, this causes LL(0) to move toward the
Fermi level in agreement with the energy de-
pendence of LL(0) in Fig. 2. The extra concave
features in the potential in the central region
match those in the experimental maps of LL(0)
in Fig. 2, F to I. The effect of interactions on the
LLs is shown by comparing the LDOS with and
without interactions in the left and right panels
of Fig. 4F. Before interactions are turned on (right
panel), the LLs seen through the LDOS essentially
track the potential VB=0(r). After including in-
teractions (left panel), the evolution of the LDOS
mimics that of potential VB(r): LLs shift to lower
energy and flatten in the central region, in agree-
mentwith the evolution seen in themeasurements
(Fig. 2).
The incompressible and compressible rings be-

come considerably clearer in higher magnetic
field. The experimental spectral map in Fig. 4E
shows the LLs becoming flat in the central re-
gion of the QD, even though the bare external
electrostatic potential is concave (see QD outline
in Fig. 2A), and then they progress sharply to a
new energy level as new LLs become occupied,
forming a wedding cake–like structure. Here
LL(N), where N = −5 to 2, can be observed as
plateaus in the center of the QD (Fig. 4E). Both
LL(0) and LL(−1) cross the Fermi level at zero
bias, as indicated by the yellow lines, forming a
LL(−1) compressible disk in the center and an
outer LL(0) compressible ring separated by an

incompressible ring, as shown in the Fermi-level
spatial map in the x-y plane (Fig. 4G). We ob-
serve Coulomb charging of these LLs as charging
lines intersecting the LLs at the Fermi level and
progressing upward at sharp angles in Fig. 4E.
These lines correspond to a quartet of rings
in Figs. 3D and 4G. The charging of the com-
pressible regions occurs in groups of four, re-
flecting the fourfold (spin and valley) graphene
degeneracy (13).
To understand these observations, we use a

two-stage approach. We first use the mean field
functional Eq. 1 to find LL occupancies and de-
termine the screened potential VB(r) (25). We
then use this potential to calculate the density of
microscopic states, which can be directly com-
pared to the measurements. The features seen
in the measured LDOS can be understood by
comparing them to a simple calculation of the
LLs (25), shown in Fig. 4C. The highest LL that
is partially filled can be obtained by counting
the number of LLs that need to be populated to
accommodate the carrier density equal to that
in the fully compressible regime (dashed line in
Fig. 4B). In the simulated LDOS map in Fig. 4D,
we can identify the LL states, which track the
screened potentialVB(r) pictured in Fig. 4A. These
states exhibit plateaus, as expected from theory
(4, 5). This behavior is in good agreement with
the experimental results shown in Fig. 4E.
The width of the observed incompressible

ring can be estimated from the functional in
Eq. 1 following the approach of (5) and yields
the strip width (25),

l ¼
4DeLL

p2~e2
dn

dr

0
@

1
A
1

2
≈ 34 nm ð4Þ

The estimate in Eq. 4 is slightly greater than the
width inferred from our measurement results
shown in Fig. 4E. The discrepancy can partly
be attributed to the result of (5), derived for LL
spacing DeLL much smaller than the external
potential, being used in the regime when DeLL is
not small on the VB(r) scale.
Fingerprints of electron-electron interactions

that are as clear and notable as the observed
electronic wedding cake–like patterns are rela-
tively rare in solid-state experiments. The mea-
surements reported here suggest, as hinted by the
charging lines and nodal patterns in the dif-
ferential conductancemaps, that evenmore exotic
signatures of electronic interactions may be within
experimental reach in future scanned-probe mea-
surements at lower temperatures.
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MAGNETISM

Observation of Dicke cooperativity
in magnetic interactions
Xinwei Li1, Motoaki Bamba2,3, Ning Yuan4, Qi Zhang5, Yage Zhao6, Maolin Xiang4,
Kai Xu4, Zuanming Jin4, Wei Ren4, Guohong Ma4, Shixun Cao4*,
Dmitry Turchinovich7,8, Junichiro Kono1,9,10*

The interaction of N two-level atoms with a single-mode light field is an extensively
studied many-body problem in quantum optics, first analyzed by Dicke in the context
of superradiance. A characteristic of such systems is the cooperative enhancement of
the coupling strength by a factor of

ffiffiffiffi
N

p
. In this study, we extended this cooperatively

enhanced coupling to a solid-state system, demonstrating that it also occurs in a
magnetic solid in the form of matter-matter interaction. Specifically, the exchange
interaction of N paramagnetic erbium(III) (Er3+) spins with an iron(III) (Fe3+) magnon
field in erbium orthoferrite (ErFeO3) exhibits a vacuum Rabi splitting whose magnitude
is proportional to

ffiffiffiffi
N

p
. Our results provide a route for understanding, controlling,

and predicting novel phases of condensed matter using concepts and tools available
in quantum optics.

W
henan ensemble of two-level atoms inter-
acts with a single-mode long-wavelength
light field, coherence can develop within
the ensemble through photon exchange;
the interaction becomes cooperative.

This phenomenon, captured by the Dicke super-
radiancemodel (1), has profound consequences in
cavity quantumelectrodynamics (QED) research.
In a photonic cavity, the coupling rateL between
N dipoles and a quantized vacuum photon field
is cooperatively enhanced by a factor of

ffiffiffiffi
N

p
(2).

The ground state of the atom ensemble is pre-
dicted to be unstable against a phase transition,
knownas the superradiantphase transition (SRPT),
whenL reaches a critical value (3). This possibility
has stimulatedmuch recent interest in condensed
matter cavity QED systems consisting ofNdipoles
with very large moments (4–7).
The role light plays in the Dicke model can

be performed by any fundamental excitation—
such as lattice waves (phonons) and spin waves
(magnons)—that can be bosonized and quan-
tized in the same way as photons. This concept
of Dicke physics without light is crucial for
understanding phase transitions in condensed
matter. The most relevant example is the coop-
erative Jahn-Teller (JT) effect, which describes
the dynamics of an ensemble of pseudospins with
degenerate electronic levels cooperatively coupled

with a phonon mode in the same material. The
cooperative coupling leads to a phase transition
that distorts the lattice and breaks the degeneracy
of the pseudospin energy levels. Theoretically, the
transition is believed to be analogous to the SRPT
(8); the displacive lattice distortion is comparable
to the appearance of a static electromagnetic field
in the photon SRPT. Although these theories can
explain JT and JT-like transitions phenomeno-
logically, unambiguous evidence for the cooper-
ative coupling of two matter subsystems in one
material system is still lacking.
Here we report cooperative exchange coupling

of a spin ensemble with a vacuum magnon field
within a solid. We used Y3+-doped single-crystal
ErFeO3 samples—namely, ErxY1−xFeO3—and sys-
tematically studied the doping, temperature, and
magnetic field dependence of their terahertz
(THz) absorption spectra. The Er3+ electron para-
magnetic resonance (EPR) in an external magnet-
ic field strongly coupled with a vacuum magnon
mode of the ordered Fe3+ spins. The situation is
analogous to a standard N-atom cavity QED ex-
periment, in which an ensemble of N two-level
atoms couples with a vacuum photon field in an
optical cavity. The Fe3+-Er3+ coupling rate showed
a characteristic scaling behavior with the density
of Er3+ ions, evidencing Dicke cooperativity. By
analyzing this scaling behavior with our micro-

scopic theoretical model, we determined the
Fe3+-Er3+ exchange coupling constants. These con-
stants are important for understanding the widely
discussed 3d-4f magnetic coupling that is respon-
sible for many exotic phenomena in a variety of
compounds: examples include novel magnetic
phase transitions (9), magnetoelectric effects
(10, 11), electromagnons (12), nonlinear spin exci-
tations (13), and heavy fermions (14).
ErFeO3 crystallizes in an orthorhombic perov-

skite structure (Fig. 1A) that can be described by
the space group D16

2h‐Pbnm. The Fe3+ spins order
antiferromagnetically below 650 K.Manymagnet-
ic phases—such as theG4,G24,G2, andG12 phases—
can appear as a function of temperature (15). In
the temperature range 4.5 K < T < 85 K, the
crystal is in the G2 phase, in which the spins in
the two Fe3+ sublattices, S1 and S2, are antipar-
allel along the c axis but cant toward the a axis
by a small angle b, owing to the antisymmetric
Dzyaloshinskii-Moriya interaction (Fig. 1, A and
B). The sum of the two spinsS+ =S1 +S2 induces
MFe∥a, whereMFe is the macroscopic magne-
tization vector of the Fe3+ subsystem. The quasi-
ferromagnetic (qFM)magnonmode of the Fe3+

subsystem can be selectively excited by using
linearly polarized THz radiation withHTHz⊥a
(16, 17), where HTHz is the magnetic component
of the THz electromagnetic field. Figure 1B
shows how the Fe3+ spins oscillate in the qFM
mode. S1 and S2 oscillate in phase while the angle
between them remains constant, so themodel can
be reduced to the precession of the combined spin
S+ about the a axis.
On the other hand, the Er3+ ions (4f11) occupy

low-symmetry sites in the crystal. The crystal
field forms Kramers doublets; each doublet
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Fig. 1. Cooperatively coupled
N-spin–magnon system as an analog of
an N-atom cavity QED system. (A) Crystal
and magnetic structure of ErFeO3 in the G2

phase. (B) Oscillations of spins in the qFM
magnon mode of the Fe3+ subsystem in the G2

phase. (C) The EPR of the Er3+ spin ensemble
is the transition between the lowest
Kramers-doublet states. The two matter sub-
systems, illustrated in (B) and (C), are reso-
nantly coupled with the coupling constant L.
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consists of a pair of time-reversed states. As
shown in Fig. 1C, when an external static mag-
netic field (HDC) is applied, and in the low-
temperature limit, the transition between the
lowest two time-reversed states (j1�i and j1þi)
can be interpreted as the EPR of the ion. In a
classical picture, the EPR corresponds to the
Larmor precession of spins aboutHDC. TheNEr3+

spins within a characteristic volume interact co-
operatively with the Fe3+ qFM magnon mode at
rateL. The rate can be determined bymapping out
anticrossings through THzmagnetospectroscopy.
Figure 2A shows the THz absorption spectra

obtained from a c-cut ErFeO3 single crystal; the
measurement configuration was HTHz∥b and
HDC∥c, and the temperature was 45 K (the crys-
tal was in the G2 phase, both in this experiment
and the ones described hereafter). On the basis
of a comprehensive series of complementary
measurements and theoretical analyses (18),
we assigned the constant-frequency line to be
the Fe3+ qFM magnon mode and the line that
increases linearly with HDC to be the Er3+ EPR
mode.
We observed a clear temperature-dependent

magnon-EPR anticrossing behavior (Fig. 2, B to
E). The zero-detuning magnetic field, H0, is the
magnitude ofHDC at which the uncoupled mag-
non and EPR mode frequencies are equal; this
frequency is the zero-detuning transition frequen-
cy, w0. Experimentally,H0 also coincides with the
magnitude of HDC at which the frequency differ-
ence between the hybridized branches reaches
aminimum. The frequency splitting between the
hybridized branches atH0, which we call the vac-
uum Rabi splitting W(H0), is equal to twice the
magnon-EPR coupling strength L. The magni-
tude ofL increaseswith decreasing temperature,
indicating that the Fe3+-Er3+ coupling becomes
stronger.
Here we provide some interpretations to sev-

eral features in the data. First, there is some fine
structure in the middle of the anticrossing region.
This can be modeled by considering two species
of Er3+ ions (due to the HDC-induced sublattice
degeneracy breaking) interacting with the Fe3+

magnons; however, the feature can be neglected
if we effectively consider the two Er3+ species as
one (18). Next, the intensity variations of the
absorption lines are due to the HDC-induced
mixing of crystal field levels. Finally, the magnon
frequency bowing for the 5K spectra is due to the
spin structure instability, as the temperature is
close to the critical point where a G2-to-G12 spin
reorientation transition occurs (18).
To determine how L grows with the Er3+ spin

density, we studied Y3+-doped ErFeO3 single crys-
tals (ErxY1−xFeO3). It has been previously shown
that the nonmagnetic Y3+ ions simply reduce the
density of Er3+ spins by a factor of x without
changing the crystal or magnetic structure of the
system (19). In Fig. 2, panels F to H (and I to K,
respectively) show temperature-dependent anti-
crossing spectra for the x = 0.75 (x = 0.5) sample.
An increasing L at lower temperatures is again
found. In addition, comparison among Fig. 2, C,
F, and I, indicates that, at the same temperature

(20 K), a larger value of x leads to a larger L. The
same trend can also be observed from the doping-
dependent data at 10 K (Fig. 2, D, G, and J) and
5 K (Fig. 2, E, H, and K). Notably, the system ex-
hibited the largest L/w0 = 0.18 when x = 0.5 and
T = 5 K (Fig. 2K); this puts the system into the
ultrastrong coupling regime, defined by L/w0 >
0.1 in the language of cavity QED (20, 21). Most
importantly, we found thatLº

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nspinwFM

p
, where

nspin is the net density of EPR-contributing Er3+

spins (a function of T, H0, and x) and wFM is the
Fe3+ qFM magnon frequency. Below, we discuss
the physical meaning of this scaling law in terms
of Dicke cooperativity.
First, we can understand how nspin varies with

T,H0, and x, as depicted in the inset to Fig. 2L. At
low T, we can approximate the Er3+ ions to be two-
level systems that obey the Boltzmann statistics
(22). Calculating the populations of the spin-up

ðj1þiÞand spin-downðj1�iÞ states atT leads to the
Curie law, hmEri=msat ¼ tanhð� DEðT ;H0Þ=2kBTÞ,
wherehmEri is the average Er3+magneticmoment
per spin; msat is the Er

3+ saturation moment per
spin, corresponding to T = 0; DE(T, H0) is the
T- andH0-dependent energy level separation be-
tween j1þi and j1�i; and kB is the Boltzmann
constant. Hence, hmErimonotonically increases
as T decreases. In addition, the doping by non-
magnetic Y3+ ions simply reduces the density of
Er3+ spins by a factor of x through dilution. Com-
bining these effects, we can express the net Er3+

spindensity asnspinðT ;H0; xÞ ¼ hspin � n0
spin,where

hspin≡ x � tanhð�DE=2kBTÞ is the net fraction
of EPR-contributing spins and n0

spin≡ 2=V0 is
the total Er3+ spin density in ErFeO3 with V0

being the unit-cell volume.
Second, we explain why the Fe3+ qFMmagnon

frequency wFM appears in the scaling equation
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Fig. 2. Experimental evidence for cooperative coupling between paramagnetic Er3+ spins and
Fe3+ vacuum magnons. (A to K) Absorption spectra measured in the HTHz∥b and HDC∥c
configurations at various temperatures and Y3+ doping levels. Dashed black lines are guides
to the eye for identifying the hybridized modes. (L) The coupling rate L shows proportionality
with ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hspinwFM
p . Error bars indicate the uncertainties in determining mode frequencies due

to finite mode linewidths. The inset shows two types of mechanisms that determine hspin in
the measurements shown in (A) to (K).
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of L. In a semiclassical description of two-level
systems interacting with a cavity light field, a
photonic mode frequency that is analogous to
wFM here also emerges in the expression of the
vacuum Rabi splitting. This is due to the fact
that the vacuum Rabi splitting is proportional
to the vacuum fluctuation field of a quantized
boson mode, and the vacuum field amplitude
itself is proportional to the square root of the
boson mode frequency. In our case, the Fe3+ vac-
uum magnon field scales with

ffiffiffiffiffiffiffiffiffi
wFM

p
and affects

the hybrid Fe3+-Er3+ mode frequency splitting.
In our experiments, wFM remains essentially in-
dependent of H0, but it is x- and T-dependent
because both doping and temperature change the
Fe3+ ac plane anisotropy.
On the basis of the above considerations, we

extracted the values of L for all spectra in Fig.
2, A to K, where a spectroscopic anticrossing
is resolvable and plotted these values againstffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hspinwFM

p
in Fig. 2L. As shown in the figure, all

data points fall onto a line that passes through
the origin. This scaling behavior for the vacuum
Rabi splitting evidences that the Er3+ spins are
cooperatively coupled to the Fe3+ vacuummag-
non field.
To extractmore quantitative information from

our experimental data, we developed a micro-
scopic theoretical model (18). For the Fe3+ sub-
system, we followed the treatment of Herrmann
(23). TheHamiltonian Ĥ Fe takes into account the
symmetric exchange, antisymmetric exchange,
and anisotropy of the spins in the two sub-
lattices, S2l−1 and S2l, where l = 1,2,…,NUC is the
unit-cell index (withNUC being the total number
of unit cells). For the Er3+ subsystem, wemodeled
the EPR associatedwith the j1�i→j1þi transition
as the Larmor precession of an Er3+ spinRl in the
lth unit cell. The EPR Hamiltonian is Ĥ Er ¼XNUC

l¼1
�m̂l � m0HDC, where m̂l is the magnetic

moment, expressed as the dot product of the
anisotropic Landé g-factor andRl, and m0 is the
vacuum permeability.
The Er3+ EPR interacts with the Fe3+ qFM

magnon (represented by the oscillation of S+ =
S2l−1 + S2l) through both the symmetric and
antisymmetric exchange interactions (9). The
Fe3+-Er3+ coupling Hamiltonian for ErFeO3 is

Ĥ Fe‐Er ¼
XNUC

l¼1

h
J1 R̂ l � Ŝ2l�1 þ J2 R̂ l � Ŝ2l þ

D1 � R̂ l � Ŝ2l�1

� �þD2 � R̂ l � Ŝ2l

� �i ð1Þ

where J1 and J2 (D1 and D2) are the symmetric
(antisymmetric) exchange constants.

From the total Hamiltonian Ĥ ¼ Ĥ Fe þ Ĥ Er þ
ĤFe-Er, we derived

L ¼ J

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nspinV0wFM

4gJFe

s
¼ J

ℏ
ffiffiffiffiffiffiffiffiffiffiffi
2gJFe

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hspinwFM

p ð2Þ

where J1 = J2 = J due to symmetry arguments, g is
the gyromagnetic ratio, and JFe is the isotropic
exchange constant between the Fe3+ spins; JFe has
been determined through previous experiments
(24); and ℏ is Planck’s constant h divided by 2p.
Equation 2 reveals the characteristic cooperative
scaling behavior of L, supporting our experi-
mental observation shown in Fig. 2. We deter-
mined the exchange constant J = 2.95 meV by
fitting the slope of the Lº

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hspinwFM

p
line in Fig.

2L using Eq. 2.
Our observed Dicke cooperativity in ErFeO3

opens up possibilities to realize a SRPT in thermal
equilibrium. A magnon SRPT in a spin-magnon
interaction system is much more feasible than a
photon SRPT based on an electrical-dipolar–type
light-matter interaction system (25). It has been
speculated that somemagnetic phase transitions
in these orthoferrite compounds (such as ErFeO3)
are magnon SRPTs (26). Our work demonstrates
the key physics required to rigorously analyze
these phenomena. Furthermore, another inspira-
tion from our observation is to control condensed
matter phases on the basis of boson-mediated
long-range interactions. In JT and JT-like transi-
tions, the critical temperatures can be manipu-
lated by changing the matter-matter interaction
strength through tuning the density of the
pesudospins. This raises the future possibility that
Dicke physics, a well-established concept in quan-
tum optics, can provide a guideline for controlling
and engineering novel entangled phase transi-
tions of condensed matter.
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ENVIRONMENTAL TOXINS

Diatom ooze—A large marine
mercury sink
Sara Zaferani, Marta Pérez-Rodríguez, Harald Biester*

The role of algae for sequestration of atmospheric mercury in the ocean is largely
unknown owing to a lack of marine sediment data. We used high-resolution cores
from marine Antarctica to estimate Holocene global mercury accumulation in
biogenic siliceous sediments (diatom ooze). Diatom ooze exhibits the highest
mercury accumulation rates ever reported for the marine environment and provides
a large sink of anthropogenic mercury, surpassing existing model estimates by as
much as a factor of 7. Anthropogenic pollution of the Southern Ocean began
~150 years ago, and up to 20% of anthropogenic mercury emitted to the atmosphere
may have been stored in diatom ooze. These findings reveal the crucial role of
diatoms as a fast vector for mercury sequestration and diatom ooze as a large marine
mercury sink.

O
wing to a scarcity of archive data from the
marine environment, the role of primary
production and biogenic sediments for
natural and anthropogenic mercury (Hg)
sequestration in the oceans is poorly un-

derstood. In the open ocean,mostHg is received
by atmospheric deposition and, to aminor extent,
by discharge from rivers, and most atmospheric
Hg is thought to be reemitted (1, 2). Available
data on global Hg burial in marine sediments
are based onmodel estimates (1, 3). These studies
estimate that the amount of Hg buried in open
ocean sediments is relatively low (190 to 200 Mg
year−1) (2, 4). Several studies indicate that the
marine Hg cycle is closely related to biological
productivity and that Hg scavenging by organic
particles is an important vector for Hg burial in
sediments (5–7). However, the contribution of
these processes to the accumulation of Hg in
marine sediments and the overall marine Hg
mass balance in the oceans is not known.
Diatoms are a major group of microalgae.

Their remains make up pelagic sediments called
diatom ooze, which cover ~11% of the ocean
floor (8) and accumulate in largest amounts
in the Southern Ocean (9, 10). Until now, no high-
resolution (<50 years) Hg record—which allows
calculation of global marine Hg sequestration—
was available from ocean sediment, and data on
Hg in the ocean were limited to water column
measurements (7).
Here we show high-resolution Holocene Hg

records from diatom ooze sediment cores taken
at three basins around Antarctica: Adélie Basin
(AB) [Integrated Ocean Drilling Program (IODP)
Expedition 318 Site U1357], Prydz Bay (PrB)
[Ocean Drilling Program (ODP) Expedition
119 Site 740], and Palmer Basin (PB) (ODP Ex-
pedition 178 Site 1098) (Fig. 1). From these cores
and modeled marine biogenic silica (BSi) seques-
tration, we evaluated the role of diatom ooze as

a Holocene Hg sink and estimated the global
amount of Hg accumulated in diatom ooze. In
addition, we reconstructed the chronology of Hg
accumulation and anthropogenic atmospheric
Hg pollution during the past 8600 years from
annually laminated AB sediments at resolutions
of 10, 20, and 200 years.

Composition of the sediment is similar at each
of the three locations (Fig. 2), with high SiO2

concentrations of 53% (PB), 66% (PrB), and 70%
(AB), respectively, identifying the sediments as
diatom ooze (11–13). Principal components analy-
ses reveal that Hg generally shows low or no pos-
itive covariance with lithogenic elements (e.g.,
Al, Ti, Zr) (fig. S1). This indicates that binding of
atmospheric-derived Hg to microalgae particles
is the dominant process of Hg accumulation in
these sediments and that terrestrial influences
are negligible. The upper core sections contain
median Hg concentrations between 55.6 and
70.9 ng g−1 and thereby exceed the median back-

ground (lower core section) concentrations (which
are between 32.1 and 36.0 ng g−1) by a factor
of 2.2 (Fig. 3). Maximum concentrations reached
73.0 (PB), 84.5 (AB), and 86.6 ng g−1 (PrB). This
strong increase in Hg concentrations in the upper
core sections likely results from the two- to
fivefold increase in global atmospheric Hg loads
due to industrial Hg emissions in the past two
centuries (14). These concentrations are similar
to those found in other marine sediments (15).
In the lower core sections, Hg concentrations
vary little (Fig. 3) but exhibit dilution effects at
higher silica concentrations (see Si-normalized
Hg concentrations in fig. S2). Similar Hg con-
centrations in the three cores taken at locations
separated by thousands of kilometers indicate
the absence of strong local effects and suggest
that Hg concentrations in diatom ooze are re-
lated to concentrations of dissolved Hg in sea-
water, which are controlled by atmospheric Hg
deposition and the Henry’s law constant, as well
as scavenging and mineralization processes of
sinking particles.
Owing to the consistency in Hg concentra-

tions, the different sedimentation rates of the
three cores control the large differences in Hg
accumulation rates (HgAR). The extremely high
sedimentation rates (~2 cm year−1) of AB sedi-
ments lead to HgAR that are the highest ever
reported from remote marine areas [median
rates of 576 and 1200 mg m−2 year−1 for the pre-
industrial and industrial (after 1850) periods,
respectively] (Fig. 3). These values even exceed
those reported from estuaries and shelf areas
(60 to 700 mg m−2 year−1) (16), which have hith-
erto been ranked as the largest marine Hg sinks
(17). The lower sedimentation rates of the PrB
and PB cores produce lower HgAR (PrB median:
16.8 and 33.3 mg m−2 year−1; PB median: 124
and 192 mg m−2 year−1 for the lower section and
upper section of the cores, respectively) than AB
cores. However, the PB and PrB rates are still
high relative to previously reported values, indi-
cating areas with high accumulation of diatom
ooze as large Hg sinks.
To quantify the role of diatom ooze sediments

for Hg sequestration in the oceans, we used an
estimated total area of pelagic diatom ooze sed-
iments of 23.3 million and 31.1 million km2 (10, 18).
Owing to the high sedimentation rates of our
Antarctic cores, which could lead to large overes-
timation of global HgAR in diatom ooze (DOHgAR),
we applied two independent approaches for
DOHgAR calculation. For calculation one, we
used the diatom ooze sedimentation rate sug-
gested for the Southern Ocean (0.75 mm year−1)
(19) (dry mass accumulation rate of 0.68 kg m−2

year−1) in combination with median Hg con-
centrations (preindustrial and industrial period)
derived from our Antarctic cores. For calculation
two, we used published estimates of global annual
BSi accumulation rate and different diatom preserva-
tion rates (30, 60, and 80%) combined with median
Si/Hg ratios from our cores for the preindustrial
and industrial periods, respectively (Table 1).
Average DOHgAR for the industrial period

ranges between 850 and 1166 Mg year−1 (Table 1),
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Fig. 1. Map of core sites. Locations of the
investigated cores in Antarctica: Prydz Bay core
(ODP Expedition 119 Site 740), Palmer Basin
core (ODP Expedition 178 Site 1098), and Adélie
Basin core (IODP Expedition 318 Site U1357).
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which are, respectively, a factor of ~4.5 and 6.1
higher than estimates of existing model ap-
proaches (190 Mg year−1) (1, 3) for burial of Hg
in deep ocean sediments, indicating that Hg
sequestration in biogenic marine sediments ap-
pears to have been largely underestimated to
date. Preindustrial DOHgAR values range between
497 and 689 Mg year−1, which are a factor of
1.7 lower than those calculated for the indus-
trial period. Although diatom ooze sedimen-
tation and preservation in the Southern Ocean
is known to be generally high (>86%) (20), we ad-
ditionally calculated two conservative approaches
using the lowest reported diatom ooze sedimen-
tation rate (~0.01 mm year−1) (21, 22) and the
lowest published BSi preservation rate (3%) (23).
These calculations reveal DOHgAR of 18 and 38 Mg
year−1, which still account for 9 and 20% of the
model estimate (190 Mg year−1), respectively
(1, 3). These findings emphasize the importance
of Hg sequestration in diatom ooze in particular
and the role of marine primary production in
general. However, the amount of data used for
these calculations is still small and may exhibit
large uncertainties.
Streets et al. (24) estimated that ~1130 Gg of

Hg were released from anthropogenic sources
to the environment between 1850 and 2010, and
336 Gg of this amount were emitted directly to
the atmosphere. On the basis of the minimum
and maximum DOHgAR obtained from calcu-
lations one and two (397 to 1322 Mg year−1),
the total amount of Hg accumulated in diatom
ooze in the past 150 years is 22 to 84 Gg, or about
6.5 to 25% of all Hg emitted to the atmosphere
and 2.0 to 7.4% of all Hg released to the envi-
ronment through anthropogenic emissions in
the past 150 years. The remote location and large
distance of most diatom ooze sediments from
coastlines indicate atmospheric fluxes as the
predominant Hg source. Under this assump-
tion, ~20% of the anthropogenic Hg emitted
to the atmosphere since 1850 may have been
buried in diatom ooze alone. This amount might
have been even higher considering that DOHgAR
in areas such as AB largely exceeds the rates used
in our calculation. The unequal distribution of
atmospheric Hg concentrations during the in-
dustrial period as well as that of diatom ooze
sediments between the hemispheres suggest
that Hg sequestration by diatom ooze might be
more important in the Southern Hemisphere
than in the Northern Hemisphere, which might
reduce the amount of anthropogenic Hg accu-
mulated in diatom ooze. It is further unknown to
what extent the 1 to 5.5 Gg year−1 of global river
discharge of Hg, mainly released to the Northern
Ocean (25), contributes to Hg burial in diatom
ooze. However, recent studies indicate that most
of this Hg is buried in estuaries and on the con-
tinental shelf (17).
The high Hg accumulation rates in diatom

ooze, which largely surpass the reported Hg
deposition rates to the oceans (1), might be
partly explained by increased Hg fluxes from
the atmosphere into the seawater. Similar to
CO2, such increased atmospheric Hg fluxes

could be caused by a permanent shift of the
dissolution equilibrium (based on Henry’s law
constant) toward the dissolved phase if the dis-
solved phase is permanently removed through
Hg scavenging by a large amount of algae during
blooms. We assume that scavenging of water-
phase Hg by sinking diatom organic matter,
rather than active uptake [see (26) for Hg uptake
by algae], is the dominant process of Hg binding
in diatom ooze. Furthermore, dissolved Hg in the
water column will provide a large Hg pool for
scavenging by sinking particles, which could ex-
plain the high observed Hg sedimentation rates
(see supplementary materials for further discus-
sion). Previous mass-balance models estimated

that 96% (~1300 Mg year−1) of the atmospheric
Hg flux to the ocean (~1350 Mg year−1) is re-
emitted (1). Even the conservative Hg accumu-
lation rates in diatom ooze suggest that these
high re-emission fluxes are likely overestimated
if used on a global scale. A recent model approach
on Hg mass-balance changes during eutroph-
ication in the Baltic Sea estimated a 30 to 40%
decrease in Hg evasion during diatom blooms
(27), which was attributed to Hg sedimenta-
tion by algae organic matter. This is in line with
findings of Hg concentrations in settling organic
particulate matter in the Atlantic Ocean, which
suggest that Hg partitioning to particles is up to
1000 times greater than suggested by models
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Fig. 2. Silicon concentration in diatom ooze sediments. Downcore records of silicon (Si)
concentrations in Adélie Basin (AB), Palmer Basin (PB), and Prydz Bay (PrB) sediments (note the
differences in core depth).

Table 1. Global annual mercury accumulation and total accumulated mercury in diatom
ooze sediments (DOHgAR).Values for the industrial (after 1850) and preindustrial (before 1850)

periods were determined by two approaches. For calculation one (Calc. 1) we used a diatom

ooze area of 23.3 million and 31.1 million km2 (10, 18) and a sedimentation rate of 0.75 mm year−1,

as suggested for Antarctic diatom ooze (19), and average Hg concentrations for the preindustrial
and the industrial period derived from AB, PrB, and PB cores. Calculation two (Calc. 2)

was based on the annual accumulation of biogenic silica (BSi) in the world’s oceans (23),

assuming BSi preservation of 30, 60, and 80% and average Si/Hg ratios for the preindustrial

and industrial periods derived from AB, PrB, and PB cores.

Calculation

DOHgAR

preindustrial period

(Mg year−1)

DOHgAR

industrial period

(Mg year−1)

Enrichment

factor

DO-stored

pollution Hg

since ~1850 (Gg)

Calc. 1

(23.3 million,

31.1 million km2)

574, 765 992, 1322 1.7 63, 84

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... .

Calc. 2 (30, 60, 80%) 230, 460, 613 397, 758, 1010 1.6 22, 45, 60
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... .

Average Calc. 1 and 2

(range based

on Calc. 2)

497, 613, 689 850, 1040, 1166 1.7 53, 64, 72

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... .
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resulting in decreasing Hg availability for eva-
sion (28), emphasizing the important role of the
marine biological pump for the global Hg cycle.
The undisturbed 170-m-long annually lami-

nated sediments of AB offer an ultrahigh reso-
lution (~2 cm year−1) record of Hg accumulation
in the oceans, spanning large parts of the Hol-
ocene (Fig. 3) (13). Hg concentrations in AB sed-
iments show a median of 32.1 ng g−1 between
~8600 years ago and ~1850 AD, and Hg accumu-
lation rates largely follow the Hg concentration
record, with a median value of 556 mg m−2 year−1.
Since 1850, Hg concentrations and accumula-
tion rates have increased by a factor of ~2.2 to
median values of 70.9 ng g−1 and 1296 mg m−2 year−1,
with local peaks around 1890, 1950, and 1990,
and highest values of 84.5 ng g−1 and 1830 mg m−2

year−1 in ~1990. The increase in Hg accumulation
was coincident with the onset of the industrial
period and intense coal burning, which has been
the most important anthropogenic source of Hg
emissions to the atmosphere and global Hg dis-
persion. The local peaks in Hg accumulation
during 1900–1920 and 1950–1970 (Fig. 3) corre-
spond to emission peaks calculated on the basis
of global Hg production and consumption rates
(24, 29). An indication of a global influence of
Hg emissions from gold and silver mining in
the Americas during 1850 and 1910, as estimated
in recent models (29), which nearly reach or
even surpass levels of those found at times of
maximum Hg emissions during the 20th century,

was not found in our cores. Moreover, no an-
thropogenic influence before ~1850 that could
be linked to Hg emissions from colonial gold
mining in South America, as suggested by mod-
el estimates, could be detected (16). The amount
of Hg emitted to the atmosphere by colonial
gold mining was probably too low to be detect-
able in remote Antarctica. Similarly, the increase
in global atmospheric Hg loads, as revealed by
our Antarctic marine sediment cores, attributed
to all-time anthropogenic activities, is only about a
factor of 2.2, which is slightly lower than in most
Hg records from terrestrial archives (14, 30–32)
but distinctly lower than current model predic-
tions. This might be due to the fact that most
anthropogenic Hg has been emitted in the North-
ern Hemisphere so that a larger Hg portion is
sequestered there. However, the Southern Ocean
is one of the most productive areas on Earth and,
because of the link between primary production
and Hg sequestration, is likely a large sink for
global atmospheric Hg.
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Fig. 3. Mercury concentration and accumulation rate in diatom
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concentrations in Adélie Basin (AB), Palmer Basin (PB),
and Prydz Bay (PrB), and mercury accumulation rates (HgAR)
in AB sediments. The shaded area in (A) denotes the industrial period.

An average sedimentation rate of 2 cm year−1 was used for
AB chronology reconstruction (13). Median background Hg
concentrations equal 32.1, 34.5, and 36.0 ng g−1 with median
absolute deviations of 2.74, 2.21, and 1.20 for AB, PB,
and PrB, respectively (note the differences in core depth).
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VIROLOGY

Serotype-specific immunity explains
the incidence of diseases caused
by human enteroviruses
Margarita Pons-Salort* and Nicholas C. Grassly

Human enteroviruses are a major cause of neurological and other diseases. More
than 100 serotypes are known that exhibit unexplained complex patterns of
incidence, from regular cycles to more irregular patterns, and new emergences.
Using 15 years of surveillance data from Japan (2000–2014) and a stochastic
transmission model with accurate demography, we show that acquired serotype-
specific immunity can explain the diverse patterns of 18 of the 20 most common
serotypes (including Coxsackieviruses, Echoviruses, and Enterovirus-A71). The
remaining two serotypes required a change in viral characteristics, including an
increase in pathogenicity for Coxsackievirus-A6, which is consistent with its recent
global rise in incidence. On the basis of our findings, we are able to predict outbreaks
2 years ahead of time (2015–2016). These results have implications for the impact of
vaccines under development.

M
ore than 100 enterovirus serotypes infect
humans and can cause a wide range of
diseases, includingmeningitis, encephalitis,
paralysis,myocarditis, haemorrhagic con-
junctivitis, upper respiratory infections,

herpangina, and hand-foot-and-mouth disease
(HFMD) (1). This group contains the Coxsackie-
viruses A (CV-A) and B (CV-B), the Echoviruses
(E), and other serotypes simply called Enterovirus
(EV), as well as the three poliovirus serotypes,
which are the target of a global eradication pro-
gram. The epidemiology of enteroviruses is char-
acterized by frequent asymptomatic infections
and a peak of disease in summer. Despite the
well-defined annual seasonality of enterovirus-
associated diseases, individual serotypes show
different long-term patterns of circulation, from
regular annual or multiannual cycles to more ir-
regular patterns. For example, enterovirus A71
(EV-A71) has a 3-year cycle in Malaysia (2) and
Japan but a 1-year cycle in China (3). Some sero-
types also sporadically emerge as substantial
causes of diseases. For example, CV-A6 has
emerged during recent years as the main cause
of HFMD worldwide (4), and EV-D68 emerged
in 2014 in theUnited States as an important cause
of severe respiratory illnesses (5). The increased
incidence of HFMD in Southeast Asia during the
past two decades [with >1 million cases reported
in China annually (3)], the large proportion of
viral meningitis attributed to nonpolio enter-
oviruses [>75% (6)] and the sporadic emergence
of new serotypes attest to their clinical and pub-
lic health importance.
A fundamental challenge for research on enter-

oviruses and other endemic and antigenically
diverse pathogens (such as rotavirus, influenza,

pneumococcus, and dengue), is to understand
what causes the changes in incidence over time
of different serotypes. This has direct implica-
tions for the prediction of future outbreaks of
disease and the impact of serotype-specific vac-
cines, such as licensed monovalent EV-A71 vac-
cines (7) and other single- andmultivalent vaccines
under development (8). There is currently no
accepted mechanistic explanation for the com-

plex long-term patterns of circulation of enter-
ovirus serotypes, including why different serotypes
predominate in different years.Homotypic (serotype-
specific) population immunity, heterotypic (cross-
serotype) immunity, and virus evolution (including
antigenic drift and recombination) could all
contribute.
In most countries, enterovirus surveillance is

passive and thus mainly captures the serotypes
isolated from severe cases suspected of having an
enterovirus infection (such as neonatal infections
and clusters of aseptic meningitis, encephalitis,
or paralysis). Serotypes isolated from mild dis-
eases are rarely reported. Furthermore, variation
in clinical testing and participation of laboratories
results in irregular reporting rates over time. In
contrast with most countries, Japan has a na-
tional disease sentinel–based surveillance system
that isolates and identifies enteroviruses from
patients attending sentinel sites for four target
diseases representative of enterovirus infections:
aseptic meningitis (mostly caused by Echoviruses,
CV-Bs, and CV-A9), HFMD (mostly caused by
EV-A71 and CV-A6, -10, and -16), herpangina
(mostly caused byCV-As), and acute haemorrhagic
conjunctivitis (mostly caused by a variant of
CV-A24 and EV-D70) (9). Enterovirus surveillance
in Japan therefore captures the circulation of a
broad range of serotypes and does it in a con-
sistent and systematic way. We used time-series
analysis andmathematical modeling of the high-
quality surveillance data from Japan collected
between 2000 and 2016 to identify mechanisms
that can explain the transmission dynamics of
enterovirus serotypes.
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Fig. 1. Nonpolio enterovirus incidence and births in Japan (2000–2014). (A and B) Monthly
number of reported enterovirus isolations from January 2000 to December 2014 for (A)
nonpolio enteroviruses and (B) CV-A4. (C) Smoothed annual number of live births. (D) Average
wavelet power of the square-root–transformed time series for CV-A4 showing the emergence of a
biennial pattern of incidence.
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Nonpolio enteroviruses show strong seasonality
in Japan, with aggregate case numbers showing
a peak every summer between January 2000 and
December 2014 (Fig. 1A). The incidence of sero-
types with >500 isolations during that period
(total numbers are provided in table S1) ex-
hibited diverse patterns (Fig. 2, red line, and
figs. S4 to S6), including serotypes with regular
cycles of 1 year (such as CV-B4), 2 years (such as
CV-A4), 3 years (such as EV-A71), and 4 years
(such as CV-B3), and less regular patterns (such
as E25). A wavelet analysis (supplementary text
S1.3) identified these periodicities and their

changes over time—that is, regime shifts (figs. S7
to S9). In particular, we observed that CV-A4
switched from a 1-year cycle between 2000 and
2004 to a 2-year cycle from 2004 onward (Fig. 1,
B and D). We hypothesized that if CV-A4 behaved
as a highly immunizing infection, this temporal
pattern could be explained by the general de-
crease in births that Japan has experienced during
the past two decades (Fig. 1C). In this case, only
births would replenish the susceptible pool and
consequently determine the chances that an out-
break occurs (10). Similar but perhaps less obvious
signatures in the pattern of other serotypes also

indicated this mechanism (such as CV-A9 and
CV-A16).
To test this hypothesis, we constructed a sim-

ple stochastic transmission model that assumed
acquired and lifelong homotypic immunity and
that included a seasonal transmission rate, asymp-
tomatic infections, underreporting, and realistic
birth and death rates (supplementary text S1.4
and S1.5). Using a maximum-likelihood infer-
ence framework based on particle filtering (11),
we fitted the model to the number of detections
reported eachmonth between January 2000 and
December 2014 for each of the 20most prevalent
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Fig. 2. Model fit to data. (A to T) The reported number of monthly
isolations (red line) and 10 out of 100 stochastic simulations of the
maximum likehood model (gray lines) with the closest match to
the data are shown. The estimated number of susceptible individuals
(blue lines) is shown in the right y axis. Maximum likelihood parameter
estimation and selection of simulations was based on data for

January 2000 to December 2014 (white background), and projections
continued out-of-sample for January 2015 to December 2016 (orange
background). For CV-A6 and E18, parameter estimation was based
on data through to December 2010 and December 2005, respectively,
because of the poor fit of the model to the entire period. Parameter
values are available in table S2.
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serotypes with more than one peak of activity.
These included seven Coxsackieviruses A, five
Coxsackieviruses B, seven Echoviruses, and EV-
A71. We then assessed whether the maximum
likelihood model was able to predict the 15-year
incidence pattern of each serotype when simu-
lating forward from the initial conditions, only
varying birth and death rates as observed in
Japan. Because demographic stochasticity re-
sults in variability between simulated realizations
with the same parameter values, we simulated
100 stochastic realizations with the maximum-
likelihood estimates (MLEs) of the parameters
and show here the 10 that most closely match
the observed epidemic trajectories (supplemen-
tary text S2.3). Model failure to reproduce the
observed dynamics of specific serotypes guided
us to generate hypotheses of extra mechanisms
that could explain the observed incidence.
The model fitted the 15 years of incidence

data remarkably well for 18 of the 20 serotypes
examined—all except CV-A6 and E18 (Fig. 2).
These included serotypes with periods of 2 years
(such as CV-A2 and CV-A4), 3 years (such as
CV-A9 and EV-A71), and even longer (such as E3).
Themodelwas also able to capturemore irregular
dynamics, such as those exhibited by E6 and E25,
that showed a few years of activity followed by
several consecutive years with barely any cases.
Underestimation of the largest peaks of cases
for a few serotypes could be due to undocumented
enhanced sample collection and surveillance ef-
forts during large outbreaks (such as 2010 for
EV-A71). The model also predicted a few small
peaks that were not observed in the data (such as
2003 for CV-A5, 2013 for CV-A10, 2005 for CV-B1,
2009–2010 for CV-B5, and 2009–2012 for E30).
Possibly, these discrepancies reflect gaps in sur-
veillance resulting from the distribution of sen-
tinel sites and spatial clustering of cases or,
alternatively, could correspond to local viral
extinctions that are not captured by the model.
The number of estimated susceptible individ-
uals (Fig. 2, blue line) shows how births pro-
gressively increase population susceptibility after
each peak of cases, until a threshold is reached
and a new outbreak occurs. With decreasing
births, it takes longer for this threshold to be
reached, increasing the chances of transition to
longer cycles (such as CV-A4 from 2004 onwards,
CV-A9 from2006, andCV-A16 from2008), which
sometimes result in a bigger outbreak.
Although the model did not explain the dy-

namics of CV-A6 and E18 over the entire 15-year
period, it fit the data well until the dynamics
suddenly changed (2011 and 2006, respectively),
suggesting that mechanisms other than homo-
typic immunity contributed to these dynamics
(Fig. 2, D and R). Virus evolution in antigenic
or other regions could perhaps explain these
patterns. For example, it has been suggested
that diversity in capsid structures of some Echo-
viruses could have generated different antigenic
variants (12), or that recombination in the non-
structural proteins could provide a fitness or
immunological advantage (13). To test whether a
sudden change in transmissibility, pathogenicity,

or antigenicity alone could explain the pattern of
CV-A6 and E18, we fitted three model extensions
accounting for those changes (supplementary
text S1.6). For CV-A6, we estimated that a fivefold
increase in pathogenicity in 2010 provided a
better fit to the data than models with a change
in transmissibility or antigenicity (Fig. 3A). This
is consistent with the recent global emergence of
this serotype as the main cause of HFMD with
atypical symptoms (4) and a change around 2009
in the disease that it caused in Japan (mostly
herpangina before, but HFMD since then) (14).
For E18, however, either an antigenic change or
an increase in transmissibility at the end of 2005
(but not a change in pathogenicity) provided a
better fit to the data (Fig. 3, B and C).
Parameter estimates revealed interesting dif-

ferences in transmissibility among the serotypes
(fig. S55 and table S3). Those associated with
HFMD and herpangina (most CV-As and EV-A71)
had generally higher estimates of the average basic
reproduction number compared with those asso-
ciated with aseptic meningitis (CV-A9, CV-Bs, and
Echoviruses). Thismay reflect higher transmission
efficiency of serotypes mainly affecting children
and/or differences in transmission routes (fecal-
oral versus respiratory). The estimated reporting
probability per infection was between 10−5 and
10−4, which is about two orders of magnitude
smaller than the probability of paralysis after
poliovirus infection (10−3 to 10−2) (15). This may
reflect differences in pathogenicity and coverage
of the sentinel surveillance system.
Our results have implications for outbreak

preparedness. By extending model simulations
2 years beyond the data used for parameter es-
timation (2015–2016), the magnitude of the epi-
demics was predicted with reasonable accuracy
for most of the serotypes (Figs. 2 and 3, orange
backgrounds, and fig. S56). The accuracy of these
forecasts was similar to that obtained when sim-
ulating forward from 2015 only, by using the
reconstructed state space variables obtained from
the particle-filter (fig. S57). Inaccurate forecasts
for a few serotypes could be due to changes in
viral properties during the prediction period, local
viral extinctions, or inaccurate projections of fu-
ture number of births. Nevertheless, our simple
model could help anticipate years with a large

number of cases of a given serotype. These fore-
casts could be improved by incorporating data
on serotype-specific population immunity from
seroprevalence surveys.
Similarly, our model could also be used to pre-

dict the impact of vaccines under development.
For example, we simulated the effect of vaccinat-
ing newborns against EV-A71 and CV-A16 from
2008 onward with a 100% effective vaccine at dif-
ferent coverage levels (fig. S58). For both sero-
types, a coverage of 80% resulted in almost no
cases from 2 years after the introduction of the
vaccine, but lower coverage led to continued in-
cidence, with altered dynamics and occasionally
large outbreaks comparable with those observed
prevaccination.
Our analysis has some limitations. First, we

assumed that acquired homotypic immunity
against infection is complete and lifelong. How-
ever, it is likely to be incomplete and wane over
time for nonpolio enteroviruses, as seen for in-
testinal immunity to polioviruses (16, 17). Extend-
ing our model to include waning immunity
(supplementary text S1.7) resulted in a similarly
good fit to the data (figs. S62 and S63) and an
estimatedmean duration of protective immunity
that ranged from 8 years to lifelong (table S5).
This relatively long-lasting immunity meant that
the dynamics were still determined by births, but
estimates of the reproduction number were gen-
erally lower because infection could be sustained
at lower transmission efficiency. Second, we ig-
nored spatial, social, and demographic structure
of the transmission dynamics. Although these
simplifications may have affected some of our
parameter estimates, they do not affect our main
result of the importance of homotypic immunity.
Third, although stochastic extinction of a sero-
type and subsequent reintroduction can occur in
our model, it is inherently difficult to predict
specific periods when infection may be absent.
Last, smaller changes in pathogenicity, trans-
missibility, or antigenicity may have occurred
for serotypes other than CV-A6 and E18 but
not led to a strong signature in the incidence
dynamics.
Although there is evidence that different

enterovirus serotypes share some T cell and B
cell epitopes (18, 19), cross-reactive antibodies
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Fig. 3. Model
extensions. Model
fit to data for CV-A6
and E18 by using
the best-fitting model
extensions. (A) A
fivefold increase in
pathogenicity from
around 2010 for
CV-A6. (B) A change
in antigenicity from
around 2006 for E18.
(C) A 9% increase in
transmissibility from
around 2006 for E18.
Dashed vertical lines indicate the estimated time when the changes occurred. Details are provided
in Fig. 2. Parameter values are available in table S4.
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are not strongly neutralizing, and their potential
epidemiological implications remain elusive. Our
model can explain the temporal dynamics of all
the serotypes we examined without the com-
plexity of adding cross-serotype interactions,
thus providing evidence that homotypic immunity
is the most important driver of the transmission
dynamics of enterovirus serotypes. These findings
support current development efforts of serotype-
specific mono- and multivalent vaccines because
they point against serotype replacement induced
by vaccination. However, two of the serotypes we
examined showed dynamics that are consistent
with a change in viral properties (pathogenicity,
antigenicity, or transmissibility) and emergence
as an important cause of disease. A better under-
standing of this process would support the
appropriate choice of serotypes in multivalent
vaccines that target diseases such as HFMD.
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OCEAN OXYGEN

Large-scale ocean deoxygenation
during the Paleocene-Eocene
Thermal Maximum
Weiqi Yao1*, Adina Paytan2, Ulrich G. Wortmann1

The consequences of global warming for fisheries are not well understood, but the
geological record demonstrates that carbon cycle perturbations are frequently associated
with ocean deoxygenation. Of particular interest is the Paleocene-Eocene Thermal
Maximum (PETM), where the carbon dioxide input into the atmosphere was similar to
the IPCC RCP8.5 emission scenario. Here we present sulfur-isotope data that record a
positive 1 per mil excursion during the PETM. Modeling suggests that large parts of
the ocean must have become sulfidic. The toxicity of hydrogen sulfide will render two of
the largest and least explored ecosystems on Earth, the mesopelagic and bathypelagic
zones, uninhabitable by multicellular organisms. This will affect many marine species
whose ecozones stretch into the deep ocean.

T
he geological record contains many exam-
ples in which the Earth system was out of
equilibrium and large parts of the ocean
were inhospitable to life. However, only
few of these events can provide insight into

the effects of modern fossil fuel burning. This
is because either the boundary conditions are
substantially different (e.g., the plate-tectonic
configuration) or the rate of change is not com-
parable. The short-lived Paleocene-Eocene Ther-
mal Maximum (PETM) event [~55 million years
ago] (1) is a notable exception. Current data
suggest that in the PETM, the atmosphere had to
accommodate about 2500 to 4500 Gt of carbon
released within 4000 years (2). This is an in-
crease of the same order of magnitude as the
IPCC RCP8.5 emission scenario, which projects
a cumulative anthropogenic CO2 release of 2000
GtC by 2100 (3). Although the carbon dioxide

release rate during the PETM was about a factor
of 10 slower, it is our best analog for studying
nonlinear feedbacks and consequences of the
anthropogenic carbon cycle perturbation.
The geochemical cycles of carbon and sulfur

are linked through microbial sulfate reduction
(MSR), where the electron transfer from sulfate
to sulfide provides the energy to respire organic
matter (OM) back to CO2. Combined, these cycles
constitute the dominant control on atmospheric
oxygen (4, 5). Owing to their drastically different
residence times (0.1 versus 10 million years) (4),
they are rarely considered together. Our data sug-
gest, however, that MSR can alter the redox state
of the marine sulfur reservoir on time scales that
are comparable to that of the carbon cycle. This
has three important implications: (i) Unlike oxic
respiration, MSR also produces H2S, which is
toxic to most life forms even at low concentra-

tions; (ii) if we accept the premise that the PETM
is a model for the present-day oceans, the time
scales of the observed changes in the redox state
of marine sulfur suggest that similar processes
could affect the oceans in the near future; (iii)
the development of oxygen-free waters creates
a sizable but intermittent reservoir in the global
sulfur cycle, with fluxes exceeding traditional
weathering and burial flux estimates.
The mass and sulfur-isotope ratio of seawater

sulfate are controlled by sulfur delivered to the
oceans via weathering and volcanic degassing
and sulfur removed from the oceans via burial
of sulfur-bearing minerals. In marine sediments,
sulfur is present in its oxidized form as sulfate-
bearing evaporite salts and in its reduced state as
metal sulfides. Sulfate-bearing evaporites pre-
cipitate with little or no fractionation relative to
seawater, and thus have a limited effect on the
S-isotope ratio of seawater sulfate (5, 6). By con-
trast,MSRhas a preference for 32S, and thus exerts
a substantial influence on the seawater 34S/32S
ratio (7, 8). In this study, we use pristine authigenic
marine barite crystals to trace the evolution of the
marine S-isotope ratio across the PETM. We
report our results in the traditional delta notation
(d34S), which expresses the isotopic ratio of 34S/32S
as a difference relative to a reference standard:

d34S ¼
34S
32S

� �
Sample

� 34S
32S

� �
Standard

34S
32Sð Þ

Standard

� 1000½‰�

where XS denotes the concentration of the respec-
tive sulfur isotope. All results are reported relative to
the Vienna Canyon Diabolo Troillite (VCDT).
We observe a 1‰ shift in d34S during the

PETM (Fig. 1), which implies the removal of 8 ×
1016 mol of reduced sulfur within 50 thousand
years from the oceans (assuming a marine sul-
fate concentration of 5 mM) (9). This requires
more than double the pre-PETM steady-state
pyrite burial flux. More important, the rapid
decay of the S-isotope excursion occurs within
~100 thousand years. Owing to the large size of
the marine sulfate reservoir and the small input
and output fluxes to the ocean, the marine S-
isotope ratio is expected to retain the peak S-
isotope values of the excursion formillions of years
before returning to pre-excursion conditions. The
observed rapid decay of the S-isotope excursion
requires the input of 8 × 1016 mol of isotopically
light sulfur back into the ocean before the end of
the PETM.
Changes in pyrite burial are traditionally in-

voked to explain changes in seawater d34S. It is
assumed that most of the pyrite burial happens
on continental shelves (10, 11). As such, pyrite
burial rates correlate with sea-level variations, i.e.,
during high stands, shelf areas expand and pyrite
burial increases, whereas during low stands, shelf
areas contract and previously buried pyrite is
reoxidized (11). Sea-level estimates suggest a rise
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Fig. 1. d34S data of
authigenic marine
barite crystals across
the PETM.The gray
envelope denotes the
95% confidence interval
of the LOESS regression
(see supplementary
materials). Shaded
boxes indicate the
extents of the main and
total PETM interval (1).
Error bars are 1s.
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on the order of 25mduring the PETM (12). Using
previously published parametrizations (11), this
increase results in the additional burial of 4.45 ×
1010 mol pyrite per year, about 4% of that re-
quired to explain the observed isotope shift.
The idea that the shelf acts as a transient pyrite
reservoir has been expressed previously (11, 13),
but the observed isotope signal requires an in-
crease in the global shelf area equivalent to 13
to 32 times the size of the contiguous United
States. Clearly, these numbers depend on a variety
of assumptions, chiefly, the OM and pyrite burial
rates on the shelves; however, they do demon-
strate the magnitude of required flux changes.
Previous authors proposed that the importance

of continental shelves for pyrite burial may have
been overstated (11, 14) and that the long-term
burial of pyrite is controlled by the intensity of
anaerobic methane oxidation (AMO) on con-
tinental slopes (14). This idea is particularly
intriguing because it links pyrite burial to sub-
seafloor methane flux, which in turn has been
suggested as a possible explanation for the neg-
ative carbon-isotope excursion in the PETM
(14, 15). In this scenario, the rapid release of
isotopically light methane would not only drive
the observed C-cycle excursion but also increase
pyrite burial rates.
Linking pyrite burial flux to methane flux is

elegant and provides a plausible explanation
for the rise in the marine d34S ratio during the
PETM. Furthermore, once the methane has been
vented, gas hydrate reservoirs will have to re-
charge and thus AMO fluxes and AMO-associated
pyrite burial rates will cease (14). However, even
if we assume the extreme case that all pyrite
burial is AMO-controlled, it would take at least
0.2 million years to return the marine d34S ratio
back to its pre-excursion value (see supplemen-
tary materials). That means it is not sufficient
just to inhibit all pyrite burial; rather, we need to
inject large quantities of isotopically light S into
the oceans to explain the observed S-isotope sig-
nal. The speed and magnitude of the required 32S
flux require a transient reservoir of 32S-enriched
sulfur that is sufficiently large to hold 8 × 1016 mol
of isotopically depleted S and can be charged and
released in less than 100 thousand years.
Here we propose that the marine oxygen min-

imum zone (OMZ) constitutes such a reservoir.
With the exception of a few upwelling zones,
oxygen concentrations in the OMZ are usually
high enough to render MSR energetically un-
favorable. However, the marine oxygen pool is
small, and changes in circulation or export produc-
tion can alter the oxygen content of the OMZ
rapidly. Once oxygen concentrations in the OMZ
dropbelow4mM(16),MSRbecomes thedominant
OM remineralization pathway. In the modern
ocean, MSR is limited by OM supply and the dif-
fusive supply of sulfate into the sediment column.
Shifting the location of sulfate reduction from
the sediment into the intermediate water column
would not only increase the availability of sulfate,
but drastically increase the quality and quantity
of OM. This will accelerate the globally integrated
sulfate reduction flux and transfer 32S into the

OMZ, effectively separating the ocean into two
sulfur reservoirs.
To estimate the required changes to the OMZ,

we use S-isotope fractionation factors (a) be-
tween 43 and 70‰ (7, 8), and an average sul-
fide concentration up to 0.5 mM, well below the
1 mM threshold where chemocline upwelling
and the subsequent release of H2S into the at-
mosphere become a possibility (17). The value
of 0.5mM is high compared to sulfide concentra-
tions observed in anoxic upwelling zones in the
modern ocean (16), but well within the limits of
marine sulfide concentrations observed within
more restricted settings (e.g., 6.14mM inFramvaren
Fjord) (18). Modeling the data using the statistically
significant maximum of 18.35‰ (Fig. 2) requires
sulfidic water volumes between 1.6 × 1017 to 2.6 ×

1017m3. The highestmeasured d34S value (18.95‰)
can be explained with a sulfidic water volume of
no more than 2.7 × 1017 m3 for a of 70‰. To put
these estimates into perspective: In the modern
ocean, the OMZ sensu stricto (O2 < 20 mM) en-
compasses about 1% of the global ocean volume
(1.38 × 1018 m3) (19), whereas the above numbers
suggest an order-of-magnitude increase to 10 to
20% of the ocean volume. Indeed, several studies
suggest that low O2 or anoxic waters were pre-
sent during the PETM at intermediate depths in
many ocean basins (20–23).
Modeling predictions exploring the effects of

anthropogenic climate change suggest that mea-
surable oxygen loss from the subarctic North
Pacific will occur by 2030 to 2040 (24) and that
the total volume of suboxic ocean water will
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Fig. 2. Model forcing
and the resulting
S-isotope ratios
versus measured data.
(A) Transfer of 32S into
and out of the OMZ.
(B) Resulting changes
in the marine sulfate
d34S across the PETM.
See supplementary
materials for full model
results. Note that in
order to model the peak
at 18.95‰, the timing
of the flux changes has
to be adjusted.
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expand by 50% by 2100 (25). Once local oxygen
concentrations drop below 4 mM (16), sulfate
reduction will commence, resulting in the pro-
duction of H2S, which is toxic at levels as low as
4 mg/liter (26). This will (A) create an ocean in-
ternal reservoir of reduced sulfur; (B) create an
ocean that is no longer well mixed with respect
to sulfate; and (C) compress the ecozones of fish
species that venture in the mesopelagic and
bathypelagic zones (27) and change their eco-
system structure, which could jeopardize 10 to
50% of worldwide pelagic predator diversity
(27) with unknown consequences for global fish
stocks. Our findings suggest that (A) and (B) have
been well expressed during the PETM, and given
the similarities between the PETM and the IPCC
RCP8.5 emission scenario, (C) will be a possibility
in the not-too-distant future.
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MOLECULAR BIOLOGY

An intrinsic S/G2 checkpoint
enforced by ATR
Joshua C. Saldivar1, Stephan Hamperl1*, Michael J. Bocek1, Mingyu Chung1,
Thomas E. Bass2, Fernanda Cisneros-Soberanis3,4, Kumiko Samejima3, Linfeng Xie5,
James R. Paulson5, William C. Earnshaw3, David Cortez2,
Tobias Meyer1, Karlene A. Cimprich1†

The cell cycle is strictly ordered to ensure faithful genome duplication and chromosome
segregation. Control mechanisms establish this order by dictating when a cell transitions
from one phase to the next. Much is known about the control of the G1/S, G2/M, and
metaphase/anaphase transitions, but thus far, no control mechanism has been identified for
the S/G2 transition. Here we show that cells transactivate themitotic gene network as they exit
the S phase through a CDK1 (cyclin-dependent kinase 1)–directed FOXM1 phosphorylation
switch. During normal DNA replication, the checkpoint kinase ATR (ataxia-telangiectasia and
Rad3-related) is activated by ETAA1 to block this switch until the S phase ends. ATR inhibition
prematurely activates FOXM1, deregulating the S/G2 transition and leading to early mitosis,
underreplicated DNA, and DNA damage.Thus, ATR couples DNA replication with mitosis and
preserves genome integrity by enforcing an S/G2 checkpoint.

T
o avoid loss of genetic information, cells
must replicate their DNA before mitosis
(1). Recent data show that replication de-
lays the onset of mitosis (2), yet how cells
sense the end of the S phase and coordinate

these processes remains a fundamental biological
question. A checkpoint monitoring the end of
DNA replication has been proposed (3), but ef-
fectors of such an S/G2 checkpoint have not
been identified. DNA damage can activate the
checkpoint kinase ATR (ataxia-telangiectasia
and Rad3-related), arresting S or G2 cells by
inactivating the CDC25–cyclin-dependent kinase
(CDK) pathway (4). Because ATR ensures com-
pletion of replication before mitosis during nor-
mal proliferation (5, 6), we hypothesized that
it may regulate the S/G2 transition.
To test this hypothesis, we used quantitative

image-based cytometry (QIBC) (fig. S1) (7) com-
bined with pulse-chase assays (fig. S2) and mea-
sured S-to-M and G2-to-M progression. S-phase
cells treated with ATR inhibitors (ATRi) under-
went accelerated mitotic entry (Fig. 1, A and B).
Unexpectedly, ATR inhibition in G2 did not ac-
celerate mitotic entry rates, whereas WEE1 in-
hibition did (Fig. 1C). This extends previous
findings (5, 6) suggesting that ATR acts in the

S phase and not in the G2 phase of normal cell
cycles to delay mitosis.
These observations are consistent with ATR

inhibition shortening the S phase. Nevertheless,
a pulse-chase-pulse assay (fig. S3) and live-cell
imaging with an EYFP-PCNA (enhanced yellow
fluorescent protein–proliferating cell nuclear
antigen) biosensor (8) (fig. S4) revealed that
S-phase shortening alone cannot explain the
combined shortening of S and G2 after ATR
inhibition (fig. S3, B to D). We hypothesized
that ATR controls subsequent G2 duration by
delaying accumulation of promitotic factors
(9). Inhibiting ATR led to premature cyclin B
protein accumulation in the S phase (Fig. 1, D
to F, and fig. S5). Moreover, ATR inhibition
prematurely increased cyclin B1 mRNA in early-
S-phase synchronized cells, whereas in mock-
treated synchronized cells, cyclin B mRNA
increased concomitantly with the S/G2 transition
(Fig. 1G and fig. S6). To determine whether ATR
similarly controls the transcription of additional
genes, we performed RNA sequencing (RNA-seq).
Unsupervised clustering analysis of sequenced
reads revealed a group of genes prematurely up-
regulated with ATRi in the S phase (Fig. 1H,
group 5; fig. S6E; and table S1). Consistent with
their normal G2 expression, Gene Ontology (GO)–
term analysis of group 5 showed enrichment
for promitotic factors (Fig. 1, I and J). These
findings suggest a G2/M gene network poised
for transcription in the S phase but repressed by
ATR until G2.
Next, we analyzed publicly available ChIP (chro-

matin immunoprecipitation) sequencing, also
known as ChIP-seq, data for transcription factor
enrichment at the promoters of group 5 genes.
B-MYB and FOXM1, transactivators of a mitotic
transcription program (10, 11), were highly en-
riched at these sites (fig. S7A). We asked whether
knockdown of either would prevent premature

cyclin B accumulation. B-MYB knockdown caused
a G1 arrest, precluding further study (fig. S7, B
to D). FOXM1 knockdown, which did not block
S-phase entry, prevented premature cyclin B ac-
cumulation in ATR-inhibited cells (fig. S7, B and
E), confirming that FOXM1 drives premature
cyclin B expression.
To determine whether ATR regulates B-MYB

and FOXM1, we monitored their phosphoryl-
ation, a requirement for their activation (11, 12).
Whereas both proteins normally exhibit a pro-
found phosphorylation shift at the S/G2 tran-
sition, ATR inhibition in the early S phase
triggered immediate hyperphosphorylation
(Fig. 2, A and B, and fig. S7F). In asynchronous
cells, single-cell QIBC analysis revealed that
FOXM1 threonine-600 (T600) phosphorylation
(fig. S8A), a CDK-dependent activating modifica-
tion (12), rises in the early S phase, then again in
G2. ATR inhibition caused rapid and premature
FOXM1 phosphorylation throughout the S phase,
raising pFOXM1 to G2 levels (Fig. 2, C to F, and
fig. S8, B to D). This premature phosphorylation
occurred even after blocking replication with
thymidine (fig. S9A). Moreover, mRNA FISH
(fluorescence in situ hybridization) analysis of
the FOXM1 target PLK1 revealed that ATRi in-
duced its premature expression with or without
thymidine (fig. S9, B and C). Thus, ATR suppresses
FOXM1 phosphorylation and downstream tran-
scription in S-phase cells, irrespective of S-phase
progression.
The marked difference in S- and G2-phase

pFOXM1 levels suggests that a specific regulatory
event defines the S/G2 transition. Thus, we mea-
sured pFOXM1 levels during the late S phase,
the S/G2 transition (fig. S10), and the early G2

phase. pFOXM1 levels rose abruptly in the S/G2

population (Fig. 2, G and H), a finding confirmed
using EYFP-PCNA and pFOXM1 imaging (fig. S11,
A and B). Given that this population makes up
less than 4% of the late S and early G2 cells,
phosphorylation is switchlike, in that it happens
rapidly at the S/G2 transition.
Paradoxically, cyclin A–CDK phosphorylates

FOXM1 (12), but total cyclin A–CDK activity
gradually increases throughout the S phase (13),
which is inconsistent with switchlike behavior.
To test whether a specific cyclin A–CDK complex
mediates this behavior, we measured pFOXM1
levels after either CDK2 or CDK1 inhibition. CDK2
inhibitors had little effect on FOXM1 phospho-
rylation (Fig. 3, A and B, and fig. S12A), although
they decreased EdU (5-ethynyl-2′-deoxyuridine)
incorporation (fig. S12B). In contrast, CDK1 in-
hibition prevented FOXM1 phosphorylation at
the S/G2 transition and after ATR inhibition (Fig. 3,
A and C, and fig. S12). Furthermore, analog-
sensitive CDK1 inhibition (14) reduced FOXM1
phosphorylation, and CDK2 inhibition had no
additional effect (fig. S13). These results show
that CDK1 phosphorylates FOXM1 at the S/G2

transition.
Given that ATR suppresses FOXM1 phos-

phorylation until G2, we hypothesized that ATR
activity may abruptly decline as the S phase
ends, relieving an intrinsic checkpoint. Consistent
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with this hypothesis, ATR-dependent H2AX phos-
phorylation (gH2AX) increased as cells entered
the S phase, peaked in the mid–S phase, and
rapidly decreased as cells completed DNA replica-
tion (Fig. 3, D and E, and fig. S14, A to D). Thus,
ATR is active throughout the normal S phase,
but its activity drops at the S/G2 transition, al-
lowing rapid FOXM1 phosphorylation.
In mammalian cells, either a RAD9A-TOPBP1

or ETAA1-dependent pathway activates ATR (4).
ETAA1 knockdown reduced ATR activity in an
unperturbed S phase, whereas RAD9A knock-
down did not, even though it reduced gH2AX
after replication stress (Fig. 4A and fig. S14E).
Moreover, deleting the ETAA1 ATR-activation
domain greatly reduced ATR activity in an un-
perturbed S phase, but not in response to repli-
cation stress, whereas auxin-mediated degradation
of a TOPBP1-mAID fusion had the opposite ef-
fect (Fig. 4, B and C, and fig. S15). Thus, ETAA1
activates ATR during an unperturbed S phase,
whereas TOPBP1-RAD9A activates ATR to enforce
the replication stress response, providing a ratio-
nale for the existence of multiple ATR activators.
ATR enforces its checkpoint functions in part

by activating CHK1 (checkpoint kinase 1), an

effector kinase that inhibits CDKs (4). CHK1
inhibition also triggered premature FOXM1
phosphorylation and cyclin B accumulation
(fig. S16, A to C). Thus, the repressive activity of
an ETAA1-ATR-CHK1 pathway on the cyclin A–
CDK1–FOXM1 axis controls the S/G2 transition
(fig. S16D).
FOXM1 overexpression is sufficient to accel-

erate mitotic entry (10); therefore, we asked
whether ATR slows the S-to-M progression by
controlling FOXM1. Consistent with this hypoth-
esis, reducing FOXM1 to levels that permit mi-
totic entry, while suppressing premature cyclin B
expression in ATR-inhibited cells (fig. S7E), pre-
vented ATRi-induced premature mitosis (Fig. 4,
D and E). Furthermore, partial FOXM1 knock-
down reduced ultrafine anaphase bridges (UFBs)
and 53BP1 bodies after ATR inhibition (Fig. 4, F
and G, and fig. S17). Because these both indicate
a failure to complete DNA replication before mi-
tosis (5, 15, 16), we conclude that proper control
of the S/G2 phosphorylation switch promotes the
completion of DNA replication and prevents ge-
nome instability.
Our data unveil an ATR-controlled S/G2 phos-

phorylation switch that initiates the G2/M tran-

scription program. By repressing CDK1, ATR blocks
this switch until the S phase ends to properly
time G2-specific events. Although the molecular
signal activating ATR in an unperturbed S phase
is unclear, ETAA1’s role suggests that single-
stranded DNA (ssDNA) generated by ongoing
replication, rather than unreplicated DNA, is
a critical component. Transiently formed RPA-
coated ssDNA could serve as a platform for
colocalizing ETAA1 and ATR, sustaining ATR
activity throughout the S phase. The decline in
ATR activity that occurs once replication is com-
plete then signals the S/G2 transition, executed
via the CDK1-pFOXM1 switch (fig. S18).
Because ATR ensures that G2 depends on

S-phase completion, we refer to this as an in-
trinsic S/G2 checkpoint and propose that this
checkpoint monitors replication completion (3).
This checkpoint prevents a cellular identity crisis
in which the S and G2 phases overlap, which
would cause underreplication, early mitosis, and
subsequent DNA damage. Given the frequent
overexpression of FOXM1 in cancer (17), dereg-
ulation of this fundamental cell cycle transition
could be a common event contributing to cancer
genome instability.
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Fig. 1. ATR represses a mitotic gene network during the S phase.
(A) S-to-M or G2-to-M progression assay showing the cellular distribution at
time = 0 and the gating scheme. Details are shown in fig. S2. 2n and 4n
refer to the number of sets of chromosomes. h, hours; DAPI, 4′,6-diamidino-2-
phenylindole. (B and C) Fraction of S-gated (B) or G2/M-gated (C)
hTERT RPE-1 cells in mitosis as a function of time. Error bars, SEM of
n = 3. (D) Experimental design and representative images of hTERT
RPE-1 cells in G1, early to late S phase (S1 to S4), G2, or mitosis. m, minutes.
(E) QIBC plots of DNA content versus EdU mean intensity, with mean
cyclin B cytoplasmic intensity shown by a color scale. Boxes indicate gated
populations used for analyses. (F) Mean cyclin B cytoplasmic intensities

of gated populations from (E). Error bars, SEM of n = 4. **P < 0.01,
****P < 0.0001. (G) RT-qPCR (quantitative reverse transcription polymerase
chain reaction) analysis of cyclin B1 mRNA from synchronized hTERT
RPE-1 cells described in fig. S6. Error bars, SEM of n = 4. *P < 0.05,
***P < 0.001. (H) Unsupervised clustering analysis of mock or ATRi and
early S, late S, or G2 synchronized cells (selected comparisons shown).
Heatmap indicates the fold change of normalized RNA-seq reads between
indicated samples (n = 3). (I) Top 4 GO terms for group 5 genes from
(H). (J) Volcano plot of log10 false discovery rate–corrected P values and
log2 fold change in gene expression for ATRi versus mock treatment
of cells in the late S phase.
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Fig. 2. ATR controls an S/G2 FOXM1
phosphorylation switch. (A) Western
blots of hTERT RPE-1 cells synchronized
as in fig S6A. Async, asynchronous.
(B) Quantification of FOXM1 band
intensities from (A) plotted as red lines
(right y axis). Black lines (left y axis)
represent the fraction of S-phase
synchronized cells, calculated
as described in fig. S6, B to D.
(C) Experimental design and
representative images of S-phase
hTERT RPE-1 cells. Scale bar, 15 mm.
(D) QIBC plots of DNA content versus
EdU mean intensity, with mean
pFOXM1 T600 intensity shown by
a color scale. Boxes indicate gated
populations used for analyses.
(E) Median pFOXM1 intensities from (D).
Error bars, SEM of n = 4. (F) pFOXM1
T600 mean intensity in cells treated
as described in (C). (G) QIBC plot of
EdU-labeled cells with 4n DNA content.
Boxes indicate gated populations used for
analysis in (H). Numbers indicate cells in
each gated population. The S/G2 population
was determined as described in fig. S10.
(H) pFOXM1 T600 mean intensity in
indicated populations. In (F) and
(H), whiskers indicate the 10th and
90th percentiles, boxes span the 25th
to 75th percentiles, and lines inside
boxes represent medians.

Fig. 3. ATR is active until G2,
preventing CDK1-dependent FOXM1
phosphorylation. (A) Experimental
design and QIBC plots of DNA
content versus EdU mean
intensity, with mean pFOXM1
T600 intensity shown by a color
scale, in hTERT RPE-1 cells.
Boxes indicate gated populations
used for analyses. (B and
C) Median pFOXM1 intensities
of populations shown in (A).
Error bars, SEM of n = 3.
(D) Representative images
of indicated cell stage in
hTERT RPE-1 cells. (E) ATR
activity during an unperturbed
cell cycle as described
in fig. S14. Error bars,
SEM of n = 3.
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Fig. 4. The ETAA1-ATR pathway couples the S phase and mitosis. (A) ATR activity in small
interfering RNA (siRNA)–transfected hTERT RPE-1 cells during an unperturbed cell cycle as
described in fig. S14. Error bars, SEM of n = 3. (B) Illustration of the mAID degron system fused to
TOPBP1. Ub, ubiquitin. (C) ATR activity in HCT116 cell lines mock-treated or auxin-treated
(2 hours) as described in fig. S15A. Error bars, SEM of n = 3. AAD, ATR-activation domain.
(D and E) S-to-M progression assay (see Fig. 1, A and B) in hTERT RPE-1 cells 40 hours after siRNA
transfection. Representative images are 6 hours after EdU wash-off. (E) Fraction of S phase–gated
cells in mitosis as a function of time after EdU wash-off. Error bars, SEM of n = 3. (F) Representative
images of anaphase cells mock- or ATRi-treated for 8 hours, 40 hours after siRNA transfection.
(G) Fraction of cells with UFBs. Error bars, SEM of n = 3. **P < 0.01; ns, not significant.

RESEARCH | REPORT
on A

ugust 23, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/content/361/6404/806/suppl/DC1
http://science.sciencemag.org/


GENETICS

Biallelic RIPK1mutations in humans
cause severe immunodeficiency,
arthritis, and intestinal inflammation
Delphine Cuchet-Lourenço1*, Davide Eletto1*, Changxin Wu1*†, Vincent Plagnol2,
Olivier Papapietro1, James Curtis1, Lourdes Ceron-Gutierrez3, Chris M. Bacon4,5,
Scott Hackett6, Badr Alsaleem7, Mailis Maes1, Miguel Gaspar1, Ali Alisaac1,8,
Emma Goss1, Eman AlIdrissi9, Daniela Siegmund10, Harald Wajant10,
Dinakantha Kumararatne3, Mofareh S. AlZahrani9, Peter D. Arkwright11,
Mario Abinun12, Rainer Doffinger3, Sergey Nejentsev1‡

RIPK1 (receptor-interacting serine/threonine kinase 1) is a master regulator of signaling
pathways leading to inflammation and cell death and is of medical interest as a drug
target.We report four patients from three unrelated families with complete RIPK1
deficiency caused by rare homozygous mutations. The patients suffered from recurrent
infections, early-onset inflammatory bowel disease, and progressive polyarthritis.
They had immunodeficiency with lymphopenia and altered production of various
cytokines revealed by whole-blood assays. In vitro, RIPK1-deficient cells showed impaired
mitogen-activated protein kinase activation and cytokine secretion and were prone
to necroptosis. Hematopoietic stem cell transplantation reversed cytokine production
defects and resolved clinical symptoms in one patient. Thus, RIPK1 plays a critical
role in the human immune system.

P
rimary immunodeficiencies (PIDs) are a
heterogeneous group of disorders charac-
terized by increased susceptibility to infec-
tion. In many cases, PIDs are monogenic
disorders that follow Mendelian inheri-

tance; mutations in more than 300 genes have
been shown to cause PIDs (1). However, inmany
PID patients, causative mutations remain un-
known. Identification of suchmutations not only
facilitates diagnosis of PIDs, but also can provide
fundamental knowledge about the roles of the
affected proteins in the human immune system.
Here, we used exome sequencing to identify

causative mutations in a heterogeneous cohort
of PID patients with unknown genetic etiology
(2). We excluded known polymorphisms (2) and
studied rare variants. We noticed that four pa-
tients (P1 to P4) from three unrelated consan-
guineous families (Fig. 1A) had homozygous
loss-of-function mutations in the same gene,
RIPK1 (ENST00000380409). In patients P1 and
P2 from familyA, themutationwas a 4-nucleotide
frameshift deletion in RIPK1 exon 6 that led to
a premature stop codon (Fig. 1B). In patient P3
from family B, we found a 21-nucleotide deletion
that removed one nucleotide inRIPK1 exon 4 and
20 nucleotides in the following intron (Fig. 1B).
This deletion activated an alternative splice site

in intron 4, so that the RIPK1 transcript lacked
the last nucleotide of exon 4 and had an insertion
of 48 nucleotides from the following intron (fig.
S1). Patient P4 from family C had a homozygous
2064-nucleotidedeletion that completely removed
RIPK1 exon 4 (Fig. 1B and fig. S2). Parents of all
patientswereheterozygous carriers of theseRIPK1
mutations (Fig. 1A and fig. S3). Given that homo-
zygous loss-of-function mutations in the RIPK1
gene had never been reported in humans [e.g.,
absent from more than 120,000 subjects in the
gnomAD database (3)], such mutations in our
patients are likely to be pathogenic. The RIPK1
gene encodes a 671–amino acid serine/threonine
kinase (Fig. 1C). All three mutations mapped to
theN-terminal kinase domain and produced pre-
mature stop codons. The RIPK1 protein was ab-
sent in cells of patients P2, P3, and P4 (Fig. 1D).
Therefore, all three homozygous mutations
led to complete RIPK1 deficiency. The four
patients had lymphopenia, suffered from re-
current viral, bacterial, and fungal infections,
exhibited early-onset inflammatory bowel dis-
ease (IBD) involving the upper and lower gas-
trointestinal tract, and developed arthritis (fig.
S4 and tables S1 and S2) (2). Therefore, these
clinical features characterize RIPK1 deficiency
in humans.

RIPK1 is a widely expressed cytosolic protein
kinase that controls multiple signaling path-
ways leading to inflammation and apoptotic or
necroptotic cell death (4, 5). RIPK1 is present in
protein complexes that mediate signal trans-
duction from cell surface receptors, including tu-
mor necrosis factor receptor 1 (TNFR1), Toll-like
receptor 3 (TLR3), and TLR4 (4, 5). Stimulation
of these receptors activates the canonical nu-
clear factor (NF)–kB pathway and the mitogen-
activated protein kinases (MAPKs). This leads to
phosphorylation of NF-kB and AP-1 transcrip-
tion factors, which induces expression of pro-
inflammatory and prosurvival genes (4, 6). To
assess the functioning of these signaling path-
ways, we stimulated patients’ skin fibroblastswith
tumornecrosis factor–a (TNF-a) andpolyinosinic-
polycytidylic acid [poly(I:C)] in vitro. We found
that phosphorylation of MAPK p38 and the AP-1
subunit cJun was markedly reduced (Fig. 2A
and fig. S5), whereas phosphorylation ofMAPK
p42/44 (ERK2/1) and NF-kB p65 was partially
reduced (fig. S6). TNF-a–induced secretion of the
cytokines interleukin-6 (IL-6) and RANTES by
patients’ fibroblasts was also diminished (fig. S7).
Thus, similar to studies in RIPK1-deficient mice
(7–11), proinflammatory signaling downstream
of TNFR1 and TLR3 is impaired in the patients.
We next investigated whether RIPK1 deficiency
affected cell viability. After stimulationwithTNF-a
or poly(I:C), we found significantly fewer viable
fibroblasts of patients than those of healthy con-
trols (P < 0.001; Fig. 2B). When we transduced
patients’ fibroblasts and expressed wild-type
RIPK1, this viability defect was reversed (fig. S8)
and activation of the MAPK and NF-kB path-
ways was also rescued (fig. S9). To investigate the
mechanism of cell death, we studied patients’
fibroblasts 24 hours after poly(I:C) stimulation
and found increased phosphorylation of RIPK3
and MLKL (mixed lineage kinase domain–like
pseudokinase), proteins thatmediate necroptosis
(12, 13) (Fig. 2C). We detected no cleavage of
caspase-8 and minimal cleavage of caspase-
3, indicating that apoptosis was not a major
death mechanism of these cells (fig. S10). Con-
sistent with these results, the MLKL inhibitor
necrosulfonamide and, to a lesser extent, the
RIPK3 inhibitor GSK′872 rescued patients’ cells
from poly(I:C)-induced death, whereas the pan-
caspase inhibitor zVAD-fmk had no effect (Fig.
2D). As expected, the RIPK1 inhibitors Nec-1s
and GSK2982772 had no effect on these RIPK1-
deficient cells (Fig. 2D).
To investigate the molecular basis of the im-

mune dysfunction responsible for the disease,
we studied cytokine release in whole-blood as-
says. After stimulationwith phytohemagglutinin
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(PHA), patients’ blood cells produced markedly in-
creased amounts of IL-1b (Fig. 3A). This enhanced
IL-1b response to PHA normalized in patient P2
after hematopoietic stem cell transplantation
(HSCT) (Fig. 3A). Also, after PHA stimulation,
patients’ blood produced reduced amounts of

IL-17 and interferon-g (IFN-g), whereas the pro-
duction of TNF-a, IL-6, and IL-10 was similar
to that of controls (fig. S11); this finding indi-
cates dysregulated but not generally suppressed
responses of stimulated T cells. After stimulation
with lipopolysaccharide (LPS), whole blood of

healthy controls produced large amounts of IL-6
and IL-10 and showed strongly up-regulated pro-
duction of TNF-a and IL-12 upon costimulation
with LPS and IFN-g (Fig. 3B). These responses
were markedly reduced in the RIPK1-deficient
patients but normalized in patient P2 afterHSCT

Cuchet-Lourenço et al., Science 361, 810–813 (2018) 24 August 2018 2 of 4

Fig. 1. Mutations of the RIPK1 gene cause complete RIPK1 deficiency.
(A) Three families with the RIPK1 gene mutations (wt, wild-type
allele; mut, mutant allele). Open circles and squares, unaffected; solid
circles and squares, affected. (B) Patients’ mutations. Locations of
deletions are shown by red arrows; deleted nucleotides are shown
by red frames. Right: Deletion of exon 4 in P4. (C) Domains of the

RIPK1 protein. RHIM denotes receptor-interacting protein (RIP)
homotypic interaction motif. Codons affected by mutations are
shown by red lines; codon numbers and corresponding patients are
indicated above. (D) Western blot assays for detection of RIPK1
protein in fibroblasts (left) and T cell blasts (right); actin was used
as a loading control.

Fig. 2. RIPK1-deficient fibroblasts show impaired MAPK signaling and
necroptosis. (A) Primary fibroblasts were stimulated with TNF-a (50 ng/ml)
or poly(I:C) (100 mg/ml) and protein extracts were subjected to immuno-
blotting (N = 2). (B) Viability of primary fibroblasts after stimulation with
TNF-a (100 ng/ml) or poly(I:C) (20 mg/ml). Experiments were repeated
at least three times. Differences between stimulated and unstimulated
cells are shown at each time point relative to the 0 time point. P values
were calculated using two-tailed unpaired t tests, comparing combined data

from healthy subjects (parent and control) versus patients (P2 and P3);
graphs show mean values ± SEM. (C) Fibroblasts were stimulated with
poly(I:C) (20 mg/ml) for 24 hours and protein extracts were subjected to
immunoblotting (N = 1). (D) Fibroblasts of P2 and controls (unrelated
and parent A.1) were stimulated with poly(I:C) (20 mg/ml) for 24 hours in the
presence of the indicated compounds, and cell viability was measured
(N ≥ 6); graphs show mean values ± SEM. P values were calculated using
two-tailed unpaired t tests. ***P < 0.001.

RESEARCH | REPORT
on A

ugust 28, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


(Fig. 3B). At the same time, we found normal
production of IL-10, IL-6, and TNF-a in patients’
whole-blood assays after stimulation with the
TLR1/2 and TLR2/6 ligands Pam3CSK4 and
Pam2CSK4 (fig. S12), consistent with the RIPK1-
independent signaling downstream of these
receptors (4). The production of IL-1b in whole
blood of the patients was within normal range
after LPS stimulation and was slightly reduced

after LPS and IFN-g costimulation (fig. S13). Sim-
ilar to whole-blood assays, primary monocytes
isolated from the blood of patient P4 and stim-
ulated with LPS showed reduced production of
IL-6, TNF-a, and IL-12 (Fig. 3C). However, the
production of IL-1b was increased (Fig. 3C).
We next analyzed in more detail the response

of RIPK1-deficient human immune cells to LPS
stimulation. We were unable to conduct further

studies of primary blood cells from the patients
because P1 and P3 had died, P2 had undergone
HSCT, and P4 was not available. We therefore
usedCRISPR-Cas9 technology to knock outRIPK1
in the human monocyte–like THP-1 cell line (2).
After LPS stimulation, THP-1RIPK1−/− cells secreted
reduced amounts of IL-6 and IL-10 and released
increased amounts of IL-1b (Fig. 3D), resembling
the cytokine response of patients’ cells (Fig. 3C).
The impaired cytokine productionwas preceded
by the reduced phosphorylation of MAPK p38
(Fig. 3E), mirroring the defective MAPK p38
phosphorylation in the patients’ primary fibro-
blasts (Fig. 2A). Activation ofNF-kBp65 and other
branches of the MAPK pathway was not affected
in the THP-1RIPK1−/− cells (fig. S14). Differential
activation of the MAPK and NF-kB pathways af-
ter LPS stimulationwas reported previously (14),
and our results indicate that RIPK1 deficiency
in THP-1 cells preferentially alters LPS-induced
MAPK p38 activation.
After LPS stimulation, THP-1RIPK1−/− cells

showed increased phosphorylation of RIPK3 and
MLKL and enhanced cell death (Fig. 3, F andG).
No cleavage of caspase-8 or caspase-3 was found
(fig. S15). Necrosulfonamide and GSK′872, but not
zVAD-fmk, reduced death of THP-1RIPK1−/− cells
(Fig. 3G), again pointing at necroptosis as the
main deathmechanismof these cells. Necroptosis
of THP-1RIPK1−/− cells was accompanied by the
release of cleaved caspase-1 that we found in the
supernatant together with IL-1b (Fig. 3H), sug-
gesting concurrent activation of inflammasome.
Next, we compared mechanisms that mediate
IL-1b release fromLPS-stimulated THP-1RIPK1−/−

cells with those thatmediate IL-1b release during
pyroptosis of wild-type THP-1 cells stimulated by
LPS andnigericin.We found that differentmech-
anisms are at play. After treatment with necro-
sulfonamide, IL-1b release during pyroptosis
was only slightly reduced, whereas it was com-
pletely prevented in THP-1RIPK1−/− cells; these
findings suggested that IL-1b release is secondary
to necroptosis in these cells (fig. S16). Of note,
treatment of THP-1RIPK1−/− cells with necrosul-
fonamide did not restore reduced IL-6 secretion
(fig. S17), indicating that it is reduced not because
of enhanced necroptosis but is an earlier phe-
nomenon. Taken together, these data show that
humanRIPK1-deficient cells have impaired pro-
inflammatory signaling leading to dysregulated
cytokine secretion and are prone to necroptosis,
which, in myeloid cells, is accompanied by IL-1b
release.
RIPK1 has been extensively studied inmouse

models (7–9, 15–18) and its inhibitors are con-
sidered for the treatment of acute and chronic
organ injury, including stroke, myocardial in-
farction, and renal ischemia–reperfusion injury
(19, 20), but the phenotype associatedwithRIPK1
deficiency in humans was unknown. While
the Ripk1 knockout mice displayed systemic in-
flammation and cell death in multiple tissues
and died during the postnatal period (7–9), the
clinical presentation of our RIPK1-deficient pa-
tients was less severe. Nonetheless, they suffered
from immunodeficiency, gut inflammation, and
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Fig. 3. RIPK1-deficient immune cells show dysregulated cytokine production, impaired MAPK
signaling, and necroptosis. (A and B) Cytokines were measured in whole blood after 24 hours
of stimulation with PHA (10 mg/ml) (A) or LPS (1 mg/ml) with or without IFN-g (20,000 IU/ml) (B).
Data were corrected for lymphocyte counts to account for lymphopenia. Controls are shown as
gray circles, patients as colored circles (magenta, P1; blue, P3; green, P4; red, P2 before HSCT);
red star denotes P2 after HSCT. P values were calculated using two-tailed Mann-Whitney tests,
excluding the data of P2 after HSCT. (C) CD14+ monocytes were purified from PBMC of patient P4
(age 3 years) and a healthy adult (travel control), stimulated overnight with LPS (5 mg/ml), and
then cytokines were measured in supernatants. N = 1, two technical replicates; graphs show
mean values. (D) THP-1 cells (2 wild-type and 7 THP-1RIPK1−/− clones) were treated with phorbol
12-myristate 13-acetate (PMA; 50 ng/ml) for 3 days, rested for 1 day, and stimulated overnight
with LPS (5 mg/ml). Cytokines were measured in supernatants. The data were corrected for the
estimated number of live cells and are means combining data for different clones ± SEM. P values
were calculated using two-tailed unpaired t tests. (E) THP-1 cells were treated with PMA as in (D)
and stimulated with LPS (1 mg/ml), and the extracted proteins were analyzed by immunoblotting
(N = 2). (F) THP-1 cells were stimulated with LPS (5 mg/ml) for 48 hours, and the extracted proteins
were analyzed by immunoblotting (N = 2). (G) THP-1 cells were stimulated with LPS (5 mg/ml)
for 48 hours in the presence of indicated compounds, and cell death was measured using lactate
dehydrogenase (LDH) release assay (N ≥ 4). Data are means ± SEM. P values were calculated
using two-tailed unpaired t tests. (H) Supernatants of THP-1 cells studied in (F) were analyzed by
immunoblotting (N = 1). *P < 0.05, **P < 0.01, ***P < 0.001.
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progressive polyarthritis. During infection, acti-
vation of the pattern-recognition receptors TLR3
and TLR4 and stimulation of TNFR1 by secreted
TNF-a induces proinflammatory effects. Consistent
with the established role of RIPK1 in the signal-
transducing protein complexes assembled down-
stream of these receptors (4–7, 10, 11), we found
impaired proinflammatory signaling in RIPK1-
deficient cells and reduced production ofmultiple
cytokines. These defects, as well as lymphopenia,
likely explain susceptibility to infections in the
patients.
Our data show that LPS stimulation of RIPK1-

deficient monocytes resulted in increased nec-
roptosis and IL-1b release, similar to a previous
observation in the RIPK1-deficient monocytes
transdifferentiated from immortalized human
B cells (21). Furthermore,we foundhigh IL-1b lev-
els after PHA stimulation of the patients’whole
blood. Thismay suggest that IL-1b production by
T cells, which was reported recently (22, 23), is
also increased in the context of RIPK1 deficiency.
Alternatively, dysregulated secretion of T cell fac-
tors after PHA stimulation may have augmented
the IL-1b production by patients’ monocytes in
whole blood. IL-1b is a proinflammatory cytokine
involved in the pathogenesis of arthritis and IBD
(24, 25). Another cytokine dysregulated in our
patients, IL-10, is essential for balancing immune
response in the gut, and impaired signaling in
the IL-10 pathway has been associated with IBD
(26, 27). Therefore, it is likely that low secretion
of IL-10 and increased IL-1b production contrib-
uted to the pathogenesis of arthritis and IBD in
our RIPK1-deficient patients. Accordingly, treat-
ment with IL-1 inhibitors may be considered in
RIPK1 deficiency, although none of our patients
received such therapy.
Whereas patients P1, P2, and P3 developed

severe IBD in the first months of life, P4 had no
IBD signs up until the age of 4 years. Therefore,
genetically determined RIPK1 deficiency was not
the sole cause of IBD in these patients. Rather,
it led to the dysregulated cytokine production,
which set the immune system in a predisposi-
tion mode, while additional factors (e.g., dis-
tinct microbiomes) likely affected progression
to IBD in these patients. This scenario resembles

adult-onset IBD, where immune predisposition
is determined by multiple common genetic poly-
morphisms, whereas progression to clinical dis-
ease is driven by environmental factors (28).
The intestinal epithelium provides a physical

barrier and participates in maintaining immune
homeostasis in the gut.Mice genetically deficient
in Ripk1 in the intestinal epithelial cells (IECs)
developed severe lethal intestinal pathology
due to caspase-8–mediated apoptosis of IECs
(9, 29). Histological examination of gastrointes-
tinal biopsies from P1 and P2 showed only occa-
sional cells with apoptotic morphology and cells
positive for cleaved caspase-3 (fig. S18). Such cells
were also present in biopsies from children with
idiopathic IBD andhistologically normal biopsies
(fig. S18). Thus, in contrast to themousemodel,
no extensive IEC apoptosis was found, which
suggests that it is not a characteristic feature of
RIPK1 deficiency in humans. Likewise, skin dis-
orders were not typical in our patients, indicat-
ing that human RIPK1 has no special protective
role in keratinocytes, in contrast to mice with
epidermis-specific RIPK1 knockout that developed
severe skin inflammation (9, 30). Given that HSCT
in patient P2 resolved IBD and arthritis and
reduced the frequency of infections (2), it is
likely that dysfunction of the immune system,
rather than dysfunction of other cell types, was
critical for disease development.
Our findings indicate that RIPK1 has a more

narrow function in humans than in mice, with
the effects of RIPK1 deficiency being largely con-
fined to the immune system. Accordingly, HSCT
performed at a young age can be an effective
treatment in RIPK1-deficient patients.
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Once a technology that only existed in the realm of science ˇction, artiˇcial intelligence (AI) has moved out of research

labs and into everyday products. Powering much of the progress in AI is computer vision, a technology concerned with

building software that can gather and process visual information. Recognizing individuals in photos, reading X-rays, and

making robotic systems on factory ˇoors smarter are just a few of the applications of this promising new ˇeld.

M
ost people take vision for granted, not thinking

twice about the massive amount of computation

our brains carry out just to pick up a fork or catch a

ball. It is only in recent years that computers have

become quick enough, powerful enough, and small enough

to enable practical applications for computer vision. The most

cutting-edge computer vision uses deep learning, an area of

AI inspired by the human brain. Deep learning algorithms use

artiˇcial neural networks (ANNs)ólayers of connected nodes

that analyze and pass information along to each other, in a

way similar to the process by which neurons communicate.

Show a neural network a selˇe, and one layer of neurons

will recognize broad strokes like the outline of a face. Another

will focus on the space between features on the face, like the

distance from the eyes to the mouth. More still will look at the

shape of an ear. From there, the algorithm can ˇgure out if itís

a photo of a person or even who that person is.

ìIn most computer vision tasks, neural networks generate

the best algorithms, hands down,î says Jiaya Jia, Distin-

guished Scientist in the YouTu Lab at Tencent, a global leader

in Internet-related services and products, entertainment, and

AI located in Shenzhen, China.

The engineers behind computer vision try to mimic what

ANNs do within the human visual system. But machines have

an advantage, in that they donít have to rely on the limited light

spectrum that people use, and can employ sensors to ˇll out

how they see the world.

ìComputer vision works better than human vision in many

tasks, such as facial recognition and image classiˇcation;

while in others requiring reasoning, there is still a long

way to go,î says Jia. ìIt is easy for humans to know how

objects relate to each other. We can make a story from

just one pictureócomputers are still far from this level of

understanding and imagination.î

As this technology is developed, new realms of discovery

are possible. Computer vision and AI are still in their early

days, and there is much more to come. Advances in computer

vision could supercharge AI and give us all the things science

ˇction stories promiseóself-driving cars, robotic butlers, and

even long-distance space travel.

Learning by doing: How AI works

Computer vision, like most AI systems, needs a trove of data

from which to learn. Researchers go through and carefully

label this data with features they want the AI to interpret. For

computer vision tasks, researchers collect hundredsñor more

likely thousandsóof images to be analyzed. That labeled

data becomes the set of examples on which the AI is trained

to categorize or ˇnd patterns. To test its learning efˇcacy,

researchers challenge the AI to correctly categorize new, un-

labeled images.

Besides the human labor that goes into collecting,

annotating, and preparing massive datasets, a signiˇcant

hurdle is the large amount of computing power required to run

the training algorithm. Cheap, online services let researchers

train their algorithms in the cloud instead of investing

thousands of dollars on powerful computers. However, it

can still take hours or days to get results.

Seeing is believing:

R&D applications of
computer vision



20/20 vision for robots

Going from a 2D world of

images to 3D data presents a

different set of challenges as

well as a host of new opportuni-

ties. One area showing promise

involves endowing robots with

computer vision.

Robots began hitting

manufacturing ˇoors in the

1960s. These devices could

lift heavy weights, do repetitive

tasks, and carry out precise

measuring for hours at a time,

easily besting humans.

ìItís always been about

building things that can

do something humans couldnít,î says Danica Kragic,

a robotics professor at the KTH Royal Institute of

Technology in Stockholm, Sweden.

With 40% of our brain dedicated to processing visual

information, itís important to understand to what extent

visual information is needed if we are creating machines

that mimic us and share our world, says Kragic. ìWe

humans use visual feedback in just about everything we

do,î she explains.

Machines able to process visual information could do

more sophisticated work in factories and might even make

their way into our homes. Some skills, like picking up squishy

items that change shape with pressure, are still out of reach

for robots. Thatís because humans gain more than just

visual information from sight; we also pick up cues about the

physical property of an object and the physics needed to

interact with it. Machines need to be able to gather that type

of information to move effortlessly through the physical world

as humans do.

ìAmong the ˇve senses, vision is one of the most

important, since it gives us the ability to comprehend a

complicated world,î says Jia. ìLikewise, computer vision

commits to the task of letting computers see and directly

interact with the environment as we do.î

Empowering robots with sensors that could better map out

the world is the next iteration of the technology that could

have them doing things they are unable to do today.
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Smile for the camera: Image and

video recognition

One of the most important advancements

in ANNs came from ImageNet, a database

of more than 14 million labeled images col-

lected and released in 2009. The ImageNet

Challenge, a contest asking participants to

create an algorithm that could categorize photos as well as

humans, didnít produce winners until 2012, when a team using

a deep learning algorithm achieved signiˇcantly better results

than any previous attempts.

Today, some of the most common ways people interact

with computer visionóincluding automated tagging of

images and face recognition in photographsóoriginated

with the technology that bested ImageNet. These applications

can be helpful with certain tasks, like doing visual searches

when online shopping and automatically tagging social

media photos.

In addition to image recognition, photo editing has also

gotten a boost from this new technology. There are now al-

gorithms for image segmentation, a component of computer

vision that helps break down different parts of a picture; for

example, by differentiating the background from people pos-

ing in the foreground. Users can edit photos rapidly, making

them look like theyíve been professionally retouched.

Visual recognition capabilities are also being applied to

video footage. Computer vision algorithms can assess a cam-

eraís video feed and ˇag critical parts so that a human doesnít

have to comb through hours of footage. Understanding the

emotions of individuals in footage is still a work in progress but

has a few early adopters. Some Chinese schoolsólike Hang-

zhou Number 11 High School in the countryís eastern

Zhejiang Provinceóare experimenting with cameras called

ìsmart eyesî that track student engagement in class.

Jiaya Jia, Distinguished Scientist in the
YouTu Lab at Tencent

Headquarters of Tencent in Shenzhen, China
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regulations make it hard to test in some areas. Even after a

drone is trained, ˇying it can still be very tricky.

ìAnyone who has tried to steer a drone knows itís not so

easy,î says Tinne Tuytelaars, a professor at KU Leuven, a re-

search university in Belgium. However, unlike errors with self-

driving cars, mistakes with drones are less costly. ìIf a drone

crashes,î Tuytelaars shrugs, ìso be it.î

Drones are already being put to work in projects such as

disaster relief and pipeline inspection. They could one day

make deliveries and provide rides to passengers. Already,

companies like Amazon and Boeing are testing drones that

could eventually be able to drop packages off like mail carri-

ers do today.

In some circumstances, multiple drones could occupy a sin-

gle airspace and could better coordinate ˇight with each other

than human pilots do. Making drones autonomous means they

will be able to reduce costs, bringing the technology into the

hands of more people and companies around the world.

Dr. Robot

After vehicular transportation, the medical ˇeld could see

the most signiˇcant impact from computer vision. Already, AI

algorithms can spot complications in medical images, such as

bone fractures and pneumonia, more accurately than a radiolo-

gist can.

ìThe explosion of big data, speciˇcally in the medical ˇeld,

means we have so much to work with,î says Beatriz Remeseiro,

an assistant professor at the Department of Computer Science

at the University of Oviedo in Spain. ìWeíre using the data to

solve more complicated problems than ever before.î

Last year, Google announced that it had developed image

recognition algorithms to detect signs of diabetic retinopathy,

an eye condition that causes blindness if left untreated. The

algorithms worked as well as human experts at spotting small

aneurysms in photographs of patientís retinas, which indicate

the early stages of the disease.

In 2017, Tencent also developed a system that can

screen gastroscopy pictures for esophageal cancer, with a

90% accuracy rate in diagnosing preliminary cases of the dis-

ease. The software, called the AI Medical Innovation System

(AIMIS), is already in use at more than 100 hospitals across

China and could one day be applied to help diagnose diabetic

retinopathy, lung nodules, cervical cancer, and breast cancer.

Making drones

autonomous means

they will be able to

reduce costs, bringing

the technology into the

hands of more people

and companies around

the world.

Coming to a road near you: Self-driving cars

A holistic understanding of the world is also crucial for au-

tonomous vehicles (AVs), one of the best-funded and most

talked about areas in AI development. Besides cameras, most

driverless cars use lidar, radar, GPS, and perception algo-

rithms to navigate.

ìA lot of the algorithms we use draw from computer vision,

but now itís more than camera data,î says Raquel Urtasun, an

associate professor at the University of Toronto and head of

Uberís Advanced Technologies Group, also in Toronto, Cana-

da. ìWe want to give our cars more than just our eyes.î

Companies like Uber hope to get AVs on the road and car-

rying passengers by 2020. These cars will only drive prese-

lected routes or require people in the driverís seat ready to

take over in case any issues come up. The ultimate hope is for

this technology to become truly autonomous so that riders can

do other activities besides watching the road.

To get there, advances in both hardware and software are

needed, Urtasun says. On the hardware side, lidar can cost

tens of thousands of dollars, making it too expensive for wide-

scale deployment. For AV software development, engineers

need to ˇnd a way to make AI better able to ìgeneralize,î or

to differentiate between different objects. For example, if a

human driver sees something unexpected in the road like

a downed power line, they understand that they need to go

around it. But if a self-driving car approaches something it

hadnít experienced in training, it might not react safely be-

cause it canít tell it apart from other objects.

Urtasun says she is hopeful her work to improve sensors

and training algorithms wonít be in vain, even if AVs are not

quite ready for prime time. Fortunately, she says, ìYou can

tackle many other problems with the technology.î Improved

lidar could make mapping and land surveys more accurate,

and even nonautonomous cars equipped with sensors could

help reduce trafˇc.

Special delivery: Drones

Cars arenít the only thing that researchers want to be able

to move autonomously: Drones are also being trained to ˇy on

their own. Some of the same kinds of problems that slow AV

developers are faced by drone researchers. Itís difˇcult and

expensive to get quality training data; different ˇying styles

create new scenarios that drones need to be trained on; and P
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Other AI-powered tools from other companies, such as Infer-

vision, in Beijing, China, are being used to spot strokes faster,

giving patients a better chance of surviving. The U.S. Food and

Drug Administration recently announced it was going to stream-

line its process to help AI products get approval more quickly.

Instead of replacing doctors, however, these tools from

other companies are meant to work as advisers rather than

practitioners. But computer vision could speed up this work

and allow regions with fewer doctors to receive more care.

These innovations are also being used to minimize invasive

or dangerous procedures. For example, computerized

tomography (CT) scans hold more information

than X-rays but expose a patient to more

radiation. Using an X-ray, AI can now ap-

proximate what a CT scan would show

a doctor.

ìMedical imaging is an area

where computer vision could really

have an impact, by providing ad-

ditional information,î says Ramin

Zabih, a professor of computer

science at Cornell Tech and a

research scientist at Google

Research, in New York City, New

York. ìAnd the history of medicine

has shown that when you can pro-

vide more data to practitioners, it can

mean better outcomes for patients.î

Near and far: Edge devices

and spacecraft

As impressive as all this work seems, the future could be

even brighter for computer vision. One of the biggest changes

that could soon impact the industry is the edge device, deˇned

as any hardware that ìcontrols data ˇow at the boundary be-

tween two networks.î Most AI processing needs to be done on

big, remote cloud servers, because running these algorithms is

so computationally intensive. Edge devices, on the other hand,

are built with enough processing power to work locally. And

with companies like Nvidia and Facebook building chips spe-

ciˇcally to run AI, edge devices are becoming more common-

place. This allows for faster, more secure data processing, and

opens the possibility of more custom training of AI with a userís

own data and increased customization of results for individuals.

ìItís going to drive a greater amount of innovation,î says Remi

El-Ouazzane, former CEO of Movidiusóa California-based

company that designs specialized low-power processor chips

for computer visionóand current chief operating ofˇcer of the

AI products group at Intel, another California tech company

that produces semiconductor chips and microprocessors.

El-Ouazzane says billions of devices could be infused with

AI and work on the edge, from smart home devices and sur-

veillance cameras to autonomous cars. This could create tech-

nology capable of ˇnding missing people by scanning images

of crowds, for instance, or able to alert a parent when their

child hasnít brushed their teeth before bed.

ìItís not an ëif,í itís a ëwhen,íî he says.

Looking beyond the microworld of edge devices, astrono-

mersówho work with massive datasets gathered from the ex-

panses of spaceóare especially interested in computer vision.

For example, a contest on Kaggle, an online platform for predic-

tive modeling and analytics competitions, had researchers look

at astronomical images to discover more about the dark matter

that dominates our universe; they relied on deep learning and

computer vision techniques.

Moreover, an entire research incubator is dedicated to

using AI to further our understanding of space.

Frontier Development Lab (FDL) is a

publicñprivate partnership between

NASA and companies like Intel AI,

Google Cloud, Lockheed, and IBM.

FDL brings astronomers and

computer scientists together for

eight weeks in Silicon Valley,

California, to tackle problems

such as understanding

solar ˇares, mapping the

moon, and ˇnding asteroids.

According to James Parr,

one of the founders of FDL,

the program couldnít succeed

without computer vision. In

fact, NASAís Jet Propulsion

Laboratory, in Pasadena, California.

was essential in the invention of the

camera technology that powers most of the

computer vision software currently in operation.

ìThereís a symbiosis between computer vision and the

space program,î Parr says. ìItís a story the space industry

doesnít talk about enough.î

Space exploration will be impacted similarly, with AI

being essential for travel to Mars and beyond. The lag

in communication between space travelers and earth

command centers means systems will have to be capable

of autonomous decision-making, with visual data driving

many of those decisions.

ìAs we expand outwards, we will need robots and autono-

mous systems that will prepare and assist astronauts, help

build structures, and locate and extract resources,î Parr

says. ìItís an exciting time for discovery and exploration.î

This exhilarating time of discovery extends to ˇnding out

how computer vision will change life on earth. There will like-

ly be new technological hurdles to overcome as AI expands

into even more areas. But when we look back on the history

of AI, giving computers the gift of sight may prove to be the

most important advancement of all. Machines that can see

will surely take us into a brighter future.
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Anaerobic Chambers

Coy Laboratory Productsí Anaerobic 

Chambers provide a strict anaerobic 

atmosphere of 0ñ5 parts per 

million, using a palladium catalyst 
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gas mix of 5%. The heavy-duty 

vacuum airlock allows sample 

transfer without changes to the internal atmosphere. The airlock is 

also programmable, enabling researchers to tailor an interchange 
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to those of a rigid glove box. The vinyl expands and contracts to 

compensate for changes in internal pressure, without expelling the 

expensive gas mix to room atmosphere, saving you up to 60% annually 

��������������������	�
�
�
������
������	�����
����������������������

new or existing vinyl anaerobic chamberóchange your vinyl anaerobic 

chamber gloves in less than 30 seconds!

Coy Laboratory Products

For info: 734-475-2200

coylab.com
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Cell-Free Protein Expression
myTXTL is a fast, easy-to-use solution for protein expression in vitro. 

Gene transcription (TX) and translation (TL) is executed in a single 
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endogenous TXTL machinery from Escherichia coli. This all-in-one 
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nucleotide template for various applications in synthetic biology 

and biomanufacturing. The system employs endogenous core 
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proven useful for applications including high-yield protein synthesis, 

prototyping of biomolecular networks, bacteriophage production, 

and high-throughput protein expression analysis. myTXTL kits contain 

ready-to-use Master Mix comprised of E. coli cell extract, energy 
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Arbor Biosciences

For info: 734-998-0751

www.arborbiosci.com

N-Glycan Assay
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G glycosylation. This physicochemical assay, developed by 
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combination with its unique Antibody Dependent Cell Cytotoxicity 

(ADCC) assay platform, combines data on molecular structure 

with a key therapeutic mechanism of action. This combination will 

generate comprehensive, highly accurate biosimilar comparability 

data, driving shorter drug-development timelines. BioOutsourceís 
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one of a range of orthogonal methods, including analysis by CD16a 
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testing package for generating evidence suitable for regulatory 

submissions. 

Sartorius Stedim BioOutsource

For info: +44-(0)-141-946-4222

www.biooutsource.com

Kinase Inhibition Assay
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method to evaluate inhibitors of immune-cell signaling pathways, 

using inhibition of basophil degranulation as a surrogate readout 
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implicated in allergic responses, autoimmune disorders, and cancer. 

(/�������
1��1���
�1�.��!.�
1.��1.1�.�	�1��
�
1���1��.��.
����
.�1
companies, with several small-molecule inhibitors currently at 

0�����/�1
�.	�
1��10��������/��1 ����.���/
1�/1���1�����

��/1
of cell-surface basophil activation markers such as CD63 can be 

��.
���01��1��!1
���������1���
�1
����	.��1�.����
1.���!1���1
��	�������	����1.

�

��/�1��1
�����/01��
.
��1��
����/	1�/ 

�.
���1�.�����1��1�/���
����1
�����/0
�
B‹HLMANN Diagnostics
For info: 844-300-9799

kinaseinhibitionassays.com

Customized Resins

Production of agarose resins requires precise control of many 

parameters, and the product range is based on the most common 
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of crosslinking, concentration of agarose, type of activation, spacer 

arm length, and density of active groups. Agarose Bead Technologies 
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work closely with you and share technical details as appropriate.

Agarose Bead Technologies

For info: 305-262-0177

www.abtbeads.com
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applications of robotics for all environments.

Learnmore at: ScienceRobotics.org



Search more jobs online

Expand your search today.

Access hundreds of job postings 
on ScienceCareers.org. 

POSITIONS OPEN

Assistant Professor, Mechanical Engineering

The Department of Mechanical Engineering at Uni-
versity of Connecticut at Storrs is seeking applicants to 
conduct research at the interface of biomedicine, ma-
terials, and nano/micro technology in an NIH-funded 
project to create a biodegradable, highly-efficient pie-
zoelectric Poly-L-Lactid acid simulator, and integrate 
it with a biological chondrocyte-seeded cartilage graft, 
forming a bionic cartilage tissue. Teach undergrad/
grad courses in this line of expertise. Experience devel-
oping nanoscale biointegrated materials, devices, and 
platform technology for applications in vaccine/drug 
delivery and medical implants, and creating nanoscale 
electromechanical materials, devices, and their inter-
faces with biological cells and tissues for harvesting, 
sensing, and engineering cellular mechanics, required. 
Salary range: $80-$100k. Apply to: Attn Dr. Horea 
Ilies, Department of Mechanical Engineering, Uni-
versity of Connecticut, 191 Auditorium Rd. U-3139, 
Storrs, CT, 06269.
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for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.
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For full advertising details,

go to ScienceCareers.org

and click For Employers,

or call one of our

representatives.

Start planning today!

myIDP.sciencecareers.org

Features inmyIDP include:

§ Exercises to help you examine

your skills, interests, and values.

§ A list of 20 scientific career paths

with a prediction of which ones

best fit your skills and interests.

§ A tool for setting strategic goals

for the coming year, with optional

reminders to keep you on track.

§ Articles and resources to guide

you through the process.

§ Options to savematerials online

and print them for further review

and discussion.

§ A certificate of completion for

users that finishmyIDP

andmore.

myIDP:A career plan
customized for you, by you.

Recommended by
leading professional
societies and the NIH

There’s only one Science.

In partnership with:

Advance

your career

with expert

advice from

Science

Careers.

Download Free Career

Advice Booklets!

ScienceCareers.org/booklets
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Artifcial Intelligence (AI) is impacting science in new and excitingways as

scientists are using it to better understand society to fnd solutions to problems

across diverse disciplines.This featurewill give an overview ofAI, and explore

the hotspots/centers of excellence and applications forAI. Typical career paths

for thoseworking inAIwill be explored aswell as the opportunities that exist for

careers inAI.

Your organization can brand itself as a leader inAI by raising your visibility

alongside relevant content while attracting potential candidates.Contact us for

further details.

What makes Science the best choice for recruiting?

§ Read and respected by 400,000 readers around the globe

§ Your ad dollars supportAAAS and its programs,which strengthens the global

scientifc community.

Why choose this AI Feature for your advertisement?

§ Relevant ads lead of the career sectionwith a special “AI”

banner.

Expand your exposure by posting your print ad

online:

§ Link on the job board homepage directly to

AI jobs

§ Dedicated landing page forAI positions.

Career Feature:

Artifcial Intelligence

Issue date:November 30

Book ad byNovember 15

Ads accepted until November 21 if space allows

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg



o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

Yale University
School ofMedicine

FACULTY POSITION AT THE ASSISTANT

PROFESSOR LEVEL

DEPARTMENT OF CELLULAR AND

MOLECULAR PHYSIOLOGY

The Department of Cellular and Molecular Physiology is
conducting a search for new faculty members at the assistant
professor level.

The search seeks candidates whose research connects the
properties of molecules to the properties of physiological
systems.

Excellent opportunities are available for collaborative research,
aswell as for graduate andmedical student teaching.Candidates
must hold a Ph.D.,M.D., or equivalent degree.Applicants should
include a curriculum vitae, a statement of research interests and
goals, and should arrange to have three letters of reference sent.
Applicants should apply at the following website:

http://apply.interfolio.com/53471

Application Deadline: October 19, 2018

Yale University is an Affrmative Action/Equal Opportunity
Employer and welcomes applications from women, persons

with disabilities, covered veterans, and members of
minority groups.

Follow us for jobs,
career advice & more!

@ScienceCareers

/ScienceCareers

Science Careers

ScienceCareers.org



It was almost 20 years ago that I 

learned how important it is for me 

to carve out time to escape to the 

mountains. I had finished my Ph.D., 

studying soil and water conserva-

tion in Honduras, but I wasn’t sure 

what career direction I wanted to 

take. So, I decided to act on a dream 

I had been nursing for a few years, 

since my mom showed me a maga-

zine article about a potter who had 

cycled from Los Angeles, Califor-

nia, to the southern tip of Tierra 

del Fuego in Argentina. I figured 

that I could combine cycling with 

research for a book on Andean agri-

culture while I worked out my next 

career step.  

My partner and I spent 12 months 

cycling from Tierra del Fuego to 

Ecuador, battling ferocious winds 

in Patagonia, gasping for air as we 

inched up mountains in Peru, and rejoicing as the rain 

became deliciously warmer during the descent from Quito 

to the Ecuadorian Amazon. Along the way, I learned a 

fundamental lesson: Being outdoors inspires me, and the 

beauty of my surroundings combined with physical exer-

tion helps me think broadly and distill my ideas. 

During the cycling trip, I found the clarity I needed 

to figure out my next career move. Talking with farmers 

we met along the way, from shepherds in Patagonia to 

potato producers in Ecuador, I learned that their biggest 

challenge was selling their produce. I decided to broaden 

my focus from land management to improving farmers’ 

access to markets. My new interest led to working for a 

nongovernmental organization and eventually conduct-

ing agricultural research at international nonprofit orga-

nizations, which is what I do now. And my partner and I 

did eventually publish a book on 

Andean agriculture. 

I recognize that times have 

changed since I embarked on my 

cycling adventure, and that re-

searchers today face onerous pres-

sures to publish and get funding. 

But the pressure cooker that we 

now live in makes it even more 

important for researchers at all ca-

reer stages to find ways to escape 

from the grind, even if only for a 

few hours, and seek inspiration. 

For some, like me, that may come 

from being active in the outdoors. 

Others may find their outlet in 

music, reading, crafts, or any num-

ber of varied activities. The key is 

to find your source of inspiration 

and nurture it.  

In my case, cycling has given 

way to long-distance running and 

hiking. Some things, however, have not changed. I still 

find that the ideas for many research articles have come 

to me while surrounded by snow-capped peaks, or even 

on urban streets on early morning runs. When I’m home, 

I make sure to head to the hills, at least for a few hours 

every weekend. I always travel with my running shoes, and 

occasionally with my hiking boots. And when I find myself 

straying from this routine and forgetting the nourishment 

I get from being active in the outdoors, as I nearly did dur-

ing that conference trip a few years ago, I remind myself 

of the words of Scottish-American naturalist John Muir: 

“Wildness is a necessity.” j

Jon Hellin is a researcher at the International Rice 

Research Institute in Los Baños, the Philippines. Send your 

career story to SciCareerEditor@aaas.org.

“The key is to find 
your source of inspiration 

and nurture it.”

Inspiration from the outdoors

I
t was an extraordinarily busy time of year, with deadlines fast approaching for reporting my prog-

ress to donors and a journal article requiring major revisions. I felt some pressure to head straight 

home after the conference I had attended at the last-minute request of my major research funder. 

But I had traveled halfway around the world to be there, in Morocco. I did not want to miss the 

opportunity to explore. So I headed to the mountains for 2 days of therapeutic hiking. As I marveled 

at the sunrise and the view from the icy summit of Mount Toubkal, the highest peak in North Africa, 

my addled mind calmed. Re-energized, I knew that I could cope with the work that waited for me 

upon my return. When I arrived back in the office a few days later, I was rejuvenated, and—yes—

I successfully submitted the revised journal article and met the donor reporting requirements.

By Jon Hellin
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