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W
ho could have imagined the possibility of an 

inter-Korean Summit this year, let alone one 

between the United States and North Korea? 

Recent news that North Korea may suspend 

nuclear tests and dismantle its test site is 

a startling about-face, given the country’s 

multitude of missile and nuclear weapons 

tests over the past decade. Those incidents increased 

tensions at a time when questions were being raised 

about the instruments, approaches, and mechanisms 

that nations collectively 

strive to use to rid the 

world of weapons of mass 

destruction. At the end 

of this month, the Com-

prehensive Nuclear-Test-

Ban Treaty Organization 

(CTBTO) will convene a 

symposium in Vienna to 

emphasize what brings 

real security to the world—

negotiated agreements that 

are effectively verifiable 

and credibly enforceable. 

These include the Treaty 

on the Non-Proliferation 

of Nuclear Weapons (NPT) 

and the Comprehensive 

Nuclear-Test-Ban Treaty 

(CTBT). The issue is not 

whether such current in-

stitutions and instruments 

are failing, but rather, pre-

serving their integrity and 

building further trust in 

and around them.

It goes without saying 

that the global political 

landscape is changing. 

That is precisely why an 

immovable global disarmament and nonproliferation 

architecture, based on instruments including the NPT 

and the CTBT, constitutes a firm foundation for a fu-

ture of peace and security.

The NPT entered into force in 1970 to prevent the 

spread of nuclear weapons and promote peaceful uses 

of nuclear energy. Some say it is under strain, with 

North Korea’s recent testing activities and events in the 

Middle East adding to the tensions. If this is so, it is not 

because of a fatal flaw in the instrument itself, but be-

cause not enough has been done to maintain and secure 

its entire chain of responsibilities—of which the entry 

into force of the CTBT is an essential part.

The CTBT, a legally binding global ban on nuclear 

explosive testing by anyone, anywhere, was opened for 

signature in 1996. It is not in force only because a pro-

vision in the treaty requires ratification by a list of 44 

states before this occurs. Eight nations have yet to ratify: 

the United States, China, Iran, Israel, and Egypt—all of 

which have at least signed, and contribute to the buildup 

of the CTBT verification regime—along with India, Paki-

stan, and North Korea.

The CTBT is a fine ex-

ample of science and tech-

nology in action for global 

peace and security. The 

treaty establishes a global 

international monitoring 

system with hundreds of 

facilities that are already 

gathering and transmitting 

data to a control center at 

CTBTO headquarters in 

Vienna, meaning that no 

nuclear explosion goes un-

detected. This monitoring 

system is crucial to future 

denuclearization in North 

Korea. The CTBTO’s confir-

mation of a nuclear test by 

North Korea on 3 Septem-

ber 2017 once again showed 

how the treaty’s verification 

regime is already work-

ing for the benefit of the 

international community. 

But the only way to secure 

this benefit for all time is to 

bring the treaty into force. 

Adherence to the treaty 

by all parties concerned 

is the only way to overcome the trust deficit that is a 

real impediment to progress on denuclearization of the 

Korean Peninsula and to building trust and confidence 

in the Middle East.

Hard-won treaties like the CTBT and NPT, with 

their intricate webs of responsibilities, cannot be eas-

ily replaced. Let’s put these instruments back on track. 

Diplomacy, backed up by rigorous science-based verifi-

cation tools, remains the key to unlocking real security. 

Let’s not rethink that.

–Lassina Zerbo

Backing up nuclear disarmament

Lassina Zerbo 

is the executive 

secretary of 

the Comprehensive

Nuclear-Test-

Ban Treaty 

Organization, 

Vienna, Austria. 

info@ctbto.org

10.1126/science.aau0693

“Diplomacy, backed up by…
science-based verification tools, 

remains the key to…security.”
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A limit on neuroscience grants
SCIENCE POLICY |  The U.S. National 

Institute of Neurological Disorders and 

Stroke (NINDS) plans to pare back the 

number of researchers it supports who 

have $1 million or more per year in grants 

to free up funds for other labs. Starting 

next January, the institute will tighten 

requirements on investigators whose 

proposed grant would push them over a 

total of $1 million in National Institutes of 

Health (NIH) support. To win funding, the 

proposal will have to receive a peer-review 

score in the upper half of the overall 

NINDS percentile cutoff for funding. For 

example, if the cutoff was the 15th percen-

tile, only those in the seventh percentile 

and above would be funded. The policy 

could free up $15 million a year for early 

career investigators and researchers at risk 

of losing their only grant. NINDS’s move 

follows a controversial NIH-wide plan last 

year to cap an investigator’s total number 

of grants, which officials quickly withdrew 

after receiving criticism.

Lander to study Mars’s interior
PLANETARY SCIENCE |  NASA’s $814 million 

InSight lander, launched on 5 May from 

Vandenberg Air Force Base in California, 

is starting a half-year journey to Mars, where 

it will study the planet’s internal structure. 

Unlike missions that have chased signs of 

ancient habitability, the lander will listen for 

marsquakes for clues to the dimensions and 

composition of the planet’s core, mantle, 

and crust. InSight is joined for the ride by 

Mars Cube One, a pair of small satellites that 

will test miniature radios to relay messages 

from InSight during its descent.

New editor takes helm at Nature
PUBLISHING |  Magdalena Skipper, a geneti-

cist who got her Ph.D. from the University 

of Cambridge in the United Kingdom and 

who has extensive experience in scientific 

publishing, will become the first female 

editor-in-chief of Nature, the 149-year-old 

science journal. Its publisher, Springer 

Nature, made the announcement on 

2 May. Skipper, 49, will also be the first 

life scientist in the top job at Nature when 

A 
radio telescope that will help image the shadows of giant black 

holes in the centers of galaxies opened for business last week in 

the high Arctic. Erected in December 2017 at Thule Air Base in 

northern Greenland, the Greenland Telescope is the northern-

most component of the Event Horizon Telescope (EHT), a net-

work of radio telescopes that observes these shadows (Science, 

3 March 2017, p. 893). During testing last month, the Greenland 

Telescope helped observe one in a nearby galaxy, M87. To resolve such 

a small and distant object, the EHT combines simultaneous observa-

tions from telescopes spread across the globe—the wider the spread, 

the sharper the image. The Greenland Telescope’s far northern posi-

tion widens that distribution—although it doesn’t provide a view of 

the black hole at the center of our own galaxy. The telescope was a 

U.S.-built prototype for the Atacama Large Millimeter/submillimeter 

Array, a 64-dish array in Chile, but researchers at Taiwan’s Academia 

Sinica Institute of Astronomy and Astrophysics led an effort to con-

vert it to work as a stand-alone instrument in Arctic conditions. 

Eventually, it will be moved to the National Science Foundation’s 

Summit Station at an elevation of 3200 meters on the ice sheet of 

central Greenland, where drier air will improve its observations.

The Greenland Telescope 

is the northernmost in 

a global network.

NEWS
I N  B R I E F

“
Archaeologists from around the world were deprived 

of a symposium filled with valuable information.

”Susan Chandler of the Society for American Archaeology, in The Washington Post, about the 

U.S. Bureau of Land Management blocking staffers from presenting at the society’s annual meeting.

Edited by Jeffrey Brainard

ASTRONOMY

Greenland scope joins black hole quest
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she moves there on 1 July from her current 

position as editor-in-chief of the open-access 

Nature Communications. As well as continu-

ing to publish “the most interesting and 

ground-breaking discoveries,” Skipper said in 

a statement, “I look forward to … providing 

a voice on important issues such as promot-

ing transparency and diversity in science.”

Looted Iraqi artifacts return home
ARCHAEOLOGY |  U.S. Immigration and 

Customs Enforcement last week returned 

thousands of ancient artifacts to Iraq in 

a repatriation ceremony. Hobby Lobby, a 

national arts and crafts retail chain, agreed 

to pay a $3 million settlement and forfeit 

the relics, which it bought for $1.6 million 

from an unnamed dealer in 2010, despite 

warnings from experts that the artifacts 

were possibly looted from archaeological 

sites. The items were originally shipped 

to the United States in packages falsely 

labeled as tile samples. The 3800 

items, which include bilingual religious 

texts from the Neo-Babylonian period and 

several cuneiform tablets that were likely 

administra tive documents from the city of 

Irisagrig in Mesopotamia, will now go to 

the National Museum of Iraq in Baghdad.

Australia plans space agency 
SPACE EXPLORATION |  Australia is creat-

ing a space agency with AU$26 million 

in seed money. The effort, announced 8 May, 

emphasizes commercial uses of space, but 

the agency may support some basic research. 

The new agency could help researchers 

develop satellites for Earth observation and 

space science while expanding participation 

in international missions. It’s a “land-

mark for Australian industry and science,” 

says Peter Quinn, an astronomer at the 

International Centre for Radio Astronomy 

Research in Perth, Australia.

PNAS editor resigns under cloud
WORKPLACE |  Inder Verma, the promi-

nent cancer scientist and geneticist who 

was recently accused of sexual harassment, 

resigned on 1 May as editor-in-chief of the 

Proceedings of the National Academy of 

Sciences, the prestigious academic journal 

published by the U.S. National Academy of 

Sciences (NAS). His resignation came 5 days 

after Science published an article in which 

eight women alleged that Verma sexually 

harassed them in incidents from 1976 to 

2016 (Science, 4 May, p. 480). Verma has 

denied the allegations. The NAS Council put 

Verma on temporary leave from the editor-

ship last December, after he was accused, 

in gender discrimination lawsuits filed last 

July, of impeding women’s careers at the 

Salk Institute for Biological Studies in San 

Diego, California. Salk suspended Verma on 

20 April, 2 days after receiving questions 

from Science about certain women’s sexual 

harassment allegations.

EU science budget may rise 50%
RESEARCH FUNDING | The European 

Commission last week proposed spend-

ing €100 billion on its next, 7-year science 

funding program, which the commission 

says would represent an increase of 

up to 50% over the current one. But ana-

lysts predict that the final amount for 

Horizon Europe, to begin in 2021, will be 

lower after lengthy negotiations with the 

European Parliament and cost-conscious 

member states. Some lobby groups had 

called for doubling the budget; this open-

ing bid is “the bare minimum,” says Kurt 

Deketelaere, secretary general of the 

League of European Research Universities.

CONSERVATION 

A rat-free island

T
he island of South Georgia in the southern 

Atlantic Ocean is free of rats and mice 

after the world’s largest rodent eradication 

effort to date, the South Georgia Heritage 

Trust announced this week. The pests 

were introduced to the 375,000-hectare British 

territory by ships during the 18th century and 

threatened endemic birds such as the South 

Georgia pipit. From 2011 to 2015, the island 

trust periodically dropped poisoned bait by air. 

Starting last year, a team measured the results 

by monitoring the island for 6 months using 

camera traps, chewsticks, and other tools; they 

also walked more than 1600 kilometers accom-

panied by three terriers trained to detect the 

scent of any remaining rodents (while ignoring 

smells of nearby seals).

$5,300,000
Cost, per case, of using RNA testing 

to detect eight blood samples infected with 

Zika virus among 4 million blood 

donations, The New England Journal 

of Medicine reports. The U.S. 

government requires all donations to 

be tested for the virus. 

1000
Number of members of the U.S. National 

Academy of Sciences who signed a statement 

criticizing President Donald Trump’s 

administration for its plan to withdraw the 

United States from the Paris climate 

agreement and for “dismissal of scientific 

evidence in policy formulation.”

BY THE NUMBERS

SCIENCEMAG.ORG/NEWS

Read more news from Science online.
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Detection dogs Will 

(front) and Ahu (back) 

helped determine that 

the eradication project 

was successful.
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n early April, several days after Viktor 
Orbán secured his third consecutive 
term—and fourth overall—as Hungar-
ian prime minister with a landslide 
victory for his conservative party, the 
pro-government paper Figyelő pub-

lished a list of more than 200 people it 
called “mercenaries” of George Soros, the 
American-Hungarian billionaire philan-
thropist. The list included investigative 
journalists and human rights advocates—
and 30 academics from the Soros-founded, 
Budapest-based Central European Uni-
versity (CEU). Diána Ürge-Vorsatz was 
stunned to find herself accused.

“I have no idea why I am on this list,” says  
the CEU environmental physicist, who was 
a member of the Intergovernmental Panel 
on Climate Change when it won the Nobel 
Peace Prize in 2007. “I have had a very good 
working relationship with the Hungar-
ian government for decades, and I want to 
maintain this.”

Ürge-Vorsatz is one of many Hungarian 
academics unnerved by their government’s 
aggressive nationalist agenda, and the in-
tensifying political pressures it is impos-
ing on science. CEU, which attracts top 
students from Europe and elsewhere for 

its English-language graduate classes and 
has 17 research centers focusing on social 
sciences, business, environment, math, and 
other topics, has become a prime target, 
subject to tightening restrictions that some 
fear could force it out of Hungary. The main 
grant-funding body for Hungarian science, 
praised for its independence and trans-
parency in a recent European review, has 
been replaced by an agency that scientists 
worry is more susceptible to political influ-
ence. And some researchers suggest that the 
government is increasingly wasting scarce 
funds on scholarship that promotes a par-
ticular agenda or controversial theories of 
national origin.

Many scientists fear reprisals if they 
complain publicly—Ürge-Vorsatz had par-
ticipated in a large pro-CEU protest before 
she was accused. But Hungary’s academic 
community has not been silent. “Search for 
truth, freedom of research, civic activism 
and support for those in need are crucial 
social values,” more 500 Hungarian aca-
demics declared in a recent petition. And 
the Hungarian Academy of Sciences quickly 
challenged the newspaper’s naming of CEU 
academics. “We find the issue of such harm-
ful listings unacceptable, especially given 
their bitter resemblance to similar practices 
in Hungarian history,” it said in a statement.

Government spokespeople declined to an-
swer specific questions about CEU, but did 
address another flash point: the country’s 
growing embrace of traditional Chinese 
medicine (TCM). On 16 April, Hungary’s 
University of Szeged signed an agreement 
with the Shaanxi University of Chinese 
Medicine in Xianyang, China, to bring TCM 
researchers, medical experts, and lecturers 
to teach in the region. The University of 
Pécs in Hungary has had a similar arrange-
ment since 2015.

Last year, the Hungarian government 
also announced plans to allocate about 
€4.5 million ($5.3 million) to build a new in-
stitute with a whole floor dedicated to TCM 
at Semmelweis University, one of the most 
prestigious medical schools in Hungary. 
The government says it wants to bridge the 
gap between Western medicine and Eastern 
alternatives to improve Hungarian health 
care, and also strengthen the economic, po-
litical, and cultural ties between Hungary 
and China. 

At the end of April, however, Zsolt 
Boldogkői, head of the Department of 
Medical Biology at the University of Szeged, 
lamented TCM’s growing influence in the 
country in an open letter to the president of 
the Hungarian Academy of Sciences. “Acu-
puncture is based on pseudoscience and a 

I N  D E P T H

HIGHER EDUCATION

By Kata Karáth

Hungarian science troubled by nationalism
Government standoff with Central European University is coming to a head
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technique unsuitable for medical purposes 

… teaching it on a university level is seriously 

damaging the reputation of science and fact-

based medical treatments,” he wrote.

The government has also been channel-

ing significant funds to research institutes 

seen as backing its nationalist agenda. For 

example, the Migration Research Institute 

opened in Budapest in 2015, when an influx 

of immigrants caused a crisis in Hungary. 

Since then, it has published many analyses 

documenting the downside of immigration 

and the efficacy of the barbed wire fence 

along the southern borders of Hungary, and 

questioning the legitimacy of a 2017 Euro-

pean Court of Human Rights decision that 

said Hungary had wrongfully deported Ban-

gladeshi asylum seekers.

Academics are also wary of the recently 

announced László Gyula Institute, named 

after a historian who studied Hungarian na-

tional origins. The research institute hasn’t 

opened yet—no site has been chosen nor 

staff hired—but it reportedly will be man-

aged by the National Institute for Culture, 

which is run by a private foundation estab-

lished by Sándor Lezsák, deputy speaker 

of the Hungarian Parliament. Lezsák is an 

outspoken nationalist who has supported 

ideas on the roots of Hungarians opposed 

by most historians, including the theory 

that they are related to the Huns, Asiatic 

nomads who were a feared enemy of the 

Roman Empire. 

Hungarian archaeologists complain that 

the new institute will compete with the 

efforts of a research unit, run by the Hun-

garian Academy of Sciences, that already fo-

cuses on the same period. “Little is revealed 

about this [new] institute just yet, but nam-

ing it after a publicly well-known archaeolo-

gist sounds like a publicity stunt,” says one 

Hungarian university archaeologist, who 

requested anonymity.

For now, the scientific community mostly 

trusts the independence of its major na-

tional funder, the National Research, De-

velopment and Innovation Office (NRDI) 

in Budapest, which has a budget of about 

€260 million ($310 million) for research 

and innovation this year. In 2015, the 

previous body, the politically indepen-

dent Hungarian Scientific Research Fund, 

merged with the much bigger NRDI, and 

many researchers at the time feared that 

the decision would open the way to politi-

cal influence over funding decisions. The 

president of NRDI has substantial decision-

making power over NRDI’s funds—by law, 

3% can be directed to anything they want, 

for example—and personally appoints the 

members of peer-review committees that 

approve grants.

The current head of NRDI, physicist József 

Pálinkás, has proved to be a strong advocate 

for science. Since he took over in 2015, NRDI 

has created regular grants to encourage ba-

sic science research, reward excellence, and 

support young scientists. Hungary still heav-

ily relies on EU funds to develop its research 

infrastructure, but Pálinkás next year plans 

to request a doubling of the national re-

search and innovation budget to more than 

€520 million. His term ends in 2020, how-

ever, and some scientists express concern, 

in private, that the government will replace 

him with someone more political.

By then, CEU may have started to pull 

up stakes. In April 2017, the government 

amended the nation’s higher education 

law to require, among other things, that 

CEU have a second campus in New York, 

its home state, and obtain a bilateral agree-

ment of support between the Hungarian 

and U.S. governments. In response, CEU 

rushed to set up classes at Bard College, in 

Annandale-on-Hudson, New York. In the 

next few weeks, Orbán’s government is due 

to decide whether CEU has complied with 

the law and can enroll new students. The 

university believes it has but is nonetheless 

making backup plans to move its classes 

to Vienna, CEU Provost Liviu Matei said 

last month at the Scholars at Risk Network 

Global Congress in Berlin. (CEU hopes to 

retain its research centers in Budapest.) “It 

will be a very traumatic event,” he added. j

Kata Karáth is a science journalist in 

Budapest. With reporting by Hinnerk 

Feldwisch-Drentrup, a journalist in Berlin.

11 MAY 2018 • VOL 360 ISSUE 6389    585SCIENCE   sciencemag.org

NEWS  

Hungarian Prime Minister Viktor Orbán, recently 

re-elected, has overseen budget boosts 

for science, but many researchers distrust 

his government’s intentions.

In May 2017, protesters in downtown Budapest rallied 

against government actions threatening Central 

European University.

T
wo years ago, when the U.S. Con-

gress approved a major rewrite of 

the nation’s chemical safety law, law-

makers ordered federal regulators to 

take steps to reduce the number of 

animals that companies use to test 

compounds for safety. But a recent analysis 

by two animal welfare groups found that 

the number of animal tests requested or 

required by the Environmental Protection 

Agency (EPA) jumped dramatically last 

year, from just a few dozen tests involving 

fewer than 7000 animals in 2016, to more 

than 300 tests involving some 75,000 rats, 

rabbits, and other vertebrates.

The cause of the increase isn’t clear. But 

the new law imposes stricter requirements 

on a broader array of chemicals than its 

predecessor, including both new products 

and ones already on the market, and ex-

perts say EPA staff may be trying to comply 

by gathering more test data from compa-

nies. Both industry and animal welfare 

groups are alarmed by the trend, and are 

asking agency officials to clarify why they 

are requesting the tests—and how they 

plan to reduce the number in the future.

In a 27 March letter to EPA officials, 

the two Washington, D.C.–based groups 

that produced the analysis—People for the 

Ethical Treatment of Animals (PETA) and 

the Physicians Committee for Responsible 

Medicine (PCRM)—wrote that the “appall-

ing” number of animals being used in tests 

“indicates EPA is failing to balance” its 

responsibility to evaluate chemicals’ risks 

against its obligation to pursue alterna-

tives to animal testing.

In 2016, many animal welfare activ-

ists applauded lawmakers for including 

a provision in a major rewrite of the 1976 

Toxic Substances Control Act (TSCA) re-

quiring EPA to develop a plan to “reduce, 

refine or replace” the use of vertebrate ani-

ANIMAL WELFARE

By Vanessa Zainzinger

Animal tests 
surge under 
new U.S. 
chemical law
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2016 measure urged EPA 
to reduce animal use, but 
numbers are rising instead
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mals in testing. Lawmakers suggested the 

agency could save time and money by har-

nessing advances in computer modeling, 

biochemistry, and cell-based testing meth-

ods to replace test animals. They ordered 

EPA to finalize a long-term strategy for 

increasing the use of such alternatives by 

this year.

EPA released a draft of that strategy for 

public comment in March. In preparing a 

response, PETA and PCRM used a govern-

ment database to tally the agency’s TSCA-

related animal tests over the past 3 years. 

In 2015, EPA required or requested 21 tests 

involving 8881 animals, the groups found; 

in 2016, it asked for 37 tests involving 6539 

animals. In 2017, the first full year that the 

new law was in force, the numbers jumped 

to 331 tests and 76,523 animals. Some tests 

involve rats inhaling substances, whereas 

others call for placing chemicals into the 

eyes of rabbits.

The two groups argue that the agency 

hasn’t adequately explained why it can’t ob-

tain the needed data from nonanimal tests. 

A major chemical industry advocacy group, 

the Washington, D.C.–based American 

Chemistry Council (ACC), echoes that con-

cern. EPA sometimes appears “unwilling” 

to rely on data from computational model-

ing, for example, “even when it is generated 

from agency-recommended programs,” says 

Jon Corley, an ACC spokesperson.

EPA did not respond to a request for 

comment on the surge in testing or what 

might be driving it. One factor might be 

that EPA staff are not yet fully aware of 

proven alternatives to animal tests, says 

Kristie Sullivan, PCRM’s vice president 

of research policy. They might need more 

training and funding “to stay abreast of 

new developments in toxicology, so that 

they can quickly incorporate new meth-

ods and kinds of data into their decision-

making process,” she says.

EPA’s views on the matter could become 

clearer soon. The comment period on its 

draft strategy for reducing animal tests 

closes this week, and the agency is re-

quired to issue a final plan by 22 June. j

Vanessa Zainzinger is a science journalist 

based in the United Kingdom.

Y
ou can’t manage what you don’t 

measure. The adage is especially rel-

evant for climate-warming greenhouse 

gases, which are crucial to manage—

and challenging to measure. In recent 

years, though, satellite and aircraft 

instruments have begun monitoring carbon 

dioxide and methane remotely, and NASA’s 

Carbon Monitoring System (CMS), a $10-

million-a-year research line, has helped stitch 

together observations of sources and sinks 

into high-resolution models of the planet’s 

flows of carbon. Now, President Donald 

Trump’s administration has quietly killed the 

CMS, Science has learned.

The move jeopardizes plans to verify the 

national emission cuts agreed to in the Paris 

climate accords, says Kelly Sims Gallagher, 

director of Tufts University’s Center for 

International Environment and Resource 

Policy in Medford, Massachusetts. “If you 

cannot measure emissions reductions, you 

cannot be confident that countries are ad-

hering to the agreement,” she says. Cancel-

ing the CMS “is a grave mistake,” she adds.

The White House has mounted a broad at-

tack on climate science, repeatedly proposing 

cuts to NASA’s earth science budget, includ-

ing the CMS, and cancellations of climate 

missions such as the Orbiting Carbon Obser-

vatory 3 (OCO-3). Although Congress fended 

off the budget and mission cuts, a spending 

deal signed in March made no mention of 

the CMS. That allowed the administration’s 

move to take effect, says Steve Cole, a NASA 

spokesperson in Washington, D.C. Cole says 

existing grants will be allowed to finish up, 

but no new research will be supported.

The agency declined to provide a reason 

for the cancellation beyond “budget con-

straints and higher priorities within the 

science budget.” But the CMS is an obvious 

target for the Trump administration because 

of its association with climate treaties and 

its work to help foreign nations understand 

their emissions, says Phil Duffy, president 

of the Woods Hole Research Center in Fal-

mouth, Massachusetts. And, unlike the satel-

lites that provide the data, the research line 

had no private contractor to lobby for it.

Many of the 65 projects supported by the 

CMS since 2010 focused on understanding 

the carbon locked up in forests. For example, 

the U.S. Forest Service has long operated 

the premier land-based global assessment 

of forest carbon, but the labor-intensive in-

ventories of soil and timber did not extend 

to the remote interior of Alaska. With CMS 

financing, NASA scientists worked with the 

Forest Service to develop an aircraft-based 

Move undermines efforts to use satellite and aircraft 
observations to verify greenhouse gas reduction treaties

By Paul Voosen

The Carbon Monitoring System assessed deforestation, such as burning rainforest to clear lands for grazing.

CLIMATE CHANGE 

76,523
Estimated number of animals 

needed for the 331 chemical safety 

tests that the Environmental 

Protection Agency requested in 

2017, compared with 6539 in 2016.

NASA cancels carbon 
monitoring research program
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laser imager to tally up forest carbon stocks. 

“They’ve now completed an inventory of for-

est carbon in Alaska at a fraction of the cost,” 

says George Hurtt, a carbon cycle researcher 

at the University of Maryland in College 

Park, who leads the CMS science team.

The program has also supported research 

to improve tropical forest carbon inventories. 

Many developing nations have been paid to 

prevent deforestation through mechanisms 

like the United Nations’s REDD+ program, 

which is focused on reducing emissions 

from deforestation and forest degradation . 

But the limited data and tools for moni-

toring tropical forest change often meant 

that claimed reductions were difficult to 

trust. Stephen Hagen, a senior scientist at 

Applied GeoSolutions in Newmarket, New 

Hampshire, was part of a team that with 

the Indonesian National Institute of Aero-

nautics and Space developed laser-mapping 

tools to automatically detect new roads and 

gaps in tropical forests, monitoring that 

helped the Indonesian government apply 

for REDD+ funding. The end of the CMS is 

disappointing and “means we’re going to be 

less capable of tracking changes in carbon,” 

Hagen says.

The CMS improved other carbon moni-

toring as well. It supported efforts by the 

city of Providence to combine multiple data 

sources into a picture of its greenhouse 

gas emissions, and identify ways to reduce 

them. It has tracked the dissolved carbon in 

the Mississippi River as it flows out into the 

ocean. And it has paid for researchers led 

by Daniel Jacob, an atmospheric chemist at 

Harvard University, to refine their satellite-

based observations of methane. 

It’s an ironic time to kill the program, 

Jacob says. NASA is planning several space-

based carbon observatories, including the 

OCO-3, which is set to be mounted on the 

International Space Station later this year, 

and the Geostationary Carbon Cycle Obser-

vatory, due for launch early next decade. 

The CMS would help knit all these observa-

tions together. “It would be a total shame to 

wind [it] down,” Jacob says.

This type of research is likely to continue, 

Duffy adds, but leadership will pass to Eu-

rope, which already operates one carbon-

monitoring satellite, with more on the way. 

“We really shoot ourselves in the foot if we 

let other people develop the technology,” he 

says, given how important the techniques 

will be in managing low-carbon economies 

in the future. Hurtt, meanwhile, holds out 

hope that NASA will restore the program. 

After all, he says, the problem isn’t going 

away. “The topic of climate mitigation and 

carbon monitoring is maybe not the highest 

priority now in the United States,” he says. 

“But it is almost everywhere else.” j

Finding the first horse tamers 
Genes suggest that Central Asian hunter-gatherers, not 
famed Yamnaya herders, first domesticated horses

ANCIENT DNA

T
aming horses opened a new world,  

allowing prehistoric people to travel 

farther and faster than ever before, 

and revolutionizing military strategy. 

But who first domesticated horses—

and the genetic and cultural impact 

of the early riders—has long been a puzzle.

The “steppe hypothesis” suggested that 

Bronze Age pastoralists known as the Yam-

naya, or their close relatives, first domesti-

cated the horse. Aided by its fleet transport, 

they migrated out from the Eurasian steppe 

and spread their genes, as well as precursors 

of today’s Indo-European languages, across 

much of Eurasia. But a new study of ancient 

genomes, published online in Science this 

week, suggests that the Yamnaya’s effect on 

Asia was limited, and that another culture 

domesticated the horse first. “This is a really 

exciting paper,” says Priya Moorjani, a genet-

icist at the University of California, Berkeley. 

The first signs of horse domestication—

pottery containing traces of mares’ milk and 

horse teeth with telltale wear from a riding 

bit—come from Botai hunter-gatherers,  who 

lived in modern Kazakhstan from about 

3700 B.C.E. to 3100 B.C.E. Yet some research-

ers thought the Botai were unlikely to have 

invented horse husbandry because they lin-

gered as hunter-gatherers long after their 

neighbors had adopted farming and herding. 

These researchers assumed the Botai learned 

to handle horses from nearby cultures on the 

steppe, perhaps even the Yamnaya, who were 

already herding sheep and goats.  

Genetic data suggest the Yamnaya mi-

grated both east and west during the Bronze 

Age, and mixed with locals. Some research-

ers hypothesize that they also spread early 

branches of a Proto-Indo-European (PIE) 

language, which later diversified into today’s 

many Indo-European languages, including 

English, Italian, Hindi, Russian, and Persian. 

To explore the Yamnaya’s legacy in Asia, a 

team led by Eske Willerslev of the University 

of Copenhagen and the University of Cam-

bridge in the United Kingdom sequenced the 

whole genomes of 74 ancient Eurasians, most 

of  whom lived between 3500 B.C.E. and 1500 

B.C.E. The researchers devised a rough family 

tree and timeline for these samples and those 

from later civilizations and modern people. 

The team found no Yamnaya DNA in the 

three Botai individuals, suggesting the two 

groups hadn’t mixed. That implies the Botai 

domesticated horses on their own, says Will-

erslev, first hunting the animals, then man-

aging herds for food, and finally using them 

for other purposes. “It’s an extremely impor-

tant achievement from a group of people we 

all think of as being pretty simple,” he says. 

The new work fits with the archaeologi-

cal evidence and a recent study of DNA from 

ancient horses themselves (Science, 6 April, 

p. 111), says zooarchaeologist Sandra Olsen 

at the University of Kansas in Lawrence, a 

co-author on that study. That work showed 

that Botai horses were not related to modern 

horses, hinting at separate domestications 

by the Botai and other steppe dwellers. 

The Yamnaya used horses to migrate far 

and wide. Yet Willerslev’s team found little 

Yamnaya DNA in Central and South Asia. 

They saw no trace of it in ancient people from 

Anatolia in modern Turkey, where Hittite, an 

early branch of PIE, was likely spoken. That 

suggests Hittite likely didn’t evolve from a  

language brought by the Yamnaya. “What we 

see does not support a classical way of look-

ing at the steppe hypothesis,” Willerslev says.

He argues for a more nuanced history in 

which steppe pastoralists weren’t the original 

horse-whisperers or first introducers of PIE 

to Anatolia. But by seeping into Europe and 

Asia in multiple migrations, he says, they still 

rode their steeds to a big role in prehistory. j

Michael Price is a journalist in California.

A  documentary reconstruction shows Botai riders, who 

may have galloped across Kazakhstan about 3500 B.C.E.

By Michael Price
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T
he surprising failure last month of a 

large clinical trial of a promising can-

cer immunotherapy drug from the 

biotech company Incyte has quickly 

reverberated across the pharma-

ceutical industry. Three companies 

have canceled, suspended, or downsized 

12 other phase III trials of the compound, 

epacadostat, or two similar drugs, together 

slated to enroll more than 5000 patients 

with a variety of advanced cancers. 

The companies say they aren’t dropping 

the potential drugs, designed to unleash the 

immune system on cancer cells by block-

ing an enzyme called indoleamine (2,3)-

dioxygenase (IDO). But the retrenching sug-

gests that the frenzy to combine novel drugs 

with the wildly successful immunotherapies 

known as checkpoint inhibitors is outpac-

ing the science (Science, 23 March, p. 1346). 

The IDO strategy, says neuroimmunologist 

Michael Platten of the University of Heidel-

berg in Germany, “has been moved to ran-

domized clinical trials too fast, and now we 

realize [the enzyme is] still a black box.”

A year ago, the future of IDO inhibitors 

looked bright. At the June 2017 meeting of 

the American Society of Clinical Oncology, 

doctors reported that epacadostat, given 

with the approved checkpoint inhibitor 

Opdivo, shrank tumors in 25 of 40 of mela-

noma patients—roughly double the histori-

cal response rate of Opdivo alone. A second 

epacadostat trial of 63 additional melanoma 

patients was also impressive, and the drug 

seemed to work well in other tumor types.

The results from smaller, phase II trials 

don’t always predict how a cancer drug will 

do in a randomized phase III trial. But the 

epacadostat data “were pretty compelling,” 

says Yale University immuno-oncologist 

Mario Sznol, who expected to see some ben-

efit to patients. (Sznol was not involved in 

any of the trials.) Compared with a check-

point inhibitor alone, however, epacadostat 

made no difference for the roughly 350 pa-

tients receiving both drugs in Incyte’s phase 

III trial. “The results are disappointing and 

clear,” Incyte Chief Medical Officer Steven 

Stein in Wilmington, Delaware, said on a 

conference call announcing an early end to 

the trial. “The drug didn’t perform.”

Researchers at the company and elsewhere 

are baffled. Is IDO simply a bad target? Is In-

cyte’s particular chemical compound flawed? 

Or were the wrong tumor types or patients 

treated? “You could go through the whole list 

of reasons,” Sznol says.

The field still generally agrees that IDO 

makes sense to target, in combination with 

checkpoint inhibitors. Those drugs release a 

molecular brake on tumor-killing immune T 

cells. But the unleashed cells then stimulate 

the production of IDO, which, in a negative 

feedback loop, shuts them down again. IDO 

does this mainly by indirectly activating a 

protein inside immune cells called the aryl 

hydrocarbon receptor (AHR). Suppressing 

IDO should therefore make checkpoint in-

hibitors work better.

But much about IDO remains unknown, 

Platten says. Exactly how IDO stifles the im-

mune system is unresolved, nor is it clear 

which immune cells are most involved, 

he says. Even the idea that IDO blunts the 

antitumor effects of checkpoint inhibitors 

is suspect. “The evidence that this is really 

happening in the clinical situation … is very 

slim,” Platten says.

The drug, not the target, might be the 

problem. Some IDO inhibitors bind the AHR 

and thus could suppress the immune system, 

the opposite of the drug’s intent. NewLink 

Genetics reports that its drug does activate 

the AHR, but in a way that it still believes 

promotes a strong immune response against 

tumors. Both Incyte and Eli Lilly and Com-

pany say their drugs do not affect the AHR.

Levi Garraway, Eli Lilly’s senior vice presi-

dent of oncology global development and 

medical affairs in Indianapolis, says that 

going forward the company will try to se-

lect patients who are most likely to respond 

to IDO inhibitors, using unspecified bio-

markers. At a recent cancer meeting, 

immuno-oncologist Tom Gajewski of the 

University of Chicago in Illinois noted that 

biomarker analysis in the IDO trials has 

been “lagging.” The epacadostat trial failure, 

he added, is “a good wake-up call to make 

sure all the boxes are checked” for new com-

bination therapies. But companies may still 

be tempted to press ahead with limited data. 

“There can be a sense of, ‘I’d better act now,’”

Garraway says. 

Sznol agrees that companies probably 

moved IDO inhibitors into phase III tri-

als too aggressively. But he cautions against 

making too much of the epacadostat trial fail-

ure. “Sure, the field needs a little bit of cold 

water—no question,” he says. “But it shouldn’t 

reduce the enthusiasm that much. … One 

negative trial doesn’t wipe out all the positive 

results we’ve seen up to this point.” j 

Ken Garber is a science journalist in 

Ann Arbor, Michigan.

A new cancer immunotherapy 
suffers a setback
An exciting drug failed in a large trial, triggering a retreat 
and raising questions about the field’s frantic pace

BIOMEDICINE

A class of drugs meant to help unleash T cells (blue) 

on cancer cells (red) stumbled in a recent trial.

By Ken Garber

COMPANY DRUG CANCER

Incyte (nine trials) epacadostat 
(INCB24360)

Melanoma, lung, 
head and neck, 
urothelial, kidney

Bristol-Myers 
Squibb (three 
trials)

BMS-986205 Melanoma, lung, 
head and neck

NewLink Genetics 
(one trial)

indoximod 
(NLG8189)

Melanoma

Mass exodus 

Three companies have suddenly suspended, 

canceled, or downsized 13 trials of indoleamine 

(2,3)-dioxygenase inhibitors (in combination with 

drugs called checkpoint inhibitors).
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K
en Shen was so excited that he woke 

up before his alarm. At noon on 

25 April in Europe—3 a.m. for Shen, 

an astrophysicist at the University 

of California, Berkeley—the collabo-

ration behind the European Space 

Agency’s Gaia satellite released a data set 

containing the motions, and much more, for 

1.3 billion stars (Science, 27 April, p. 363). 

Shen wanted to sift the data set for the fast-

est moving stars in the sky, which astrono-

mers prize as forensic tools: When rewound, 

their trajectories point back to the violent 

events that launched them. Shen knew his 

team had to move fast to beat the competi-

tion. “I’m a theorist,” he says. “Nothing I’ve 

ever done has mattered on this timescale.”

His eagerness was rewarded. Last week, 

his team reported the discovery of three 

white dwarfs—the dying embers of sun-

like stars—hurtling through the galaxy at 

thousands of kilometers per second, per-

haps flung out from supernovae explosions. 

Other groups were also quick off the mark. 

One reported more than two dozen fast-

moving stars, some apparently kicked out 

by our galaxy’s central black hole; another 

confirmed that a star blazing through the 

outskirts of the Milky Way actually hails 

from another galaxy altogether, the Large 

Magellanic Cloud (LMC). The flood of dis-

coveries has sent astronomers racing to 

their telescopes to check and classify the 

swift objects, says Harvard University as-

tronomer James Guillochon. “It’s hard to 

know which stars to look at first.”

Astronomers can easily clock a star’s 

velocity toward or away from Earth by ob-

serving the Doppler shift of its light. But 

measuring sideways motion across the sky, 

necessary for understanding a star’s actual 

speed and where it’s headed, was slow and 

painstaking—until Gaia launched in 2013 

and began to measure tiny shifts in the 

stars’ apparent positions. The new release 

offers measurements of that sideways mo-

tion for all 1.3 billion stars, plus radial ve-

locities for 7 million of the brightest ones.

Shen hoped fast stars could help test a 

particular theory about type Ia supernovae, 

the explosions of white dwarf stars. The 

thermonuclear detonations are triggered 

when a white dwarf sucks material from a 

companion star until it is heavy enough to 

fuse carbon nuclei in its core. But the com-

panion’s identity is hazy. In one scenario, 

the white dwarf steals material from an 

ordinary star. In Shen’s favored scenario, 

a pair of white dwarfs pirouette together, 

gathering speed until, just before merging, 

one of them acquires enough material to ex-

plode and the other is released into space 

like a ball in an Olympic hammer throw.

To look for these survivors, Shen’s 

team picked through the Gaia survey for 

stars with the highest sideways motion. 

Then they checked these candidates with 

ground-based telescopes in California, the 

Canary Islands, and South Africa to clas-

sify their stellar types and get their missing 

radial velocities. Within 24 hours, Shen’s 

team found three white dwarfs that might 

fit the bill. One moves at 2400 kilometers 

per second, putting it among the fastest 

objects in the galaxy, the team reported on 

30 April in a paper posted to the preprint 

repository arXiv.

The team also rewound the paths of these 

stars 100,000 years in time. One traces back 

to a nearby supernova remnant, the debris 

cloud from a previous explosion, deepening 

the link. “This is a great result, observation-

ally,” says astrophysicist Kris Stanek at The 

Ohio State University in Columbus. Theo-

rists still need more time to consider Shen’s 

scenario, he says, but the white dwarf “prob-

ably is a part of a supernova explosion.”

Another team led by Tommaso Marchetti 

at Leiden University in the Netherlands 

searched Gaia data for fast-moving stars that 

testify to another kind of galactic violence. 

On 27 April, they reported on arXiv that they 

had found 28 of them, some speeding away 

from the galactic center, where a giant black 

hole lurks. In theory, the powerful gravity of 

this black hole can disrupt binary star sys-

tems that stray too close, sending one star 

rocketing away at about 1000 kilometers per 

second, fast enough to escape the galaxy’s 

own gravitational pull.

Two of Marchetti’s stars, however, trace 

back to outside the galaxy, perhaps to the 

LMC. Another star, called HVS3, provides 

an even clearer case. It was discovered in 

2005, suspiciously close to the LMC, in the 

halo of the Milky Way. Gaia data show that 

HVS3 hails from the heart of the LMC, ar-

gues a team led by astronomer Denis Erkal 

at the University of Surrey in the United 

Kingdom in a 26 April arXiv paper. It’s 

traveling so fast that it, too, may have got-

ten its kick from a central black hole—a 

previously undetected one belonging to 

the LMC.

“That’s big,” says Douglas Boubert, a Ph.D. 

student at the University of Cambridge in 

the United Kingdom who helped hunt down 

Gaia’s high-speed stars for Erkal, Shen, and 

Guillochon. Astronomers know that all 

large galaxies host big black holes, but it 

isn’t clear how many small galaxies like the 

LMC do. Finding more objects ejected from 

the LMC would help weigh that black hole, 

and perhaps confirm Boubert’s driving sus-

picion: that a sizable fraction of the Milky 

Way’s speedsters “are coming from a differ-

ent galaxy entirely,” he says. “Who knows if 

I’m right.” j

Joshua Sokol is a journalist in Boston.

By Joshua Sokol

ASTRONOMY

Fast stars point to supernovae, black holes
Speediest Milky Way stars in Gaia data release include invaders from other galaxies

Stellar speedsters 
Astronomers have discovered dozens of stars that move so fast they are not bound by the Milky Way’s gravity. 

Some are likely to hail from other galaxies. One, a white dwarf, can be traced back to a supernova explosion.
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F
or 40 years, Leaf Hillman, a cer-

emonial leader of California’s Karuk 

Tribe, has danced on the banks of the 

Klamath River. Following the tradi-

tion of his ancestors, he implores the 

salmon that have long sustained his 

tribe to return from the sea.

Chinook, or king, salmon (On-

corhynchus tshawytscha) arrive in 

two waves, in spring and fall, to spawn in 

freshwater. But the Karuk hold the spring 

arrivals in “special esteem,” Hillman says. 

The fish leave saltwater in March, having 

packed enough fat onto their meter-long 

bodies to sustain them for months, until 

they mature and spawn far up the river. 

Fall Chinook spawn lower down in the 

watershed and mature in the ocean before 

heading upstream, so they don’t carry as 

much fat.

The spring runs were historically larger, 

but dams built on the Klamath between 1912 

and 1964 denied these so-called springers ac-

cess to hundreds of kilometers of spawning 

habitat in the uppermost tributaries. And 

other changes, such as water diversions for 

farming, have affected the spring Chinook 

One gene separates spring- and fall-run Chinook salmon. 
Is that enough to justify an endangered species listing? 

By Katie Langin; Photography by David McLain
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more than the fall fish, because springers 

spend more time in the river. As a result, 

fewer and fewer spring salmon answer 

Hillman’s appeal these days.

In 2011, conservationists petitioned fed-

eral officials to protect the Klamath’s spring 

Chinook runs under the Endangered Spe-

cies Act of 1973 (ESA). The listing was justi-

fied, they argued, under an ESA provision 

that allows the government to protect a 

“distinct population segment” of vertebrate 

as though it were a full-fledged species. But 

officials at the National Oceanic and At-

mospheric Administration (NOAA), which 

oversees salmon and other anadromous 

fish that spend part of their lives in the 

ocean, denied the petition. One reason: Re-

searchers had concluded that the Klamath’s 

spring-run Chinook are genetically similar 

to fall-run Chinook.

New research findings, however, are 

forcing scientists and federal officials to re-

visit that decision. In 2017, researchers an-

nounced that they’d identified a single gene 

that appears to control whether Chinook 

salmon, as well as steelhead, a closely related 

species of rainbow trout, migrate upriver be-

fore or after reaching sexual maturity. They 

concluded that the genetic change that pro-

duced spring-run Chinook occurred only 

once in the species’s history. And new data 

published on 29 April on bioRxiv show that 

in rivers where spring runs disappeared de-

cades ago, less than 1% of the remaining fish 

carry a copy of the early migration version 

of the gene. The scarcity of the gene makes 

it very unlikely a spring run will reappear 

once lost.

The findings have prompted the Karuk 

Tribe to submit a new ESA petition to des-

ignate the Klamath’s spring Chinook as 

threatened or endangered. The research has 

also sparked a fierce debate among conserva-

tion biologists and even the researchers who 

made the discovery. At its heart is the ques-

tion of whether a difference in a single gene 

should be enough to qualify a population for 

ESA protection.

“We think that the biological reality is 

that these fish meet the criteria—the legal 

criteria—for listing,” says Craig Tucker, a 

biologist in Orleans, California, who works 

for the Karuk Tribe. But Fred Allendorf, 

a conservation geneticist at the Univer-

sity of Montana in Missoula, believes “you 

shouldn’t be describing units of conserva-

tion, or any taxonomic group, on the basis 

of a single gene.” Instead, he favors taking a 

broader look at the species’s entire genome.

The debate could extend well beyond 

salmon. The Klamath petition, experts say, 

could be the leading edge of a new wave of 

ESA petitions based on detailed genomic 

analyses that can pinpoint DNA mutations 

that produced major changes in the biology 

of an organism.

“It’s not just this one decision,” predicts 

Michael Miller, a geneticist at the Univer-

sity of California, Davis, who led the latest 

salmon studies. It could take decades, he 

says, for scientists and regulators to figure 

out “how to deal with this.”

THE KLAMATH PETITION is only the lat-

est twist in a long quest to protect the six 

species of salmon that spawn in U.S. rivers 

along the Pacific coast. Salmon return to 

their birth river to spawn and die, so salmon 

in different rivers often vary in, for example, 

size, run timing, and genetics. The first ESA 

petition to protect a distinct, river-specific 

population came in 1985, and it was followed 

by a spate of similar requests for salmon in 

other rivers.

But NOAA faced a big problem in decid-

ing how to respond, recalls Robin Waples, a 

conservation geneticist at NOAA’s Northwest 

Fisheries Science Center in Seattle, Washing-

ton. “Nobody knew what a distinct popula-

tion segment of salmon was,” he says. The 

ESA didn’t specify how distinct a population 

needed to be to win protection, so Waples 

was tasked with drafting a policy.

In 1991, he published a definition that 

holds legal weight to this day: A salmon 

population is distinct enough to qualify for 

listing if its members rarely mate with fish 

from other populations. It also should rep-

resent an important piece of the species’s 

evolutionary legacy—a piece that, if it were 

lost, could not be found elsewhere. Nine 

U.S. populations of Chinook currently meet 

those criteria and are listed as threatened 

or endangered.

But in rivers where spring- and fall-run 

fish aren’t genetically distinct, petitions to 

list spring Chinook separately haven’t gotten 

far. A key sticking point is that genetic study 

after genetic study found the same pattern: 

Spring Chinook generally look like fall Chi-

nook in the same river—and not like spring 

Chinook in other rivers. That pattern led 

scientists to conclude that up and down the 

west coast, each river had evolved its own 

spring run. And it supported an assumption 

that if the springers became extinct, they 

could re-evolve from fall-run fish.

Still, some researchers were curious about 

which genes were responsible for determin-

ing when a salmon leaves the ocean. Miller 

decided to figure it out. A native of rural 

western Oregon, he grew up fishing for 

spring-run salmon. “It’s a big part of what 

my culture is,” he says. “I’ve always been tre-

mendously fascinated by salmon.”

He and his colleagues scanned a huge 

swath of the genomes of spring and fall Chi-

nook taken from rivers in Washington, Ore-

gon, and California. “In 99.99% of the genes, 

it showed the same old pattern” of spring 

fish looking like fall fish, says Waples, who 

wasn’t involved in the research. But when 

Miller’s team looked more closely, they de-

tected a handful of spots where the genomes 

of spring and fall fish differed. Still, the re-

searchers didn’t know how many genes were 

involved because their method—which en-

tailed chopping the genome into tiny pieces 

and looking at a subset—couldn’t pinpoint 

where the DNA changes were located on var-

ious chromosomes. “We were working blind,” 

Miller says.

A breakthrough came when they got their 

hands on a genome of the rainbow trout, a 

Chinook relative. To their surprise, when 

they matched the intriguing snippets of Chi-

nook DNA to the full rainbow trout genome, 

they saw that all the DNA changes associ-

ated with run timing lined up in the same 

region: in and around a gene called GREB1L. 

The gene doesn’t have a known function in 

salmon, but may interact with a sex hor-

Members of California’s

Karuk Tribe net a 

Chinook salmon from the 

Klamath River,  where spring runs 

of the f sh are in decline. 
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mone to influence the expression of other 

genes. And its apparent importance to run 

timing was surprising, because researchers 

had assumed that migration would be gov-

erned by many genes, not just one. “Once we 

started to get things pieced together, I real-

ized, ‘Wow, this is a single [spot in the ge-

nome],’” Miller says. “This is the premature 

migration gene!”

That conclusion—published in 2017 in 

Science Advances—was supported by an-

other finding: Miller’s team and a second 

group found that GREB1L is also linked to 

run timing in steelhead, an anadromous 

form of rainbow trout that has summer 

and winter runs. After comparing DNA 

changes in GREB1L in different popula-

tions of Chinook and steelhead, the re-

searchers also concluded that the genetic 

change that created seasonal runs oc-

curred just once in Chinook and just once 

in steelhead, sometime in the 10 million to 

15 million years since the two species split 

from a common ancestor. That challenged 

the conventional wisdom that the evolu-

tion of spring-run fish had occurred many 

times within each species.

The findings are rewriting the evolution-

ary history of early run salmon, scientists 

say. But they came as little surprise to the Ka-

ruk Tribe, Hillman says. “This is what we’ve 

always known, that the spring Chinook is not 

the same animal as the fall Chinook.”

NOW, THE QUESTION IS whether NOAA will 

agree. Officials have started to sort through 

public comments on the Karuk Tribe’s peti-

tion, but it could be a year or more before 

the agency announces its decision. If NOAA 

decides to list spring Chinook, the ruling 

could trigger changes to water regulations 

on the Klamath, such as curtailing diver-

sions for irrigation.

The issue has led to some feisty disagree-

ments among researchers—including those 

directly involved in the Chinook studies. 

Five scientists collaborating with Miller, for 

instance, dropped off the 2017 Science Ad-

vances paper after a preprint was posted 

online, but before the paper was published. 

“One group really wanted to push ahead with 

more of a conservation emphasis for the pa-

per; the other group thought the results were 

exciting in and of themselves without push-

ing that kind of angle,” says Andrew Kinziger, 

a conservation geneticist at Humboldt State 

University in Arcata, California, and one of 

the scientists whose name was removed. He 

believes the data are too “hot off the presses,” 

and that more work is needed before they 

should be used to influence listing decisions.

Allendorf worries that if NOAA approves 

the petition, it could open the door to split-

ting species into ever-finer groups, each 

with a genetic claim to legal protection. It’s 

a slippery slope, he says, and could become 

bureaucratically impractical. “What hap-

pens if we find another gene that’s really 

important?” he asks. “Does that mean we 

have to split [a population] even further?”

Waples, a veteran of endangered species 

debates, agrees that single-gene differences 

shouldn’t become a routine justification for 

protecting a population. But he thinks it 

might make sense if the gene codes for a 

trait that’s vital to the ecology and evolu-

tion of a species. “Is run timing important 

enough for salmon that it would justify 

making a big exception? … I’d like to see 

more debate on that.”

Nina Overgaard Therkildsen, a fish ge-

neticist at Cornell University, believes that 

“early migrators should receive special pro-

tection.” They’re a unique part of the evo-

lutionary legacy of the species, she says—a 

part we’d ignore if we overlooked what that 

single gene tells us about the evolutionary 

history of Chinook.

Hillman hopes such thinking carries the 

day at NOAA. An ESA listing could provide 

the Klamath’s spring Chinook with “a little 

bit of interim relief” before engineers be-

gin to dismantle the Klamath’s four dams 

in 2020. That project—the largest dam re-

moval project ever attempted—will reopen 

vast stretches of spawning grounds.

In the meantime, Hillman will continue 

to dance on the banks of the Klamath—

hoping that his generation hasn’t seen the 

last of spring-run salmon. j

Copco I is one of four Klamath River dams that led to steep spring salmon declines. In a bid to help stocks recover, engineers are set to start removing the dams in 2020.
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H
elen Dooley admits that she often 

gets puzzled responses when she 

describes her work. “People say, 

‘You bleed sharks for a living?’”

That’s an overstatement, but 

every couple of weeks she and 

a helper drop by several large 

fiberglass tanks at the Institute of 

Marine and Environmental Tech-

nology on the Inner Harbor in Baltimore, 

Maryland. They net a cat shark or nurse 

shark and wrestle it into a small pool of wa-

ter that contains a mild sedative. The drug 

calms the shark so they can lift it from the 

water and puncture a vein in its tail. Draw-

ing a few milliliters of blood “doesn’t take 

more than a few seconds,” Dooley says, after 

which they return the animal to its aquar-

ium to recover. “They’re usually swimming 

about perfectly normally, and looking for 

food, after only a minute or so.”

Dooley, an immunologist at the Univer-

sity of Maryland (UMD) School of Medicine 

in Baltimore, has been tapping shark blood 

for 2 decades for the same reason that other 

researchers have been draining the veins of 

llamas, camels, and their relatives. All those 

animals pump out unusual, diminutive 

antibodies that are only about half the size 

of the conventional versions.

Researchers have known about those tiny 

proteins since the late 1980s, when scien-

tists at the Free University of Brussels (VUB) 

stumbled across them. But, “Since 2012, the 

field has really taken off,” says biochem-
ist Hidde Ploegh of Boston Children's 
Hospital. Compared with conventional 

antibodies, the molecules and even 

tinier fragments of them, often called 

nanobodies, are easier for researchers to 

make, more durable, and more soluble. 

Small antibodies can work inside cells, and 

their size allows them to wend deep into 

tissues, which regular antibodies have a 

hard time penetrating.

Those qualities have established the 

molecules as valuable research tools. “As a 

biochemist, I find them exceedingly useful,” 

Ploegh says. He and his colleagues have de-

ployed them for tasks as diverse as tracking 

a key immune protein in the body, neutral-

Miniature antibodies discovered in sharks 
and camels are a boon for research and perhaps medicine

By Mitch Leslie; Photography by Matt Roth

SMALL BUT MIGHTY
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izing plant viruses, and labeling cancer 

cells. But the antibodies’ most illuminating 

research role may be binding to and sta-

bilizing wobbly proteins so that research-

ers can probe their architecture. “What 

they’ve been fantastic for is determin-

ing crystal structures,” says evolutionary 

immunologist Martin Flajnik, also of UMD’s 

School of Medicine. Indeed, a llama nano-

body was key to structure work that won a 

recent Nobel Prize.

Miniature antibodies are also starting 

to prove their worth in patients. Later this 

year, the first nanobody treatment—derived 

from a llama small antibody—is expected to 

receive approval in some countries for use 

in people with a rare clotting disease. More 

than 40 similar therapies are in the works 

for diseases as varied as lupus, lung infec-

tions, and cancer. Conventional antibodies 

are mainstays of diagnosis and staple thera-

pies for a host of diseases, but molecular 

biologist Nick Devoogdt, also of VUB, pre-

dicts that their petite cousins will take over 

in uses “where conventional antibodies are 

less optimal.”

SMALL ANTIBODIES FIRST came to light by 

accident, when students at VUB objected 

to analyzing human blood for a lab exam 

because they worried about the possibility 

of contracting a disease. They also refused 

to kill a mouse to obtain its blood, recalls 

Serge Muyldermans, a molecular biologist 

at the university. Some rummaging around, 

Muyldermans says, turned up an alternative: 

a stash of frozen dromedary camel serum 

collected to study the animals’ parasites.

But another apparent problem cropped 

up when the students finished analyz-

ing the blood. Along with normal anti-

bodies, they had sifted out what appeared 

to be an undersize version of the molecules. 

“We thought that they had done something 

wrong,” Muyldermans says. So he and other 

scientists at the university investigated fur-

ther. An analysis of blood from zoo animals 

in the same evolutionary family, including 

a Bactrian camel and a llama, revealed that 

all had the same diminutive antibodies.

The researchers unveiled their discovery 

in a 1993 Nature paper and pointed out a key 

difference between the small antibodies and 

their full-size counterparts. A conventional 

antibody consists of four protein strands—

two heavy chains that form the backbone of 

the Y-shaped molecule and two light chains 

that cling to the outside of the prongs. The 

mini-antibodies retain roughly the same 

shape but are missing the light chains (see 

graphic, above). How the unusual molecules 

might benefit the animals wasn’t clear, but 

when Dooley learned about them a few years 

later, she was fascinated. For her Ph.D. re-

search at the University of Aberdeen in the 

United Kingdom, she set out to investigate 

those immune oddities.

She asked VUB researchers for help ob-

taining samples, and they arranged for 

colleagues in Morocco to immunize a few 

camels and send her some blood. After the 

first shipment arrived, however, the animals 

mysteriously disappeared, possibly because 

they were stolen, she says. “I was a year into 

my Ph.D., and I had no Ph.D. project.” But 

she soon found an alternative to camels. In 

1995, Flajnik and colleagues fished an uncon-

ventional antibody out of blood from a nurse 

shark. Like the camel versions, the shark an-

tibody was smaller than the regular variety 

and lacked light chains. Dooley contacted 

Flajnik and finished her Ph.D. research on 

the shark molecules. Then she continued the 

work as a postdoc in his lab. “That’s when 

we started to dig into the nitty-gritty of shark 

antibodies,” she says.

Humans and mice occasionally churn 

out antibodies that contain only heavy 

chains, but researchers think they are 

duds produced by malfunctioning B cells, 

the immune factories for such proteins. 

In contrast, the undersize antibodies of 

sharks and the camel family are not half-

finished rejects. Even though they lack the 

light chains that help regular antibodies 

recognize and grab antigens, they can bind 

tightly to their targets with great specificity, 

and they appear to be a key part of the ani-

mals’ response to pathogens. When Dooley 

and Flajnik injected immune-stimulating 

antigens into nurse sharks, they discovered 

that within a few months—the shark im-

mune system is slower to react than ours—

the animals were churning out a variety of 

small antibodies that targeted the foreign 

molecules. “It’s the major antibody used in 

the nurse shark,” Flajnik says.

He and other researchers speculate that the 

minute antibodies enable immune systems 

to counteract a broader range of pathogens. 

Conventional antibodies excel at sticking to 
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No light chains

~15 kDa

Heavy chains

Target
molecule

Molecular weight: 
~150 kilodaltons (kDa)

~90 kDa

Light chains

Deep

binding

pocket

Typical antibody

Two light and two heavy chains intertwine 

to make a protein that can identify and affix to bits 

of pathogens or other molecules.

Small antibody

This slimmed-down variety lacks light 

chains but can still bind to its targets.

Nanobody binding

Because of its binding style, a nanobody can 

fit into crevices on molecules.

Nanobody 

A labmade 

fragment of a 

camel or llama 

small antibody 

that shares 

its binding ability.

Downsizing antibodies
Human blood teems with conventional antibodies—bulky, Y-shaped proteins that home in on 

bacteria and viruses. The small antibodies produced by sharks and the camel family differ from those 

immune molecules not only in size, but also in their structure and binding ability. 

Blood drawn from a shark provides the immune 

proteins known as small antibodies.
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flat surfaces on viral and bacterial molecules. 

Heavy-chain–only antibodies “are skinny and 

might be able to penetrate canyons and crev-

ices that regular antibodies couldn’t get into,” 

says structural immunologist K. Christopher 

Garcia of the Stanford University School of 

Medicine in Palo Alto, California.

Small antibodies must have an impor-

tant role, Muyldermans notes, because they 

emerged independently in as many as three 

different lineages: sharks, camels, and prob-

ably another group of sharklike fishes. But 

just what advantage they confer on those 

animals is a mystery. Scientists know little 

about shark pathogens, for example, and 

aren’t even sure how to tell when sharks 

are sick, Dooley says. “They don’t just curl 

up in the corner.” Even in camels and their 

kin, whose diseases are better understood, 

researchers haven’t identified which patho-

gens the small antibodies combat. At the 

moment, Muyldermans says, “We have no 

clue” why the molecules evolved.

THAT HASN’T STOPPED scientists from put-

ting them to work. For most medical and 

research applications, they prune the small 

antibodies, leaving only the antigen-binding 

tip. Nanobodies, as they’re called if they 

come from camels and their relatives, have 

several handy attributes, Ploegh says. For 

one, the well-studied bacterium Escherichia 

coli can make them. “You can express them 

in E. coli in exceptionally high yield, and 

they are easy to purify,” he says. In contrast, 

producing working full-size antibodies in E. 

coli has proved to be difficult, so researchers 

typically generate them from more expen-

sive cultures of mammalian cells.

Nanobodies also remain functional 

within cells, whereas conventional anti-

bodies typically fall apart in the cytoplasm. 

“Suddenly we can do smart things [inside 

cells] with antibodies,” says developmental 

biologist Markus Affolter of the University 

of Basel in Switzerland. One clever use, he 

says, is “a completely new way to manipu-

late proteins.”

He and his colleagues, for example, har-

nessed nanobodies to eliminate specific 

proteins from cells. The team started by 

engineering the cells to produce a nano-

body that, on its nonbinding end, carried 

molecules that direct proteins to the cell’s 

garbage disposal. The other end of the 

nanobody recognized and attached to a spe-

cific protein. Stimulating a cell to manufac-

ture the nanobody caused the protein target 

to disappear in as little as 3 hours, the re-

searchers reported in 2012.

Depleting a protein by inducing muta-

tions in its gene, a standard approach in 

basic research, banishes it for good. In con-

trast, the nanobody technique allows scien-

tists to delete and then restore the molecule, 

probing its role in more detail. In 2015, for 

example, a team led by researchers at Bay-

lor College of Medicine in Houston, Texas, 

engineered fruit flies to generate a nano-

body that grabs the protein Dunce—which 

is essential for insects’ ability to learn and 

remember—and promotes its destruction. 

The researchers then trained the flies to 

avoid a certain odor. When the team spurred 

the flies to start making the nanobody 

against Dunce, levels of the protein plum-

meted and the insects became dumber—

they had a harder time learning to avoid the 

odor. When the team shut off production of 

the antibody, Dunce’s abundance bounced 

back, and the flies became smart again.

Because nanobodies reach deep into the 

nooks and crannies of molecules they bind 

to, the fragments have also become favor-

ites for researchers trying to stabilize floppy 

molecules so they can be crystallized, a first 

step in determining their structure. In per-

haps their most impressive performance, 

nanobodies enabled Brian Kobilka of Stan-

ford’s School of Medicine and his colleagues 

to capture the first structure of an activated 

G protein–coupled receptor (GPCR). Those 

cell membrane proteins relay a multitude 

of signals into the cell: The adrenaline that 

makes your heart race, the morphine that 

eases a patient’s pain after surgery, the bit-

ter flavor in a cup of coffee—all act through 

GPCRs, which also are the targets of about 

one-third of drugs. Researchers had tried 

for about 20 years to get crystal structures 

of typical, switched-on GPCRs, but the mol-

ecules were too shifty.

Then Kobilka met structural biologist 

Jan Steyaert of VUB at a conference, and 

the two decided to try nanobodies. The re-

searchers and their colleagues injected a 

llama with the human  β2-adrenergic recep-

tor, which responds to adrenaline, and from 

the animal’s blood prepared a set of nano-

bodies that clamped onto the receptor. In 

a 2011 Nature paper, the scientists revealed 

that one nanobody locked the GPCR into an 

active shape, allowing them to determine 

its crystal structure. “That was a devastat-

ingly effective use” of the molecules, Garcia 

says, as evidenced by the fact that in 2012, 

Kobilka shared the Nobel Prize in Chemistry. P
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Like Kobilka and Steyaert, researchers 

who need a supply of small antibodies or 

nanobodies often start with llamas, cam-

els, or sharks that have been immunized 

with particular antigens. In response, 

the animals’ immune cells begin to make 

small antibodies that recognize and fasten 

onto the antigen. Blood cells isolated from 

the animals allow scientists to obtain the 

genes for those antibodies, which they can 

then insert into bacteria or other micro-

organisms to synthesize large quantities 

of the immune molecules. But the animals 

can take a month or more to respond to the 

antigen and spawn new small antibodies, 

and llamas and their relatives won’t manu-

facture versions that target some human 

proteins that are very similar to their own, 

notes structural biologist Andrew Kruse of 

Harvard Medical School in Boston.

Earlier this year, he and his colleagues 

unveiled a synthetic nanobody library that 

they say overcomes those limitations. In-

stead of relying on animals as the source of 

antibody genes, the researchers synthesized 

DNA sequences to craft their own. Using 

the published structures and corresponding 

amino acid sequences of known nanobodies 

as a guide, they created more than 100 mil-

lion custom nanobody genes. They slipped 

the genes into yeast cells, which served as 

factories for the molecules. Testing showed 

that “the fully synthetic library is perform-

ing at least as well as animal immuniza-

tion,” Kruse says. He and his colleagues will 

send it to any academic researchers who 

pay the shipping costs. Kruse says they are 

dispatching about 10 to 15 packages a week.

Muyldermans and Steyaert, however, 

contend that animal-derived nanobodies 

bind to their targets better than entirely 

labmade alternatives, so they’re sticking 

with the old-fashioned method. “You never 

change a winning team, and these llamas 

are on my team,” Steyaert says.

LLAMAS—ALONG WITH SHARKS and camels—

may soon be aiding patients. The Ghent, 

Belgium–based company Ablynx, a spinoff 

from the original group that discovered the 

unorthodox antibodies, has already com-

pleted a phase III effectiveness trial of one 

such protein, caplacizumab, for the rare 

disease acquired thrombotic thrombocyto-

penic purpura, in which many blood clots 

can trigger strokes, organ failure, or death. 

The llama-derived molecule works by latch-

ing onto and inactivating a blood protein 

named  von Willebrand factor that pro-

motes clotting—and it’s much more clingy 

than traditional antibodies, notes Edwin 

Moses, Ablynx’s CEO. The company, which 

presented the positive results of the trial in 

December 2017 at the American Society of 

Hematology conference in Atlanta, has ap-

plied for approval to sell the drug 

in Europe and plans to do the 

same in the United States later 

this year.

At least seven other small 

antibody–derived treatments 

have reached clinical trials—

targeting diseases such as 

rheumatoid arthritis, psoria-

sis, and lupus—and more than 

30 other treatments are under 

development. Most of those 

molecules are derived from the 

antibodies of camels and their 

relatives, but the first shark-

based drug, produced by the 

Melbourne, Australia–based 

firm AdAlta, should enter clini-

cal trials later this year, says Mick Foley, 

the company’s chief scientific officer. The 

drug is meant to alleviate lung fibrosis, 

a stiffening of the organs caused by the 

buildup of scar tissue.

Researchers also hope the unique prop-

erties of small antibodies will enable them 

to pry open the blood-brain barrier, an 

obstacle to treating many brain diseases 

because it rebuffs most large molecules, 

including standard antibodies and many 

other drugs. Ossianix, a Philadelphia, 

Pennsylvania–based biotech, has crafted a 

shard of a shark small antibody that binds 

to a receptor controlling access across the 

barrier. By stimulating the receptor, the 

fragment might open the way for drugs 

such as rituximab, a cancer-killing conven-

tional antibody, to cross into the brain, says 

Ossianix CEO Frank Walsh.

Other applications beckon. Researchers 

can equip small antibodies with therapeu-

tic cargoes, such as other drugs or cancer-

killing radioactive compounds, without 

making them so massive that they can’t in-

filtrate tissues or tumors. In addition, the 

kidneys rapidly filter the molecules out of 

the blood for excretion—a benefit when 

the cargo is radioactive. Diminutive anti-

bodies can also be fused to radioactive or 

fluorescent tracers to illuminate tumors or 

even guide surgery. To visualize a tumor, 

for example, “you need small molecules 

that bind tightly” to the cancer, Devoogdt 

says. Rapid clearance of a tracer is a plus, as 

well, because it reduces background noise 

that can leave the tumor harder to discern. 

He and his colleagues, along with several 

other groups, have performed safety trials 

on nanobodies as tumor-visualizing agents, 

and they hope to start testing the molecules’ 

therapeutic usefulness in patients next year.

Small antibodies do have some draw-

backs for medicine, researchers caution. 

The rapid excretion of the molecules can 

be a downside if they leave the body before 

patients receive their full ben-

efit. Another shortcoming, notes 

biochemist Jan Gettemans of 

Ghent University, is that unlike 

many important drugs, includ-

ing statins and the anti-HIV drug 

azidothymidine, the antibodies 

can’t enter cells on their own. 

Researchers can get them into 

the cytoplasm by genetically al-

tering cells to produce them, 

but that’s not feasible for most 

treatments. And although brief 

studies suggest small antibodies 

are safe for patients, “there is no 

clear experience in humans … for 

a long period of time,” Gettemans 

says. But he and other research-

ers think the small antibodies’ advantages 

outweigh their shortcomings and are confi-

dent that they “will be part of the armamen-

tarium,” as Walsh puts it.

Meanwhile, the mysteries they pose con-

tinue to entrance Dooley. She did a stint in 

drug development—4 years working on a 

pharmaceutical company’s small-antibody 

project—but these days when she takes a 

tube of shark blood back to her lab, she’s usu-

ally trying to answer basic questions such as 

how the animals switch on their antibody-

manufacturing cells. She has become fond of 

the sharks, too. “They are beautiful animals 

to work with.” If someone did steal the cam-

els she was originally planning to study, she 

says, “they really did me a favor.” j

Helen Dooley periodically captures sharks in 

research aquaria to obtain small antibodies.

Nanobodies targeting 

an inflammatory 

molecule light up 

joints in the paw of an 

arthritic mouse.

P
H

O
T

O
S

: 
(T

O
P

 T
O

 B
O

T
T

O
M

) 
M

A
T

T
 R

O
T

H
; 

S
. 

P
U

T
 E

T
 A

L
. 

T
H

E
 J

O
U

R
N

A
L

 O
F

 N
U

C
L

E
A

R
 M

E
D

IC
IN

E
 5
4

, 
8

0
7

 (
2

0
13

)

11 MAY 2018 • VOL 360 ISSUE 6389    597

DA_0511NewsFeaturesLate.indd   597 5/9/18   11:24 AM

Published by AAAS

Corrected 11 May 2018. See full text. 

on M
ay 13, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


sciencemag.org  SCIENCE

P
H

O
T

O
: 

H
U

IS
M

A
N

 M
E

D
IA

/
A

N
P

/
N

E
W

S
C

O
M

By Thibault Candela,1 Brecht Wassing,1 

Jan ter Heege,1 Loes Buijze1,2

S
ince 2009, the midwestern United 

States has seen a dramatic rise in 

earthquakes induced by human ac-

tivities. Most of these events were 

caused by massive reinjection of 

wastewater produced during oil and 

gas extraction (1, 2). In February 2016, regu-

lators in Oklahoma called for an injection 

rate reduction after several major events 

up to moment magnitude 5.8 (M
w
 5.8) oc-

curred. On the other side of the Atlantic, an 

unprecedented number of earthquakes has 

followed gas extraction from the Gronin-

gen field in the Netherlands (3). The Dutch 

government imposed production cuts after 

a M
w
 3.6 event in August 2012 caused struc-

tural damage to houses. Intensive research 

of these two instances of induced seismicity 

points to contrasting mechanisms, but in 

both cases, the natural conditions prior to 

subsurface activities play a dominant part.

Fifty years ago, Healy et al. determined 

that fluid injection at depth causes the pore 

pressure to rise in a preexisting fault, reduc-

ing its strength and potentially leading to 

its failure (4). In contrast, fluid extraction at 

depth reduces the pore pressure, leading to 

compaction of the rock mass; the increased 
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rock stress can drive a preexisting fault to 

failure. In both settings, the two factors 

that control induced earthquakes are op-

erational parameters, such as the volume 

that is injected or produced, and natural 

conditions, such as the presence of preex-

isting faults and their ambient stress level. 

Operational parameters are often assumed 

to dominate, but that notion may reflect 

limited knowledge of the locations of preex-

isting faults and their ambient stress level. 

For regulatory measures to be effective in 

mitigating induced seismicity, it is crucial 

to understand the role of the natural condi-

tions that existed before human activities.

Recent studies have started to collect mea-

surements that help to validate hydrome-

chanical modeling results of changes in pore 

pressure and stresses after fluid injection or 

production. For example, time-lapse shear-

wave anisotropy analysis has provided direct 

evidence linking earthquake occurrences to 

pore pressure increase in the midwestern 

United States (5). Measurements of surface 

deformation derived from InSAR (Interfero-

metric Synthetic Aperture Radar) have linked 

swarms of induced events 10 to 30 kilometers 

from the injection well to pore pressure in-

creases of only ~0.1 MPa, even though pore 

pressure increases are predicted to be higher 

close to the well (2). 

These data point to a mechanism through 

which wastewater injection induces seis-

micity (see the figure). During wastewater 

injection, the pore pressure front diffuses 

away from the injection wells along highly 

permeable channels in the disposal aqui-

fers. Once the pressure front reaches large 

faults that intersect the basement below the 

reservoir and that are close to their point 

of tectonic reactivation, even a small pres-

sure increase can trigger earthquakes. In 

support of this conceptual model, statistical 

assessment has shown that seismic activity 

is more highly correlated with the distance 

between the injection point and the base-

ment than with the net injected volume 

(6). For mitigation of induced earthquakes, 

knowledge about the presence of faults and 

their ambient stress level is thus crucial. 

At the Groningen gas field, subsidence 

measurements are now routinely used to 

calibrate modeled reservoir compaction 

(3). Subsidence measurements show that 

the observed seismicity is concentrated in 

areas of high compaction and subsidence, 

confirming the causal relationship between 

compaction and seismicity (3, 7). However, 

besides reservoir compaction, an optimal 

match between model predictions and ob-

servations can only be achieved if faults are 

included (3, 7). Whereas earthquake-prone 

faults in the midwestern United States are 

often unmapped before injection activities, 

detailed subsurface information is available 

for the Groningen gas field, which includes 

more than 600 preexisting faults.

These studies suggest that gas produc-

tion at the Groningen field induces seismic-

ity through the following mechanism (see 

the figure). During gas production, the res-

ervoir compacts, resulting in stress buildup 

along faults. Due to their preexisting offsets, 

reservoir compartments with different com-

paction levels are in contact along the faults. 

This differential compaction can magnify the 

amount of fault stress that builds up, speed-

ing up the occurrence of earthquakes. 

Induced events in the Groningen area 

have been recorded only after a reduction 

of the reservoir pore pressure by ~10 MPa, 

which results in a rock stress increase of 

similar magnitude. This is generally taken 

as evidence that before production, most 

Groningen faults were far from tectonic 

reactivation (3, 7, 8). This observation is in 

contrast with the situation in Oklahoma, 

where pressure perturbations of ~0.1 MPa 

can trigger earthquakes. This suggests that 

the crust there is critically stressed, that is, 

it contains a subset of faults that are close 

to failure and that can be reactivated by a 

slight stress perturbation (9).

Comparison of the two cases leads to the 

conclusion that the timing and location of 

induced earthquakes are controlled by the 

spatial distribution and geometry of preex-

isting faults and ambient stress conditions 

before subsurface activities. But what about 

the size of these induced events? A work-

ing assumption is that induced ruptures re-

main confined to the rock volume affected 

by fluid pressure or stress changes (10). Re-

cent studies challenge this assumption and 

reveal that induced earthquakes might po-

tentially rupture outside of the affected vol-

ume (11–14). In this case, the maximum size 

of induced earthquakes might be controlled 

by natural preexisting fluctuations of the 

stress along the fault, in the same way as 

natural events.
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An evacuated house shows damage by depletion-

induced earthquakes in Bedum near Groningen.

Mechanisms of induced seismicity
Both wastewater injection and gas extraction can cause induced earthquakes. Detailed observations 

from the midwestern United States and Groningen, Netherlands, show that in both cases, preexisting 

conditions in Earth’s crust are of central importance.
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Both for fluid injection in the midwest-

ern United States and for gas extraction at 

the Groningen field, a spectrum of evidence 

underscores the central role of preexisting 

faults and their stress level before subsur-

face human activities. Mitigation strategies 

to limit induced earthquakes that solely rely 

on operational parameters, such as the in-

jected or produced volume, can be used as a 

first approximation, but much added value 

lies in subsurface characterization of fault 

populations and ambient stress. In the case 

of poor prior knowledge of the subsurface, 

continuous monitoring of seismicity can 

help illuminate unmapped faults. For this 

exercise, recent advances in artificial intel-

ligence should be key to optimize real-time 

earthquake detection and location during 

operations (15). The state of stress along 

these preexisting faults can be defined by 

hydromechanical modeling, calibrated by 

measurements that are independent of op-

erational parameters, as, for example, sur-

face deformation derived from InSAR. 

Instead of considering the subsurface 

as a uniform tank that undergoes changes 

controlled by well operations, a continuous 

data-informed and physics-based modeling 

approach should incorporate properties of 

the affected rock volume, including that of 

the reservoir and faults. Only then can miti-

gation strategies for induced seismicity, such 

as targeted injection or production reduction 

at identified high-risk sites, be optimized. j
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“…a spectrum of evidence 
underscores the central 
role of preexisting faults 
and their stress level 
before subsurface human 
activities.”

STRUCTURAL BIOLOGY

Energy powerhouses of cells 
come into focus
High-resolution structures reveal core design features 
of rotary ATP synthases and ATPases 

By Patricia M. Kane

I
n every kingdom of life, rotary adenosine 

triphosphate (ATP) synthases and aden-

osine triphosphatases (ATPases) play key 

roles in cellular energy generation and 

release processes. In mitochondria, chlo-

roplasts, and bacteria, F-type (F
1
F

o
) ATP 

synthases synthesize ATP using energy from 

a proton gradient. They are also able to per-

form the reverse process, generating proton 

gradients by ATP hydrolysis. The related V-

type (V
1
V

o
) ATPases have similar structures 

and serve as proton pumps. Two articles in 

this issue report structures of membrane-

embedded ATP synthases from yeast mito-

chondria [Srivastava et al., page 619, (1)] and 

spinach chloroplasts [Hahn et al., page 620, 

(2)]. Together with other recent structures, 

these articles define core design principles of 

rotary ATP synthases and ATPases but also 

highlight organism-specific differences. 

Rotary ATP synthases require the tightly 

coupled activities of two different motors: a 

membrane motor that uses energy from the 

proton gradient to drive rotation of a cen-

tral rotor and a peripheral motor that uses 

rotation-driven conformational changes to 

support ATP synthesis. The peripheral motor 

(designated F
1
 or V

1
) contains the ATP bind-

ing sites. In the binding-change mechanism 

proposed by Boyer (3), three equivalent cata-

lytic sites alternately bind adenosine diphos-

phate (ADP) and phosphate, synthesize ATP, 

and release the ATP produced, driven by con-

formational changes in the central rotor con-

nected to the membrane motor. In 1994, the 

first high-resolution structure of F
1
 captured 

the catalytic sites in three different conforma-

tions (4). More recently, structures of intact 

vacuolar H+–ATPases (V-ATPases) (5, 6) and 

ATP synthases (7), including the spinach chlo-

roplast enzyme reported by Hahn et al., have 

shown the central rotor at multiple distinct 

rotational positions. These structures sup-

port the universality of the binding-change 

mechanism and provide additional insights 

into mechanisms of rotational coupling. 

The membrane motor (F
o
 or V

o
) includes 

a ring of proteolipid c subunits (the c-ring) 

bound to the central rotor (see the figure). 

The c-ring rotates against a membrane-bound 

stator complex that extends peripherally 

along the F
1
 or V

1
 domain and prevents unpro-

ductive rotation. Structures of the membrane 

motor were slower to emerge for a number 

of reasons, including the inherent dynamics 

of rotary motors and the loss of structural 

features or resolution with detergent solu-

bilization. In the absence of high-resolution 

structural data, biochemical and genetic 

experiments provided insights into the 

structure and mechanism of the membrane 

motors. Extensive mutagenesis of F
o
 and V

o
 

subunits in model organisms identified con-

served charged and polar amino acids in the 

membrane-embedded a and c subunits (see 

the figure) that are required for function (8, 

9). These residues provide a path for proton 

transport through the membrane at the in-

terface of the single a subunit and the c-ring.

Recent cryo–electron microscopy struc-

tures are clarifying the membrane motor 

structure and its coupling mechanisms 

and revealing both common and organism-

specific structural features. Allegretti et al. 

(10) first visualized two long transmem-

brane helices that are almost horizontal in 

the membrane, oriented in parallel with 

the membrane surface, in the a subunit of 

F
o
 from the green alga Polytomella; this has 

proven to be a notably conserved feature of 

membrane motors (1, 2). Amino acids of the 

a subunit that are involved in proton trans-

port align along one face of these horizontal 

helices, which make close contact with the 

c-ring. This contact separates aqueous pores 

that come from either side of the membrane. 

Taken together, previous data (6, 7, 10, 11) 

and current structures (1, 2) invoke an ATP 

synthesis mechanism in which each essential 

c-ring carboxylate of the c-ring is protonated 

at one side of the membrane, travels through 

the membrane on the outside of the c-ring 

until it encounters the a subunit, and is de-

protonated, releasing the proton at the oppo-

site side of the membrane (11). 

The amino acid side chains at the a-c sub-

unit interface are critical for the protonation-

deprotonation cycle (see the figure). Recent 
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structures have overcome barriers of low 
or anisotropic resolution to envision this 
interface (11‒13). Previous work had identi-
fied an absolutely conserved arginine in the 
a subunit as essential for proton transport 
(14). This arginine has been proposed to pro-
mote rotation by electrostatic attraction of 
the newly deprotonated c subunit as well as 
to separate the aqueous channels approach-
ing from each side of the membrane. The 
recent structures vary in the position of the 
conserved arginine relative to the closest 
c-ring carboxylate. Autoinhibited yeast V

o

structures show a salt bridge between these 
residues (12, 13). In the spinach chloroplast 
ATP synthase, the conserved arginine is ~4.5 
Å from the nearest c-ring glutamate, whereas 
in the yeast ATP synthase, the correspond-
ing carboxylate more closely approaches the 
arginine, suggesting an interaction during 
rotation. On the basis of oligomycin-binding 
results, Srivastava et al. suggest that the c-
ring may be plastic, with conformational 
changes at the a-c interface propagating 
across the c-ring. One caveat is that all of the 
complexes visualized at high resolution are 
inhibited in some way. For example, rotation 
in the yeast F

1
F

o
 structure is blocked by fu-

sion of rotor and stator subunits; the spinach 
chloroplast enzyme is in the dark state, with 
rotation suppressed by the formation of an 
inhibitory disulfide bond. 

The structures reported in (1, 2) will drive 
exploration of a number of long-standing 
questions. All rotary ATPases have three 
catalytic sites in the peripheral motor, but 
the number of proteolipids in the membrane 
motor’s c-ring varies from 8 to 15 and is not 
divisible by three in most organisms. Fur-
thermore, in V

o
 c-rings, each proteolipid is 

twice as large as those in F
o
 c-rings but still 

carries a single proton-bearing carboxylate 
(12, 13). Membrane motors must be able to 
accommodate both different ratios of pro-
tons released per ATP synthesized or hydro-
lyzed and different rotational step sizes. 

On the basis of the three rotational states 
seen for the spinach chloroplast enzyme, 
Hahn et al. propose that elasticity in the pe-
ripheral stator helps to determine the step 
size of rotation in the membrane motor (2), 
although others have suggested that the rotor 
may be more elastic than the stator (15). Con-
sistent with step size being mandated in part 
by peripheral stator structure, stators show 
considerably more variation between organ-
isms than the core subunits of the peripheral 
or membrane motors. As their variable and 
conserved structural features come into fo-
cus, the underlying mechanistic principles, 
organism-specific differences, and regulation 
of these versatile and important enzymes will 
also emerge. j
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DEVELOPMENT

How does 
temperature 
determine sex?
Temperature-responsive 
epigenetic regulation 
clarifies a 50-year-old 
mystery in reptiles 

By Arthur Georges1 and Clare E. Holleley2

S
ex determination in reptiles is a com-
plex affair, because incubation tem-
perature and genes interact in many 
species to regulate sexual develop-
ment and decide sexual fate, male or 
female (1–4). A central question that 

has remained unanswered is, what molecu-
lar mechanism allows temperature to so 
profoundly influence the developmental 
pathways that determine sex? The means 
to identify a master sex-determining gene 
in species with genetic sex determination is 
well established—identify genes on the sex 
chromosomes, demonstrate which of these 
are differentially expressed in male and fe-
male embryos early in development, and 
manipulate their expression to demonstrate 
reversal of sex (5–7). Not so with identifying 
the mechanisms of temperature-dependent 
sex determination (TSD). Temperature could 
exert its effect on any of the many autosomal 
genes involved in sexual differentiation, even 
those peripherally involved, provided their 
altered expression is capable of reversing 
sex. Little wonder that, in the 50 years since 
TSD was discovered in reptiles (8), we have 
not advanced far in our understanding of the 
mechanisms of TSD. This is about to change. 
On page 645 of this issue, Ge et al. (9) report 
that transcription of the chromatin modifier 
gene Kdm6b (lysine-specific demethylase 6B) 
responds to temperature in the red-eared 
slider turtle Trachemys scripta elegans, and 
confers temperature sensitivity to a key sex-
determining gene, Dmrt1 (doublesex- and 
mab-3–related transcription factor 1). 

Ge et al. previously showed that Dmrt1 is 
differentially expressed early in embryonic 
development before the gonads differenti-
ate structurally (10). Additionally, Dmrt1

expression is high at male-producing tem-

1University of Canberra, ACT 2601, Australia. 
2Commonwealth Scientific and Industrial Research Organisation, 
GPO Box 1700, Canberra, ACT 2601, Australia. 
Email: georges@aerg.canberra.edu.au; clare.holleley@csiro.au 
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Rotary ATPases and ATP synthases
Recent structures, including two described in this issue (1, 2), elucidate the mechanism by which 

ATPases and ATP synthases generate and release energy.
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perature (MPT) and low at female-produc-

ing temperature (FPT). As such, Dmrt1 is 

a strong candidate for the male sex-deter-

mining gene in this TSD species of turtle, 

consistent with the master sex-determining 

role of other DM domain–containing genes 

in some fish, amphibians, and birds (7, 11, 

12). Depending on the species, these DM do-

main genes initiate and maintain the male 

sexual trajectory, and suppress genes im-

portant for female development during the 

critical stages of embryogenesis.

What Ge et al. have now discovered (9) is 

that experimental down-regulation of Kdm6b 

at 26°C (normally an MPT) shifts embryos 

from a male to a female developmental tra-

jectory. This occurs because the protein 

KDM6B is a lysine-specific demethylase 

with a central role in epigenetic regulation 

of gene expression. Suppressing Kdm6b ex-

pression reduces demethylation of its target, 

trimethylated lysine 27 on histone 3 (H3K27), 

a histone modification that would otherwise 

repress Dmrt1 promoter activity. Thus, high 

amounts of KDM6B at MPT activate Dmrt1 

gene expression and determine male sex, 

whereas reduced amounts of KDM6B repress 

Dmrt1 expression. Trimethylated H3K27 was 

not found on the promoters of any other sex 

genes that were differentially expressed early 

in development. Maintaining the trimeth-

ylation of H3K27 by experimentally down-

regulating Kdm6b suppresses expression of 

Dmrt1 and leads to female development at 

MPT. This is convincing evidence of a role in 

TSD for highly conserved epigenetic modifi-

ers including, but not necessarily limited to, 

KDM6B (see the figure).

Kdm6b is a member of the Jumonji gene 

family that is implicated in reptile and mam-

malian sex determination. For example, 

in mice, another Jumonji family member, 

Kdm3a, encodes a protein that catalyzes 

H3K9 demethylation of the mammalian 

sex-determining gene Sry (sex-determining 

region Y) to enable its expression above the 

required threshold for male development 

(13). In reptiles, the role of Jumonji family 

members appears to be more complex. De-

pending on the temperature, an intron is 

alternatively retained or excised during tran-

scription of Kdm6b [and at least one other 

family member, Jarid2 (Jumonji and AT-rich 

interaction domain containing 2)] in the red-

eared slider turtle, American alligator, and 

the bearded dragon lizard (14). In red-eared 

slider turtles, the intron is retained in Kdm6b 

transcripts of embryos incubated at the lower 

MPT (26°C), but not those incubated at the 

higher FPT (32°C). The transcribed intron, 

when brought into frame, is riddled with pre-

mature stop codons, which presumably leads 

to altered or disrupted KDM6B function in 

embryos incubated at 26°C. Up-regulation 

of Kdm6b coincident with intron retention 

and potentially compromised function may 

at first seem contradictory. However, alterna-

tive splicing of Jumonji genes has the poten-

tial to alter the targets of gene silencing, gene 

activation, and the recruitment of chromatin 

remodeling complexes [for example, PRC2 

(Polycomb repressive complex 2)] in ways 

that are not yet fully understood. Intron re-

tention presumably interacts with the regu-

latory processes outlined by Ge et al. (9) to 

determine sex.

Questions remain as to whether Jumonji 

genes such as Kdm6b are responding directly 

to temperature or, alternatively, are regu-

lated by upstream temperature-sensitive 

elements yet to be discovered. One such can-

didate to recently emerge (4, 14) is the gene 

Cirbp (cold-inducible RNA binding protein), 

which encodes a temperature-inducible 

RNA binding protein with broad imputed 

function in messenger RNA stabilization 

and translational regulation (15). Cirbp is 

expressed early in gonadal development in 

the common snapping turtle Chelydra ser-

pentina, and its expression influences sex 

determination of embryos incubated under a 

regime in which temperature is equivocal in 

its influence (4). Remarkably, a single point 

mutation in this gene is sufficient to elimi-

nate temperature sensitivity. 

These recent findings (4, 9, 14) have dra-

matically shifted the focus of inquiry from 

direct thermosensitivity of candidate sex-

determining genes to higher-order ther-

mosensitive epigenetic processes that dif-

ferentially release influential sex genes for 

expression. We are on the cusp of finally un-

derstanding the mechanisms by which tem-

perature exerts its influence on sexual fate. 

A central role for these highly conserved and 

fundamental processes of chromatin modifi-

cation leaves open the possibility that differ-

ent sex genes can become enlisted to function 

as temperature-sensitive sex-determining 

genes, thus explaining the astonishing diver-

sity of sex determination in reptiles (12). j
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By Sophie Trefely1,2 and Kathryn E. Wellen1

C
ellular differentiation involves dynamic 

epigenetic, transcriptional, and meta-

bolic remodeling as cells transition to 

a new identity. Evidence is mounting 

that metabolism and gene regulation 

are intimately linked, with changes in 

metabolite availability modulating or even 

triggering gene transcription. One way that 

metabolites regulate gene expression is as 

substrates of enzymes that carry out post-

translational modification of transcription 

factors and histones. Such metabolites likely 

have distinct biological roles in 

different compartments of the 

cell, and in particular within the 

nucleus (1, 2). Yet, the extent to 

which the nucleus is a separate 

metabolic compartment from the 

cytosol and the mechanisms by 

which nuclear metabolite levels 

affect expression of specific genes 

have remained largely unknown. 

On page 618 of this issue, Ryu 

et al. (3) demonstrate that com-

partmentalized synthesis of the 

metabolite oxidized nicotinamide 

adenine dinucleotide (NAD+), reg-

ulates adipocyte differentiation, a 

process that is essential for meta-

bolic health, through transcrip-

tional control.

NAD+ is crucial for metabolic 

redox reactions and is also a 

substrate for sirtuin deacetylates 

and poly[adenosine diphosphate 

(ADP)–ribose (PAR)] polymerase 

(PARP) enzymes. PARP-1 is best 

known for its involvement in 

DNA repair, which underlies the 

sensitivity of BRCA1 and BRCA2 

mutant cancers to PARP inhibition (4). But 

PARP family members also participate in 

diverse cellular processes, including tran-

scriptional regulation and RNA biology (4). 

NAD+ is consumed in the sirtuin and PARP 

reactions and must be resynthesized by nico-

tinamide mononucleotide (NMN) adenylyl 

transferase (NMNAT) enzymes, which gener-

ate NAD+ from NMN and adenosine triphos-

phate (ATP). There are three mammalian 

NMNAT isoforms with distinct subcellular 

localization: NMNAT-1 (nuclear), NMNAT-2 

(cytosolic), and NMNAT-3 (mitochondrial), 

suggesting that NAD+ synthesis could be dis-

tinctly regulated in each compartment. 

Previously, PARP-1 was found to restrain 

adipocyte differentiation through PARyla-

tion of the adipogenic transcription factor 

C/EBPb (CCAAT/enhancer binding protein 

b) (5), which inhibits its transcriptional ac-

tivity. Reduced nuclear PARylation occurred 

in the first 48 hours of differentiation, facili-

tating C/EBPb activation and adipogenesis. 

Because PARP-1 expression was not regulated 

during early adipogenesis, Ryu et al. asked 

whether the availability of NAD+ might con-

trol PARP-1 activity. 

The authors found that silencing nuclear 

NMNAT-1 before induction of adipocyte dif-

ferentiation reduced PARylation and pro-

moted differentiation, mirroring the response 

to PARP-1 knockdown. The enhancement 

of differentiation mostly occurred through 

C/EBPb, suggesting that C/EBPb function 

is suppressed by PARP-1 in an NMNAT-1–

dependent manner. Upon induction of dif-

ferentiation, PARylation decreases, allowing 

C/EBPb to bind gene promoters, including 

those encoding peroxisome proliferator–acti-

vated receptor–g (PPARg) and C/EBPa that 

direct terminal adipocyte differentiation (see 

the figure).

Is reduced PARylation a consequence of 

reduced NAD+ concentrations? A striking 

increase in expression of the cytosolic en-

zyme NMNAT-2 occurred within 4 hours of 

induced differentiation. This raised the in-

triguing possibility that cytosolic and nuclear 

NAD+ may be differentially regulated. They 

measured NAD+ concentrations at subcellu-

lar resolution in live cells using 

a fluorescent biosensor (6) and 

observed a decrease in nuclear 

NAD+ levels accompanied by in-

creased cytosolic NAD+ within 

hours of induction. Importantly, 

owing to the affinity of PARP-1 

for NAD+ (7), the drop in nuclear 

NAD+ concentration should be 

sufficient to limit the PARP-1 re-

action rate. Thus, by competing 

for NMN, NMNAT-2 up-regula-

tion drives nuclear NAD+ deple-

tion, enabling C/EBPb activation 

and adipogenesis. Intriguingly, 

NMNAT-2 up-regulation was 

glucose-dependent, indicating 

that only when glucose is abun-

dant will nuclear NAD+ levels 

decline to permit differentia-

tion. Compartmentalized NAD+

metabolism thus represents a 

mechanism to couple adipogen-

esis with nutrient availability.

That metabolism is com-

partmentalized within mem-

brane-bound organelles such as 

mitochondria or lysosomes is 

well established (8). By contrast, large nuclear 

pores permit small molecules such as NAD+

to passively diffuse between the nucleus and 

cytosol, suggesting that metabolites are at 

equilibrium between these compartments. 

However, Ryu et al. provide strong evidence 

that at least in some conditions, these com-

partments are largely distinct. Although the 

mechanism by which the nuclear and cyto-

solic NAD+ are segregated remains unknown, 

the authors propose that restriction of dif-

fusion by macromolecular crowding or the 

formation of complexes between proteins 

that produce and consume NAD+ may result 

METABOLISM

Metabolite regulates differentiation
Compartmentalized NAD+ metabolism regulates transcription to control adipogenesis
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Nuclear NAD+ controls adipocyte differentiation 
Compartmentalized synthesis of NAD+ regulates gene transcription.GAPDH, 
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in the functional separation of metabolism. 

Importantly, the demonstration of divergent 

NAD+ metabolism in the nucleus and cytosol 

during adipocyte differentiation shows not 

only that the two pools are distinct but that 

their separation represents a point of regula-

tion in control of a physiological process. 

Analogous regulation likely applies to 

other metabolites such as acetyl–coenzyme 

A (CoA) and S-adenosylmethionine (SAM), 

which are needed in the nucleus for histone 

acetylation and histone and DNA methyla-

tion, respectively. Both acetyl-CoA and SAM 

are thought to be present in the cell at levels 

that can limit acetyltransferase and methyl-

transferase activity (9); yet, definitive mea-

surements of these metabolites specifically 

within the nucleus are lacking. Nevertheless, 

enzymes that produce acetyl-CoA and SAM 

are present and distinctly regulated within 

the nucleus (1, 2), and recent metabolic evi-

dence also supports the notion of functional 

separation between nuclear and cytosolic 

pools of acetyl-CoA (10, 11).

In addition to prompting further inves-

tigation into the nuclear and cytosolic com-

partmentalization of metabolism, the Ryu et 

al. study raises a number of intriguing ques-

tions about NAD+ metabolism in adipocytes 

and other cell types. NAD+ rises with calorie 

restriction and exercise and is proposed as a 

mediator of their beneficial effects through 

regulation of sirtuin activity (12). SIRT1 in 

particular could be affected by variations in 

nuclear NAD+ levels, raising questions about 

the potential role of NAD+ compartmental-

ization in regulating the myriad processes 

controlled by SIRT1 (13). Furthermore, how 

might compartmentalized NAD+ metabolism 

integrate with other stimuli that affect NAD+ 

levels, such as aging, caloric restriction, and 

circadian oscillations (13)? How does nuclear 

NAD+ affect other cellular differentiation pro-

cesses or responses to stimuli that are regu-

lated by PARPs or sirtuins, and how might 

dysregulation of compartmentalized NAD+ 

production contribute to disease states or 

present therapeutic opportunities? Notably, 

NMNAT-1 is deleted in some cancers (14). The 

findings of Ryu et al. will surely prompt nu-

merous important avenues of investigation. j
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CONSERVATION

The hidden biodiversity of 
amphibian pathogens
Discovery of additional amphibian chytrid pathogens 
increases conservation concerns 

By Karen Lips

S
ince the discovery of the salamander 

chytrid pathogen [Batrachochytrium 

salamandrivorans (Bsal)] (1), the 

world has been preoccupied with de-

termining where it does and does not 

occur (2) so that policies can be imple-

mented to prevent introduction into unaf-

fected areas (3). Pathogenic chytrids cause 

chytridiomycosis, a disease of the skin that 

can cause mortality and die-

offs, including population 

declines and species extinc-

tions. In the United States—

the world’s biodiversity hot 

spot for salamanders and 

currently free of Bsal—a 

multinational scientific task 

force has been created to 

test the susceptibility of na-

tive species and to prepare 

an emergency response 

should Bsal be detected (4). 

Meanwhile, attention to 

Bsal’s better-known cousin 

B. dendrobatidis (Bd), an-

other chytrid pathogen that 

has decimated amphibian 

populations around the 

world, has faded, in part 

because of perceptions that 

once Bd is present, conser-

vation actions and policy 

options are limited. On page 

621 of this issue, O’Hanlon 

et al. (5) remind us that Bd 

remains a serious threat to global amphibian 

biodiversity and clarify where and when Bd 

came from and how it spread. 

O’Hanlon et al. use whole-genome sequenc-

ing of 234 Bd cultures taken from around the 

globe to identify East Asia as the site of origin 

of Bd, including the Global Panzootic Lineage 

(BdGPL), the invasive, hypervirulent form of 

chytrid that has been implicated in losses of 

amphibians from six regions (5, 6). The au-

thors date the emergence of BdGPL to the 

second half of the 20th century, consistent 

with the period of high commercial trade 

in amphibians. The authors describe phylo-

genetic patterns of Bd as clustering into five 

main lineages—four of which were previously 

identified (6) and one entirely new, geneti-

cally distinct, hyperdiverse lineage from the 

Korean peninsula. The high genetic diversity 

of this new Asian lineage differs from that of 

the other four lineages, all of which exhibit a 

pattern of genetic diversity typical of popu-

lation fluctuations and/or natural selection 

and consistent with increases in spatial dis-

tribution or in the number of host species. 

This suggests that East Asia is the most likely 

source of origin for amphibian chytrid patho-

gens. O’Hanlon et al. also identify two new 

kinds of hybrid lineages, raising the possibil-

ity that introductions of new lineages might 

produce more hybrid chytrids. Finally, the 

authors show that all Bd variants are present 

in the commercial trade of amphibians (in-

cluding food, pets, and scientific specimens), 

demonstrating contemporary intercontinen-

tal transmission and the failure of interna-

tional biosecurity measures to control the 

spread of this pathogen. 
Department of Biology, University of Maryland, College Park, 
MD 20742, USA. Email: klips@umd.edu

The Brazilian pumpkin toadlet (Brachycephalus pitanga) is host to BdBrazil. 
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The implications of these new findings 

are wide ranging. For example, although 

BdGPL is globally distributed, other lin-

eages are geographically restricted. This 

identifies areas that might be susceptible 

to new invasions by these endemic lineages 

and may explain variation in species re-

sponses to infection (7, 8). Despite decades 

of research, quantitative studies of the im-

pacts of chytridiomycosis on amphibian 

populations are lacking from most areas, 

especially Asia (8). Demographic analyses 

are critical in providing robust estimates 

of demographic parameters such as species 

or population-specific survival and mortal-

ity rates and population growth rates. In 

addition, mark-recapture studies that fol-

low the fate of infected individuals are 

needed to identify mechanisms underlying 

the causes of population decline, persis-

tence, or recovery and to identify effective 

conservation measures. 

To control emerging infectious diseases 

(EIDs), we also need a better understand-

ing of the relative contributions of global 

change (for example, changes in climate, 

land use, and trade) on the emergence 

and spread of pathogens. Knowing that 

all chytrid lineages are circulating in trade 

routes, but not all are globally distributed 

(5), highlights the need for coinfection ex-

periments to predict responses to future 

invasions. Knowledge of how the trade eco-

system might amplify disease by promot-

ing hybridization events among lineages or 

by facilitating the spread of lineages into 

naïve populations could be useful to miti-

gate and manage disease within the live-

animal trade.

Many areas of the world lack chytrid 

cultures, disease surveillance programs, or 

amphibian population studies necessary 

to study or conserve amphibian biodiver-

sity. Developing collaborative partnerships 

between investigators from these regions 

and established research groups could in-

crease the global capacity to understand 

the emergence of Bd and responses of am-

phibian populations. Even more important 

is the need to expand veterinary capacity 

for wildlife diseases. Many national veteri-

nary authorities lack sufficient resources, 

staff, or bandwidth to respond effectively to 

the rapidly increasing numbers of wildlife 

pathogens that threaten global biodiversity.

Proactive measures to address EIDs will 

be possible when we can predict future out-

breaks, species susceptibility, and disease 

spread, perhaps through analyses to model 

disease outbreaks from genomics, Google 

search histories, or social media data (9, 10). 

Advanced detection technologies would im-

prove the ability to address new introduc-

tions. Alternatively, coordination of citizen 

science programs might serve as an early 

warning system in some regions. 

Successful mitigation of the impacts of 

chytridiomycosis is also lacking. No effec-

tive treatments exist for wild populations, 

and policies restricting imports are only as 

strong as enforcement efforts (7). One of 

the most important advances in the global 

response to Bsal was the development of 

an emergency response plan (11, 12), in-

cluding the establishment of a Bsal task 

force (4); such a coordinated effort is lack-

ing for Bd and could speed discovery and 

identify effective interventions.

Both Bd and Bsal are notifiable diseases 

under the World Organisation for Animal 

Health (OIE) standards, but, despite global 

support, this agreement has lacked strong, 

consistent enforcement. Strengthening ap-

plication of the OIE standards should be a 

first step. In the United States, new laws 

are needed to improve the ability of the 

U.S. Fish and Wildlife Service to monitor 

and control invasive species and diseases 

(13). New policies developed in collabora-

tion with trade organizations, lobbyists, 

and national and international organiza-

tions to implement quarantine measures, 

testing procedures, and clean-trade pro-

grams could minimize the risk of pathogen 

introductions. The European Union has 

recently approved such a law (14). 

The work of O’Hanlon et al. serves as 

a case study for studying and addressing 

EIDs. With accelerating global change in 

a more connected world, we can expect to 

see more EIDs, so international collabora-

tions such as this one will be increasingly 

necessary to address global pathogens of 

wildlife, agriculture, and humans.        j
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NUCLEAR PHYSICS

Resolving the 
neutron 
lifetime puzzle
A measurement of trapped 
neutrons dramatically 
improves control of 
systematic uncertainties

By Pieter Mumm

F
ree electrons and protons are stable, 

but outside atomic nuclei, free neu-

trons decay into a proton, electron, 

and antineutrino through the weak 

interaction, with a lifetime of ~880 s 

(see the figure). The most precise 

measurements have stated uncertainties 

below 1 s (0.1%), but different techniques, 

although internally consistent, disagree 

by 4 standard deviations given the quoted 

uncertainties. Resolving this “neutron life-

time puzzle” has spawned much experi-

mental effort as well as exotic theoretical 

mechanisms, thus far without a clear ex-

planation. On page 627 of this issue, Pattie 

et al. (1) present the most precise measure-

ment of the neutron lifetime to date. A new 

method of measuring trapped neutrons in 

situ allows a more detailed exploration of 

one of the more pernicious systematic ef-

fects in neutron traps, neutron phase-space 

evolution (the changing orbits of neutrons 

in the trap), than do previous methods. 

The precision achieved, combined with a 

very different set of systematic uncertain-

ties, gives hope that experiments such as 

this one can help resolve the current situa-

tion with the neutron lifetime. 

“Researchers have primarily 
used two techniques to 
measure the neutron 
lifetime, typically referred 
to as ‘beam’ and ‘bottle’ 
measurements.”
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The semileptonic decay of neutrons is 

the simplest example of nuclear b-decay 

and plays a key role in validating our un-

derstanding of weak processes. In the early 

universe, the neutron lifetime ultimately 

determined the ratio of neutrons to pro-

tons during primordial light-element nu-

cleosynthesis. The neutron decay is also 

closely connected to processes relevant in 

solar physics and in the detection of reac-

tor antineutrinos (2, 3). In combination 

with other neutron decay parameters, it af-

fords the potential of a sensitive test of the 

unitarity of the quark-mixing matrix com-

petitive with, and independent of, other 

methods (4). For these reasons, determin-

ing the free neutron lifetime has been the 

focus of extensive experimental effort (5) 

since the first measurement in 1948 (6). 

Researchers have primarily used two 

techniques to measure the neutron life-

time, typically referred to as “beam” and 

“bottle” measurements. In the beam mea-

surement, a very well-characterized beam 

of cold neutrons (neutrons with energies of 

a few milli–electron volts) passes through 

an arrangement of magnetic and electric 

fields that forms a pseudo-Penning proton 

trap. Every so often, the trap is emptied, 

and the decay protons are counted. By 

comparing the proton detection rate with 

the number of neutrons traveling through 

the trap, the neutron lifetime can be readily 

extracted. Although conceptually simple, 

this approach depends on accurate proton 

counting and the absolute determination 

of the neutron flux at or below the 0.1% 

level, both of which are extremely chal-

lenging. With the lifetime puzzle in mind, 

an updated measurement based on this 

technique, with an expected uncertainty of 

below 1 s, is currently under way (7). 

An alternative approach that avoids 

some of the difficulties of the beam method 

is to trap neutrons for times that are large 

compared with the lifetime. Neutrons can 

be cooled from milli– to nano–electron volt 

energies through nonequilibrium inelastic 

scattering processes (8). These “ultracold” 

neutrons (UCNs) are of such low energies 

that they travel only a few meters per sec-

ond. A useful accident of nature is that for 

UCNs, gravitational, magnetic, and nuclear 

interaction energies are roughly similar, so 

UCNs are easily manipulated (for example, 

spin-polarized to very high levels). In par-

ticular, UCNs below a few hundred nano–

electron volts can be trapped in vessels 

made of appropriately chosen material. 

Neutron traps have become the most 

common method used in neutron life-

time measurements (9–12). In these ex-

periments, neutrons are loaded into a 

trap, stored for a variable length of time, 

and then drained into a detector, where 

they are counted. By comparing surviving 

neutrons over multiple storage times, the 

neutron lifetime can be extracted indepen-

dently of the absolute number of neutrons 

loaded into the trap. For this approach to 

work, neutron losses from the trap during 

storage must be both minimized and well 

understood, but neutrons interact strongly 

with matter. For example, neutrons can be 

absorbed or scattered by imperfections in 

the trap. Because UCNs are not in thermal 

equilibrium with their surroundings, any 

scattering process will tend to increase 

their energy and eject them from the trap. 

As a result, all material bottle experi-

ments must make corrections for these 

effects. Such effects can be reduced by us-

ing magnetic traps, and there are several 

examples of this approach (13, 14). More 

difficult, however, are effects caused by 

UCN phase-space evolution either dur-

ing storage or during the unloading of 

the trap. It is generally the case that some 

fraction of UCNs in a trap have total ener-

gies above the trap depth because some of 

the energy is in orbital motion. Orbits can 

evolve slowly, on time scales of hundreds 

of seconds, and eventually, the UCNs are 

lost. Similarly, some orbits may take long 

times to drain and be detected, requiring 

additional corrections. 

The work of Pattie et al. combines several 

clever advances to address these system-

atic difficulties. Like most other modern 

experiments, their study uses a magnetic 

trap. However, in their case, the trap is a 

semitoroidal magneto-gravitational trap 

formed from a magnetic Halbach array and 

gravity. The trap is asymmetric, leading to 

quasi-chaotic orbits, which creates an ef-

ficient and rapid mixing of phase space. 

This process allows the use of a “cleaner,” 

a neutron absorber placed just below the 

maximum trap depth. All neutrons that 

could eventually escape from the trap are 

quickly removed before the storage period 

begins. Most importantly, however, Pattie 

et al. developed an in situ detector, con-

sisting of a neutron-absorbing layer depos-

ited on a scintillating material coupled to 

optical detectors (14). Neutron absorption 

produces light that is detected with high 

efficiency. This detector can be lowered in 

stages so that a neutron energy spectrum 

can be mapped at various storage times 

and prove that any phase-space evolution 

is minimized. 

The results are remarkable. Once 

cleaned, the storage time in their trap is 

>3 weeks, and perhaps most importantly, 

the unloading sequence is identical at 

long and short holding times. Thus, not 

only do Pattie et al. report the most pre-

cise measurement of the neutron lifetime 

but also the first modern measurement in 

which the systematic corrections are below 

the stated uncertainty. Assuming that the 

discrepancy with the beam measurements 

will be understood, a precision of 0.2 s ap-

pears quite plausible in the near future. In 

addition to the impacts discussed above, 

at this level of precision, comparison with 

other techniques will allow new precision 

tests of the Standard Model (15). j
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to trappable energies.

A free neutron converts
into a proton p (a down quark 

becomes an up quark) 
by emitting a W– weak boson, 
which itself decays into an 
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Neutron decay
Free neutrons (n) undergo b-decay through 

the weak interaction after ~880 s. A new 

trapping measurement by Pattie et al. provides 

a way to better determine this value.
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By Noelle E. Selin

T
he Minamata Convention on Mer-

cury entered into force in August 

2017, committing its currently 92 

parties to take action to protect 

human health and the environment 

from anthropogenic emissions and 

releases of mercury. But how can we tell 

whether the convention is achieving its ob-

jective? Although the convention requires 

periodic effectiveness evaluation (1), scien-

tific uncertainties challenge our ability to 

trace how mercury policies translate into 

reduced human and wildlife exposure and 

impacts. Mercury emissions to air and re-

leases to land and water follow a complex 

path through the environment before ac-

cumulating as methylmercury in fish, mam-

mals, and birds. As these environmental 

processes are both uncertain and variable, 

analyzing existing data alone does not cur-

rently provide a clear signal of whether 

policies are effective. A global-scale metric 

to assess the impact of mercury emissions 

policies would help parties assess progress 

toward the convention’s goal. Here, I build 

on the example of the Montreal Protocol on 

Substances that Deplete the Ozone Layer to 

identify criteria for a mercury metric. I then 

summarize why existing mercury data are 

insufficient and present and discuss a pro-

posed new metric based on mercury emis-

sions to air. Finally, I identify key scientific 

uncertainties that challenge future effec-

tiveness evaluation. 

METRIC LESSONS, DATA LIMITATIONS 

The Montreal Protocol is widely considered 

an environmental success story. Since its 

1987 adoption, amendments and adjust-

ments to accelerate the phaseout of ozone-

depleting substances have led to a slowing of 

emissions and then a decline in the amount 

of such substances in the stratosphere. Sci-

entists developed the concept of equivalent 

effective stratospheric chlorine (EESC) (2) 

to address policy-targeted questions about 

how the stratosphere responds to global ac-

tions and applied it in periodic assessment 

reports to the Montreal Protocol. EESC is 

calculated with a straightforward equation 

that connects emissions to effective amounts 

of halogens in the stratosphere without us-

ing a complex model (2). Parson (3) argued 

that this metric allowed negotiators to make 

progress because it conveyed the implica-

tions of the problem, while avoiding much of 

the complexity, uncertainty, and controversy 

then associated with ozone loss processes. 

EESC was used by policy-makers to examine 

relative benefits of different control options 

and to help evaluate progress of the agree-

ment over time.

A similar type of metric would be useful 

for mercury under the Minamata Conven-

tion. Following the EESC example, such a 

metric would have several characteristics. It 

would be global in scale: Although mercury 

poses local, regional, and global challenges 

(4), global treaties address environmental 

issues for which national and regional ac-

tion is insufficient. The metric should con-

vey information about changes in global 

mercury damages from anthropogenic 

sources, be straightforward to calculate, 

and allow policy-makers to compare impli-

cations of different proposals. It should also 

acknowledge scientific uncertainty and be 

able to accommodate changes in knowledge 

over time. 

The global scientific community has mo-

bilized and organized much information 

in support of international efforts to ad-

dress mercury pollution. Emission inven-

tories [e.g., (5)] include sources of mercury 

from the burning of fossil fuels, artisanal 

and small-scale gold mining, and the use 

of mercury in industrial processes. Recent 

efforts have quantified releases to land and 

water (6). Mercury in products is now rec-

ognized to contribute substantially to envi-

ronmental levels and trends (7). A growing 

database of environmental and biota con-

centrations contributes to greater under-

standing of the distribution and impacts of 

mercury worldwide (8). 

Two major challenges make existing data 

insufficient for evaluating the Minamata 

Convention. First, data on mercury flows, 

such as emissions to air, do not account for 

the long environmental lifetime of mercury. 

Mercury deposited from the atmosphere to 

water and land can revolatilize and continue 

to cycle (4). Current estimates suggest that 

ENVIRONMENT AND HEALTH

 A proposed global metric to 
aid mercury pollution policy
The Minamata Convention needs policy-relevant insight
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the present-day mercury cycle is enriched 

by a factor of >7 relative to its state before 

human influence (9). A substantial frac-

tion of present-day concentrations is due to 

legacy mercury from past human actions. 

Thus, recovery from mercury pollution on 

a global scale could take decades to centu-

ries, as today’s emissions and releases will 

become tomorrow’s legacy mercury (10). 

Second, measurements in the environment 

and biota are variable: They are influenced by 

multiple factors and need substantial inter-

pretation to link back to emissions changes. 

For example, food web alterations due to cli-

mate change can influence bioaccumulation 

and thus methylmercury concentrations in 

predator species (11). These dy-

namics are not well understood. 

Although data are available in 

industrialized regions, measure-

ments are lacking elsewhere, 

challenging our ability to set a 

global baseline. Where processes 

are uncertain and mechanistic 

models are unavailable, it is diffi-

cult to conceptually connect how 

policy choices affect concentra-

tions downstream. 

Tracking newly released and 

legacy mercury through this 

environmental pathway re-

quires complex, coupled models 

that encompass ocean, atmo-

sphere, and land reservoirs, and 

decadal-scale simulations, which 

are rarely used for policy analy-

sis and are extremely computa-

tionally intensive. Two different 

types of models are commonly 

used separately by scientists 

examining these processes: (i) 

Atmospheric chemical models 

provide important information 

on sources and receptors, but 

most do not represent the decadal-scale im-

plications of anthropogenic emissions, as 

they have limited representation of land and 

ocean dynamics. (ii) Biogeochemical cycle 

models capture this cycling, but need ad-

vanced software to run, and their standard 

output does not allow policy-makers to easily 

visualize the relative impact of different pol-

icy choices. A simpler approach could help 

policy-makers better understand mercury cy-

cling and the implications of policy options. 

A PROPOSED METRIC

The total amount of anthropogenic mercury 

depositing from the atmosphere to ecosys-

tems provides a useful proxy for the mar-

ginal impacts of anthropogenic mercury 

emissions. The amount of mercury deposi-

tion in a given year tracks the amount of 

atmospheric emission—what goes up must 

come down. A time-integrated function of 

anthropogenic emissions can thus approxi-

mate the human contribution to deposition 

both now and in the future, forming a ba-

sis for a global-scale mercury metric. Such 

a metric is intended to be applied in con-

texts where policy-makers are evaluating 

different options. Equation 1 summarizes 

a proposed metric, effective anthropogenic 

mercury deposition (EAMD):

 EAMD(t) = «0[l1e
–b

1
t + l2(1 – e–b

2
t) (1)

Given a primary annual atmospheric emis-

sion («
0
) in units of mass, Eq. 1 calculates 

EAMD (in the same mass units) in year t. 

Initially, the emission enters the atmosphere 

and deposits according to its effective atmo-

spheric lifetime following the first part of 

the equation, with l
1
 representing this initial 

deposition process and b
1
 the associated de-

cay time scale. Subsequently, this mercury is 

reemitted from land and water and deposits 

again, with the parameter l
2
 capturing the 

reemission process and b
2
 its behavior with 

time. The parameters are designed to be 

calibrated to more detailed models of bio-

geochemical cycling and could be varied to 

account for uncertainty. Although a recent 

analysis suggested that the global mercury 

biogeochemical system has seven character-

istic time scales (9), over a policy-relevant 

(50- to 100-year) time frame, Eq. 1 captures 

its behavior. The two-term simplification par-

allels that used in accounting for the carbon 

cycle in calculating global warming potential 

(12). Parameters calibrated by a nonlinear 

least-squares fit to a biogeochemical model 

run for a pulse emission to the atmosphere 

(10) correlate strongly (r2 = 0.99) with the 

behavior of the more complex model (see 

supplementary materials). 

Applying the EAMD metric to future 

emissions projections provides policy-mak-

ers with a clear signal about long-term im-

plications of policy choices. Typical analyses 

of policy impacts using atmospheric chemi-

cal models, by contrast, do not account for 

the influence of current policy choices on 

future legacy mercury. For example, a re-

cent paper using an atmospheric chemical 

model to address how Minamata Conven-

tion policies could affect mer-

cury deposition in Asia by 

2050 estimated, based on an 

additional analysis using a bio-

geochemical cycle model, that 

policy-driven changes in legacy 

mercury could alter calculated 

benefits by 30% (13). 

The figure shows results of 

the EAMD metric applied to a 

constant emissions scenario to 

2050. The EAMD metric clearly 

shows that a constant emission 

level will result in increasing fu-

ture legacy emissions. Most at-

mospheric chemical models do 

not account for this effect and 

would project constant deposi-

tion. By contrast, output from a 

biogeochemical model analysis 

projects the declining influence 

of past legacy emissions to-

gether with present emissions 

that turn into future legacy 

emissions: Sensitivity runs are 

needed to derive the new versus 

historical components shown in 

the figure. By contrast, EAMD 

readily calculates the change in expected 

deposition due to present and future an-

thropogenic emission. EAMD is simple 

enough to be implemented in a spreadsheet 

(see supplementary materials) or online. 

EAMD allows for transparency of assump-

tions, straightforward uncertainty analysis 

by altering parameters, and the ability to ac-

count for changes in scientific understand-

ing by recalculating those parameters when 

biogeochemical models improve. EAMD 

also avoids the need for policy-makers to 

debate and reach consensus on underlying 

scientific processes.

Building on how EESC was used to evalu-

ate policy options, we can examine how 

EAMD, integrated over time, responds to 

policy choices. The table shows how in-

tegrated EAMD can illuminate the time 

scales of mercury pollution and show costs 
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of delayed action. Considering a “maximum 

feasible reduction” scenario by 2035 (5), a 

>80% cut in emission, reduces integrated 

EAMD (to 2050) by only 58% relative to a 

constant emissions scenario. Delaying this 

reduction trajectory by 15 years reduces the 

integrated impact to 39%. 

LIMITATIONS

The EAMD metric as proposed here has 

some key limitations. It does not distinguish 

between emission of different forms of mer-

cury: Whereas elemental mercury has a 

long atmospheric lifetime, oxidized forms 

deposit regionally. This can be accounted 

for in the biogeochemical model calibration 

(9), however, and could be ad-

justed to capture future changes 

in emission speciation that may 

occur as a result of changes in 

control technologies (13). 

Mercury emissions from prod-

ucts, and releases of mercury to 

land and water, are not explicitly 

covered by this metric, which 

focuses instead on emissions to 

air. Ideally, projections of future 

air emissions trajectories should 

account for potential emissions 

from products at the end of their 

useful lives, if not appropriately 

recycled. Although the primary 

global transport medium for 

mercury is the atmosphere, re-

leases to land and water are also 

addressed by the convention, and these, 

too, can enter the global biogeochemical 

cycle (6). However, the expected atmospheric 

emission from anthropogenic land and wa-

ter releases can be estimated and included in 

«
0
. An additional term could be developed to 

account for releases to land and water that 

reach the global oceans, without first enter-

ing the atmosphere. Some estimates suggest 

that this source can be large (14), but at pres-

ent it is impossible to distinguish between 

new and legacy mercury entering the global 

pool via this pathway. 

Legacy emissions and releases prior to 

the defined beginning time are also not 

captured by the EAMD metric. Although 

emission reduction policies have little ef-

fect on legacy mercury already released, 

better quantification of its time scales is 

important for policy analysis going for-

ward. Such knowledge will also be impor-

tant for interpreting environmental trends 

in the future, and more measurements are 

necessary to constrain these processes. As-

sessment efforts may choose to use a range 

or distribution of parameters for EAMD 

obtained by calibrating different biogeo-

chemical models (9, 15) and alter them 

when knowledge improves. 

Another potential critique of an emis-

sions-based metric for mercury is that it 

does not capture real-world fluctuations 

in climate, land-use change, and other as-

pects that can change human and wildlife 

exposure to mercury. Additionally, it does 

not account for variability: Some ecosys-

tems or people may be more vulnerable to 

mercury’s impacts. Research is clearly still 

needed to better understand these impacts 

in particular places. In this way, the paral-

lel to EESC provides a useful example of 

how a metric can be used in the context of 

ongoing scientific developments. Effective 

chlorine content alone does not account 

for all changes in stratospheric ozone—for 

example, temperature changes as a result 

of climate change can affect ozone destruc-

tion. Nevertheless, EESC remains useful as 

a policy-relevant metric, in combination 

with other analyses of ozone loss and re-

covery, and has been used to inform analy-

ses of avoided health damages. Similarly, 

EAMD could be used as a scaling factor to 

estimate how downstream mercury impacts 

could change, with all else held constant, 

as a result of global action. Further appli-

cations could also build upon the EAMD 

formulation to address regional mercury 

impacts; calibrating the initial term using 

atmospheric models could account for the 

fraction of mercury deposited locally. 

One reason EESC was effective is that 

policy-makers agreed upon an ultimate goal: 

returning stratospheric chlorine concentra-

tions to pre-1980 levels. As chlorine concen-

trations and resulting ozone depletion in the 

stratosphere exhibit thresholdlike behavior 

in their chemical processing, such a goal 

is feasible. For mercury, no similar policy-

relevant thresholds are apparent from sci-

ence or agreed upon by policy. However, 

early establishment of a metric could facili-

tate policy discussion about both desired and 

feasible levels of environmental recovery. 

SCIENCE TO SUPPORT GOVERNANCE 

New scientific advances are needed both to 

fully evaluate the impacts of the Minamata 

Convention and to inform its implementa-

tion going forward. Because the Minamata 

Convention does not include quantitative 

reduction targets for mercury emissions 

(1), implementation choices such as defin-

ing technological options and advancing 

phaseout dates could have substantial im-

plications for mercury pollution. Periodic 

effectiveness evaluations should also iden-

tify whether further action is needed to 

meet the Minamata Convention’s objective. 

A metric such as EAMD could help illus-

trate the potential implications of these and 

other future policy choices in a 

simple and easy-to-use frame-

work. However, other informa-

tion is also critically needed to 

monitor, evaluate, and track 

mercury’s progress through 

the global environment and to 

better understand its local im-

pacts. New research can help 

set global baselines and bet-

ter quantify the processes and 

dynamics of mercury in the 

environment and biota. Collect-

ing and assessing these data 

are critical to our ability to ulti-

mately measure the environmen-

tal impact of today’s actions on 

tomorrow’s environment. How-

ever, while science progresses, a 

relatively simple proxy can support decision-

making moving forward. j
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EAMD for emission reduction scenarios
Integrated EAMD (to 2050 and 2100) is calculated for mercury emission 

reduction scenarios [following (5)], starting in 2017 at a present-day level of 

1960 Mg year-–1 and relative to a baseline in which emission is constant.

POLICY SCENARIO
CHANGE IN 
EMISSIONS 

CHANGE 
IN INTEGRATED 
EAMD TO 2050 

CHANGE 
IN INTEGRATED 
EAMD TO 2100  

Linear reduction of atmospheric 
emissions to 1020 Mg year–1 by 2035

-47% -33% -41%

Linear reduction of atmospheric 
emissions to 1020 Mg year–1 by 2050

-47% -22% -37%

Linear reduction of atmospheric 
emissions to 300 Mg year–1 by 2035

-84% -58% -73%

Linear reduction of atmospheric 
emissions to 300 Mg year–1 by 2050

-84% -39% -64%
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K
nown for his writing on plants and 

food, Michael Pollan, in his latest 

book, How to Change Your Mind, 

brings all the curiosity and skepticism 

for which he is well known to a decid-

edly different topic: the psychedelic 

drugs D-lysergic acid diethylamide (LSD) and 

psilocybin. In addition to being a balanced 

piece of journalistic science writing, this 

work is also part memoir, as Pollan searches 

for meaning in life as he enters his early 60s. 

Originally hailed as miracle drugs by psy-

chiatrists, LSD, synthesized by the chemist 

Albert Hofmann in the Sandoz Laboratories 

in 1938, and psilocybin, a naturally occurring 

prodrug produced by a variety of mushroom 

species, became linked to the American 

counterculture movements in the 1960s. 

This association would ultimately 

sour public perception, ending 

the scientific studies of these com-

pounds for decades. 

Advances in brain-imaging 

tools and other techniques have 

recently enabled more quan-

titative studies of conscious-

ness, reinvigorating interest in 

psychedelic drugs as possible 

treatments for depression, post-

traumatic stress disorder, and 

other afflictions. How to Change 

Your Mind beautifully updates 

and synthesizes the science of psychodel-

ics, with a highly personalized touch.

Pollan captures the dilemma of attempt-

ing to use the scientific method to inter-

rogate psychedelic drugs, describing the 

importance of having the right “set and set-

ting” (e.g., social context) for psychedelics to 

be therapeutically useful. “Western science 

and modern drug testing depend on the abil-

ity to isolate a single variable,” he explains. 

NEUROSCIENCE

By Nicola Pohl

B O O K S  e t  a l .

Open minds

“[B]ut it isn’t clear that the effects of a psy-

chedelic drug can ever be isolated, whether 

from the context in which it is administered, 

the presence of the therapists involved, or 

the volunteer’s expectations.” 

 The idea of conducting a double-blind 

study is likewise complicated. Recounting 

a 1962 study in which 20 divinity students 

were dosed with either psilocybin or a pla-

cebo, Pollan notes that telling the subjects 

apart was not difficult: “[T]hose on the pla-

cebo sat sedately in their pews while the oth-

ers lay down or wandered around the chapel, 

muttering things like ‘God is everywhere’ 

and ‘Oh, the Glory!’”

Pollan’s narrative is peppered with in-

teresting anecdotes that chart the ways in 

which psychedelics have influenced recent 

human history. He writes, for ex-

ample, about how LSD may have 

catalyzed the Silicon Valley tech 

boom. “‘It gave us permission to 

try weird shit in cahoots with 

other people,’” Stewart Brand, ed-

itor of the Whole Earth Catalog, 

tells Pollan at one point.

 Brand further credits an LSD 

experience with having provided 

the impetus for a campaign he 

began in 1966 to get the U.S. 

National Aeronautics and Space 

Administration to photograph 

the entire planet. “It occurred to him [while 

on LSD] that when we think of Earth as flat, 

as we usually do, we assume it is infinite, and 

we treat its resources that way,” writes Pol-

lan. A picture of a round Earth, Brand rea-

soned, would convey the finite nature of the 

planet and compel people to be better stew-

ards of its precious resources. 

The book also contains interesting ac-

counts of scientists who had their own expe-

riences with the mystical. Roland Griffiths, 

for example, was a successful researcher 

studying caffeine addiction at Johns Hopkins 

University when a friend introduced him to 

Siddha yoga at age 50. An experience that 

occurred during his subsequent meditation 

practice introduced him to “something way, 

way beyond a material worldview,” he reveals 

to Pollan. Griffiths ended up switching his re-

search program to the scientific study of psi-

locybin and went on to publish a landmark 

double-blind clinical study of the psychologi-

cal effects of the compound in 2006 (1).

Pollan crosses that barrier of objectivity 

when he decides to take three psychedel-

ics—LSD, psilocybin, and a smoked toad 

venom containing 5-methoxy-N,N-dimeth-

yltryptamine (DMT), sometimes known 

as “the spirit molecule”—himself. The raw 

travelogue, as he calls it, reveals his struggle 

with experiences of the spiritual, if not su-

pernatural, as induced by exogenous chemi-

cals. “A phrase like ‘boundless being,’ which 

once I might have skated past as overly ab-

stract and hyperbolic, now communicated 

something specific and even familiar,” he 

writes, reflecting on the profundity of his 

collective “journeys.”

Throughout the book, Pollan makes it 

clear that he does not advocate illegal drug 

use. He cites other ways that humans have 

reached transcendent mental states, includ-

ing through techniques such as breathing 

work and meditation. Citations to original 

sources are provided throughout the book, 

but they don’t break up the flow of chapters, 

and a separate section of notes and refer-

ences allows the reader to easily check the 

works that underpin Pollan’s arguments. 

Pollan ultimately concludes that psyche-

delic compounds appear to allow people to 

relax their brains’ inhibitions and abstracting 

powers—to let go of their egos—so as to see 

the world afresh. Such experiences can al-

low a person to achieve balance between too 

much rigidity and too little structure in their 

thinking, he argues, which many believe to 

be the cornerstone of productive creativity. j

REFERENCE
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A revival in the scientific 
study of psychedelics 
prompts a journalist to 
take a trip

Challenges and opportunities abound in the scientific study of the metaphysical, discovers Pollan.
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P
aleontological research has acceler-

ated in exciting ways over the past 

two decades, as kids who grew up on 

Jurassic Park and the dinomania of 

the 1980s and 1990s have joined the 

ranks of legendary paleontologists 

leading the “dinosaur renaissance.” Steve 

Brusatte’s The Rise and Fall of the Dinosaurs 

takes readers on a tour of the new fossils and 

discoveries that are shedding light on 

the dinosaurs’ evolutionary story. 

The dawn of the dinosaurs, the Trias-

sic period, is still one of the most poorly 

understood periods in dinosaur history, 

but it’s also where some of the informa-

tion gaps are being filled most rapidly 

and most surprisingly. Whereas the end 

of the age of dinosaurs was abruptly cut 

short by a meteor, their ascent was com-

plex and drawn-out. New finds from 

Poland, New Mexico, and Argentina 

show that dinosaurs were uncommon 

and relatively unspecialized for the first 

30 million years of their existence, and 

they lived alongside relatives of today’s 

crocodiles that looked much like dino-

saurs themselves. 

Elsewhere in the Mesozoic era, we 

meet a variety of newly discovered 

dinosaurs alongside old favorites. As 

the giant supercontinent Pangaea split 

apart during the Jurassic and Creta-

ceous periods, dinosaurs on newly 

drifting continents were isolated from 

each other and began to evolve their 

own characteristic features. South 

America was home to the snub-snouted, 

tiny-armed abelisaurs, Africa to the shark-

toothed carcharodontosaurs, and in Tran-

sylvania, a bizarre set of dinosaurs includes 

relatives of Velociraptor with not one but 

two sets of killer sickle claws on their feet. 

A chapter of Brusatte’s book is dedicated 

to the evolution of birds from their non-

avian dinosaur relatives, one of the most 

intensively studied aspects of dinosaur evo-

lution over the past 20 years. The veritable 

flood of fluffy and feathery fossils from 

China has revealed an amazing diversity of 

winged dinosaurs. These specimens indi-

cate that feathers evolved long before flight 

but also suggest that powered, flapping 

flight may have evolved multiple times in 

dinosaurs. (We need look no further than 

the totally weird bat-winged Yi qi to see 

that dinosaurs experimented with many 

ways to get airborne.)

For those who love Tyrannosaurus rex—

and I suspect that most people are at least a 

little curious about the most famous of the 

dinosaurs—two of the book’s nine chapters 

are dedicated to new research on the Tyrant 

Lizard King and its tyrannosauroid cousins. 

Tyrannosaurs weren’t all giant bone-crunch-

ers with tiny arms: the earliest members of 

the group started out as small, lightly built, 

long-armed predators with fancy crests on 

their heads. Many were feathered, as evi-

denced by those found in China, where the 

right kind of conditions preserved soft tis-

sues such as skin. 

Unfortunately, the diversity of plant-

eating ornithischian dinosaurs gets relatively 

short shrift in The Rise and Fall of the Dino-

saurs. Brusatte only briefly covers new re-

search on this group, one of the three major 

lineages of dinosaurs that has contributed 

greatly in recent years to our understand-

ing of the big picture of dinosaur evolution 

and paleobiology. Recent advances in un-

derstanding dinosaur growth, biogeography, 

extinction dynamics, and fine-scale evolu-

tionary changes through time, for example, 

have only been possible because of the com-

paratively abundant fossil record of duck-

billed hadrosaurs and horned ceratopsians.

Brusatte’s personal stories of his 

work behind the scenes in museum 

collections and at dinosaur dig sites 

are full of adventures and humor. 

Abundant photographs and illustra-

tions help bring these stories to life. 

Throughout the book, we’re in-

troduced to a cast of paleontologists 

from around the globe, including Ri-

cardo Martínez, an Argentinian pale-

ontologist who discovered one of the 

oldest dinosaurs (Eoraptor); Lü Jun-

chang, a Chinese paleontologist who 

named the “Pinocchio rex” tyranno-

saur Qianzhousaurus; and Grzegorz 

Niedźwiedzki, a Polish paleontologist 

who has found thousands of ancient 

footprints, including trackways made 

by the ancestors of the dinosaurs. Bru-

satte highlights the international and 

multidisciplinary nature of modern-day 

paleontological research, as well as im-

portant historical figures and events. 

The contributions of female paleon-

tologists were a bit rarer to find, how-

ever. Although the book doesn’t set out 

to provide an exhaustive list of notable 

researchers, focusing mostly on Brusatte’s 

own collaborations over the years, this was 

nonetheless surprising, given the fact that at 

least a third of the current membership of our 

flagship professional organization, the Soci-

ety of Vertebrate Paleontology, are women. 

Ultimately, however, readers will come 

away from this book with a greater apprecia-

tion for the great strides dinosaur paleontolo-

gists have made in the past few decades. I’m 

hopeful that many will likewise be excited 

for the work that remains to be done. j

10.1126/science.aat0451

 PALEONTOLOGY

By Victoria Arbour

The Rise and Fall of 

the Dinosaurs

A New History of a Lost World

Steve Brusatte
Morrow, 2018. 416 pp.

Unlike all other known dinosaurs, the Yi qi appears to have relied 

on a membranous gliding plane, similar to a bat’s, to take flight. 

Results roll in from 
the dinosaur renaissance
An enjoyable round-the-world narrative synthesizes 
recent paleontological discoveries 
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Pesticides thwart 
condor conservation
Despite global conservation crises, 

widespread and poorly regulated toxic 

pesticides still cause preventable tragedies. 

Carbofuran, a carbamate pesticide, is the 

most implicated globally (1). In January, 

the latest and most shocking known 

poisoning incident in South America 

took place in Argentina, where a single 

Carbofuran-ba ited sheep carcass set out by 

ranchers to combat mammalian predators 

killed 34 Andean condors (Vultur gryphus) 

(2), a threatened, emblematic species of the 

Andes. This incident raised the number of 

Andean Condors poisoned in Argentina to 

at least 66 in the past 13 months (2). We 

must take urgent action to prevent future 

poisoning incidents.

The effect of pesticide poisoning on 

Andean condor populations is devastat-

ing. The global breeding population is 

estimated at 6700 mature individuals (3), 

including about 300 individuals in north-

western Patagonia (4), close to where 

the latest incident occurred. Barring an 

immediate stop to the slaughter, this 

slow-reproducing, long-lived species (5) 

is likely to be doomed to the same fate as 

the nine critically endangered condors 

and vultures worldwide (6).

Edited by Jennifer Sills Carbofuran should be banned in the 

developing world just as it is in Canada, 

the United States, and the European 

Union (1). Other pesticides should be 

tightly regulated under a comprehensive 

and binding international treaty such 

as that recently published by the United 

Nations (7). Such regulation should ensure 

monitoring of the pesticide’s manufactur-

ing process and its use by consumers, 

leading to a more responsible, less 

environmentally harmful use of agro-

chemicals. This would end the double 

standards whereby developing countries 

with weaker regulatory enforcement bear 

the brunt of mass poisonings, putting 

both wildlife and human health at risk 

(1, 8). Legislation and enforcement must 

go hand in hand with a national commit-

ment to mitigate the underlying causes 

of poisoning. We recommend strengthen-

ing research, environmental education, 

and collaboration among researchers, 

managers, and farmers to reduce 

carnivore-scavenger-livestock conflicts 

and promote sustainable coexistence 

among productive human activities and 

wildlife conservation.

Pablo A. E. Alarcón and Sergio A. 

Lambertucci*
Grupo de Investigaciones en Biología de la 
Conservación, INIBIOMA (Universidad Nacional del 
Comahue-CONICET), Quintral 1250 (R8400FRF), 
Bariloche, Argentina.
*Corresponding author. 
Email: slambertucci@comahue-conicet.gob.ar 
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Europe’s uneven laws 
threaten scavengers
In 2000, the European Union put sanitary 

policies into effect to prevent outbreaks 

of bovine spongiform encephalopathy (1, 

2). These policies dictated the removal of 

carcasses, which in turn threatened the 

conservation of carrion-eating birds such 

as vultures, eagles, and kites, as well as 

carnivorous mammals such as wolves and 

bears (1, 3). After a long process, biodi-

versity conservation and public health 

initiatives have been integrated into a new 

policy that considers the natural foraging 

patterns of scavengers when allowing farm-

ers to leave livestock carcasses in the field 

(2, 4). However, the conservation objectives 

of this legislation now face a new threat: 

the lack of consistent criteria to designate 

scavenger feeding zones (SFZs), where 

fallen livestock can be left uncollected (4). 

According to EU legislation, compe-

tent authorities can designate SFZs in 

areas with extensive farming—provided 

they meet certain sanitary requirements 

(4). However, SFZ policy in EU Member 

States varies. Bulgaria and Portugal have 

no SFZs (5, 6), and France has only a 

few (7), whereas Spain has designated 

large areas and added additional criteria 

through national and subnational laws 

(8). Consequently, criteria for designating 

SFZs vary across Spanish autonomous 

regions. For instance, in Comunidad 

Valenciana, only Natura 2000 protected 

areas were selected for SFZ designation 

(9), whereas in La Rioja, scavenger 

foraging areas in mountain ranges 

are also considered (10). Inconsistent 

criteria will likely lead to carrion food 

shortages in some areas. This may alter 

scavenger foraging behaviors, with 

detrimental socioeconomic and ecological 

consequences (11).
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To successfully integrate environmental 

concerns into the policies across Europe, 

the European Union should prioritize 

uniform criteria for SFZs. We recom-

mend designating SFZs that encompass 

the large foraging ranges of vultures, 

which would also include the smaller 

ranges of other scavengers, such as ter-

ritorial raptors and large carnivores. EU 

sanitary regulations have been amended 

seven times in 10 years, and two Spanish 

autonomous regions have already 

expanded initially designated SFZs (9, 

10). Establishing large, effective areas for 

all scavengers (while observing sanitary 

restrictions) will prevent the need for 

subsequent legal amendments. Europe’s 

“better regulation” agenda encourages the 

constant assessment and improvement of 

EU legislation (12), and this goal can-

not be met without enforcing a uniform 

designation of SFZs. 

Patricia Mateo-Tomás,1,2,3* Pedro P. Olea,4 

José Vicente López-Bao3 
1Centre for Functional Ecology, Department of Life 
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 LIFE IN SCIENCE

The hidden value of paper records
We are wandering on foot in the forests of Glacier Bay, Alaska, in a steady rain, search-

ing for a tree that is visible in a decades-old photograph. The willows form a green wall 

as we push through, soaking wet despite our full rubber raingear. We are attempting to 

rediscover the exact location of what would be—if found—the longest running data set 

of its kind in the world, established a century ago.  

In 1916, Dr. William Cooper began collecting data about individual plant establish-

ment, growth, and death in a specific location, and he returned every 5 to 10 years to 

the exact spot to create a longitudinal record. The data set is unique given its age and 

continuity, and it has provided incredible insights to the fields of biology and ecology. 

However, the plot location was lost and the observation chain broken after Cooper and 

later his student, Lawrence, died. 

The prospect of finding the plot was bleak; the landscape is difficult to navigate, 

requiring kayaking and scrambling out of radio contact while dealing with thick vegeta-

tion, bears, wolves, and the famously bad weather of southeast Alaska. But we had 

stumbled upon a clue: a faded old photograph taken 50 years ago. Noted on it was a tree 

we could match up with our 2016 view. The original researchers likely hadn’t realized 

the photograph’s future value. It had never been published or intentionally preserved. A 

similar study conducted in 2018, with the use of iPhone photographs and email, would 

likely leave future researchers with no such artifacts.  

After days of searching, we finally arrive with elation at the tree. With a metal 

detector, we search the area for the iron rods, now buried, that mark each plot. To our 

amazement, we relocate every one of the original plots. Our seemingly quixotic journey 

has ended in success. One casually snapped photo has helped reestablish a long-lost 

source of invaluable data. Our experience has made us realize the potential value of 

physical records. When researchers tramp through Glacier Bay in 2118, keeping the 

plots alive, I hope they can use our photos and notes for something new, something we 

can’t anticipate. I just hope they get better weather.

Brian Buma

University of Colorado, Denver, CO 80204, USA. Email: brian.buma@ucdenver.edu
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Kayaks in Alaska’s 

Glacier Bay
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STRUCTURAL BIOLOGY

Toxic hijack of a cell 
signaling pathway
The pathogen Clostridium dif-

ficile colonizes the human colon 
when the normal microbiota is 
disrupted, often after antibi-
otic treatment. It is a leading 
cause of hospital-acquired 
diarrhea, especially among 
elderly patients. Chen et al. 
describe a 2.5-Å-resolution 
crystal structure that shows 
how a major virulence factor 
in C. difficile, toxin B (TcdB), 
binds to the G protein–coupled 
receptor Frizzled (FZD). This 
receptor activates the Wnt sig-
naling pathway, which regulates 

homeostasis of the colonic 
epithelium. Surprisingly, TcdB 
uses a lipid cofactor to recog-
nize FZD. This cofactor replaces 
a lipid normally associated with 
the Wnt ligand that binds FZD to 
activate signaling. Inhibiting the 
Wnt pathway likely plays a role 
in C. difficile pathology. —VV

Science, this issue p. 664

CANCER

Anatomically correct 
tumor genomics
Glioblastoma is the most lethal 
form of human brain cancer. The 
genomic alterations and gene 
expression profiles characterizing 

this tumor type have been widely 
studied. Puchalski et al. created 
the Ivy Glioblastoma Atlas, a 
freely available online resource 
for the research community. 
The atlas, a collaborative effort 
between bioinformaticians and 
pathologists, maps molecular 
features of glioblastomas, such 
as transcriptional signatures, to 
histologically defined anatomical 
regions of the tumors. The rela-
tionships identified in this atlas, 
in conjunction with associated 
databases of clinical and genomic 
information, could provide new 
insights into the pathogenesis, 
diagnosis, and treatment of 
glioblastoma. —PAK

Science, this issue p. 660

CELL BIOLOGY

Tasting with ATP and 
mitochondria
The savory taste of umami, 
the sweetness of sugar, and 
the bitterness of quinine are 
transduced by type II taste 
cells. Unlike most other recep-
tor cells, type II taste cells 
release their neurotransmit-
ter, adenosine triphosphate 
(ATP), through voltage-gated 
CALHM1 channels, instead 
of in vesicles. Romanov et al. 
found that ATP came from 
unusually large mitochondria 
that were adjacent to clusters 
of CALHM1 channels within 
the plasma membrane. This 
anatomy enables neurotrans-
mission that does not rely on 
vesicles. —WW

Sci. Signal. 11, eaao1815 (2018).

INTERSTELLAR MEDIUM

A vibrating molecular 
cloud in three dimensions
Molecular clouds are relatively 
dense assemblies of inter-
stellar dust and gas (mostly 
molecular hydrogen) from 
which stars form. Determining 
the three-dimensional (3D) 
morphology of these clouds is 
difficult because we only see a 
2D projection of them onto the 
sky. While examining far-
infrared observations of the 
nearby Musca cloud, Tritsis 
and Tassis discovered that 
the cloud is vibrating with 
magnetohydrodynamic waves. 
The pattern of vibrations 
reveals the 3D structure and 
shows that Musca is a sheet 
seen edge-on, not a filament as 
previously assumed. —KTS

Science, this issue p. 635

SNOWBALL EARTH 

A fast-melting 
snowball

T
he Marinoan “snowball Earth” 

glaciation covered most of 

the planet in ice. The surface 

melted only when enough 

carbon dioxide had accumu-

lated in the atmosphere to trap the 

Sun’s warmth. Melting must have 

occurred rapidly, but just how fast 

has been a topic of conjecture. 

Myrow et al. analyzed the wave rip-

ples preserved in tidally deposited 

siltstones of the Elatina Formation, 

South Australia, to determine that 

sea level must have risen at the 

astounding rate of nearly 30 centi-

meters per year during the melting 

epoch, or roughly  100 times the 

rate that it is rising today. —HJS

Science, this issue p. 649

Artist’s rendering of the 

Neoproterozoic snowball Earth

Structure of yeast 
ATP synthase   
Srivastava et al., p. 619
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EVOLUTIONARY GENOMICS

Selection, recombination, 
and hybrid evolution
Hybridization is an important 

force in evolution. The effects of 

hybridization across the whole 

genome are not understood. 

Using a fine-scale genetic map, 

Schumer et al. examined local 

ancestry in replicate natural 

hybrid populations of swordtail 

fish. Each parental species 

contributes different propor-

tions of genetic material to the 

genomes of their descendants. 

Genes from the “minor” (less 

well-represented) parent occur 

in regions of the genome that are 

subject to higher recombination 

rates and where there are fewer 

potentially deleterious genes. 

Neanderthal ancestry in human 

genomes shows similar patterns. 

—LMZ

Science, this issue p. 656

FISHERIES

Big mamas matter for fish
The theoretical relationship 

between reproduction and body 

size has assumed that total 

mass relates directly to fecun-

dity, regardless of the number 

of individuals involved. This 

assumption leads to fisheries 

management practices that 

suggest that one large female 

fish can be replaced by sev-

eral smaller females. However, 

this assumption is incorrect. 

Barneche et al. show that larger 

females are far more productive 

than the same weight’s worth of 

smaller females. Management 

practices that ignore the value of 

large females could contribute 

to unexplained declines seen in 

some fish stocks. —SNV

Science, this issue p. 642

 NEUROENGINEERING

Decoding brain-computer 
interfaces
Brain-computer interfaces (BCIs) 

can help humans with compro-

mised motor function by using 

their brain activity to externally 

control movements. Existing 

methods, however, require 

extensive user training and effort. 

Ganesh et al. developed a BCI 

technique for decoding senso-

rimotor prediction errors that 

requires less user energy. It sub-

liminally stimulates the user to 

think about an activity and then, 

instead of decoding what move-

ment a user intends, decodes 

whether the movement that the 

user wants matches the sensory 

feedback that the stimulator 

induced. In 12 healthy individuals 

performing a wheelchair-turning 

task, this interface represented 

movements speedily (within 96 

milliseconds) and without any 

training. —PJB

Sci. Adv. 10.1126/

sciadv.aaq0183 (2018).

ORGANIC CHEMISTRY

H-bond to deliver fluoride
Simple fluoride salts are theo-

retically convenient reagents for 

carbon-fluorine bond forma-

tion. In practice, they are often 

insoluble in the solvents that 

dissolve their reaction partners. 

Pupo et al. developed urea-based 

catalysts that make fluoride sol-

uble through hydrogen bonding. 

Moreover, their chiral substituents 

bias the reaction toward one of 

two mirror image products of 

C–F bond formation. This strat-

egy should be applicable to the 

asymmetric addition of other 

salts, too. —JSY

Science, this issue p. 638

MOLECULAR BIOLOGY

Stress granule 
transcription
When translation initiation 

is stalled under stress, non-

translating messenger 

ribonucleoproteins form 

insoluble assemblies called 

stress granules (SGs) in the 

cytosol. Namkoong et al. 

sequenced all transcripts from 

purified SGs. They found that 

although translation of most 

transcripts is inhibited, only a 

subset of transcripts form SGs. 

The length and abundance of the 

AU-rich elements are key fea-

tures determining SG-targeting 

specificity, agreeing with a 

recent report by Van Treeck et al. 

showing that RNA self-assembly 

drives SG formation. SGs have 

been implicated in cancer and 

neurodegenerative diseases; 

understanding the specificity 

of their RNA components and 

the principles of their formation 

offers insights into their patho-

logical contribution. —SYM 

Mol Cell. 10.1016/j.molcel.2018.02.025; 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1800038115 (2018).

ACADEMIC POLICIES

 Stop the clock: Tenure, 
gender, and children 
Allowing both male and female 

faculty to stop their tenure 

clock when having a child can 

increase tenure rates for the 

former and reduce them for the 

latter. Antecol et al. analyzed 

data on all assistant-professor 

hires at top-50 economics 

departments from 1980 to 

2005; 44% of women and 47% 

of men had a child within 5 

years of completing their Ph.D., 

before typical tenure deadlines. 

Differential effects of clock 

policies on tenure are driven by 

the fact that men publish more 

in top-tier journals after policies 

take effect, whereas women do 

not. Policies may not compen-

sate for the specific productivity 

challenges that women face 

after childbirth. Despite this 

early setback, and the sub-

sequent career churn, clock 

policies do not hurt women’s 

chances of ultimately gaining 

tenure in the profession. —BW

Amer. Econ. Rev. 10.1257/

aer.20160613 (2018).

Edited by Sacha Vignieri  

and Jesse Smith

IN OTHER JOURNALS

The Atlantic cod, 

Gadus morhua
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CHEMISTRY

Early warning about 
emerging contaminants
Contamination of environ-

mental samples with harmful 

chemicals can be detected with 

high-resolution mass spec-

trometry (HRMS). This method 

can provide accurate mass data 

for the complex mixtures, thus 

allowing retrospective analysis 

to look for newly identified 

contaminants. Alygizakis et al. 

report on a pilot study involving 

eight reference laboratories in 

Europe and Australia to inves-

tigate whether retrospective 

screening of HRMS data can 

be used to establish the 

extent of a newly identified 

contaminant’s presence in the 

environment. On the basis of 

archived data from 48 diverse 

environmental samples from 14 

countries, the study documents 

widespread occurrence of 

several chemicals not com-

monly included in monitoring 

of environmental samples. 

Expanding the pilot to a full 

early-warning system for global 

emerging contaminants will 

GPR68 activity increased 

vasodilation, indicating that 

drugs targeting this stress 

sensor could potentially treat 

cardiovascular disease. —LC 

Cell 173, 762 (2018). 

STRUCTURAL BIOLOGY

Dynamic fibrils drive 
protein assembly
A low-complexity domain of 

the protein FUS plays a role 

in forming RNA granules. Luo 

et al. identify and structurally 

characterize two reversible 

amyloid cores (RACs) in this 

domain. In stable amyloid 

fibrils, b-strands stack to form 

b-sheets that pack tightly and 

exclude water. In contrast, 

RAC1 forms a kinked coil 

that stacks along the fibril 

axis; two such layers interact 

through tyrosine ring stack-

ing. RAC2 forms b-sheets, 

but with water molecules 

between mating sheets. It 

is already established that 

the LARK (low-complexity 

amyloid-like kinked segment) 

may be broadly involved in 

membraneless assemblies. The 

RAC2 structure suggests that 

reversible fibril formation may 

occur without kinking. —VV

Nat. Struct. Mol. Biol. 25, 341 (2018).

COOLING TEXTILES

Scaling up textiles that 
cool down
Decreasing energy consump-

tion by reducing the need for 

air conditioning helps combat 

CO
2
 emissions and promotes 

sustainability. Peng et al. pre-

sent a remarkable scale-up 

of nanoporous polyethylene 

microfibers for use in cooling 

fabrics. These fabrics allow heat 

to radiate through them while 

reflecting visible light and can 

be engineered for wearability. 

The ability to scale up produc-

tion is important for making this 

material cost-effective relative to 

cotton and other mass-produced 

textiles. Incorporating cooling 

fabrics into everyday wardrobes 

presents an opportunity to 

decrease indoor cooling. —BG

Nat. Sustain. 10.1038/s41893-018-

0023-2 (2018).

require a virtual data repository 

with agreed-upon data stan-

dards. —JFU

Environ. Sci. Technol. 10.1021/acs.

est.8b00365 (2018).

VASCULAR BIOLOGY 

Sensing the stress 
When blood flow in arter-

ies increases, surrounding 

smooth muscle relaxes to allow 

blood vessel dilation. Using 

a high-throughput screen for 

mechanoreceptors that are 

sensitive to blood flow (shear 

stress), Xu et al. identified a 

type of sensor expressed by 

vascular endothelial cells called 

G protein–coupled receptor 68 

(GPR68). Its activation triggers 

a cell signaling pathway that 

increases intracellular calcium 

concentration, an event that is 

associated with vasodilation. 

The authors discovered that 

GPR68 is expressed in mam-

malian small-diameter blood 

vessels and that loss of GPR68 

expression in mice disrupts 

the vasodilatory response to 

increased blood flow. Moreover, 

a compound that activates 

PALEOECOLOGY

Top-down or bottom-up?

P
rimary producers and animal consum-

ers interact to determine the structure 

and function of ecosystems, but how 

do their relative influences change over 

time? Jeffers et al. used the fossil record 

of the late Quaternary in Britain and Ireland to 

study whether the extinction of two-thirds 

of the native megaherbivores (including mam-

moths, giant deer, moose, and others) led 

to the observed expansion of woody plants 

at the end of the last glacial period. Instead, 

they found that more influential factors were 

a warming climate and reduction in fire, with 

an even more pronounced role for increasing 

shrub encroachment (followed by trees) in 

determining ecosystem structure. Plants and 

plant-soil feedbacks may have been more 

important than trophic interactions in driving 

the changes as northern ecosystems moved 

into the postglacial period. —AMS

Ecol. Lett. 10.1111/ele.12944 (2018).

Was climate warming more important than megafaunal 

loss for shaping postglacial landscapes in Britain?
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RESEARCH

ADIPOGENIC REGULATION

Integrating glucose 
and fat
Consuming too much glucose 

makes you fat, but it is unclear 

how this conversion is mediated 

by the body. Glycolysis links 

to gene transcription via the 

essential coenzyme nicotin-

amide adenine dinucleotide in 

its oxidized state (NAD+). Ryu 

et al. found that compartmen-

talized NAD+ synthesis and 

consumption integrate glucose 

metabolism and adipogenic 

(fat-promoting) transcription 

during adipocyte differentiation 

(see the Perspective by Trefely 

and Wellen). Competition 

between the NAD+ precursors—

nuclear NMNAT-1 and cytosolic 

NMNAT-2—for their common 

substrate, nicotinamide mono-

nucleotide, regulates the balance 

between nuclear NAD+ synthesis 

for adipogenic gene regulation 

and cytosolic NAD+ synthesis 

used in metabolism. —BAP

Science, this issue p. 618; 

see also p. 603

MOLECULAR MOTORS

Protons find a path
Adenosine triphosphate (ATP) 

synthases are dynamos that 

interconvert rotational and 

chemical energy. Capturing the 

complete structure of these 

multisubunit membrane-bound 

complexes has been hindered 

by their inherent ability to 

adopt multiple conformations. 

Srivastava et al. used protein 

engineering to freeze mito-

chondrial ATP synthase from 

yeast in a single conformation 

and obtained a structure with 

the inhibitor oligomycin, which 

binds to the rotating c-ring 

within the membrane. Hahn et 

al. show that chloroplast ATP 

synthase contains a built-in 

inhibitor triggered by oxidizing 

conditions in the dark chloro-

plast. The mechanisms by which 

these machines are powered 

are remarkably similar: Protons 

are shuttled through a channel 

to the membrane-embedded 

c-ring, where they drive nearly a 

full rotation of the rotor before 

exiting through another chan-

nel on the opposite side of the 

membrane (see the Perspective 

by Kane). —VV and MAF

Science, this issue p. 619, p. 620; 

see also p. 600

AMPHIBIAN DECLINE

Panzootic chytrid fungus 
out of Asia
Species in the fungal genus 

Batrachochytrium are respon-

sible for severe declines in the 

populations of amphibians 

globally. The sources of these 

pathogens have been uncertain. 

O’Hanlon et al. used genomics 

on a panel of more than 200 

isolates to trace the source of 

the frog pathogen  B. dendroba-

tidis to a hyperdiverse hotspot 

in the Korean peninsula (see 

the Perspective by Lips). Over 

the past century, the trade in 

amphibian species has acceler-

ated, and now all lineages of B. 

dendrobatidis occur in traded 

amphibians; the fungus has 

become ubiquitous and is 

diversifying rapidly. —CA

Science, this issue p. 621; 

see also p. 604

NUCLEAR PHYSICS

How long does a 
neutron live?
Unlike the proton, whose lifetime 

is longer than the age of the uni-

verse, a free neutron decays with 

a lifetime of about 15 minutes. 

Measuring the exact lifetime of 

neutrons is surprisingly tricky; 

putting them in a container 

and monitoring their decay can 

lead to errors because some 

neutrons will be lost owing to 

interactions with the container 

walls. To overcome this prob-

lem, Pattie et al. measured the 

lifetime in a trap where ultra-

cold polarized neutrons were 

levitated by magnetic fields, 

precluding interactions with the 

trap walls (see the Perspective 

by Mumm). This more precise 

determination of the neutron 

lifetime will aid our understand-

ing of how the first nuclei formed 

after the Big Bang. —JS

Science, this issue p. 627; 

see also p. 605

METAMATERIALS

Giving a hand to 
metamaterials
Auxetic materials expand in an 

unusual way: perpendicular to 

the direction in which they are 

stretched. Lipton et al. engi-

neered a type of auxetic material 

that also has handedness. When 

this material is sheared, it twists 

either to the right or the left. By 

tiling the underlying patterns 

onto spheres and cylinders, rigid 

or compliant structures can be 

made. Linear and 4-degree-of-

freedom actuators can thus be 

made from hollow tubes, which 

could be valuable for a variety of 

engineering and medical applica-

tions. —BG

Science, this issue p. 632

SEX DETERMINATION

Making males and 
back again
Temperature-dependent sex 

determination occurs in many 

reptilian species. An epigenetic 

mechanism is presumed to be 

at work, but thus far it has not 

been identified. Ge et al. show 

that in the red-eared slider 

turtle, an epigenetic modi-

fier, the histone demethylase 

KDM6B, binds to the promoter 

of the dominant male gene to 

activate male development (see 

the Perspective by Georges 

and Holleley). Knock down 

the expression of KDM6B, and 

embryos destined to be male 

turn into females. —SNV

Science, this issue p. 645; 

see also p. 601

COGNITIVE PSYCHOLOGY

Balancing costs and 
performance
Deciding whether a novel object 

is another instance of something 

already known or an example 

of something different is an 

easily solved problem. Empirical 

mapping of human performance 

across a wide range of domains 

has established an exponen-

tial relationship between the 

generalization gradient and 

interstimuli distance. Sims now 

shows that this relationship can 

be derived from a consideration 

of the costs of optimal informa-

tion coding. —AMS and GJC

Science, this issue p. 652

GEOPHYSICS

Knowing how to prevent 
induced earthquakes
Increasing evidence from 

around the world shows that 

human activities below Earth’s 

surface, such as gas extrac-

tion and wastewater injection, 

can cause earthquakes. In a 

Perspective, Candela et al. 

explain some of the underly-

ing mechanisms. Wastewater 

injection in Oklahoma, USA, and 

gas extraction in Groningen, the 

Netherlands, have notoriously 

caused earthquakes. Although 

the detailed mechanisms differ 

in the two situations, preexisting 

conditions within Earth’s crust, 

such as faults and stresses, 

play a key role in whether an 

induced earthquake will occur. 

Knowledge of subsurface condi-

tions is thus crucial to avoid sites 

that are vulnerable to induced 

earthquakes. —JFU

Science, this issue p. 598

T CELLS

Micromanaging NOD1 
in T cells
MicroRNAs constitute an 

additional layer of regulation 

between gene transcription and 

translation of mRNA. Schmolka 

Edited by Caroline Ash
ALSO IN SCIENCE  JOURNALS
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et al. show that the microRNA 

miR-146a is highly expressed in a 

subset of gd T cells called CD27− 

gd T cells. These cells coexpress 

the cytokines interleukin-17 and 

interferon-g (IFN-g). miR-146a 

represses IFN-g expression in 

CD27− gd T cells by targeting 

a pattern recognition recep-

tor (PRR) called NOD1, which 

recognizes bacterial peptidogly-

can. Deletion of NOD1 impaired 

production of IFN-g in the CD27− 

gd T cells by an as-yet unknown 

mechanism. The study adds to 

the increasing appreciation of 

the noncanonical functions of 

PRRs. —AB

Sci. Immunol. 3, eaao1392 (2018).

SPINAL CORD INJURY

Spinal cord stem cell 
grafts in pigs
Neuronal precursor cells (NPCs) 

hold promise for treating spinal 

cord injury. Testing viability 

and engraftment properties of 

NPC transplants in large animal 

models is essential for under-

standing the clinical potential 

of this approach. Strnadel et al. 

transplanted syngeneic and allo-

geneic induced pluripotent stem 

cell–derived NPCs (iPSC-NPCs) 

into the spinal cords of naïve 

pigs and pigs with spinal cord 

injury. The transplanted cells 

showed a good safety profile, 

long-term survival, and differen-

tiation into mature neurons and 

glial cells. Successful engraft-

ment of allogeneic iPSC-NPCs 

required only temporary immu-

nosuppression, an important 

consideration for the future 

clinical evaluation of iPSC-NPCs 

for treating spinal injuries. —MM

Sci. Transl. Med. 10, eaam6651 (2018).
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ADIPOGENIC REGULATION

Metabolic regulation of transcription
through compartmentalized
NAD+ biosynthesis
KeunWoo Ryu, Tulip Nandu, Jiyeon Kim, Sridevi Challa, Ralph J. DeBerardinis, W. Lee Kraus*

INTRODUCTION: Nicotinamide adenine di-
nucleotide (NAD) is an essential small mole-
cule that is involved in a variety of physiological
and pathological processes. The oxidized form,
NAD+, serves as a cofactor in metabolic path-
ways, aswell as a substrate for various enzymes
that consume it, such as the poly[adenosine
diphosphate (ADP)–ribose] polymerases (PARPs)
and sirtuins (SIRTs). PARPs and SIRTs cleave
NAD+ into nicotinamide andADP-ribose, result-
ing in the irreversible breakdown of NAD+.
Therefore, the resynthesis ofNAD+ is necessary
for maintaining normal cellular functions. In-
creasing evidence has revealed that (i) reduced
NAD+ levels result in altered metabolism and
increased disease susceptibility and (ii) restora-
tion of NAD+ levels can prevent disease progres-
sion. Thus, understandingNAD+ synthesis and
catabolism is important for understandingphys-
iological and pathological processes.

RATIONALE:NAD+ is synthesized by a family
of enzymes known as nicotinamide mono-
nucleotide adenylyl transferases (NMNATs).
In mammalian cells, NMNATs exhibit dis-
tinct subcellular localizations (NMNAT-1 in
the nucleus, NMNAT-2 in the cytoplasm and
Golgi, and NMNAT-3 in the mitochondria),
suggesting that NAD+ biosynthesis is compart-
mentalized within the cell. Despite the biolog-
ical importance of NAD+, the physiological role
of compartmentalized NAD+ biosynthesis in
cells is largely unexplored. Given the dual role
of NAD+ as ametabolic cofactor anda substrate
for enzymes involved in gene regulation, we hy-
pothesized that compartmentalized synthesis of
NAD+ might connect cellular metabolism and
gene regulation.

RESULTS: Here we show that compartment-
specificNAD+biosynthesis acts as a keymediator

of PARP-1–regulated transcription during adi-
pocyte differentiation, integrating cellular me-
tabolism and the adipogenic transcription
program. During adipogenesis, nuclear NAD+

levels drop concomitantly with a rapid induc-
tion of NMNAT-2, the cytoplasmic NAD+ syn-
thase. Increased NMNAT-2 levels limit the
availability of nuclear NMN, a common sub-
strate of NMNATs, thereby leading to a precip-
itous reduction in nuclear NAD+ synthesis by
NMNAT-1. This reduction of nuclear NAD+ re-
sults in decreasedPARP-1 catalytic activity,which
in turn reduces inhibitory ADP-ribosylation
of the adipogenic transcription factor C/EBPb.
Reduced ADP-ribosylation of C/EBPb allows

it to bind its target genes
and drive a proadipogenic
transcriptional program
that promotes the differ-
entiation of preadipocytes
into adipocytes.
Experimentally,wefound

that decreasing nuclear NAD+synthesis by
NMNAT-1 depletion significantly reduced PARP-
1 enzymatic activity and enhanced adipogene-
sis, whereas NMNAT-2 depletion inhibited the
drop in nuclear NAD+ levels and significantly
reduced adipocyte differentiation. Moreover,
providing exogenousNMN to preadipocytes in
culture “short-circuited” the competition be-
tweenNMNAT-1 andNMNAT-2 for NMN, lead-
ing to increased nuclear NAD+synthesis during
differentiation. This, in turn, increased PARP-
1 activity and inhibited adipocyte differentiation.
Adipogenic signaling pathways and increased

glucose metabolism were required for the rapid
induction ofNMNAT-2, and inhibition of glucose
metabolism completely abolished the induction
of NMNAT-2 during adipogenesis. Preventing
NMNAT-2 induction by glucose deprivation
restored PARP-1 activity and inhibited C/EBPb-
dependent gene expression. Collectively, these
results suggest that NMNAT-1 and NMNAT-2
function as sensors to integrate cellular metab-
olism and the adipogenic transcription program.

CONCLUSION: We have elucidated a pathway
leading from glucose uptake andmetabolism, to
competition between nuclear and cytoplasmic
NMNATs for the NAD+ biosynthesis precursor
NMN, and ultimately to alterations in the activity
of PARP-1 and its catalytic target C/EBPb, a
transcription factor that promotes adipogenic
gene expression and initiates the process of
adipocyte differentiation. Such mechanisms
are also likely to play a key role in other bio-
logical systems that exhibit dramatic changes
in nuclear PARylation as differentiation pro-
ceeds or have a high metabolic load. ▪
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Compartmentalized NAD+ biosynthesis by NMNATs regulates adipogenesis through PARP-1.
NMNATs synthesize NAD+ from nicotinamide mononucleotide (NMN) and adenosine triphosphate.
Nuclear NMNAT-1 provides NAD+ for nuclear ADP-ribosylation and gene regulation by PARP-1,
whereas cytoplasmic NMNAT-2 provides NAD+ for cytosolic ADP-ribosylation and cellular
metabolism. Competition between NMNAT-1 and NMNAT-2 for their common substrate, NMN,
promotes compartmentalized regulation of NAD+ levels, allowing for discrete nuclear and
cytoplasmic events.The fluorescent images of NAD+ in the bottom panel were generated using a
NAD+ sensor localized to the nucleus (left) or the cytoplasm (right).
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ADIPOGENIC REGULATION

Metabolic regulation of transcription
through compartmentalized
NAD+ biosynthesis
Keun Woo Ryu,1,2,3 Tulip Nandu,1,2 Jiyeon Kim,4 Sridevi Challa,1,2

Ralph J. DeBerardinis,4,5,6 W. Lee Kraus1,2,3*

NAD+ (nicotinamide adenine dinucleotide in its oxidized state) is an essential molecule
for a variety of physiological processes. It is synthesized in distinct subcellular compartments
by three different synthases (NMNAT-1, -2, and -3). We found that compartmentalized
NAD+ synthesis by NMNATs integrates glucose metabolism and adipogenic transcription
during adipocyte differentiation. Adipogenic signaling rapidly induces cytoplasmic
NMNAT-2, which competes with nuclear NMNAT-1 for the common substrate, nicotinamide
mononucleotide, leading to a precipitous reduction in nuclear NAD+ levels. This inhibits
the catalytic activity of poly[adenosine diphosphate (ADP)–ribose] polymerase–1 (PARP-1),
a NAD+-dependent enzyme that represses adipogenic transcription by ADP-ribosylating
the adipogenic transcription factor C/EBPb. Reversal of PARP-1–mediated repression by
NMNAT-2–mediated nuclear NAD+ depletion in response to adipogenic signals drives
adipogenesis. Thus, compartmentalized NAD+ synthesis functions as an integrator of cellular
metabolism and signal-dependent transcriptional programs.

E
xtracellular signaling and nutrient availabil-
ity are major factors determining cell fate
decisions (1). Biologically appropriate re-
sponses to extracellular information require
alterations in cellular metabolism and the

gene expression programs that control cellular
outcomes (2). Many enzymes involved in gene
regulation require substrates or cofactors that
are products of intermediate cellular metabo-
lism, providing a direct link between metabo-
lism and transcription (1, 3). How cells integrate
extracellular signals (e.g., hormones) and cellular
metabolism to coordinate transcriptional out-
comes, however, is poorly understood. Recent
findings suggest that fluctuations in nuclear me-
tabolite levels, perhaps controlled by metabolic
enzymes in the nucleus, underlie the coordina-
tion of these responses (1, 3).
NAD+, the oxidized form of nicotinamide ade-

nine dinucleotide, is an essential small-molecule
cofactor inmetabolic redox reactions, as well as a

substrate for NAD+-dependent enzymes, such as
the poly[adenosine diphosphate (ADP)–ribose]
polymerases (PARPs) and sirtuins (SIRTs), which
play important roles in gene regulation (4–7).
Unlikemetabolic redox reactions, which reversibly
oxidize or reduce NAD+, PARPs and SIRTs cleave
NAD+ into nicotinamide and ADP-ribose, result-
ing in the irreversible consumption of NAD+.
Thus, the resynthesis of NAD+ is crucial for pre-
serving cellular functions. In mammalian cells,
NAD+ is synthesized from nicotinamide mono-
nucleotide (NMN) and adenosine triphosphate
(ATP) by a family of enzymes known as NMN
adenylyl transferases (NMNATs) (4, 6). NMNATs
exhibit distinct and mutually exclusive subcellu-
lar localizations: NMNAT-1 localizes to the nu-
cleus, NMNAT-2 to the cytoplasm and Golgi, and
NMNAT-3 to the mitochondria (Fig. 1A), suggest-
ing compartment-specific regulation of NAD+

biosynthesis within the cell. Given the dual role
of NAD+ as a metabolic cofactor and a substrate
for enzymes involved in gene regulation, we hy-
pothesized that the compartmentalized synthe-
sis of NAD+ might connect cellular metabolism
and gene regulation.

Nuclear NAD+ synthesis regulates
PARP-1 activity and adipogenesis

To test this hypothesis, we selected a biological
system that requires both dynamic transcriptional
regulation and active cellular metabolism, name-
ly, adipogenesis. Adipose tissue is an important
regulator of energy balance andglucosehomeosta-
sis (8). The formation of functional adipocytes is
achieved by the differentiation of preadipocytes

intomature adipocytes (i.e., adipogenesis), which
is tightly controlled by the sequential expression of
key adipogenic transcription factors (9, 10), as well
as a diverse range of metabolic pathways (1, 11).
Chemical inhibition (with FK866) or depletion
[with short hairpinRNA (shRNA)–mediated knock-
down] of nicotinamide phosphoribosyltransferase
(NAMPT), a key enzyme in NAD+ biosynthesis
that produces NMN (12), has been previously
shown to promote adipogenesis inmesenchymal
stemcells (13), suggesting a potential role ofNAD+

biosynthesis in adipocyte differentiation.
To explore the role of compartmentalized

NAD+ synthesis during adipogenesis, we first
assayed the expression of NMNAT mRNAs in
adipose tissue and preadipocytes. We found that
NMNAT-1 andNMNAT-2 are expressed in adipose
tissue andpreadipocytes (fig. S1, A andB),whereas
NMNAT-3 is expressed at very low to undetect-
able levels in preadipocytes (fig. S1B), suggest-
ing potential cross-talk between the nuclear and
cytoplasmic NAD+ biosynthesis pathways during
adipogenesis. We recently reported on the dy-
namic regulation of PARP-1 enzymatic activity
during adipogenesis (14) (figs. S2A, S3A, and S3B),
suggesting a role for nuclear NAD+ during adi-
pocyte differentiation.
To determine the effects of nuclear NAD+ bio-

synthesisonadipogenesis,weusedshRNA-mediated
knockdown of Nmnat1 in 3T3-L1 preadipo-
cytes (15), a versatile and well-characterized cell
line. Depletion of NMNAT-1 dramatically reduced
PARP-1 enzymatic activity, as determined by blot-
ting for poly(ADP-ribose) (PAR), which continued
to decrease during the early phase (the first
24 hours) of differentiation (Fig. 1B and fig. S2A).
PARP-1 activity in NMNAT-1–depleted cells was
restored by re-expression of catalytically active,
but not inactive, NMNAT-1, suggesting that nu-
clearNAD+synthesis is required forPARP-1 activity
(fig. S2B). Depletion of NMNAT-1 had a much
greater effect on the activity of PARP-1 than on
that of SIRT1, a nuclear NAD+-dependent pro-
tein deacetylase (fig. S3, C to F), likely owing to
the abundant expression of PARP-1 in preadi-
pocytes (fig. S3G). Previously, we showed that in-
hibition of PARP-1 enzymatic activity during the
early phase of adipogenesis in 3T3-L1 cells en-
hances differentiation (14). Depletion of NMNAT-1
phenocopies depletion of PARP-1; it increases
lipid accumulation (Fig. 1, C and D), induces the
expression of adipocyte marker genes (e.g., Fabp4
and Adipoq), and induces the expression of tran-
scription factors that promote terminal differen-
tiation and maintain adipocyte function (e.g.,
PPARg and C/EBPa) (Fig. 2A and fig. S4A). Sim-
ilar effects on bulk PARP-1–mediated PARylation
and the expression of adipocyte marker genes
were observed in response toNmnat1 knockdown
in NIH 3T3 cells (fig. S4, B and C), as well as in
response to Nmnat1 knockout in primary pre-
adipocytes from the stromal-vascular fraction
(SVF) of adipose tissue collected from mice
(16, 17) (fig. S4, D to F). Together, these results
link the proadipogenic phenotype observed upon
NMNAT-1 depletion to decreased PARP-1 activity
in three different models of adipogenesis.
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NMNAT-1 and PARP-1 control adipogenic
gene expression through C/EBPb
In follow-up experiments, we performed RNA
sequencing (RNA-seq) using Nmnat1 or Parp1
knockdown in 3T3-L1 cells to confirm that en-
hanced differentiation in response to reduced
nuclear NAD+ synthesis occurs through PARP-1.
At 2 days postdifferentiation, we observed signif-
icant overlap between the genes whose expression
was altered uponNmnat1 or Parp1 knockdown
(Fig. 2B), further supporting the conclusion
that NMNAT-1 regulates differentiation through
PARP-1. To elucidate potential mechanisms
underlying NMNAT-1– and PARP-1–dependent
transcriptional regulation during adipogenesis,
we determined which adipogenic transcription
factor binding sites (presumed enhancers) inter-
act with the promoters of NMNAT-1 and PARP-1–
co-regulated genes in 3T3-L1 cells by integrating
promoter capture Hi-C (PCHI-C) data with tran-
scription factor chromatin immunoprecipitation
(ChIP)–seq data (18, 19). Greater than 70% of the
promoters of the co-regulated genes looped to
binding sites for C/EBPb, a key adipogenic tran-
scription factor during the early phase of adi-
pocyte differentiation (9, 10) (Fig. 2C and fig. S5,
A to C). Together, these results implicate C/EBPb
in the expression of adipogenic genes upon
NMNAT-1 and PARP-1 depletion, leading to en-
hanced adipocyte differentiation. Importantly,
C/EBPb expression was not altered upon Nmnat1
knockdown in 3T3-L1 cells, either at the mRNA
or protein level (Fig. 2, D and E), suggesting that
enhanceddifferentiationwas not due to increased
expression of C/EBPb. We have recently shown
that PARP-1 PARylates C/EBPb during the early
phase of adipogenesis, thereby inhibiting itsDNA-
binding ability (14). Indeed, depletion of NMNAT-1
significantly increased C/EBPb binding to target
gene promoters, as assessed by ChIP–quantitative

real-time polymerase chain reaction (qPCR) (Fig.
2F). In addition, the genes whose promoters in-
teract with known C/EBPb binding sites were
significantly induced upon depletion of NMNAT-1
or PARP-1 (Fig. 2G and fig. S5D). These results
demonstrate that nuclear NAD+ synthesis by
NMNAT-1 regulates PARP-1 enzymatic activity,
which in turn modulates the adipogenic tran-
scription program by regulating the binding of
C/EBPb to its target genes.

Increases in cytoplasmic NAD+

synthesis by NMNAT-2 reduces nuclear
NAD+ levels

Because PAR levels rapidly decrease during dif-
ferentiation (Fig. 3A and fig. S2A) and nuclear
NAD+ synthesis is required for PARP-1 enzymatic
activity, we hypothesized that NAD+ levels may
decrease during the early phase of adipogenesis.
Unexpectedly, however, the total intracellular
NAD+ levels did not change during differenti-
ation (Fig. 3A). We then postulated that nuclear
NAD+ could be regulated differently from total
intracellular NAD+. To test this hypothesis, we
used NAD+ biosensors that contain a bipartite
NAD+-binding domain from a bacterial NAD+-
dependent DNA ligase fused to cpVenus fluo-
rescent protein,with either nuclear or cytoplasmic
localization signals (20) (Fig. 3B, top). These
nuclear and cytoplasmic NAD+ sensors exhibited
reduced fluorescence upon the binding of NAD+

(fig. S6, A to C). We expressed either the nu-
clear or cytoplasmic sensor and a corresponding
cpVenus-only control in 3T3-L1 cells. We then
generated a dose-response curve by normalizing
the external NAD+ concentration and permeabi-
lizing the cells with digitonin (20). As previously
reported,NAD+decreased the fluorescent signal
from the sensors in a dose-dependent manner
but had no effect on the cpVenus-only control

(20) (fig. S6, D and E). When treatedwith FK866,
an inhibitor of NAMPT that depletes intracellular
NAD+ in all subcellular compartments, both the
nuclear and cytoplasmicNAD+ sensors exhibited a
strong increase in NAD+ sensor fluorescence
owing to loss of NAD+ binding (fig. S6, F to J).
Thus, these sensors are capable of measuring
changes in subcellular NAD+ levels. Using the
dose-response curve generated byNAD+ permea-
bilization (fig. S6E), we estimated subcellular
NAD+ concentrations to be ~100 mM in both the
nucleus and the cytoplasm, consistent with pre-
vious observations in human embryonic kidney
293T and HeLa cells (20).
Using 3T3-L1 cells expressing the nuclearNAD+

sensor, we observed an increase in the sensor
signal during the early phase of differentiation,
indicating a decrease in nuclear NAD+ levels
(Fig. 3, B and C, left, and fig. S7A). This decrease
in nuclear NAD+ levels occurred concurrently
with a decrease in PARP-1 enzymatic activity
(Fig. 3A and figs. S2A and S3A). At 8 hours post-
differentiation, the estimated nuclear NAD+ con-
centration was near 40 mM—well below PARP-1’s
Michaelis constant (Km) for NAD

+ [~85 to 110 mM
(21)]—indicating that decreases in nuclear NAD+

levels have the potential to regulate PARP-1 enzy-
matic activity during differentiation.
Given the observed decrease in nuclear NAD+

levels without a change in total intracellular
NAD+ levels, we hypothesized that NAD+ levels
in another subcellular compartment might be
altered differently from those in the nuclear com-
partment. In this regard, we observed that the
levels of mRNA and protein for the cytosolic
NAD+ synthase, NMNAT-2,were rapidly induced
within 8 hours of differentiation (Fig. 3A and
figs. S8, S9A, and S9B). These changes in
NMNAT-2 mRNA and protein were accompa-
nied by increased levels of cytoplasmic NAD+
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Fig. 1. NMNAT-1 regulates PARP-1 activity and adipocyte differentia-
tion. (A) Schematic representation of NAD+ biosynthesis by NMNATs and
their subcellular localization. (B) Western blot showing the levels of PAR
upon shRNA-mediated knockdown (KD) of Nmnat1 during the early phase
of adipogenesis in 3T3-L1 cells. PAR levels (primarily automodification of
PARP-1) represent the enzymatic activity of PARP-1. Blots of NMNAT-1,

PARP-1, and SIRT1 are shown for comparison (b-tubulin was used as a
control). M.W., molecular weight. (C and D) Accumulation of lipid droplets
at 4 days (C) and 8 days (D) of differentiation after knockdown of
Nmnat1 or Parp1 in 3T3-L1 cells. Lipids were stained using BODIPY 493/503
[green, (C)] or Oil Red O [red, (D)], and nuclei were stained using TO-PRO-
3 [blue, (C)]. Scale bars in (C), 150 mm.
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during differentiation (Fig. 3, B and C), suggest-
ing that a rapid induction of cytoplasmic NAD+

synthesis may lead to compartmentalized regu-
lation of NAD+. To determine whether the rapid
induction of NMNAT-2 might be responsible for
the concomitant reduction in nuclear NAD+ lev-
els, we measured nuclear NAD+ levels upon
Nmnat2 knockdown.Unexpectedly, depletion of
NMNAT-2 (fig. S9, A and B) blocked the reduction
in nuclear NAD+ levels during differentiation
(Fig. 3, D and E, and fig. S7B), suggesting that
increased cytoplasmic NAD+ synthesis may con-
trol nuclear NAD+ levels. Moreover, depletion of
NMNAT-2 increased nuclear PARP-1 enzymatic
activity (fig. S9B) and inhibited adipogenesis, as
determined by the expression of adipogenicmarker
genes (Fig. 3F), without altering the total intra-

cellular NAD+ levels (fig. S9C). We further tested
whether NMNAT-2 induction was sufficient to
regulate PARP-1 activity by using 3T3-L1 cells ex-
pressing doxycycline (Dox)–inducible NMNAT-2.
Nuclear PARP-1–mediated PARylation was signif-
icantly decreased in cells expressing wild-type
NMNAT-2 but not in cells expressing a catalytically
dead NMNAT-2 mutant (fig. S9D). Collectively,
these data indicate that NMNAT-2–mediated
cytoplasmic NAD+ synthesis inhibits the enzy-
matic activity of PARP-1.

Competition for NMN regulates nuclear
NAD+ levels during adipocyte
differentiation

How might the induction of cytoplasmic NAD+

synthesis inhibit nuclear NAD+ synthesis and

other nuclear events? One explanation is that
NMNAT-2 competes with NMNAT-1 for their
common substrates,NMNorATP, thereby limiting
substrate availability in the nucleus forNMNAT-1.
In cells, the concentration of NMN is consider-
ably lower than that of ATP (22), and theNMNATs
haveKm values for ATP that are significantly lower
than the intracellularATPconcentration (12).More-
over, NMN is thought to be the rate-limiting fac-
tor for NAD+ biosynthesis (4, 12). Therefore, we
hypothesized that a rapid induction of NMNAT-2
would deplete NMN from the nucleus and de-
crease the nuclear NAD+ concentration during
differentiation (Fig. 4A). To test this hypothesis,
we provided an exogenous source of NMN to
3T3-L1 cells in the culture medium. Consistent
with a previous report (23), NMNsupplementation
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Fig. 2. NMNAT-1 and PARP-1 regulate the adipogenic transcriptional
program through C/EBPb. (A) Expression of adipocyte marker genes
in 3T3-L1 cells at 4 days of differentiation, as determined by RT-qPCR. Each bar
represents the mean + SEM (n = 3). Asterisks indicate significant differences
from the corresponding control (Student’s t test; *P < 0.05, **P < 0.01, ***P <
0.001). (B) RNA-seqassayof genes regulated uponNmnat1orParp1 knockdown
in 3T3-L1 cells compared with control knockdown after 2 days of differentiation.
The overlapping region of the Venn diagram indicates co-regulated genes.
(C) Percent of promoters of NMNAT-1 and PARP-1–co-regulated genes [from
(B)] that interact with binding sites for adipogenic transcription factors (TFs).
The interaction between the promoter regions of the co-regulated genes and the
transcription factor binding sites (TFBSs) were determined by integrating
published PCHi-C data [National Center for Biotechnology Information (NCBI)
Gene Expression Omnibus (GEO) data set GSE95533] and ChIP-seq data (NCBI
GEO data set GSE27826). Bars show means + SEM. (D and E) Levels of

CebpbmRNA assessed by RT-qPCR (D) and C/EBPb protein assessed by
Western blotting (E) in 3T3-L1 cells after knockdown of Nmnat1. Each bar
represents themean+SEM(n=3). ns, not significant (Student’s t test;P>0.05).
(F) C/EBPb binding at theCebpa and Pparg gene promoters in 3T3-L1 cells after
4 hours of differentiation, as determined by ChIP-qPCR assays. Each bar
represents the mean + SEM (n = 3). Bars marked with asterisks are significantly
different from the control (Student’s t test; *P<0.05). (G) Expression of genes
whose promoters interact with C/EBPb binding sites upon knockdown
of Nmnat1 or Parp1. Significant C/EBPb ChIP-seq peaks at 4 hours
postdifferentiation were compared with PCHi-C–determined looping events
to define the interactions.The expression level of those genes after 2 days
of differentiation was compared with the expression level in control knockdown
cells at day 0 to determine the fold change. Up-regulated genes (fold
change > 1) were used in the analysis. Bars marked with different letters are
significantly different from each other (Wilcoxon rank sum test; P < 0.0001).
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increased the total intracellular NAD+ levels
(Fig. 4B). NMN supplementation blocked the
depletion of nuclear NAD+ during differentiation
(Fig. 4, C and D, and fig. S7C), which resulted in
increased PARP-1 enzymatic activity (Fig. 4E). Sup-
plementation with NMN also inhibited the reduc-
tion of PARP-1 activity upon ectopic expression
of NMNAT-2 (fig. S9E). These results suggest that
NMN availability in the nucleus dictates the extent
of nuclear NAD+ biosynthesis. Furthermore, pro-
moting elevated nuclear NAD+ levels with NMN
supplementation inhibits adipogenesis in both
3T3-L1 cells and primary SVF preadipocytes, as
determined by the expression of adipogenicmarker
genes (Fig. 4F). Thus, high nuclear NAD+ levels
act as an inhibitory signal for adipocyte differen-
tiation by regulating PARP-1 activity. The inhib-
itory effect of NMN supplementation on adipocyte
differentiation was abolished upon knockdown of
eitherNmnat1 or Parp1 (Fig. 4G), and induction of

NMNAT-2 expression did not restore PARP-1 enzy-
matic activity after Nmnat1 knockdown (fig. S10),
further supporting our conclusion that nuclear
NAD+ synthesis regulates adipocyte differentiation.

NMNAT-2 induction is associated with
enhanced glucose metabolism

To understandwhy cells would require increased
cytoplasmic NAD+ synthesis to regulate nuclear
events during differentiation, we considered the
role of NAD+ as a metabolic cofactor (Fig. 5A).
During differentiation, we observed a rapid in-
duction of key genes involved in glucose metab-
olismwithin 8 hours of differentiation, indicating
increased glucose metabolism during the early
phase of adipogenesis (fig. S11A). To confirm these
results, we differentiated 3T3-L1 cells in medium
containing D[U-13C]glucose (U, uniformly labeled)
andmeasured 13C enrichment in intracellularme-
tabolites by mass spectrometry (fig. S11B). We

observed a rapid (within 8 hours) increase in
glycolytic intermediate metabolites containing
glucose-derived 13C, as well as citrate m+2 (cit-
rate containing two additional mass units from
13C) upon differentiation (fig. S11, C and D), in-
dicating an increase in glucose flux into glycol-
ysis and the tricarboxylic acid (TCA) cycle during
the early phase of adipogenesis. Depletion of
NMNAT-2, however, did not affect the expression
of genes involved in glucose metabolism (Fig. 5B
and fig. S12A). We hypothesized that elevated
NMNAT-2 levels might support increased glu-
cose metabolism during differentiation by pro-
viding a supply of cytoplasmic NAD+. Changes in
cytoplasmic NAD+ concentrations could potential-
ly affect the kinetics of the enzymes involved in
glucose metabolism (fig. S12B). Indeed, Nmnat2
knockdown decreased cytoplasmic NAD+ levels
(fig. S12, C andD), as well as lactate secretion (fig.
S12E) and the levels of glucose-derived citrate m+2
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Fig. 3. Nuclear NAD+ levels are regulated through compartmentalized
biosynthesis. (A) The levels of total intracellular NAD+ (enzyme-linked
NAD+ assay), PAR (Western blot), and Nmnat2 mRNA (RT-qPCR)
were determined at the indicated differentiation time points in 3T3-L1 cells
(means ± SEM). (B) Detection of nuclear (Nuc) and cytoplasmic (Cyto)
NAD+ levels in 3T3-L1 cells by using a cpVenus-based NAD+ biosensor.
Representative images of NAD+ sensor fluorescence during the early
phase of differentiation are shown. (C) Changes in subcellular NAD+ levels
during the early phase of differentiation of 3T3-L1 cells. NAD+ levels
were calculated from sensor(488/405 nm)/control(488/405 nm) fluorescence
ratios determined by flow cytometry using a standard curve. Each bar
represents the mean + SEM (n = 7). Bars marked with asterisks are
significantly different from the undifferentiated (0 hours) control [analysis

of variance (ANOVA); **P < 0.01]. (D) Representative images of nuclear
NAD+ sensor fluorescence (488/405 nm) during differentiation upon
Nmnat2 knockdown. (E) Effect of Nmnat2 knockdown on nuclear NAD+

levels in 3T3-L1 cells. Relative nuclear NAD+ levels were determined from
the sensor(488/405 nm)/control(488/405 nm) fluorescence ratio using flow
cytometry. Each bar represents the mean + SEM (n = 3). Asterisks indicate
significant differences from the control knockdown at the 0-hour time
point (ANOVA; *P < 0.05). (F) Effect of Nmnat2 knockdown on the
differentiation of 3T3-L1 cells. Differentiation was assessed by the
expression of adipocyte marker genes. Each bar represents the mean +
SEM (n = 3). Asterisks indicate significant differences from the control
(Student's t test; **P < 0.01, ***P < 0.001; ****P < 0.0001). Scale bars,
10 mm in (B) and 20 mm in (D).
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(Fig. 5Cand fig. S12F).However,Nmnat2knockdown
did not reduce the glucose flux back to basal
levels (Fig. 5C and fig. S12, E and F), suggesting
that induction of NMNAT-2 is not solely driving
the enhanced glucose metabolism during differ-
entiation, but rather supports glucose metabo-
lism by supplying cytoplasmic NAD+.

We explored further whether the elevated lev-
els of NMNAT-2 are dependent on changes in
glucose flux by altering glucose levels in the dif-
ferentiation medium. Unexpectedly, the induc-
tion of NMNAT-2 was abolished when 3T3-L1
cells were differentiated in medium containing
low levels of glucose (Fig. 5D). PAR levels re-

mained high during differentiation with glucose
deprivation (Fig. 5D), suggesting that the ab-
sence of NMNAT-2 induction leads to sustained
levels of nuclear NAD+ and PARP-1 enzymatic
activity. Similar results were observed when the
cells were differentiated in the presence of gly-
colysis inhibitor 2-deoxyglucose, supporting the
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Fig. 4. Substrate competition between NMNAT-1 and NMNAT-2
regulates nuclear NAD+ levels during differentiation. (A) Schematic
representation of substrate competition between NMNAT-1 and NMNAT-2.
(B to D) Supplementation with exogenous NMN disrupts NMNAT-1 and
NMNAT-2 substrate competition. Effects on total intracellular NAD+ (B) and
nuclear NAD+ levels [(C) and (D)] upon supplementation with 1 mM NMN
are shown. Bar graphs [(B) and (D)] represent means + SEM (n = 7). Asterisks
indicate significant differences from the undifferentiated (0 hours) control
(ANOVA; *P < 0.05; **P < 0.01). Representative images (C) show changes
in nuclear NAD+ sensor fluorescence ratios during differentiation.
Scale bars, 20 mm. Nuclear NAD+ levels (D) were, determined by the

sensor(488/405 nm)/control(488/405 nm) fluorescence ratios using flow
cytometry. (E) Western blots showing the rescue of PARP-1 enzymatic
activity during early differentiation upon supplementation with 5 mM NMN.
PAR levels indicate PARP-1 enzymatic activity. (F and G) Supplementation
with exogenous NMN (5 mM) inhibits the differentiation of control
3T3-L1 and SVF cells (F), but not NMNAT-1– and PARP-1–depleted cells
(G). The expression of adipocyte marker genes determined by RT-qPCR
was used to assess the extent of differentiation. Each bar represents the
mean + SEM (n = 3). Asterisks indicate significant differences versus the
corresponding control (Student’s t test; *P < 0.05, **P < 0.01, ***P < 0.001,
****P < 0.0001); ns, not significant (Student’s t test; P > 0.05).
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conclusion that NMNAT-2 induction depends on
glucose metabolism (Fig. 5E). However, the in-
crease in Nmnat2mRNA was not affected by glu-
cose levels or inhibition of glycolysis (fig. S13A),
and the inhibition of proteasome-mediatedprotein
degradation prevented NMNAT-2 degradation
upon glucose deprivation (fig. S13B), suggesting that
the glucose-dependent modulation of NMNAT-2
levels occurs through posttranslational regulation.
Because PARP-1 PARylates C/EBPb and inhib-

its its DNA binding (14), we hypothesized that a
loss of NMNAT-2 induction upon glucose depri-
vation might alter C/EBPb DNA binding. The ex-
pression of C/EBPb was not affected by glucose
metabolism, either at the mRNA or protein level
(fig. S14, A andB). However, the binding of C/EBPb
to target gene promoterswas dramatically reduced
when glycolysis was inhibited during differentia-

tion (Fig. 5F), and adipogenesis was significantly
reduced when glucose was deprived from theme-
dium (fig. S15, A andB), suggesting that adipogenic
transcription is regulated by glucosemetabolism.
The inhibitory effect of glucose deprivation on
adipogenesis was abolished upon knockdown of
Nmnat1 and Parp1 (fig. S15B), supporting the
conclusion that metabolic regulation of adipo-
genic transcription is mediated by nuclear NAD+

synthesis and PARP-1.

A similar pathway for
compartmentalized NAD+ biosynthesis
exists in cancer cells

We further tested whether similar mechanisms
play a key role in a completely different biolog-
ical system. We focused on the SH-SY5Y human
neuroblastoma cell line, which expresses a high

level of NMNAT2 (fig. S16, A and B). Consistent
with our observations in preadipocytes, knockdown
ofNMNAT2 in SH-SY5Y cells significantly increased
PARP-1 enzymatic activity (fig. S16C). In addition,
NMNAT2 knockdown inhibited the growth of the
cells, suggesting that NMNAT-2 is important for
cancer cell growth (fig. S16D). Moreover, glucose
deprivation in SH-SY5Y cells also decreased the
levels of NMNAT-2 protein and increased the en-
zymatic activity of PARP-1 (fig. S16, E and F). Col-
lectively, these data suggest that compartmentalized
NAD+ biosynthesis is not only important in adipo-
genesis, but can also play a key role in other bio-
logical processes, such as a cancer cell growth.

Discussion

Our studieshave elucidated thepathway leading from
enhanced glucose metabolism to the adipogenic
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Fig. 5. NMNAT-2 induction is associated with enhanced glucose
metabolism during the early phase of adipogenesis. (A) Schematic
representation of the potential role of NMNAT-1 and NMNAT-2 during
adipocyte differentiation. (B) Nmnat2 knockdown does not affect the
expression of genes involved in glucose metabolism after 8 hours of
differentiation, as determined by RT-qPCR. None of the minor differences are
significant (Student’s t test; P > 0.05). (C) Nmnat2 knockdown alters glucose
flux during the differentiation of 3T3-L1 cells. Mass isotopomer analysis of
citrate m+2 in cells with or without Nmnat2 knockdown. Asterisks indicate

significant differences from the corresponding control (Student’s t test; *P <
0.05); ns, not significant (Student’s t test; P > 0.05). (D and E) Expression
of NMNAT-2 in 3T3-L1 cells differentiated in the presence of various extracellular
glucose levels (D) or the glycolysis inhibitor 2-deoxyglucose (2-DG) (E) by
Western blotting. (F) Regulation of C/EBPb binding to target gene promoters
in 3T3-L1 cells by ChIP-qPCR upon inhibition of glycolysis with 2-DG. The
assays were done 8 hours postdifferentiation. Asterisks indicate significant
differences from the corresponding control (Student’s t test; **P < 0.01).TSS,
transcription start site. Throughout, bars represents means + SEM.
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gene expression program that drives the differ-
entiation of adipocytes. Briefly, we have shown
that compartmentalized NAD+ biosynthesis is a
crucial component of transcriptional regulation
during adipocyte differentiation. Proper regula-
tion of nuclear NAD+ levels is achieved by the
rapid induction of the cytosolicNAD+-synthesizing
enzyme, NMNAT-2, which consumes NMN in
the cytoplasm, thereby limiting NMN availa-
bility in the nucleus. Reduced nuclear NMN
levels lead to reduced nuclear NAD+ synthesis,
ultimately reducing PARP-1 enzymatic activity
and C/EBPb PARylation and enhancing C/EBPb
binding to target genes to drive the adipogenic
transcription program (Fig. 6). Consistent with
this model, decreasing nuclear NAD+ synthesis
by Nmnat1 knockdown rapidly enhances dif-
ferentiation, whereas increasing nuclear NAD+

by NMN supplementation or Nmnat2 knockdown
inhibits adipogenesis. CompartmentalizedNAD+

biosynthesis is tightly linked to glucose metabo-
lism, and increased glucose metabolism is re-
quired for the rapid induction of NMNAT-2, thus
integrating cellular metabolism and the adipo-
genic transcription program. Collectively, our stud-
ies demonstrate that compartmentalized NAD+

biosynthesis plays a key role in orchestrating
intracellularmetabolismand signal-regulated tran-
scription. Such mechanisms likely play an impor-
tant part in other biological systems that exhibit
dramatic changes in nuclear PARylation as differen-

tiation proceeds [e.g., embryonic stem cells (24)] or
have a high glucose demand [e.g., cancer cells (25)].

Intracellular NAD+ concentrations,
compartmentalization, and biological
outcomes

During differentiation, the free nuclear NAD+

concentration, asmeasured by a nuclear NAD+ sen-
sor, drops from above PARP-1’s Km for NAD+

(~100 mM) to below its Km for NAD+ (~40 mM)
(Fig. 3C). This suggests that fluctuations in free
nuclear NAD+ have the ability to regulate the ac-
tivity of PARP-1 and, perhaps, other nuclear
NAD+-dependent enzymeswith suitableKm values
for NAD+. The previously reported total intra-
cellular NAD+ concentration in cultured mamma-
lian cells [~300 to 500 mM (26)] exceeds the
estimated free NAD+ concentration in the dis-
tinct subcellular compartments (Fig. 3C) (20). The
disparity between total and free NAD+ suggests
that a portion of intracellular NAD+may be bound
to protein, consistent with previous results (26).
Therefore, cellular events that facilitate the release
of protein-bound NAD+ or, alternatively, promote
the binding of NAD+ to proteins could potentially
alter the amount of free NAD+ and consequently
the enzymatic activity of NAD+-consuming en-
zymes. Given that the free NAD+ concentration
is a key regulator of NAD+-dependent enzymes,
understanding the factors that regulate free
versus bound NAD+ could point to a previously

unrecognized regulatory mechanism for NAD+-
dependent enzymes.
Our data show that nuclear NAD+ biosynthe-

sis is necessary for PARP-1–dependent regulatory
events during the differentiation of preadipocytes.
Such compartmentalization of metabolites, small
molecules, and ions within the cell is not unpre-
cedented. For example, cyclic adenosine mono-
phosphate (cAMP) (27), Ca2+ (28), ATP (29), and
acetyl–coenzyme A (CoA) (30) have also been re-
ported to be compartmentalized and exhibit
compartment-specific fluctuations in their con-
centrations. As with NAD+, the precise mecha-
nisms governing the compartmentalization and
regulation of cAMP, Ca2+, ATP, and acetyl-CoA
are also unclear. In the case of nuclear versus
cytoplasmic NAD+, the diameter of the nuclear
pore would not be expected to impose any phys-
ical barrier to the diffusion of NAD+ between
these two compartments (31). So howmight com-
partmentalization occur?
One possibility is that cellular NAD+ synthesis

may be restricted to the site of consumption to
support local demands, similar to cAMP, which
is produced in distinct microdomains to increase
local concentrations (27). This effect could be
mediated by colocalization of metabolite pro-
ducers and consumers, so that the consumers
use the free metabolites as substrates before the
metabolites can diffuse an appreciable distance
away from their sources (32), perhaps through a
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Fig. 6. Model for the coordination of transcription and glucose metabo-
lism during adipocyte differentiation through compartmentalized NAD+

biosynthesis. In undifferentiated 3T3-L1 cells, NMN is used mostly by
NMNAT-1 to synthesize nuclear NAD+, which supports PARP-1 activity. Active
PARP-1 ADP-ribosylates the adipogenic transcription factor C/EBPb, which
inhibits its chromatin binding and transcriptional activities, preventing
differentiation in the absence of an adipogenic signal. During differentiation,
the expression of genes involved in glucose metabolism increases, leading to

a rapid induction of glucose flux in 3T3-L1 cells. Concurrently, NMNAT-2 is
rapidly induced to support the high local NAD+ demands caused by enhanced
glucose metabolism, thereby limiting NMN availability in the nucleus for
NMNAT-1 to synthesize nuclear NAD+. Reduced nuclear NAD+ concentrations
lead to reduced PARP-1 activity, allowing C/EBPb to initiate the adipogenic
transcription program. Competition for the NAD+ precursor, NMN, between
the nuclear and cytoplasmic NMNATs results in changes in nuclear NAD+

levels, allowing cells to coordinate glucose metabolism and transcription.
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substrate-channeling mechanism (33). In this re-
gard, NMNAT-1 binds to, colocalizes with, and
regulates the enzymatic activity of PARP-1 and
other chromatin-boundNAD+-dependent enzymes
at target gene promoters (34, 35), which is con-
sistent with a substrate-channeling mechanism.
Another possibility is that the nucleus and

cytoplasm share a contiguous NAD+ pool that
can be altered independently and transiently
in a temporal manner. Although the diffusion
of small molecules should be extremely fast,
reaching equilibrium rapidly when in free so-
lution, diffusion rates can be inhibited consid-
erably by molecular crowding inside the cell
(36), which may allow cells to regulate metab-
olite pools in a compartment-specific manner.
In this case, rapid and robust local changes in
metabolite synthesis or consumption may cause
local changes within a compartment that are not
distributed across the entire pool. Indeed, we
observed rapid induction ofNMNAT-2 andglucose
metabolism during differentiation (Fig. 3A and
figs. S8, S9A, S9B, S11C, and S11D), suggesting that
enhanced synthesis and consumption of NAD+ in
the cytoplasm under these conditions may restrict
the diffusion of newly synthesized NAD+. Further
studies will be required to determine whether these
or other mechanisms govern the compartmentali-
zation and regulation of intracellular NAD+.

Nuclear NAD+ concentration
and the activity of nuclear
NAD+-dependent enzymes

Although PARP-1 is considered to be the major
NAD+-consuming enzyme in the nucleus, other
NAD+-dependentenzymes, suchasPARP-2,PARP-3,
and SIRTs, are also present in the nucleus. Among
these, SIRT1 has been reported to be a key reg-
ulator of various metabolic processes, with a cat-
alytic activity that depends on intracellular NAD+

concentrations (7). Thus, it is reasonable to spec-
ulate that fluctuations in nuclear NAD+ levels
may also regulate SIRT1 enzymatic activity. The
reported Km of SIRT1 for NAD+ varies between
2.2 and ~300 mM, depending on the substrate
and the study reporting the effect (26, 37). If the
Km of SIRT1 for NAD+ is below ~40 mM(37), then
the changes that we observed in nuclear NAD+

concentrations during the early phase of differ-
entiation would not be sufficient to effect SIRT1
catalytic activity. In contrast, if the Km of SIRT1
for NAD+ is well above ~100 mM (26), then the
changes that we observed in nuclear NAD+ con-
centrations might possibly affect SIRT1 catalytic
activity—but likely not nearly to the same extent
as that of PARP-1, whose Km is near the basal
predifferentiation concentrations of NAD+ in the
preadipocytes (~100 mMwas the highest nuclear
NAD+ concentration that we measured; Fig. 3C).
Our results in 3T3-L1 cells favor the former
possibility, because we observed a moderate effect
of differentiation orNmnat1 knockdown on SIRT1
activity with acetylated H4K16 (histone H4 lysine
16) or acetylated p53 (fig. S3, C to F).
Although fluctuations in nuclear NAD+ con-

centrations have little effect on SIRT1 enzymatic
activity in 3T3-L1 cells, other regulatory mecha-

nisms, such as allosteric regulatory interactions
with NMNAT-1 at target gene promoters (35) or
functional interactions with DBC-1 (38), may
play an important role. These additional mech-
anisms, which could provide distinct approaches
for the cell to regulate SIRT1 versus PARP-1, may
be key to understanding the cell type– or tissue-
specific regulation of NAD+-dependent enzymes.
Nmnat1 knockdown significantly increased p53
acetylation levels in differentiated adipocytes
(fig. S3, E and F), suggesting that SIRT1 activity
is more sensitive to nuclear NAD+ synthesis in
mature adipocytes. This result supports previ-
ous reports that SIRT1 plays a critical role in
adipocyte metabolism through PPARU regula-
tion (39, 40). Thus, NMNAT-1 and SIRT1may play
critical roles in fully differentiated adipocytes,
but not the early stages of adipogenesis. In fact,
the expression of Sirt1 in preadipocytes is sig-
nificantly lower than that of Parp1 (fig. S3G) and
increases during differentiation (39). These ob-
servations suggest that nuclearNAD+may regulate
gene expression through distinct NAD+-dependent
enzymes in different biological processes, such as
early adipogenesis versusmature adipocyte biology.
Efforts to understand the biological importance
of NMNATs have been largely limited to their
function in neurodegeneration.However, given the
role of NAD+ as a universal metabolic cofactor and
a substrate for enzymes that are known to reg-
ulate metabolic processes in a variety of tissues
and cell types (6, 7, 26), we should expand our
thinking about these NAD+ biosynthetic enzymes.
In particular, further exploration of their roles in
compartment-specific NAD+ synthesis and the
regulation of metabolism in vivo is needed. The
use of tissue-specific depletion ofNMNATs, PARPs,
and SIRTs will undoubtedly be required to resolve
such questions in the future.

Materials and methods
Generation of Nmnat1 conditional
knockout mice

Frozen Nmnat1tm1a(EUCOMM)Wtsi embryos on a
C57BL/6N background were obtained from the
International Mouse Phenotyping Consortium
(IMPC; MGI ID 1913704) and were recovered at
UT Southwestern’s Transgenic Core Facility. All
mice were housed and maintained at UT South-
western’s Animal Resource Center. The reporter
cassette was removed by crossing Nmnat1tm1a/tm1a

mice with FLP recombinase-expressing B6.129S4-
Gt(ROSA)26Sortm2(FLP*)Sor/Jmice (The JacksonLab-
oratory, stock no. 012930). After removing the re-
porter cassette, the resultingNmnat1loxP/+micewere
self-crossed to generate homozygousNmnat1loxP/loxP

progeny. Toproducemicewith aTamoxifen-inducible
conditional allele of Nmnat1 (Nmnat1loxP/loxP;
CAG-cre/ERT2), Nmnat1loxP/loxP mice were crossed
with transgenicmice containing aCAG-cre/ERT2
cassette[B6.Cg-Tg(CAG-cre/Esr1*)5Amc/J;TheJackson
Laboratory, stock no. 004682]. All of the mouse
genotypes were confirmed by short-range PCR,
using PCR primers listed in the supplementary
materials.
All of the studies with mice were performed

according to IACUC guidelines under a protocol

approved by UT Southwestern’s Animal Use
Committee.

Isolation of SVF cells from white
adipose tissue

SVF cells were isolated as described previously
(41). Briefly, 4- to 6-week-old male mice (2 mice
per condition) were sacrificed and the inguinal
white adipose tissue (WAT) was collected. The
WAT was washed, pooled, minced, and digested
for 2 hours at 37°C in 10 ml of digestion solution
[100 mM HEPES pH 7.4, 120 mM NaCl, 50 mM
KCl, 5 mM glucose, 1 mM CaCl2, 1 mg/ml colla-
genase D (Roche, 11088858001), and 1.5% BSA].
The digested WAT tissue was filtered through a
100-mm cell strainer to remove undigested tissue,
and 30 ml of SVF cell culture medium [10% FBS,
1%penicillin/streptomycin inDMEM/F12,GlutaMAX
(Life Technologies, 10565-018)]was added to dilute
the digestion buffer. The flow-through was centri-
fuged for 5min at 600g to collect the SVF cells. The
cell pellet was resuspended in 10ml of SVF culture
medium, and passed through a 40-mmcell strainer
to remove clumps of cells and large adipocytes. The
cells were collected again by centrifugation at 600g
for 5 min, resuspended in SVF culture medium
(5 ml per 2 mouse equivalents), and plated in a
6-cm-diameter collagen-coated culture dish until
well attached.

Cell culture and differentiation

SVF cells (16, 17) were grown in SVF culture
medium until confluent and were then cultured
for 2 more days under contact inhibition. The
cells were then treated for 2 days with an adi-
pogenic cocktail (MDI), including 0.5 mM IBMX
(3-isobutyl-1-methylxanthine; Calbiochem, 410957),
1 mM dexamethasone (Sigma, D4902), and
5 mg/ml insulin (Sigma, I-5500). Subsequently,
the cells were cultured in medium containing
5 mg/ml insulin for the indicated times before
collection.
3T3-L1 cells (15) andNIH/3T3 cellswere obtained

from the American Type Cell Culture (ATCC, CL-173
and CRL-1658, respectively) and were mycoplasma-
free. They were maintained in DMEM (Cellgro,
10-017-CM) supplemented with 10% fetal bovine
serum (AtlantaBiologicals, S11550) and 1%penicillin/
streptomycin. For the glucose titration experiments,
the 3T3-L1 cells were grown in DMEM without
glucose (Life Technologies, 11966-025). For the
induction of adipogenesis, the 3T3-L1 cells were
grown to confluence and then cultured for 2more
days under contact inhibition. The cells were then
treated for 2 days with anMDI adipogenic cocktail
containing 0.25 mM IBMX, 1 mM dexamethasone,
and 10 mg/ml insulin. Subsequently, the cells were
cultured in medium containing 10 mg/ml insulin
for the indicated times before collection. For the
induction of adipogenesis in NIH/3T3 cells, 1 mM
Rosiglitazone (Sigma, R2408) was added to pro-
mote the differentiation process.
293T cells were obtained from the ATCC (CRL-

3216) and were mycoplasma-free. They were
maintained in DMEM (Cellgro, 10-017-CM) sup-
plemented with 10% fetal bovine serum and 1%
penicillin/streptomycin.
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MCF-7 cells, kindly provided by Benita Katzenel-
lenbogen (University of Illinois, Urbana-Champaign),
were cultured in minimal essential medium
(MEM; Sigma, M1018) supplemented with 5%
calf serum (Sigma, C8056), 1% penicillin/strepto-
mycin (Gibco, 15140122), and 25 mg/ml gentamicin
(Gibco, 15710064).
MCF10A (CRL-10317), MDA-MB-231 (HTB-26),

and SH-SY5Y (CRL-2266) cells were obtained
fromATCC.MCF10A cells were cultured inmam-
mary epithelial cell culture kit (Lonza, CC-2551B)
and MDA-MB-231 cells were cultured in RPMI
1640 (Sigma, R8758) supplemented with 10%
fetal bovine serum and 1% penicillin/streptomycin.
SH-SY5Y cells were cultured in DMEM (Cellgro,
10-017-CM) supplemented with 20% fetal bovine
serum and 1% penicillin/streptomycin.

Cell treatments

3T3-L1 or SVFwere exposed to various treatments
and culture conditions for the experiments de-
scribed herein. For treatment with NMN (1 mM
or 5 mM; Sigma, N3501), MG-132 (10 mM, Sigma,
M7449), or 2-deoxy-D-glucose (5 mM; Sigma,
D8375), the cells were grown until confluent and
then pretreated with either compound for 2 hours
prior to the addition of the MDI cocktail. The cells
were then differentiated in medium with MDI in
the presence of NMN or 2-deoxy-D-glucose for
the indicated times before collection. For differ-
entiation longer than 2 days, the compounds were
added to the medium with MDI for 2 days, then
removed when changing culture medium. For
SIRT1 inhibition, the cellswere treatedwith 10 mM
Sirtinol (Calbiochem, 566320) for 48 hours before
collection.For theDox-inducible system,we treated
the cells with 1 mg/ml (for NAD+ sensors and Dox-
inducible knockdown) or 250ng/ml (forNMNAT-2
overexpression) Dox for 48 hours. For NAMPT in-
hibition, we treated the cells with 50 nM FK866
(Sigma,F8557) for48hours.ForTamoxifen-inducible,
Cre-mediated Nmnat1 deletion, Nmnat1loxP/loxP;
CAG-CreERT2 SVF cells were cultured until
confluent and were then treated with 1 mM
4-hydroxytamoxifen (4-OHT; Sigma, H7904)
for 2 days before the induction of adipogenesis,
as described above.

Antibodies

The custom rabbit polyclonal antiserum against
PARP-1 used forWestern blotting andChIP assays
was generated by using a purified recombinant
antigen comprising the amino-terminal half of
PARP-1 (42) (now available from Active Motif;
cat. no. 39559). The custom rabbit polyclonal anti-
serumagainstNMNAT-1was raised against purified
recombinanthumanandmouseNMNAT-1 (Pocono
Rabbit Farm and Laboratory). The custom recom-
binant antibody-like anti-poly-ADP-ribose binding
reagent (anti-PAR) was generated and purified
in-house (now available from EMD Millipore,
MABE1031). The other antibodies used were as
follows: C/EBPb (Santa Cruz, sc-150X), NMNAT-2
(Abcam, ab56980), b-Tubulin (Abcam, ab6046),
SIRT1 [custom rabbit polyclonal antiserum
raised against mouse SIRT1 (35)], acetyl-p53
K379 (Cell signaling, #2570), p53 (Cell signaling,

#2524), H4K16Ac (Millipore, 07-329), Histone
H4 (Millipore, 07-108), rabbit IgG (Invitrogen,
10500C), goat anti-rabbit HRP-conjugated IgG
(Pierce, 31460), andgoat anti-mouseHRP-conjugated
IgG (Pierce, 31430).

Molecular cloning to generate
expression and knockdown vectors
shRNAs targeting Nmnat1, Parp1,
and NMNAT2

shRNAconstructs targetingmouseNmnat1mRNA
(TRCN0000111435, TRCN0000335596) andcontrol
shRNA (SHC002) were purchased from Sigma.We
generated an shRNA construct targeting mouse
Parp1 mRNA by cloning a double-stranded oligo-
nucleotide (5′-GGGCAAGCACAGTGTCAAA-3′) into
the pLKO.1 vector (SHC001), which confers puro-
mycin resistance. Dox-inducible shRNA sequences
targetinghumanNMNAT2mRNAwerepurchased
from Dharmacon (V3THS400729, V3THS400730,
V3THS_400733) andwere cloned individually, along
with a corresponding control shRNA targeting
luciferase, into the pTRIPZ vector using a double-
stranded oligonucleotide (5′-AGATATGGGCTGAA-
TACAAATC-3′).

RNAi-resistant Nmnat1
expression constructs

cDNAwas prepared by extracting total RNA from
3T3-L1 cells using Trizol (Invitrogen, 15596026),
followed by reverse transcription using superscript
III reverse transcriptase (Invitrogen, 18080051)
and an oligo(dT) primer according to manufac-
turer’s instructions. Nmnat1 cDNA was then
amplified from the cDNA library and cloned into
the pBabe-neo (Addgene, 1767) retroviral expres-
sion vector using the primers listed in the sup-
plementary materials. cDNAs for an RNAi-resistant
mutant and a catalytically inactive mutant (W170A)
were generated by site-directed mutagenesis
using Pfu Turbo DNA polymerase (Agilent,
600250) with the primers listed in the supple-
mentary materials.

Quantitative cpVenus-based NAD+

sensor constructs

Expression vectors for cpVenus-based nuclear and
cytoplasmic NAD+ sensors and their corresponding
cpVenus-only controls (20) were kindly provided
by M. Cohen and R. Goodman. DNA coding for
the sensors or controls was amplified from the
expression vectors provided using the primers
listed in the supplementary materials and then
cloned into the pINDUCER20 lentiviral Dox-
inducible expression vector (Addgene, plasmid
no. 44012) (43) using Gibson assembly (NEB,
E2621).

Dox-inducible Nmnat2
expression constructs

cDNAwas prepared as described above.Nmnat2
cDNAwas then amplified from the cDNA library
and cloned into pINDUCER20 lentiviral Dox-
inducible expression vector using the primers
listed in the supplementary materials. A cat-
alytically inactive Nmnat2 mutant (H24D) was
generated by site-directedmutagenesis using Pfu

Turbo DNA polymerase using the primers listed
in the supplementary materials.

Generation of cell lines with stable
knockdown or ectopic expression

Cells were transduced with either lentiviruses or
retroviruses for stable knockdown or ectopic ex-
pression. We generated lentiviruses by transfec-
tion of the pLKO.1 constructs described above,
together with: (i) an expression vector for the
VSV-G envelope protein (pCMV-VSV-G, Addgene
plasmid no. 8454), (ii) an expression vector for
GAG-Pol-Rev (psPAX2, Addgene plasmidno. 12260),
and (iii) a vector to aid with translation initiation
(pAdVAntage, Promega) into 293T cells using
GeneJuice transfection reagent (Novagen, 70967)
according to the manufacturer’s protocol. The
resulting viruses were collected in the culture
medium, concentrated by using a Lenti-X con-
centrator (Clontech, 631231), and used to infect
cells.
Retroviruses were generated by transfection of

the pMSCV constructs described above, together
with an expression vector for the VSV-G envelope
protein (pCMV-VSV-G), into Phoenix Ampho cells
using GeneJuice transfection reagent (Novagen,
70967) according to the manufacturer’s protocol.
The resulting viruses were used to infect.
Stably transduced cells were selected with

puromycin (Sigma, P9620; 2 mg/ml) or G418
sulfate (Sigma, A1720; 1 mg/ml).

Knockdown of Nmnat2 using siRNAs

Commercially available siRNA oligos targeting
Nmnat2 (Sigma, SASI_Mm01_00083355, SASI_
Mm01_00083356, and SASI_Mm01_00083357)
were transfected at a final concentration of 20 nM
using LipofectamineRNAiMAX reagent (Invitrogen,
13778150) according to the manufacturer’s instruc-
tions. All experiments were performed 48 hours
after siRNA transfection.

Preparation of cell lysates and
Western blotting

3T3-L1 and SVF cells were cultured and differ-
entiated as describe above. The cells were then
washed twice with ice-cold PBS and lysed with
Lysis Buffer (20 mM Tris-HCl pH 7.5, 150 mM
NaCl, 1 mM EDTA, 1 mM EGTA, 1% NP-40, 1%
sodium deoxycholate, 0.1% SDS) containing
1 mM DTT, 250 nM ADP-HPD (Sigma, A0627; a
PARG inhibitor to prevent PAR chain cleavage
during extraction), 10 mMPJ34 (a PARP inhibitor
to prevent PAR synthesis during extraction), and
1x complete protease inhibitor cocktail (Roche,
11697498001). Formeasuring SIRT1 activity, 10mM
sodiumbutyrate (a class I/II HDAC inhibitor) and
10 mM Sirtinol (a sirtuin inhibitor) were added to
the lysate to prevent deacetylation during extrac-
tion. For the chromatin fractions, lysed cells were
sonicated in Lysis Buffer to solubilize the chro-
matin. For the nuclear and cytoplasmic fractions,
the cells were first resuspended in Isotonic Buffer
(10 mM Tris-HCl pH 7.5, 2 mM MgCl2, 3 mM
CaCl2, 0.3 M sucrose, 1 mMDTT, and 1x complete
protease inhibitor cocktail), incubated on ice for
15 min, and lysed by the addition of 0.6% IGEPAL
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CA-630 detergentwith gentle vortexing. The nuclei
from the lysed cellswere pelleted by centrifugation,
and the supernatant was collected as the cyto-
plasmic fraction. The pelleted nuclei were resus-
pended in Nuclear Extraction Buffer (50 mM
Tris-HCl pH 7.4, 500 mM NaCl, 1 mM EDTA, 1%
IGEPAL CA-630, 1 mM DTT, and 1x complete
protease inhibitor cocktail) to produce the nu-
clear lysate. All lysates were incubated on ice for
30 min for extraction and then centrifuged to
clarify. The supernatants were collected, run on a
6% polyacrylamide-SDS gel (for PARP-1 and PAR
analyses) or a 10% polyacrylamide-SDS gel (for
NMNAT-1, C/EBPb, NMNAT-2, b-tubulin), and
transferred to a nitrocellulose membrane. The
membraneswere blockedwith 5%nonfatmilk in
TBST and incubatedwith the primary antibodies
described above in 1% nonfat milk in TBST, fol-
lowed by anti-rabbit HRP-conjugated IgG (1:5000)
or anti-mouseHRP-conjugated IgG (1:3000).West-
ern blot signals were detected using an ECL detec-
tion reagent (Thermo Fisher, 34077, 34095).

GTEx tissue expression analyses

The expression profiles of NMNAT1 and NMNAT2
in different human tissues was determined based
on RPKM values using GTEx (44) (www.gtexportal.
org/home/)withdbGaPStudyAccessionphs000424.
v6.p1 (www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/
study.cgi?study_id=phs000424.v6.p1).

RNA isolation and RT-qPCR

3T3-L1 cells or SVF cells were seeded at ~2 × 105 cells
per well in 6-well plates and treated as described
above. For tissue RNA isolations, 6- to 8-week-old
C57BL/6 male mice were used. The cells and tis-
sues were collected and total RNA was isolated
using Trizol Reagent (Invitrogen) according to the
manufacturer's protocols. Total RNA was reverse
transcribed using oligo (dT) primers and MMLV
reverse transcriptase (Promega) to generate cDNA.
The cDNA samples were subjected to qPCR using
gene-specific primers, as described below. For
the reverse transcription quantitative real-time
PCR (RT-qPCR) analyses, “relative expression”was
determined in comparison to a value from the
first biological replicate of the control sample.
Target gene expression was normalized to the
expression ofTbpmRNA (mouse) orRPL19mRNA
(human). The normalized value from the first
biological replicate of the control sample was set
to 1 and all the rest of the values, including the
values from other biological replicate of controls,
were plotted against it. All experiments were per-
formed a minimum of three times with indepen-
dent biological replicates to ensure reproducibility
and a statistical significance of at least P < 0.05.
Statistical differences between control and ex-
perimental samples were determined using the
Student’s t test. All experimental groups that
were compared had similar variance as deter-
mined by the standard deviation of the biolog-
ical replicates within each group.

ChIP-qPCR

3T3-L1 cells were cultured, differentiated, and
treated as described above in 15-cm-diameter

plates. ChIP was performed as described previ-
ously (45, 46), with slight modifications. Briefly,
the cells were cross-linked with 1% formalde-
hyde in PBS for 10 min at 37°C and quenched in
125 mM glycine in PBS for 5 min at 4°C. Cross-
linked cells were then collected by centrifugation
and lysed in Farnham Lysis Buffer (5 mM PIPES
pH 8.0, 85 mMKCl, 0.5%NP-40, 1 mMDTT, and
1x complete protease inhibitor cocktail). A crude
nuclear pellet was collected by centrifugation,
resuspended in Sonication Buffer (50mMTris-HCl
pH 7.9, 1% SDS, 10mMEDTA, 1 mMDTT, and 1x
complete protease inhibitor cocktail), and soni-
cated to generate chromatin fragments of ~300 bp
in length. The soluble chromatin was clarified by
centrifugation, diluted 1:10 with Dilution Buffer
(20mMTris-HCl pH 7.9, 0.5% Triton X-100, 2 mM
EDTA, 150 mMNaCl, 1 mMDTT, and 1x complete
protease inhibitor cocktail) and pre-cleared with
protein A agarose beads.
The pre-cleared sampleswere used in immuno-

precipitation reactions with antibodies against
C/EBPb or with rabbit IgG (as a control) with
incubation overnight at 4°C. The samples were
washed with Low Salt Wash Buffer (20 mM
Tris-HCl pH 7.9, 2 mM EDTA, 125 mM NaCl,
0.05% SDS, 1% Triton X-100, 1 mMaprotinin, and
1 mM leupeptin), High Salt Wash Buffer (20 mM
Tris-HCl pH 7.9, 2 mM EDTA, 500 mM NaCl,
0.05% SDS, 1% Triton X-100, 1 mMaprotinin, and
1 mMleupeptin), LiClWash Buffer (10mMTris-HCl,
pH 7.9, 1 mM EDTA, 250 mM LiCl, 1% NP-40, 1%
sodium deoxycholate, 1 mM aprotinin, and 1 mM
leupeptin), and 1x Tris-EDTA (TE). The immuno-
precipitated genomic DNA was eluted in Elution
Buffer (100 mM NaHCO3, 1% SDS), digested with
proteinase K and RNase H to remove protein and
RNA, respectively, and then extractedwith phenol:
chloroform:isoamyl alcohol. The ChIPed genomic
DNA was subjected to qPCR using gene-specific
primers,asdescribedbelow.Theimmunoprecipitation
of genomicDNAwas normalized to the input. All
experiments were performed a minimum of three
times with independent biological replicates to
ensure reproducibility anda statistical significance
of at least P < 0.05. Statistical differences between
control and experimental samples were deter-
minedusing the Student’s t test. All experimental
groups that were compared had similar variance
as determined by the standard deviation of the
biological replicates within each group.

qPCR

qPCRwas performed as described previously (47).
Briefly, cDNA or ChIPed DNA samples were
mixed with 1x SYBR Green PCRmaster mix and
primers (forward and reverse, 250 nM), andwere
then subjected to 45 cycles of amplification (95°C
for 10 s, 60°C for 10 s, 72°C for 1 s) following an
initial 5 min incubation at 95°C using a Roche
LightCycler 480384-well detection system.Melting
curve analyses were performed to ensure that only
the targeted amplicon was amplified. All qPCR-
based experiments were performed a minimum
of three times with independent biological repli-
cates to ensure reproducibility and a statistical
significance of at least P < 0.05. Statistical differ-

ences between control and experimental samples
were determined using the Student’s t test. All
experimental groups that were compared had
similar variance as determined by the standard
deviation of the biological replicates within each
group. The sequences of the primers are listed in
the supplementary materials.

RNA-seq
Generation of RNA-seq libraries

Two biological replicates of control,Nmnat1, and
Parp1 knockdown 3T3-L1 cells were differenti-
ated as described above. Total RNA was isolated
using the RNeasy kit (Qiagen) according to the
manufacturer’s instructions. The total RNA was
then enriched for polyA+ RNA using Dynabeads
Oligo(dT)25 (Invitrogen). The polyA+ RNA was
then used to generate strand-specific RNA-seq
libraries as described previously (48). The RNA-seq
libraries were subjected to QC analyses (i.e., num-
ber of PCR cycles required to amplify each library,
the final library yield, and the size distribution of
final library DNA fragments) and sequenced using
an Illumina HiSeq 2000.

Analysis of RNA-seq data

The raw data were subjected to QC analyses using
the FastQC tool (49). The readswere thenmapped
tomouse genome (mm10) using the spliced reader
aligner TopHat version 2.0.13 (50). Transcriptome
assembly was performed using cufflinks v.2.2.1
(51) with default parameters. The transcripts were
merged into two distinct, nonoverlapping sets
using cuffmerge, followed by cuffdiff to call the
differentially regulated transcripts. The signifi-
cantly (P < 0.05) regulated genes upon Nmnat1 or
Parp1 knockdown compared to control knockdown
at the indicated time points were used to find the
commonly regulated gene set. Similar analyses
were performed with published RNA-seq data
sets (GSE57415, GSE29899).

Linking transcription factors to gene
regulation using PCHi-C data

In order to determine the transcription factors
that bind upstream of the NMNAT-1 and PARP-1
commonly regulated genes, we queried publicly
available ChIP-seq data sets for C/EBPb, STAT5A,
RXRa, C/EBPd, and GR (NCBI GEO accession
number GSE27826) (19) and the called peaks from
these data sets were lifted over to mm10. To deter-
mine which transcription factors interact with the
promoters of PARP-1 and NMNAT-1 co-regulated
genes, raw sequence reads from published PCHi-C
data (GSE95533) (18) were processed using the
HiCUPpipeline (52), whichmaps the positions of
di-tags against themouse genome (mm10), filters
out experimental artifacts (e.g., circularized reads
and re-ligation products), and removes all dupli-
cate reads. Hicpipe (53), version 0.9 was used to
correct the PCHi-C contact maps using the re-
striction enzyme site HindIII and the mapped
paired reads. A custom script (available from
W.L.K. upon request) was used to define all the
interactions between the promoters and the
transcription factor binding sites. The genomic
loci interacting with the promoters of genes
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co-regulated by Nmnat1 and Parp1 knockdown
were compared to the individual transcription
factor ChIP-seq peaks to identify the promoter-
transcription factor binding site interactions.
The number of NMNAT-1 and PARP-1 regulated
genes containing significant ChIP-seq peaks of the
specified transcription factors at their interacting
genomic loci were divided by the total number of
NMNAT-1/PARP-1 co-regulated genes to deter-
mine the percent of co-regulated gene promoters
interacting with each transcription factor.
To determine the expression levels of the

genes whose promoters interact with C/EBPb
binding sites, we first identified C/EBPb binding
sites using ChIP-seq data (GSE27826) and then
determined all the promoters interacting with
these binding sites using PCHI-C (GSE95533).
Among these gene promoters, we took only the
genes expressed in 3T3-L1 cells (FPKM > 1) during
differentiation. The expression level of these genes
(determined by RNA-seq) in control, Nmnat1 and
Parp1 knockdown 3T3-L1 cells at day 2 or 4 was
compared to the control knockdown at day 0 to
calculate the fold change for each gene. Up-regulated
genes were defined as fold change greater than 1. All
custom scripts are available by request fromW.L.K.

Genomic data sets

The newRNA-seq generated for this study can be
accessed from the NCBI’s Gene Expression Omni-
bus (GEO) repository (www.ncbi.nlm.nih.gov/geo/)
using the accession number GSE96764.

Intracellular lipid staining
BODIPY staining

3T3-L1 cells were seeded on sterile cover slips in
24-well plates and differentiated as described
above. The cells were rinsed twice with 1x PBS
and fixed with 4% paraformaldehyde. The fixed
cells were washed twice with 1x PBS and stained
with 1 mg/ml of BODIPY 493/503 (Life Technol-
ogies, D3922) for 10 min. The cells were then
washed three times with 1x PBS and counter-
stained with 1 mM TO-PRO-3 (Life Technologies,
T3605) for 2 min. The cover slips were then
mounted onto glass slides with VECTASHIELD
Mounting Medium (Vector Laboratories, H-1000).
Confocal images were acquired using a Leica SP2
confocal microscope.

Oil Red O staining

3T3-L1 cells were cultured in 6-well plates and
differentiated as described above. After 8 days of
differentiation, the cells were rinsed twice with
1x PBS and fixedwith 4%paraformaldehyde. The
fixed cells were washed with water and incubated
in 60% isopropanol for 5min. After incubation, the
isopropanol was removed and replaced with 0.3%
Oil-red-O working solution for 5 min. The Oil Red
O working solution was prepared by diluting a
stock solution (0.5% in isopropanol; Sigma, O1391)
with water (3:2).

Measurement of total intracellular
NAD+ levels

3T3-L1 cells were cultured and differentiated as
described above. For NAD+ measurements, the

cells were harvested with 0.5 M perchloric acid
and neutralized with and equal volume of 0.55M
of K2CO3. The samples were then centrifuged
and the supernatants were collected for metab-
olite measurement. Total intracellular NAD+ or
NADH levelsweremeasured using aNAD+/NADH
colorimetric assay kit (Cyclex, CY-1253) following
the manufacturer’s instructions. For the NAD+

measurement, “relative level”was determined in
comparison to a value from the first biological
replicate of the control sample. A value from the
first biological replicate of the control sample
was set to 1 and all the rest of the values were
plotted relative to that.

Determination of nuclear and
cytoplasmic NAD+ levels using
cpVenus-based sensors

3T3-L1 cells expressing nuclear or cytoplasmic
NAD+ sensors and their corresponding cpVenus-
only controls were used to measure changes in
subcellular NAD+ levels. The cells were treated
with 1 mg/ml Dox to induce expression of the
sensors for 48 hours prior to the experiment. The
NAD+ sensor experiments were performed as
described previously (20), with details provided
below.

Purification of sensor proteins

Expression vectors for the sensors and their
corresponding cpVenus-only controls (described
above) were transfected into 293T cells using
lipofectamine 3000 (Thermo Fisher, L3000015) fol-
lowing the manufacturer’s protocol. After 48 hours,
the cells were washed twice with ice-cold PBS
and collected via centrifugation. Whole cell ex-
tracts were prepared from the cells expressing
the cytoplasmic sensor or the corresponding cyto-
plasmic control by resuspending the cells in Lysis
Buffer [50 mM Tris-HCl pH 7.4, 150 mM NaCl,
1 mM EDTA, 0.5% IGEPAL CA-630, 1 mM DTT,
and 1x complete protease inhibitor cocktail
(Roche)], incubating them for 30 min at 4°C,
and then clarifying the lysate by centrifugation.
Extracts were prepared from the cells expressing
the nuclear sensor or the corresponding nuclear
control, by resuspending the cells in Isotonic
Buffer (10mMTris-HCl pH 7.5, 2 mMMgCl2, 3 mM
CaCl2, 0.3 M sucrose, 1 mMDTT, and 1x complete
protease inhibitor cocktail), incubating them on
ice for 15 min, and lysing them by the addition of
0.6% IGEPAL CA-630 detergent with gentle
vortexing. The nuclei from the lysed cells were
collected by centrifugation, resuspended in Nuclear
Extraction buffer (50 mM Tris-HCl pH 7.4, 150 mM
NaCl, 1 mMEDTA, 1% IGEPAL CA-630, 1 mMDTT,
and 1x complete protease inhibitor cocktail), and
incubated for 30 min at 4°C. The resulting nuclear
extract was clarified by centrifugation. Both the
whole cell and nuclear extracts were incubated
with anti-FLAG M2 affinity gel (Sigma, A2220)
at 4°C for 4 hours to allow binding of the FLAG-
tagged sensors and controls. The resin was washed
five times in either the Lysis Buffer or the Nuclear
Extraction Buffer, respectively, for 10 min at 4°C
with constant mixing. The proteins were eluted
with 500 mg/ml of 3x FLAG peptide (Sigma, F4799)

made in wash buffer. The eluates were dialyzed in
Dialysis Buffer (100 mM Tris-HCl pH 7.4, 150 mM
NaCl, 1 mM EDTA, 0.5 mM DTT, 100 mM PMSF,
and 20% glycerol). The concentrations of the protein
solutions were measured using Bradford assays.
The purity of the sensor and control proteins
was confirmed by SDS-PAGEwith subsequent silver
staining using a Pierce silver staining kit (Thermo
Fisher, 24600) following themanufacturer’s protocol.

Measurement of in vitro fluorescence
changes using spectroscopy

Purified sensor and control proteins (250nM)were
incubated with the indicated amount of NAD+ in
total reaction volume of 75 ml. The samples were
incubated at RT for 15 min and the fluorescence
was measured using a Spark 20M plate reader
(Tecan). Excitation and emission spectra were
488 nm and 530 nm, respectively, with slit widths
of 5 nm band pass for the excitation and 10 nm
band pass for the emission. A standard curve was
generated using the ratio of fluorescence values
(sensor fluorescence/cpVenus fluorescence), which
were fitted to a sigmoidal regression model using
GraphPad Prism 7.

Imaging

3T3-L1 cells were seeded on chambered cover slips
(ThermoFisher, 155411) and cultured in FluoroBrite
media (Thermo Fisher, A1896701) supplemented
with 10% FBS (TET tested; Atlanta Biologicals,
S103050) and 1% penicillin/streptomycin. Images
were acquired using an inverted Zeiss LSM 780
confocal microscope affixed with a 37°C, 5% CO2
incubator. To measure NAD+-dependent fluores-
cence changes, both the sensor and its corresponding
cpVenus-only control were imaged with excita-
tion at 488 nm and emission at 525 nm. The
signal levels from the sensors and the controls
were measured with excitation at 405 nm and
emission at 525 nm.

Image analysis

We used Image J software to subtract background,
set thresholds, select the regions of interest (ROIs),
and quantify fluorescence intensity. Ratiometric
analyses (488/405 nm) of the sensor versus control
were used to normalize sensor expression levels
and to analyze the changes in subcellular NAD+

levels. To generate a pixel-by-pixel ratiometric
images, we used a custom MATLAB program
(available by request fromW.L.K.). Average ratio-
metric values for the undifferentiated 3T3-L1
cells were defined as 1, and the rest of the data
were normalized accordingly.

Flow cytometry

3T3-L1 cells were cultured and differentiated as
described above. For flow cytometry analysis,
the cells were trypsinized and triturated with
FluoroBrite media containing 10% FBS and 1%
penicillin/streptomycin. The data were collected
on a BD Biosciences LSR II flow cytometer. The
cells were gated using forward scatter (FSC) and
side scatter (SSC) for the live cells and then further
gated on both SSC and FSC width to ensure that
individual cells were analyzed. FITC (excitation
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488 nm, emission 530/30 nm) and BV510 (exci-
tation 405 nm, emission 525/50 nm) were used
for the sensor and control fluorescence. For the
nuclear control, cytoplasmic sensor, and cyto-
plasmic control, we analyzed 1 × 104 cells. For
the nuclear sensor, we analyzed 5 × 104 cells due
to lower expression levels of the sensor. 3T3-L1
cells without fluorescent protein were used as a
negative control to set a threshold for the analysis.
The data were analyzed with FlowJo software and
sensor/control ratiometric analyseswereperformed
using a derived function on the software. Cells with
high levels of sensor or control signals (about 5 ×
103 cells per condition in each biological repli-
cates) were subjected to ratiometric analysis (488/
405 nm) to obtain the values for each cell.
Geometric mean fluorescence intensity of the
ratio was determined for each condition, and
the values for sensor were divided by the values
for the corresponding cpVenus-only control to
account for any pH effects [sensor (488/405)/
cpVenus (488/405)] (20). Changes in subcellular
NAD+ levels were analyzed by normalizing the
values relative to undifferentiated or vehicle treated
3T3-L1 cells. All experiments were performed a
minimum of three times with independent bio-
logical replicates to ensure reproducibility and a
statistical significance of at leastP<0.05. Statistical
differences between control and experimental
samplesweredeterminedusingANOVAorStudent’s
t test. All experimental groups that were compared
had similar variance as determined by the stan-
dard deviation of the biological replicates within
each group.

Permeabilization of cells to NAD+

3T3-L1 cells expressing a sensor and the cor-
responding cpVenus-only control were cultured as
described above. To generate NAD+ dose-response
curves for the sensors, the cells were trypsinized
and suspended with FluoroBrite media containing
10% FBS and 1% penicillin/streptomycin. The
cells were then permeabilized with 0.001% digitonin
while exposed to the indicated amounts of NAD+

with incubation at RT for 15 min. The samples
were subjected to flow cytometry and analyzed
as described above. All of the values were plotted
relative to the values obtained using 10 mMNAD+

from 8 replicates. For image analysis, the cells
were cultured in chambered cover slips as described
above. After acquiring images for untreated con-
ditions, 0.001%digitonin and the indicated amount
of NAD+ were added to the media, equilibrated for
15min to obtainNAD+-dependent changes in signal.
The images were analyzed as described above.

Quantification of intracellular NAD+ levels

To determine the intracellular NAD+ levels, the
standard curve generated from the NAD+ per-
meabilization assays described above were fitted
to a sigmoidal regression model using GraphPad

Prism 7 y ¼ minþ max�min
1þ10ðlogIC50�cÞ x Hillslope

h in o
. The

ratiometric values relative to 10 mM NAD+ were
entered into the equation as a y value to calculate
the intracellular (nuclear or cytoplasmic) NAD+

levels. An average of 32 replicates from 11 in-

dependent experiments were interpolated to ob-
tain values for x. Tomeasure the changes inNAD+

levels under different experimental conditions,
the fluorescence ratio wasmeasured using flow
cytometry, as described above, and normalized
to the control conditions (e.g., undifferentiated
3T3-L1). The NAD+ concentrations were then
determined from the standard curve using ratio-
metric values in comparison to the values from
undifferentiated 3T3-L1. For the estimation of
cytoplasmic NAD+ levels at 8 hours postdiffer-
entiation uponNmnat2 knockdown, the fluores-
cence ratio was measured using flow cytometry
as described above, and the relative NAD+ level
compared to the control knockdown was deter-
mined. The estimated NAD+ concentration was
calculated based on the assumption that the cyto-
plasmic NAD+ concentration at 8 hours postdif-
ferentiation in control knockdown cells were
similar to themeasured cytoplasmic NAD+ levels
in 3T3-L1 cells at 8 hours of differentiation.

Analysis of metabolic flux

3T3-L1 cells were grown to confluence, and then
grown for another 2 days under contact inhibi-
tion. Induction of adipogenesis was achieved as
described above until indicated time points. To
quantify different mass isotopomers of intracellular
citrate by GC/MS (54), the cells were washed
with PBS and incubated in medium containing
an isotopically enriched nutrient (i.e., D[U-13C]
glucose and unlabeled glutamine for measuring
glucose flux) for 1 min or 5 min. Labeled cells
were then rinsed with ice-cold 0.9% saline and
lysed with three freeze-thaw cycles in cold 50%
methanol/50%water. The lysateswere centrifuged
to remove precipitated proteins and a standard
(50 nmol of sodium 2-oxobutyrate) was added.
The sampleswere then evaporated and derivatized
using tertbutyldimethylsilyl (TBDMS, Sigma) (55).
One microliter of the derivatized sample was
injected into an Agilent 6970 gas chromatograph
equipped with a fused silica capillary GC column
and networked to an Agilent 5973 mass selective
detector. Retention times of citrate were validated
using pure standards. The abundance of the cit-
rate ions was monitored atm/z 459, pyruvate at
m/z 174-177, and lactate atm/z 261-264. The mea-
sured distribution of mass isotopomers was cor-
rected for the natural abundance of 13C. M+2
indicates the percent enrichment of citrate, two
carbons of which were 13C-labeled, providing a
measure of glucose flux through the TCA cycle.

Analysis of lactate secretion

3T3-L1 cells were cultured in 6-well plates as de-
scribed above. siRNAs were transfected 48 hours
prior to the experiments and the cells were dif-
ferentiated as described above for the indicated
times. The media was collected and the assay
was performed using a glycolysis cell-based assay
kit (Cayman Chemical, 600450) following the
manufacturer’s instructions.

NMNAT2 expression in cancer cells

The expression profiles of NMNAT2 in differ-
ent cancer cells was determined based on TPM

values from the Cancer Cell Line Encyclopedia
(CCLE). CCLE data was downloaded from the
web-based omics platformOASIS (http://www.
oasis-genomics.org/).

Cell proliferation assays

SH-SY5Y cells expressing Dox-inducible shRNAs
targeting luciferase or NMNAT2were plated at a
density of 1 × 105 cells per well in 6-well plates
andwere induced using 1 mg/ml doxycycline added
to themedium(Day0).After 24hours, themedium
was removed and replaced with fresh medium
containing 1 mg/ml of doxycycline. The cells were
grown until the indicated time points, with re-
placement of the medium every 48 hours. The
cells were then fixed with 10% formaldehyde and
stainedwith0.1%crystal violet in 75mMphosphoric
acid. After washingwith a copious amount ofwater,
the crystal violet was extracted from the cells using
10% acetic acid and measured as absorbance at
562 nm.
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High-resolution cryo-EM analysis of
the yeast ATP synthase in a
lipid membrane
Anurag P. Srivastava,* Min Luo,* Wenchang Zhou, Jindrich Symersky, Dongyang Bai,
Melissa G. Chambers, José D. Faraldo-Gómez, Maofu Liao,† David M. Mueller†

INTRODUCTION: The mitochondrial adeno-
sine triphosphate (ATP) synthase is the enzyme
responsible for the synthesis of more than 90%
of the ATP produced by mammalian cells un-
der aerobic conditions. The chemi-
osmoticmechanism, proposed by
Peter Mitchell, states that the en-
zyme transduces the energy of a
proton gradient, generated by the
electron transport chain, into the
major energy currency of the cell,
ATP. The enzyme is a large (about
600,000Da, in themonomer state)
multisubunit complex,with awater
soluble complex (F1) that contains
three active sites and amembrane
complex (Fo) that contains the pro-
ton translocation pathway, princi-
pally comprised of the a subunit
and a ring of 10 c subunits, the c10-
ring (10 in yeast, 8 in mammals).
F1 has a central rotor that, at one
end, is within the core of F1 and, at
the other end, is connected to the
c10-ring of Fo. During ATP synthe-
sis, the c10-ring rotates, driven by
themovement of protons from the
cytosol to the mitochondrion, and
in turn, the rotor rotates within F1
in steps of 120o. The rotation of the
rotor causesconformational changes
in the catalytic sites,which provides
the energy for the phosphorylation
of adenosine diphosphate (ADP),
as first proposed in the binding-
change hypothesis by Paul Boyer.
The peripheral stalk acts as a stator
connecting F1 with Fo and prevents
the futile rotation of F1 as the rotor
spins within it.

RATIONALE: Structural studies of
theATP synthasehavemade steady
progress since the structure of the
F1 complex was described in pio-
neeringworkby JohnWalker.How-
ever, obtaining a high-resolution

structure of the intact ATP synthase is chal-
lenging because it is inherently dynamic. To
overcome this conformational heterogeneity,
we locked the yeast mitochondrial rotor in a

single conformation by fusing a subunit of the
stator with a subunit of the rotor, also called
the central stalk. The engineered ATP synthase
was expressed in yeast and reconstituted into
nanodiscs. This facilitated structure determi-
nation by cryo–electronmicroscopy (cryo-EM)
under near native conditions.

RESULTS: Single-particle cryo-EM enabled us
to determine the structures of the membrane-

embeddedmonomericyeast
ATP synthase in the pres-
ence and absence of the
inhibitor oligomycin at
3.8- and 3.6-Å resolution,
respectively. The fusion be-
tween the rotor and stator

caused a twisting of the rotor and a 9° rotation of
the c10-ring, in the direction of ATP synthesis,
relative to the putative resting state. This twisted
conformation likely represents an intermediate

state in the ATP synthesis reaction
cycle. The structure also shows two
proton half-channels formed largely
by the a subunit that abut the c10-
ring and suggests a mechanism
that couples transmembrane pro-
tonmovement to c10-ring rotation.
The cryo-EM density map indicates
that oligomycin is bound to at least
four sites on the surface of the Fo
c10-ring that is exposed to the lipid
bilayer; this is supported by binding
free-energymolecular dynamics cal-
culations. The sites of oligomycin-
resistantmutations in the a subunit
suggest that changes in the side-
chain configuration of the c subunits
at the a-c subunit interface are trans-
mitted through the entire c10-ring.

CONCLUSION: Our results pro-
vide a high-resolution structure of
the complete monomeric form of
the mitochondrial ATP synthase.
The structure provides an under-
standing of themechanism of inhi-
bition by oligomycin and suggests
how extragenicmutations can cause
resistance to this inhibitor. The ap-
proach presented in this study paves
the way for structural characteriza-
tion of other functional states of the
ATP synthase, which is essential for
understanding its functions in phys-
iology and disease.▪
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Structure of the monomeric yeast ATP synthase, as determined by
cryo-EM, shown as a ribbon diagram.The subunits are shown in different
colors. The F1 complex is located at the top center and is composed of six
subunits forming a nearly spherical structure and three subunits comprising
the central stalk, or rotor. The Fo complex is located at the bottom, with
the identity of the c10-ring clearly seen. The peripheral stalk, or stator, is
on the left, and the rotor is in the center of the molecule, extending into F1.
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High-resolution cryo-EM analysis of
the yeast ATP synthase in a
lipid membrane
Anurag P. Srivastava,1* Min Luo,2* Wenchang Zhou,3 Jindrich Symersky,1

Dongyang Bai,1 Melissa G. Chambers,2 José D. Faraldo-Gómez,3

Maofu Liao,2† David M. Mueller1†

Mitochondrial adenosine triphosphate (ATP) synthase comprises a membrane embedded
Fo motor that rotates to drive ATP synthesis in the F1 subunit. We used single-particle
cryo–electron microscopy (cryo-EM) to obtain structures of the full complex in a lipid
bilayer in the absence or presence of the inhibitor oligomycin at 3.6- and 3.8-angstrom
resolution, respectively. To limit conformational heterogeneity, we locked the rotor in a
single conformation by fusing the F6 subunit of the stator with the d subunit of the rotor.
Assembly of the enzyme with the F6-d fusion caused a twisting of the rotor and a
9° rotation of the Fo c10-ring in the direction of ATP synthesis, relative to the structure of
isolated Fo. Our cryo-EM structures show how F1 and Fo are coupled, give insight into
the proton translocation pathway, and show how oligomycin blocks ATP synthesis.

T
he mitochondrial adenosine triphosphate
(ATP) synthase is composed of two distinct
molecular motors, F1 and Fo (Fig. 1 and
Movie 1). F1 includes three catalytic sub-
units around a central rotor that rotates

to effect ATP synthesis. Fo is a transmembrane
proton turbine that includes the c10-ring, a ring
of 10 c subunits, which rotates in steps of 36° as
it moves protons from the cytosol to the matrix
space, down an electrochemical gradient (1). The
c10-ring in Fo is physically coupled to the rotor in
F1, and therefore, proton translocation drives
the synthesis of ATP. F1 is held in place by a
peripheral stator that prevents the rotation of
the body of F1 and restricts the wobbling of its
central rotor relative to the c10-ring. Relative to
the stator, the F1 rotor can be in three distinct
positions (rotomers), whereas a revolution of
the c10-ring involves 10 discrete steps. This com-
bination of 120° steps of the rotor and 36° steps
of the c10-ring results in multiple conformations
of the ATP synthase during the reaction cycle.
Furthermore, the ATP synthase can form homo-
dimers (2–4), which further increases the number
of possible conformations of the enzyme complex,
making the analysis of the reaction mechanism

on a molecular level challenging. Here we have
used a genetic method to restrict the number of
conformations, allowing us to study the mono-
meric form of the yeast ATP synthase. We re-
constituted the monomeric enzyme complex into
a lipid bilayer formed in nanodiscs to enable
structural analysis under near native conditions.
To restrict the number of conformations, we

genetically fused subunit F6 of the stator to the
d subunit of the rotor. The subunits were linked
by T4 lysozyme, giving a final fusion of H2N-F6–
lysozyme-d–CO2H (fig. S1). The mitochondrial
leader peptide from the b subunit (ATP2) was
added to direct the import of the protein into the
mitochondria, and the expression was controlled
with the ATP2 transcriptional elements. The
plasmid containing this fusion was integrated
into the genome of a yeast strain that is devoid
of the genes encoding F6 (ATP14) and the d sub-
unit (ATP16). The gene encoding ATP2 was also
deleted in the strain, but this was complemented
by integration of a vector into the genome that
contains the b subunit with a His6 tag on the
amino terminus, allowing rapid purification of
the enzyme.
We performed single-particle cryo–electron

microscopy (cryo-EM) analysis on the nanodisc-
reconstituted ATP synthase both with and with-
out the inhibitor oligomycin. Three preparations
of nanodiscs (5) were used, which differed in
their lipid content (see methods). Overall, the
cryo-EM density that gave rise to the model of
the F1Fo ATP synthase was more complete un-
der the conditions with oligomycin than with-
out, but the structures were similar. Thus, we
will confine the discussion of the overall struc-
ture to the structure with bound oligomycin.

To allow analysis of the proton translocation
mechanism, the refinement was focused on Fo,
which improved resolution of this region but
also resulted in poorer resolution of the other
parts of the enzyme. For the Fo regions, we com-
pare the structures with and without bound
oligomycin.

Overall structure of the ATP synthase

The cryo-EM structures of the yeast ATP synthase
in nanodiscs were determined to overall reso-
lutions of 3.6- and 3.8-Å for the entire enzyme
complex in the absence or presence of oligo-
mycin, respectively (see Fig. 2, Table 1, and figs.
S1 to S5). The EM density for Fo is weaker and
of lower resolution than that of F1, likely owing
to flexibility between these domains. Hence, Fo-
focused three-dimensional (3D) classification
and refinement improved the resolution and
map quality. In the presence of oligomycin, the
flexibility of the ATP synthase was reduced, re-
sulting in better EM density for Fo and the stator
and a greater number of residues in Fo with well-
defined side-chain densities. The resolution var-
ied between subunits and within subunits. Most
residues in the F1 subunits display excellent side-
chain density, whereas the stator and Fo subunits
showed varying resolutions.Many good side-chain
densities could be seen for most of the compo-
nents present in the cryo-EM structures, includ-
ing the central stalk and c10-ring. The secondary
structural elements are also well resolved for
the stator components. We were able to trace
27 chains in the density (Fig. 3A, Movie 2, and
Table 2). The only chains that we did not see are
those involved in dimerization of the ATP syn-
thase (as this is themonomer form). The density
for the T4 lysozyme molecule used to fuse F6
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Fig. 1. Subunit composition and architecture
of the monomeric yeast ATP synthase. The
subunits are shown in a variety of colors to allow
identification.The chain number or letter used in
the PDB code is shown in parentheses. There
are three a (red) and three b (blue) subunits that,
with the g (bl/gn, blue-green), d (magenta), and
e (yellow) subunits, form F1. The rotor is com-
prised of the g, d, and e subunits of F1. The core
of Fo is comprised of the a subunit and the
c10-ring. The subunits of the stator are as shown.
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with d is seen in one of the cryo-EM maps from
3D classification (fig. S3C). Low-resolution den-
sity for the lipid nanodisc clearly delineates the
membrane-embedded regions of Fo (Fig. 2).
There are three catalytic sites in F1, each of

which cycles between three states. In the first high-
resolution crystal structure of the F1 ATPase, the
sites were occupied with adenosine diphosphate
(ADP) or ATP and one site was empty, and thus they
were named DP, TP, and E, respectively (Table 2)
(6). The asymmetry of the catalytic sites is deter-
mined by the relative position of the g subunitwith-
in F1. In our cryo-EM structures, the rotor is in a
single orientation, and the asymmetry of the cata-
lytic sites is conserved. In this orientation, the stator
bridgesFowithF1 along thenoncatalytic site formed
by chains B (aTP) and E (bDP). There is contact be-
tween subunit d of the stator with aTP (chain B).

The F1 domain

The conformation of the yeast F1 domain in the
cryo-EM structures is nearly identical to that ob-
served in the crystal structures of yeast F1 (7) or
yeast F1-c10 (8, 9), which also revealed the three
distinct states of the catalytic sites DP, TP, and E.
When we superimpose yeast F1 onto the struc-
ture of yeast F1Fo, we see that the rotor formed
by the g, d, and e subunits is twisted by about 9°
in the direction of the rotation that leads to ATP
synthesis (Fig. 3B). The twisting starts at about
g-Ile271, which is in direct contact with the collar
formed by the a and b subunits (6). At the bot-
tom of the rotor, this twisting results in a dis-
placement of about 5.6 Å in residues in the d
subunit. This displacement continues into the
c10-ring and causes a commensurate rotation of the
c10-ring relative to the a subunit in Fo (Fig. 3C). Al-
though we believe that the constraint of the central
stalkwith the stator canmimic the twisting of the
central stalk during the reaction cycle, this is a
first approximation and has not been proven.

The stator domain

The stator (peripheral stalk) is composed of sub-
units OSCP (oligomycin sensitivity conferral pro-
tein), b, d, F6, f, i/j, and 8. Subunits OSCP, b, d, f,
and F6 primarily serve as structural components
of the stator. However, subunits b, d, f, i/j, and 8
are either embedded or attached to the mem-
brane and are part of the complex purified as Fo;
they may have a role in proton movement in
addition to a structural role in forming the stator.
Subunits b and d are similar to their homologs in
the crystal structure of bovine subunits F6, b, and
d [Protein Data Bank (PDB) 2CLY] (10); however,
yeast F6 displays differences from bovine F6,
including an additional helix (residues 76 to 91) at
the C terminus, which adds additional interac-
tions with the b and d subunits. Modeling of the
domains of stator subunits that are part of Fo and
embedded or bound to the membrane was aided
by the high-resolution cryo-EM structure of yeast
Fo (PDB 6B2Z) (11), and we did not see any major
differences as compared to the reported structure.
The OSCP subunit anchors the stator at the

top of F1. As partially seen in the structure of
the enzyme from the yeast Pichia angusta (12),

the N terminus of the three a subunits interact
to stabilize the binding of OSCP to the top of F1
(fig. S7). The helix in aTP (chain B) formed from
BLys4 to BAsn26 interacts with helices from F6
and the b subunit (fig. S7, region I). Furthermore,
the three-helix bundle formed by residues B462
to B509 interact with two helices of the d subunit
from residues 3 to 48, and a cluster of residues
in OSCP ranging from 160 to 168 as well as resi-

due 122 (region I). Residues in a random coil from
aDP (chain C, Gln6 to Ser22) run under and interact
with OSCP (fig. S7, region III). The helix formed
from residues Lys4 to Lys19 in aE (chain A) in-
teracts with a helix and turn in OSCP formed by
residues Thr46 to His78 (fig. S7, region IV). Thus,
the N terminus of each a subunit makes specific
contributions to the stabilization of the anchoring
of OSCP to the top of F1.
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Fig. 2. Cryo-EM 3D reconstruction of nanodisc-embedded yeast ATP synthase bound with
oligomycin. Three side views of the 3D reconstruction filtered to 3.8-Å resolution and rotated by
120° around the y axis. All subunits are differently colored. Blue lines indicate the membrane
boundaries, as observed by the EM density of the lipid nanodisc.

Table 1. Statistics of the cryo-EM structures presented in this study.

Category ATP synthase
ATP synthase

with oligomycin

Cryo-EM data collection and processing
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Electron microscope Polara Polara
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Voltage (kV) 300 300
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Electron dose (e–/Å2) 41 41
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Physical pixel (Å) 1.23 1.23
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of movies 5,935 2,896
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of particles 541,568 346,399
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

F1Fo Fo F1Fo Fo. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of particles for final map 160,937 109,206 104,280 104,280
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution (Å) 3.6 4.1 3.8 4.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Map B-factor (Å2) –100 –180 –100 –200
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Model refinement
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of protein residues 5,094 1,224 5,094 1,224
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of side chains 5,061 1,198 5,061 1,199
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of atoms 38,814 9,179 38,814 9,434
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Geometric parameters (root mean square deviation)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Bond length (Å) 0.007 0.008 0.009 0.003
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Bond angle (°) 1.026 1.309 1.119 1.354
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ramachandran statistics
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Residues favored (%) 93.87 92.95 92.18 92.95
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Residues allowed (%) 5.93 6.59 7.62 7.05
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Residues disallowed (%) 0.20 0.46 0.20 0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rotamer outliers (%) 0.15 3.23 0.36 0.21
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

MolProbity score 1.89 2.57 1.91 2.56
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

EMRinger score 1.61 0.94 1.55 0.91
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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The Fo domain

Fo is embedded in the inner membrane of the
mitochondria. Our cryo-EM map showed clear
density for the lipid bilayer in the nanodiscs
(Figs. 1 and 4A). The cryo-EM density indicates
that the bilayer spans about 37 Å, approximately
from Pro49 to Phe74 on the outer helices of the c
subunits. Phe74 is the last residue in helix 2 (res-
idues 42 to 74) and is considerably shorter than
helix 1 (residues 1 to 40).
The a subunit is adjacent to the c10-ring and

contributes to form the proton-conduction path-
way from the cytosolic side of the mitochondria
to protonation sites in the c10-ring and from these
sites to the matrix space (13–15). The protonation
and deprotonation events at the interface be-
tween the a subunit and the c10-ring couple the
translocation of protons to the rotation of the
c10-ring and thus effect ATP synthesis. We ob-
tained the near-atomic resolution Fo maps for
the enzyme without bound oligomycin and with
oligomycin, and the structural models from these
maps are nearly identical. This suggests that oli-

gomycin binding does not alter the overall struc-
ture of Fo.
The structure of the c10-ring is nearly iden-

tical to that observed in a crystal structure of
the isolated ring (16). (We have numbered the c
subunits relative to the a subunit, with c1Glu59

corresponding to the first c subunit that has in-
teractions with the a subunit. The c subunits are
numbered sequentially in the direction of rota-
tion during ATP synthesis; refer to Fig. 3C.) Glu59

is the proton acceptor and donor that is re-
sponsible for net proton movement during the
catalytic cycle. The side chain of Glu59 has been
shown to be in one of two conformations: a
“closed” conformation, which was suggested to
represent the protonated form when in the mem-
brane, and an “open” conformation, which was
proposed to be present only at the a-c interface
and to represent the state in which protonation
and deprotonation occurs (16, 17). We see four
instances where Glu59 is in the open conforma-
tion in the membrane phase, suggesting that the
closed conformation is not a necessary conforma-

tion of the protonated side chain in the mem-
brane phase (fig. S8).
The structure of dimeric yeast Fo was solved

by cryo-EM after stripping off F1 by using NaBr
(11). This structure likely represents the “ground
state,” as it is free from strain caused by assem-
bly of the F1Fo ATP synthase complex. We super-
imposed the Fo region from the ground state
onto the Fo region from our native structures
using the a and b subunits as the anchor (Fig. 3C).
This analysis indicates that the c10-ring of the
native structure, relative to the a subunit, is rotated
about 9° in the direction of ATP synthesis, as com-
pared to the ground state. This is consistent with
the rotation that we observed in the F1 rotor, when
comparing our structure to that of F1 alone.
Arg176 of the a subunit is the only residue that

is strictly conserved (13) (fig. S9). It has been
proposed that Arg176 prevents the short-circuiting
of protons in the proton pathway (18) as well as
acting as a positive pole for attraction of the
charged Glu59 (14). In the isolated Fo structure
(11) (the ground state structure), atoms in the cor-
responding side chains of Arg176 and the closest
Glu59 (c2Glu59) are separated by 5 to 7.5 Å, whereas
in our structure, the side chains move closer, to
within 3.8 Å (Fig. 3D). Extrapolation on the
movement of the c10-ring in the direction of ATP
synthesis would predict an even closer configu-
ration of Arg176 and Glu59, thereby creating a
potential contributing force for rotation of the
c10-ring. This attractive force will be much re-
duced once the ionized cGlu59 is protonated.

The proton pathway

During ATP synthesis, protons transit from the
cytosolic side of the mitochondrial membrane
to protonate the c-subunit Glu59 closest to Arg176

(c2Glu59), thereby releasing this interaction. Pro-
tons must be released from c1Glu59 into the
matrix space (Fig. 4A), although not necessarily
in concert with protonation, enabling this side
chain to engage Arg176 following a 36° step. The
hydrophilic spaces that provide pathways for
protons from the cytosol and then to the matrix
space, allowing protonation and later depro-
tonation of cGlu59, are referred to as half-channels.
Figure 4 and Movie 3 show the putative half-
channels from the cytoplasm and to thematrix.
Their location and identification is consistent
with recent reports (11, 19–21). The matrix-side
half-channel is most obvious at the a-c interface,
where the side chains of a number of residues
appear to form a hydrophilic cavity that extends
from c1Glu59 to the surface of themembrane phase
(Fig. 4, A, C, and D). aGlu162 is an important, but
not essential, residue in this pathway (13). The
matrix half-channel extends up to the point that
wehavedetermined tobe theedgeof themembrane.
By contrast, the cytoplasmic half-channel is formed
by residues in the f, b, and a subunits. The proton-
conduction pathway appears to include aHis185 and
aGlu223 (Fig. 4, A and B). The proton-conduction
pathway proceeds between helices 5 and 6 of the a
subunit. aHis185 and aGlu223 are interchanged in the
enzymes from other species but remain in compara-
blepositions (fig. S9).Theprotonationof cGlu59 likely
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Fig. 3. Overall structure of the yeast ATP synthase. (A) Molecular model of the F1Fo ATP synthase
based on the cryo-EM density map.The subunits are color coded and labeled as follows: 1) OSCP, 2) F6, 3)
b subunit, 4) a subunit, 5) d subunit, 6) f subunit, 7) a subunit, 8) c10-subunit ring, 9) a3b3 core, 10) d
subunit, 11) e subunit, 12) g subunit, and 13) i/j subunit. (B) Superimposition of the crystal structure
of the yeast F1 domain (magenta) onto the cryo-EM structure of yeast F1Fo ATP synthase (gray).Three
rotor subunits (g, d, and e subunits) are displaced by a twisting in the counterclockwise direction.
(C) Superimposition of the cryo-EM structure of yeast Fo (magenta, in the absence of F1) onto the
current structure of F1Fo (gray).The c10-ring is rotated by about 9° in the counterclockwise direction
(the direction of ATPsynthesis).The numbers indicate the c subunits numbered sequentially in the direction
of rotation during ATP synthesis, relative to the a subunit. (D) Relative position of aArg176 and the nearest
cGlu59 in the structure of yeast Fo (magenta) and F1Fo (gray).The distance between the side chains of
aArg176 and cGlu59 is reduced from about 5.0 to about 3.8 Å with the rotation of the c10-ring by 9°.
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occurs in the transition from c2Glu59 to c3Glu59

and, in doing so, eliminates any charge interac-
tion between aArg176 and cGlu59.

Possible role of aGlu162 and aGlu223

A requirement for a proton donor or acceptor
in the reaction pathway is that the value of the
pKa (where Ka is the acid dissociation constant)
of the donor and acceptor should be around
the pH of the medium. The pH of the cytosol
is around 7.0, whereas that of the matrix space
during active ATP synthesis is around 8.0. Thus,
the pKa of the carboxyl of cGlu

59 should be around
7.0 at the a-subunit interface to be an effective
proton carrier. If the pKa of the carboxyl was
the standard value in water, 5.0, then the car-
boxyl would rarely be in the protonated state,
and rotation would be severely impeded during
ATP synthesis. Although a low pKa would allow
the release of the proton to the matrix space
during ATP synthesis, it would impede the reversal
of the ATP synthase reaction—ATP hydrolysis—
which is a fundamental feature of the enzyme.
Thus, the pKa of the cGlu59 must be around 7.0
at both the sites for protonation and deproton-
ation to occur during ATP synthesis and hydrol-
ysis. Although there is a report that the pKa of
the c-ring carboxylate is 7.0 (22), these measure-
ments were not made under native conditions
nor measured in the intact enzyme. On the basis
of the structure, we suggest that aGlu162 and
aGlu223 may play a role in shifting the pKa of
cGlu59. Residue aGlu162 is highly conserved across
species. The corresponding residue inMycobacteria
is aGln172, but just one turn away is a pair of
glutamate residues, thus functionally conserving
the role of aGlu162 (fig. S9). The cGlu59 carboxyl
nearest to aGlu162 (c1Glu59) (Fig. 4B) is thus likely
to be the proton-releasing site. Rotation of the
c10-ring by about 9° places c1Glu59 about 4 Å
from aGlu162 (fig. S10). On the cytosolic side,
aGlu223 is in a dyad interaction with aHis185;
this pair is nearly strictly conserved and likely
to serve as an intermediate proton-binding site
(fig. S9). Rotation of the c10-ring by about 27°,
facilitated by the deprotonation of c1Glu59, could
bring c2Glu59 close enough to interact with aGlu223,
with multiple bridging water molecules. These
interactions of aGlu162 and aGlu223 with the side
chain of cGlu59 have the potential to shift the
pKa of the side-chain cGlu59 up to around 7.0,
where it needs to be to act as an effective proton-
transfer group. There is precedence for glutamate-
glutamate interactions and histidine-glutamate
interactions altering the pKa of carboxylates to
around 7.0 (23–26). This hypothesis is consistent
withbiochemical data that showthat replacements
at these two positions alter the magnitude of the
potential gradient that the enzyme can create with
the hydrolysis of ATP (13, 27, 28). Of course, this
is still hypothetical, and proof will require the
structure determination of multiple intermediate
states of the reaction cycle.

Inhibition by oligomycin

The crystal structure of the isolated yeast c10-ring
with bound oligomycin has been determined at

1.9 Å (PDB 4F4S) (29). Oligomycin was shown to
bind to the c10-ring with the inhibitor spanning
the outer helices of two adjacent c subunits and
centered over cGlu59. It has been unclear whether
oligomycin would bind to the c10-ring in a lipid

environment or to alternative sites in the ATP
synthase. The cryo-EM analysis here shows den-
sities at four sites on the c10-ringwherewemodeled
four oligomycin molecules (oligo1 to oligo4) (span-
ning c5c6, c6c7, c7c8, and c8c9); these densities are
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Table 2. Summary of subunit composition, chain names, and residues in this model. The DP,

TP, and E sites in F1 are composed of chains C and D, B and F, and A and E, respectively.

Subunit Alias Total number

of residues

Molecular

mass (kDa)

Role Sector Chain Modeled residues

a 510 54.9 catalytic F1 A to C 4 (or 6) to 510
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

b 478 51.1 catalytic F1 D to F 6 (or 7) to 478
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

g 278 30.6 catalytic F1 G 1 to 278
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

d 138 14.6 catalytic F1 H 7 to 138
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

e 61 6.1 catalytic F1 I 1 to 59
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

OSCP 5 195 20.9 structural stator Y 7 to 172
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

a 6 249 25.1 H+ transfer Fo X 26 to 249
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

b 4 209 23.3 dual Fo Z 53 to 207
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

c 9 76 7.76 H+ transfer Fo K to T 1 to 75 (or 76)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

d 7 173 19.7 structural stator 7 3 to 173
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

f 95 10.6 dual Fo U 1 to 85
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

i j 59 6.7 H+ transfer Fo J 1 to 37
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

F6 92 10.4 structural stator 6 4 to 92
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

8 A6L 48 5.8 structural stator 8 7 to 48
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Fig. 4. Model of Fo and the proton pathways. (A) Overall model of Fo with subunits a, b, c, and f
displayed. The aqueous phase is also displayed with a light blue coloring. The postulated proton
pathways for the entry from the intermembrane space and exit to the matrix are shown with salmon-
colored arrows. The protonation pathway during ATP synthesis is a path formed by subunits f, b,
and a, with the final course formed by helices 5 and 6 (labeled) of the a subunit. (B) Side view of
the entry pathway for protons during ATP synthesis, with key residues indicated (see text for
discussion). (C) View from the top side of the proton pathway for proton exit to the matrix. (D) View
of proton pathway from the exit site, showing helices 5 and 6 of the a subunit and the c10-ring.
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positioned in the membrane phase and at the
same position where oligomycin was seen to
bind in the crystal structure of the c10-ring (29)
(Fig. 5A). The density map for oligo1 to oligo4
suggests that there is some variation in the bind-
ing strength at each site. This may reflect slight
differences in the conformation of the main and
side chains at each binding site. There is alsoweak
density at c4c5, which is at the edge of the a-c
interface, but the best fit to the density with an
oligomycin molecule (oligo5) places oligomycin
in a much different binding mode as compared
to those in the other sites (fig. S11). Furthermore,
the conformation of oligo5, asmodeled, is largely
different from that observed previously. Likely,
the weak density attributed to oligo5 is due in
part to surrounding lipid molecules. Thus, we
believe that this, at best, represents a minor
binding mode.
To test the hypothesis that oligomycin can bind

in a stable mode to the c10-ring in a membrane
environment, we evaluated the free energy of for-
mation of this complex using all-atom molecular
dynamics simulations (fig. S12). This binding
free energy can be defined as DGb = –kBT lnN +
DGint + DGr + DGt, where kB is the Boltzmann
constant, T is temperature, N is the number of
available binding sites on the c10-ring, DGint is
the free-energy difference between the associ-
ated and dissociated complex, and DGr and DGt

are the free-energy penalties due to the loss of
rotational and translational entropy of the in-
hibitor upon binding, respectively. The values
calculated from the simulation data are (de-
tailed in methods) DGint = –6.6 kcal/mol, DGr =
+1.6 kcal/mol, and DGt = +4.4 kcal/mol, where
the latter assumes that the mole fraction of oli-
gomycin in the membrane is 0.01. For N = 7
(that is, the number of c subunits exposed to the
membrane), the resulting value of the binding
free energy, DGb = –1.7 kcal/mol, implies that oli-
gomycin is about 20 times more likely to be
bound to the c10-ring than free in the lipid bilayer.
(Note that DGt would be reduced for higher oli-
gomycin densities, and thus binding would be
more favorable. For a mole fraction of 0.05,
DGt is +3.5 kcal/mol, and DGb would range from
–2.7 kcal/mol forN = 7 to –1.5 kcal/mol forN = 1,
which translate into binding probabilities rang-
ing from 90:1 to 10:1.) This energetic analysis
hence supports the conclusion that oligomycin
binds to the c10-ring subunits exposed to the
lipid bilayer. All available data therefore suggest
that oligomycin inhibits the enzyme by first bind-
ing to the c10-ring and thus impairs its rotation
against subunit a. Likely, the c subunit with bound
oligomycin is sterically prevented from entering
the a-c interface, but, if it did, it would be unable
to either release the bound proton or accept a
proton during the catalytic cycle.

There are three sites reported in the a subunit
where mutations cause yeast to be resistant to
oligomycin. The mutations conferring resist-
ance are Ile161→Met; Ser165→Thr, Cys, or Tyr; and
Leu222→Phe (30). The sites are mapped onto
the model for Fo (Fig. 5, B to D). This poses a
paradox, in that these mutations map to loca-
tions that are separated by as many as 61 res-
idues along a single a helix and distant from
the binding sites mapped on the c10-ring. How-
ever, the resistance-forming residues all face the
c10-ring and are positioned almost at the center
of the region where oligomycin is known to bind,
though not at those specific sites. These bulky
replacements in the a subunit will disrupt the
c10-ring at the point of their interaction but, in
doing so, also disturb the interaction between
the neighboring two c subunits. We propose
that the disruption in the conformation of the
c10-ring, possibly just on the surface, is propa-
gated through all c subunits, thereby allowing
a stable c10-ring and altering the conformation
of all oligomycin binding sites. As such, the con-
formation of the wild-type c subunit (represented
here as cOS) is converted to a conformation that
is resistant to oligomycin, cOR. However, for a c10-
ring to form, each subunit must have identical con-
tacts between the c10-ring, and thus c1O

Rc9O
S gets

converted to c10O
R (where the subscript represents

the number of c subunits) in the presence of the
oligomycin-resistance mutation in the a subunit.
This suggests that the conformation of the c10-ring
surface is plastic, in that it can assume new stable
forms that allow it to function. This represents a
mechanism that differs from allosteric interactions
as they are normally thought of in relationship to
enzyme regulation.

Materials and methods
Yeast strains and plasmids

Yeast wild type, USY006 (Mata, ade2-1, his3-
11,15, leu2-1, trp1-1, ura3-52, atp2::LEU2, pRS304-
ATP2H6::TRP1) and yeastwith F6d fusion, DMY741
(Mata, ade2-1, his3-11,15, trp1-1, ura3-52, can1R100,
atp2::loxP, atp7::loxP, atp1::KANR, F6d::LEU2,
ATP2-H6::TRP1, ATP1::URA3) were used throughout.
pMSP1E3D1 (31) was a gift from Stephen Sligar
(Addgene plasmid # 20066) and was transformed
into BL21 (DE3) Gold (Agilent, Santa Clara, CA).
Plasmid pRK792 (32) (to express TEV protease)
was a gift fromDavidWaugh (Addgene plasmid #
8830). The yeast was grown in a 60l fermentor in
semisynthetic media with the glucose concentra-
tion controlled to about 0.2% (33). Bacteria were
grown in LB media.
The parent strain for DMY741 was W303-1A

(Rodney Rothstein via Alex Tzagoloff, Columbia
University). Strain DMY741 was developed by se-
quentially deleting out the genes (34), ATP1, ATP2,
ATP7, and ATP16 and then introducing the genes
on plasmids containing ATP1, ATP2 with a His6
tag, and the fusion construct contain subunit F6
(ATP7), T4-lysozyme, and the d subunit (ATP16).
The fusion construct wasmade by total synthesis
of the DNA (Genscript, Piscataway, NJ). The DNA
sequence that encoding T4 lysozyme was codon
optimized for expression in yeast andwas flanked
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Fig. 5. Inhibition of the ATP synthase by oligomycin. (A) Model of oligomycin bound to the Fo.
The electron density (shown at 4.5 s) fitted with a model of an oligomycin molecule (magenta) at
four superimposable positions on the c10-ring. (B) Positions of residues in the a subunit at which
replacements can confer resistance to oligomycin. The three residues Ile161, Ser165, and Leu222 in the
a subunit are positioned at the interface between subunits c1c2 and c3c4 and directly in line with
cGlu59 (C) and (D). This position is precisely where oligomycin binds when the site is exposed to the
membrane bilayer. (C) Side view of the residues in the a subunit. (D) Positions of residues in
c subunits that interact with oligomycin. The c-subunit residues colored orange (Ala56, Ala60, Leu63,
Phe64, and Leu66) are a subset of residues that provide binding interactions with oligomycin (29).
(Three of the c subunits are shaded darker gray.)
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by two NarI sites that added Gly-Ala to the N and
C termini of lysozyme. The assembled gene was
used in a “gap repair” reaction to introduce it into
the gene encoding the b subunit such that it was
inserted just behind the codons encoding the
mitochondrial leader peptide on the 5′ end and
then at the stop codon on the 3′ end of the gene,
as described (35). The fusion gene was subcloned
into the integrating vector, pRS304 (36) and trans-
formed (37) into the yeast strain.

Biochemistry

We chose to incorporate the yeast ATP synthase
into nanodiscs as this is under near native con-
ditions and the oligomycin binding site is at the
surface of the c10-ring in the membrane phase.
Yeast ATP synthasewas purified essentially as de-

scribed except a Co-affinity column was substituted
for the Ni-affinity column (33). For reconstitution of
the ATP synthase into nanodiscs, the enzymewas
purified only through the Co-affinity column.
The membrane scaffolding protein (MSP),

MSP1E3D1, was expressed in BL21-Gold (DE3)
strain (Agilent, Santa Clara, CA) as described
(38) with the following changes. After binding
to the MSP to the Ni-column, the column was
washed with five column volumes of WB (40 mM
Tris-Cl, 0.3 M NaCl, 25 mM imidazole, 6 M
guanidinium hydrochloride, 5 mM e-amino
caproic acid and 5 mM benzamidine HCl, 1 mM
PMSF, pH 8.0) and then the MSP was eluted
with 40 mM Tris-Cl, 0.3 M NaCl, 0.4 M imid-
azole, 6 M guanidinium hydrochloride, 5 mM
e-amino caproic acid and 5 mM benzamidine
HCl, 1 mM PMSF, pH 8.0. The buffer was ex-
changed with a HiPrep 26/10 desalting column
(GE Healthcare, Uppsala, Sweden) equilibrated
with 25 mM Tris-Cl, 0.15 M NaCl, 1 mM EDTA,
pH 8.0. The MSP was digested with TEV pro-
tease at 30°C for 6 hours [TEV/MSP ratio was
1/100 (mg/mg)]. The TEV digestion reaction mix-
ture was passed through a HiPrep 26/10 desalt-
ing column (GE Healthcare, Uppsala, Sweden)
equilibrated with WB containing 75 mM imid-
azole (WBI). The MSP was loaded onto Ni+2-
column equilibrated with WBI. The fractions
containing protein that did not bind to the col-
umn were collected, pooled together, and dialyzed
against storage buffer (25 mM Tris-Cl, 0.1 M NaCl,
pH 8.0) at 4°C. The protein concentration of
MSP1E3D1, was determined using the extinction
coefficient of 26,930 M −1 cm−1 at 280 nm (38).
MSP1E3D1 was lyophilized and stored at –20°C.
For reconstitution of F1Fo into nanodiscs, we

used three different lipid preparations. In the
case of the structural analysis in the absence of
oligomycin, we used nanodiscs prepared form
total polar E. coli lipids spikedwith ergosterol at
a ratio of 3:1 on a molar basis, and we also used
1,2-dimyristoyl-sn-glycero-3-phosphocholine
(DMPC). For the structure in the presence of
oligomycin, we used 1-palmitoyl-2-oleoyl-sn-glycero-
3-phosphocholine (POPC) mixed with cardio-
lipin (C:18) (CL), at a ratio of 3:1 by weight. The
lipids were (obtained from Avanti Polar Lipids,
Alabaster, Al) dissolved in chloroform, and stored
under argon at –80°C.

The most improved method for reconstitu-
tion is reflected in the preparation using POPC:
CL. In this procedure, the lipids were added to a
glass test tube and the chloroform was removed
with a gentle stream of nitrogen. The sample was
placed under vacuum for overnight to remove the
residual chloroform. The lipids were dissolved in
20 mM Tris-Cl, 0.15 M NaCl, pH 7.4 with 60 mM
DDM with the aid of a water bath sonicator.
Solubilized lipid was mixed with MSP1E3D1 and
F1Fo ATP synthase at a molar ratio of 120:15:2.5
(lipid:MSP:F1Fo) and the mixture was incubated
at 30°C for 1 hour with constant agitation. To
initiate nanodisc assembly, Amberlite XAD-2
(Sigma Aldrich, Milwaukee, WI) beads (0.6 g/ml,
final) were added and the mix was incubated
at 30°C for 24 hours with constant agitation.
Adsorbent beads were added in three batches;
in first batch 8% of total beads were added
and the reaction was incubated for 6 hours; in
the second batch, additional 10% of total beads
were added and the reaction mix was incubated
for another 16 hours; in the final step of ad-
dition, the final 82% of total beads were added
and the reaction was incubated for another
2 hours. For reconstitution using E. coli total
polar lipids or DMPC, the adsorbent beads were
added in four batches, 25% of the total beads
per hour for a total of 4 hours. The beads were
removed and the reaction mixture was purified
on a Superose-6 (GE Healthcare, Uppsala, Sweden)
size exclusion column equilibrated with 20 mM
Tris-Cl, 50 mM sucrose, 4 mM MgSO4, 1 mM
EDTA, 0.25 mM ADP, 0.15 M NaCl, 5 mM e-amino
caproic acid and 5 mM benzamidine HCl, 1 mM
PMSF, pH 8.0. The buffer was exchanged using
a centrifugal column (39) (1 ml) using Bio-Gel
P-6 (Bio-Rad, Hercules, CA) and buffer contain-
ing, 20 mM Tris-Cl, 4 mM MgSO4, 1 mM EDTA,
0.25 mM ADP, 0.15 M NaCl, 5 mM e-amino
caproic acid and 5 mM benzamidine HCl, 1 mM
PMSF, pH 8.0. The specific activity (u/mg) and
percent oligomycin sensitive ATPase using wild-
type enzyme was 10:42, 59:78, and 55:85% for
reconstitution using E. coli polar lipids, DMPC
an POPC/CL, respectively.

Cryo–electron microscopy
data acquisition

Purified yeast F1Fo reconstituted in nanodiscs at
the concentration of 1 mg/ml (2.5 ml) was applied
to a glow-discharged Quantifoil holey carbon grid
(1.2/1.3, 400 mesh), and blotted for 3 s with ~91%
humidity before plunge-freezing in liquid ethane
using a Cryoplunge 3 System (CP3, Gatan). For
cryo-EM of F1Fo with oligomycin, 60 mM stock
solution of oligomycin in dimethyl sulfoxide was
added to a final concentration of 30 mM, and
incubated on ice for 30min. Themixture (2.5 ml)
was applied to a grid, blotted and plunge-frozen.
Cryo-EM data were recorded on a 300-kV Polara
electron microscope (FEI) at Harvard Medical
School.All cryo-EMmoviesweremanually recorded
with a K2 Summit direct electron detector (Gatan)
in super-resolution counting mode using UCSF-
Image4 (40). Details of the EM data collection
parameters are listed in Table 1.
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Movie 1. The architecture of the monomeric
form of the yeast ATP synthase.

Movie 2. Rotation of ATP synthase around
the x and y axes.

Movie 3. Views of the proton entry pathway
and then the proton exit pathway.
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EM image processing

EMdata were processed as previously described
(41). Dose-fractionated super-resolution movies
collected using the K2 Summit direct electron
detector were binned over 2 × 2 pixels, and sub-
jected to motion correction using the program
MotionCor2 (42). A sum of all frames of each
image stack was calculated following a dose-
weighting scheme, and used for all image-
processing steps except for defocus determination.
CTFFIND4 (43) was used to calculate defocus
values of the summed images from all movie
frames without dose weighting. Particle picking
was performed using a semi-automated procedure
with SAMUEL and SamViewer (44). Two- and
three-dimensional (2D and 3D) classification and
3D refinement were carried out using “relion_
refine_mpi” in RELION (45). Masked 3D classifi-
cation focusing on Fo with residual signal sub-
traction was performed following a previously
described procedure (46). All refinements followed
the gold-standard procedure, in which two half
data sets were refined independently. The overall
resolutions were estimated based on the gold-
standard criterion of Fourier shell correlation
(FSC) = 0.143. Local resolution variations were
estimated from twohalf datamaps usingResMap.
The amplitude information of the finalmapswere
corrected by applying a negative B-factor using
the program bfactor.exe.

Model refinement

The initial model was derived from the crystal
structure of F1 ATPase (PDB, 2WPD) and the
c10-ring from our previous crystal structure
(PDB 3U2F). Models for subunits OSCP, b, F6,
and subunit d were initiated as homology mod-
els based on bovine structures (PDB, 2CLY and
5FIK). Models for subunits a, A6L/subunit 8, f, j,
and the N-terminal part of subunit b were de-
rived from the cryo-EM structure (PDB 6B2Z).
Initial models were rigid-body fitted to our cryo-
EM maps, extensively rebuilt in Coot (47), and
refined in Refmac (48) using the script refine_
local, and subsequently, using real-space refine-
ment in Phenix (49).
Final models were validated with statistics

from Ramachandran plots, MolProbity scores,
and EMRinger scores (Table 1). MolProbity and
EMRinger scores were calculated as described
(50, 51).

Molecular dynamics simulations

All simulations were performed with NAMD2
(52), using CHARMM36 force-field for proteins
and lipids (53, 54), periodic boundary conditions,
and constant temperature (298 K) and pressure
(1 atm). Long-range electrostatic interactions
were calculated using PME, with a real-space
cut-off of 12 Å. Van der Waals interactions were
computed with a Lennard-Jones potential, cut-
off at 12 Å with a smooth switching function
taking effect at 10 Å. Simulations were carried
out for two systems: a complex of the yeast c10-
ring with four oligomycin molecules bound (PDB
4F4S), embedded in a hydrated, pre-equilibrated
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatydyl-

choline (POPC) lipid bilayer; and a system of the
same components, with one oligomycin mol-
ecule dissociated from the c10-ring and free in
the lipid bilayer. Force-field parameters for oli-
gomycin were derived using the GAAMP server
(55). The c10-ring complex was embedded in
the POPC membrane using GRIFFIN (56), as pre-
viously described (57). Counter-ions were added
to neutralize the charge of the simulation sys-
tem. The simulation systems were equilibrated
following a staged protocol whereby positional
and conformational restraints acting of the protein-
inhibitor complex are gradually weakened over
200 ns. The equilibrated systems were then used
as the starting point for the analysis of the oli-
gomycin binding free energy.
The inhibitor binding free-energy was calcu-

lated as DGb = –kBT ln N + DGint + DGr + DGt,
where N is the number of available binding
sites on the c10-ring, DGint is free-energy differ-
ence between the associated and dissociated com-
plex, and DGr and DGt denote the free-energy
penalties due to the loss of rotational and trans-
lational entropy of the ligand upon binding,
respectively (kB is the Boltzmann constant and
T the temperature). DGint was, in part, derived
from calculations of the free-energy change asso-
ciated with decoupling oligomycin from the rest
of the molecular system, in both the bound and
unbound states. Analogous calculations were car-
ried out whereby oligomycin is recoupled to the
system. These calculations used the Free-Energy
Perturbation method, whereby the decoupling
and recoupling process is induced through a pa-
rameter l that scales the nonbonded interac-
tions between the ligand and its environment.
The parameter l varied gradually and step-wise
between 1 and 0, and vice versa, in 54 consec-
utive simulations. For each value of l, in either
direction, an incremental free-energy change
was estimated from a simulation of 1 ns, after
a 200-ps equilibration stage, in the case of bound
oligomycin; for the dissociated ligand, the sampl-
ing and equilibration times per intermediate
were 1.5 ns and 300 ps, respectively. The result-
ing values for this decoupling free-energy are
39.8 and 32.8 kcal/mol for the bound and un-
bound ligand, respectively. Intramolecular inter-
actions thus result in a free-energy contribution
that favors binding, i.e., DDGFEP = –7.0 kcal/mol.
For computational efficiency, during the above-

mentioned decoupling/recoupling simulations,
the internal conformation of the oligomycinmole-
cule considered was preserved using a harmonic
RMSD restraint, defined relative to that in the
equilibrated systems, with a force constant
k = 9.6 kcal/mol Å2. Hence, DGint = DDGFEP +

DDGRMSD, where the latter term is the difference
in the free-energy cost of imposing the conforma-
tional restraint on the bound versus the unbound
ligand. This contribution was computed sepa-
rately, through an additional set of simulations
whereby k is scaled down gradually, using a
parameter a that varies step-wise from 1 to 0,
and vice versa. Specifically, 50 simulations of
1 ns each were carried out in each direction for
the bound and unbound states. From each of

these simulation series, the value of DGRMSD

can be derived using the expressions:

DGRMSD ¼ �kBT
XW¼50

w¼1

ln

�
exp �DUwðtÞ

kBT

� ��

DUwðtÞ ¼ 1

2
kðawþ1 � awÞRMSDðtÞ2

where h:::idenotes a time-average. The calculated
values of DGRMSD are 0.5 and 0.9 kcal/mol for the
bound and unbound ligand, respectively; that is,
DDGRMSD = 0.4 kcal/mol, i.e., binding is only mar-
ginally disfavored due to loss of conformational
dynamics of the inhibitor. The resulting value of
DGint is thus –6.6. kcal/mol.
When dissociated from the c10-ring, oligomy-

cin adopts primarily an upright orientation, i.e.,
its rotational freedom relative to the membrane
plane is restricted; however, the molecule ro-
tates freely around the membrane perpendicu-
lar. The free-energy cost associated with the
loss of rotational entropy upon binding can be
therefore estimated as DGr = –kBT ln[Dq/2p],
where Dq is the rotational fluctuation of the
bound ligand perpendicularly to the membrane;
from our simulations we estimate that Dq ~ 0.44
rad (or 25 degrees), and thus DGr = 1.6 kcal/mol.
Similarly, to estimate the free-energy cost as-

sociated with the loss of translational entropy
upon binding, we used the expression DGt =
–kBT ln[D°DA], where DA represents the trans-
lational freedom of the bound ligand on the
membrane plane when bound to the protein,
whereas D° is the ligand area-density in the sur-
rounding medium, akin to the standard concen-
tration C° used in the context of three-dimensional
bi-molecular association. Although there is no
analogous standard for D°, the mole fraction
of the inhibitor in the lipid membrane may be
used to define a reference state. For example,
an assumed mole fraction of 0.01, i.e., 1 inhib-
itor per 100 lipids, translates into D° = 7,000 Å2,
for an area-per-lipid of ~70 Å2. From our simula-
tions we estimate that DA = 4 Å2, and therefore
an oligomycin mole fraction of 0.01 implies DGt =
4.4 kcal/mol.

Primary sequence analysis

Primary sequence alignment was done using
COBALT (58).

Figure images

Many of the images presented in the figureswere
made with the assistance of Pymol (59).
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Structure, mechanism, and regulation
of the chloroplast ATP synthase
Alexander Hahn, Janet Vonck, Deryck J. Mills, Thomas Meier,* Werner Kühlbrandt*

INTRODUCTION: Green plant chloroplasts
convert light into chemical energy, and aden-
osine triphosphate (ATP) generated by photo-
synthesis is the prime source of biologically
useful energy on the planet. Plants produceATP
by the chloroplast F1Fo ATP synthase (cF1Fo), a
macromolecularmachinepar excellence, driven
by the electrochemical proton gradient across
the photosynthetic membrane. It consists of
26 protein subunits, 17 of themwholly or partly
membrane-embedded. ATP synthesis in the
hydrophilic a3b3 head (cF1) is powered by the
cFo rotary motor in the membrane. cFo con-
tains a rotor ring of 14 c subunits, each with a
conserved protonatable glutamate. Subunit a
conducts the protons to and from the c-ring

protonation sites. The central stalk of sub-
units g and e transmits the torque from the
Fomotor to the catalytic cF1 head, resulting in
the synthesis of three ATP per revolution. The
peripheral stalk subunits b, b′, and d act as a
stator to prevent unproductive rotation of cF1
with cFo.
All rotary ATP synthases are, in principle,

fully reversible. To prevent wasteful ATP hy-
drolysis, cF1Fo has a redox switch that inhibits
adenosine triphosphatase (ATPase) activity in
the dark.

RATIONALE: Understanding the molecular
mechanisms of this elaborate nanomachine
requires detailed structures of thewhole com-

plex, ideally at atomic resolution. Because
of the dynamic nature of this membrane
protein complex, crystallization has been dif-
ficult and no high-resolution structure of an
entire, functional ATP synthase is available.
We reconstituted cF1Fo from spinach chlo-

roplasts into lipid nano-
discs and determined its
structure by cryo–electron
microscopy (cryo-EM).Cryo-
EM is the ideal technique
for this study because it
can deliver high-resolution

structures of large, dynamic macromolecular
assemblies that adopt a mixture of conforma-
tional states.

RESULTS:We present the cryo-EM structure
of the intact cF1Fo ATP synthase in lipid nano-
discs at a resolution of 2.9 Å (cF1) to 3.4 Å (cFo).
In the cF1 ATPase head, we observe nucleotides
with their coordinating Mg ions and water
molecules, allowing assignment to the three
well-characterized functional states involved
in rotary ATP synthesis. Subunit d on top of
the ATPase head binds to all three a subunits,
ensuring that only one peripheral stalk can
attach. The loosely entwined, long a helices of
the peripheral stalk subunits b and b′ clamp
the integral membrane subunit a in its posi-
tion next to the c-ring rotor, thus connecting
cF1 to cFo. Subunit g has an L-shaped double
hairpin with a redox sensor that can form a
disulfide bond and a chock that blocks rotation
to avoid wasteful ATP hydrolysis at night.
Protons are translocated through access

routes in subunit a in all rotary ATPases. We
observe a hydrophilic channel on the lume-
nal surface that connects to the glutamate
residues on the c-ring rotor that carry pro-
tons for an almost full rotation before releas-
ing them into the stroma through another
hydrophilic channel. A strictly conserved ar-
ginine separates the access and exit channels,
preventing leakage of protons through the
membrane.

CONCLUSION:Weobserve three cF1Fo confor-
mations, each with the central rotor stalled
in a different position. Ring rotation is unex-
pectedly divided into three unequal steps.
The peripheral stalk may thus act like an
elastic spring, evening out the different en-
ergy contributions of each step. The features
of ATP synthase nanomachines are remark-
ably similar in chloroplasts and mitochon-
dria, considering their evolutionary distance
of a billion years or more.▪
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Cryo-EM structure of the chloroplast ATP synthase. Subunits a and b contain the
nucleotide-binding sites with resolved nucleotides, Mg2+, and water molecules. Subunit d joins
cF1 to the membrane-embedded motor via the peripheral stalk (b, b′) that positions subunit
a against the rotor ring. The electrochemical proton gradient drives ring rotation (arrow). The
central stalk (ge) transmits torque to cF1. The redox regulator blocks rotation in the dark.
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Structure, mechanism, and regulation
of the chloroplast ATP synthase
Alexander Hahn, Janet Vonck, Deryck J. Mills, Thomas Meier,*† Werner Kühlbrandt*

The chloroplast adenosine triphosphate (ATP) synthase uses the electrochemical proton
gradient generated by photosynthesis to produce ATP, the energy currency of all cells.
Protons conducted through the membrane-embedded Fo motor drive ATP synthesis in the
F1 head by rotary catalysis.We determined the high-resolution structure of the complete
cF1Fo complex by cryo–electron microscopy, resolving side chains of all 26 protein subunits,
the five nucleotides in the F1 head, and the proton pathway to and from the rotor ring. The
flexible peripheral stalk redistributes differences in torsional energy across three unequal
steps in the rotation cycle. Plant ATP synthase is autoinhibited by a b-hairpin redox switch
in subunit g that blocks rotation in the dark.

F
-type adenosine triphosphate (ATP) syn-
thases use the free energy of themembrane
potential to synthesize ATP from adenosine
diphosphate (ADP) and inorganic phosphate
(1) by rotary catalysis (2, 3). ATP is generated

by the tightly coupled action of the catalytic F1
head and the Fo motor in the membrane. F1 con-
sists of three asymmetric ab heterodimers, which
define the catalytic sites (3), and the central stalk
of subunits g and e, which are attached to the c-
ring (4, 5). The Fo motor consists of the c-ring
rotor, subunit a, and the peripheral stalk. Two
aqueous channels in Fo, each spanning half of
the membrane, were proposed to conduct pro-
tons to and from conserved glutamates in the c-
ring to drive rotation (6, 7) and were recently
observed in mitochondrial ATP synthases (8–10).
Rotation of the central stalk, driven by the proton
motive force (pmf) across the membrane, causes
sequential conformational changes in the ab het-
erodimers, resulting in the synthesis of threemol-
ecules of ATP per revolution. The peripheral stalk
acts as a stator to prevent unproductive rotation
of F1 with the Fo motor.
Green plants, algae, and cyanobacteria generate

ATP and NADPH (reduced form of nicotinamide
adenine dinucleotide phosphate) by photophos-
phorylation. The chloroplast ATP synthase (cF1Fo)
is located in the stroma lamellae and flat grana
endmembranes (11). It is spatially separated from
the water-splitting photosystem II in the chloro-
plast grana. In contrast to mitochondrial ATP
synthase dimers (12), cF1Fo ismonomeric anddoes
not bend the membrane (11). In terms of overall
structure and subunit composition, cF1Fo closely
resembles the ATP synthases of bacteria.

ATP synthases are fully reversible and can
catalyze ATP synthesis or hydrolysis. The cat-
alytic direction depends on the pmf across the
membrane and the concentration of ADP and
ATP. Most organisms have developed inhibitory
mechanisms that block wasteful ATP hydrolysis
when the pmf is insufficient to drive ATP syn-
thesis (13, 14). The plant chloroplast ATP syn-
thase has a ~40 amino acid insertion in the g
subunit that attenuates cF1Fo activity in the dark
through the formation of a disulfide bond (15, 16),
a process known as thiol modulation (17). With-
out an atomic model of this redox loop, the mech-
anism of thiol modulation was not understood.
So far, no high-resolution structure of a com-

plete and functional ATP synthase has been
available. We determined the structure of the
intact spinach chloroplast ATP synthase by cryo–
electron microscopy (cryo-EM), which enabled us
to build atomic models of all its 26 subunits.

Overall structure and rotary
conformations of cF1Fo
We isolated native cF1Fo from market spinach
and reconstituted it into lipid nanodiscs (fig.
S1A). The isolated complex contained all protein
subunits and was highly pure and fully auto-
inhibited (fig. S1B). When detached from Fo by
detergent, F1 was hydrolytically active (fig. S1, B
to D). Particles selected from cryo-EM images
were sorted into three distinct conformations,
each with the rotor arrested in a different ro-
tary state (figs. S2 and S3). Conformation 1 was
the most populated. A three-dimensional (3D)
reconstruction of particles in this class had an
overall resolution of 3.15 Å (Fig. 1A). After mask-
ing and local realignment, the F1 head and the
membrane-embedded Fo attained average res-
olutions of 3.0 and 3.4 Å, respectively (figs. S3,
C and D, and S4). Three-dimensional maps of
the less populated conformations 2 and 3 were
reconstructed at ~4.5-Å resolution (fig. S3, A and
B). The three maps differ in the orientation of

the central rotor and represent different resting
positions in rotary catalysis (Fig. 2A), similar to
what has been observed at lower resolution in
Escherichia coli (18) and mitochondrial ATP
synthase (19, 20). The three ab assemblies show
the open, loose, and tight conformations of the
nucleotide-binding pockets (21). In conforma-
tion 2 and 3, the cF1 head and peripheral stalk
are tilted by ~10° with respect to conforma-
tion 1 (Fig. 2). Consequently, the cF1 head and
peripheral stalk together perform a precession
movement around a central axis, as subunit g
pushes sequentially against each b subunit in
the transition between the three rotary states
(Movies 1 and 2). Simple mechanical models
of ATP synthase assume that the 360° turn of
the rotor is divided into three equal 120° steps
that each result in the production of one ATP.
The symmetry mismatch between the 14-fold
Fo rotor and the near-threefold F1 head means
that the number of c subunits rotating past sub-
unit a to generate one ATP is not an integer.
cF1Fo requires, on average, 4.67 c subunits, or
protons, to produce one ATP. The nearest inte-
gral numbers of c subunits per step would be 4,
5, and 5, equivalent to rotation angles of 103°,
129°, and 129°. Surprisingly however, the three
conformations are separated by rotations of
103°, 112°, and 145°, or 4, 4.4, and 5.6 c subunits
(fig. S5C). This means that the position of the c
subunits relative to subunit a in the three con-
formations differs.
The free enthalpy DG of ATP hydrolysis under

physiological conditions in chloroplasts is about
–51 kJ/mol (22). Given that ATP synthases op-
erate reversibly close to thermodynamic equilib-
rium, each proton translocated by cF1Fo contributes
–51 × 3/14 or –10.9 kJ/mol to ATP synthesis. The
three observed rotary states indicate energy con-
tributions of –43.7, –48.1, and –61.2 kJ/mol per
step. Single-molecule experiments with E. coli
ATP synthase have been taken to indicate that
energy differences due to symmetry mismatch
are stored as a torsional force by the flexible
subunit g (23), whereas the peripheral stalk was
thought to be too stiff (24). Our structures of the
three rotary cF1Fo states show that the peripheral
stalk bends relative to the central axis (Fig. 2 and
fig. S5) and thus couples F1 elastically to Fo. The
torsion of subunit g would relax intermittently
each time one molecule of ATP is produced. The
bending energy stored in subunits b and b′ is
released when the peripheral stalk reverts to its
initial conformation after one full rotation and is
thus distributed over all three steps. Acting like
an elastic spring, the peripheral stalk evens out
the energy minima between the three observed
rotational states to optimize ATP synthesis by
rotary catalysis.

Structure of the cF1 head with
bound nucleotides

Compared with mitochondrial ATP synthase,
detailed information on the structure of the
chloroplast complex is limited. In crystal struc-
tures of the catalytic subunits, the a3b3 sub-
complex is symmetrized and does not contain
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nucleotides (25, 26). In our structure, the cF1
head is the best-resolved part of the map, with
a local resolution of 2.9 Å (fig. S3C). Side chains,
nucleotides, and some water molecules in the
nucleotide-binding pockets are readily visible
(Fig. 3C). The head is asymmetric with the three
ab pairs in different conformations (Fig. 3B). In
crystal structures of mitochondrial F1, one of
the catalytic b subunits (bDP) contains ADP, one
(bTP) a nonhydrolyzable ATP analog, and the
third site (bempty) is unoccupied (3). In our struc-
ture, both the bDP and bTP sites contain Mg-ADP
(Fig. 3B). We isolated cF1Fo without addition of
nucleotides, nonhydrolysable substrates or in-
hibitors. cF1 is most likely in the ADP-inhibited
state (27) as a result of hydrolysis during iso-
lation. This conclusion is supported by the ab-
sence of phosphate (Pi) density in the binding
pockets. Mg-ATP is resolved in the nucleotide-
binding sites of the three noncatalytic a sub-
units (Fig. 3B).
The F1 nucleotide-binding sites are highly con-

served throughout evolution; the a and b subunits
of cF1 respectively share 58 and 67% sequence
identity with their mitochondrial counterparts,
and the residues forming the nucleotide-binding
sites are identical (25). A comparison of our cF1
structure to F1 from bovine mitochondria (PDB
ID 1BMF) (28) reveals no differences in the nu-
cleotide-binding sites (fig. S6), except the ori-
entation of aArg366, the catalytically essential
“arginine finger” that is involved in coordinating
the g phosphate (3). In the bovine structure, this
site (bTP) contains the nonhydrolysable ATP an-
alog adenylyl-imidodiphosphate (AMP-PNP).

Connection of F1 head to the
peripheral stalk

The peripheral stalk of cF1Fo consists of sub-
units d, b and b′. The d subunit (called oligomycin
sensitivity-conferring protein inmitochondria)
connecting the peripheral stalk to the F1 head
consists of two domains. The structure of the
a-helical N-terminal domain has been determined
(29, 30), but the C-terminal domain that binds
the peripheral stalk has so far been seen only at
low resolution and has not beenmodeled (18, 20).
The C-terminal domain consists of a four-stranded
mixed b sheet and two a helices (Fig. 3D) and
provides a binding platform for the kinked C
terminus of the peripheral stalk subunit b. Re-
markably, the fold of this domain is conserved
in the peripheral stalk subunit of the A-type
(31, 32) (fig. S7). The N-terminal domain of d is a
bundle of six short a helices that sits in a central
position on top of the F1 crown (Fig. 3D). Each of
three F1 a subunits binds to d in a different way.
The N-terminal helix of aC (residues a10 to 20)
forms an arc that interacts with dH1 and dH5
(Fig. 3E). By contrast, the N-terminal helix of
aE (residues a10 to 25) sits vertically next to
dH3 and dH4. The N terminus of aA extends to
the far side of the d-subunit C-terminal domain
in a long loop that turns into a short helix (a6
to 18), which interacts with the C-terminal
helix of peripheral stalk subunit b′ (Fig. 3E).
The peripheral stalk is attached to the F1 head

mostly by hydrophobic helix-helix interactions
of subunits a, d, b, and b′. With its two-domain
structure and central position on the F1 head,
subunit d ensures that only one peripheral stalk
can attach to the a3b3 heterotrimer.
Subunits b and b′ are almost entirely a-helical

and form a loose right-handed coiled coil (33)

that ends just above the membrane surface (Fig.
4A). This arrangement is conserved in all rotary
ATPases, including the b-subunit homodimer of
the E. coli ATP synthase and the heterodimeric
outer stalk of the A/V-type ATPase (18, 31),
which is very distantly related (fig. S7). Near the
membrane surface, the helices separate and
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yellow. (C) The map density of the two-domain subunit d is colored from N terminus (yellow) to C
terminus (orange). (D) Segmented maps of membrane-embedded subunits a and c. Subunit a density is
colored from light to dark blue to show the N-terminal transmembrane helix H1, the amphipathic helix
H2 on the stromal membrane surface, and the two-membrane-intrinsic helix hairpins H3/H4 and H5/
H6. Residues aArg189 and cGlu61 that are essential for pmf-coupled ATP synthesis are indicated.
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enter the membrane, where they clamp the a
subunit to the c-ring in the Fo subcomplex
(Fig. 1A).

Proton translocation through cFo
The proton translocation pathway is formed by
the a subunit and its interface with the c-ring. All
14 subunits of the chloroplast c-ring rotor are
equally well resolved (Fig. 1). The crystal struc-
ture of an isolated c14-ring from pea chloroplasts
(34) fits the density well. The membrane scaffold
protein of the nanodisc is clearly visible as a
horizontal belt of two a helices that wrap tightly
around the most hydrophobic part of the Fo sub-
complex (fig. S8). Subunit a contains six a helices,
H1 to H6 (Fig. 4A and fig. S9). H1 spans the
membrane. H2 is an amphipathic helix on the
stromal membrane surface, located between b and
b′. H3/H4 and H5/H6 form two long, membrane-
intrinsic helix hairpins, as seen also in the mito-
chondrial and bacterial ATP synthases. The H5/
H6 pair forms the interface with the c-ring and is
the most conserved part of the subunit.
Two proton channels lead to and from a con-

served glutamate in the c-ring (Fig. 4, B and C).
The proton entrance channel from the thylakoid
lumen is a deep cavity, lined by charged and polar
residues of a-subunit helices H5 and H6 and the
loop connecting H3 and H4 (fig. S10B). As in the
mitochondrial ATP synthase (9, 10), the lumenal
channel passes through a narrow gap between
the hairpin helices H5 and H6 and ends at the
c-ring glutamate receiving the proton. Unlike the
tight H5/H6 hairpin, the H3/H4 loop is long,
flanked by the transmembrane helices of subunit
a and b, and extends to the lumenal surface. The
helix segments arehighly hydrophobic, but the loop
contains many polar residues that line the proton
path. The H3/H4 hairpin is characterized by polar
residues in all species (fig. S9), but its sequence is
not highly conserved. The only residue in the hair-
pin conserved across all ATP synthases, aAsn109

on H3, is part of the channel wall (fig. S10C).
The conserved aGln227 in H6 and aAsn193 near
aArg189 inH5 contribute to the local hydrophilic
environment at the a/c-ring interface. aAsn193

and aGln227 are within hydrogen bonding dis-
tance, apparently stabilizing the H5/H6 hairpin.
Two charged residues, aGlu198 and aAsp197 on
H5, channel protons through the gap between
H5 and H6 to the c-ring Glu61 (fig. S10C). The
arrangement of proton-translocating residues in
the access channel is different in mitochondria,
where a glutamate on H6 (9, 10) appears to take
on the role of aAsp197 in chloroplasts. The residue
corresponding to aGlu198 in mitochondria is a
histidine, which can accept or donate protons. In
the E. coli sequence, the glutamate and histidine
positions are reversed (fig. S9). A glutamate in
one or the other position is essential for function
(35). Taken together, the aqueous entrance channel
is defined by charged and polar residues of H5,
H6, and the H3/H4 loop that funnel protons
from the low-pH thylakoid lumen toward the
c-ring Glu61. The uncharged, protonated gluta-
mate can partition into the lipid phase. After
an almost full rotation of the c-ring, it encounters
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synthesis direction relative to conformation 1. In conformation 3, the central stalk is rotated further
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subunit d and bends together with cF1 in rotary conformation 2 and 3 relative to conformation 1.
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the proton exit channel and is deprotonated by
the high pH of the chloroplast stroma (Fig. 4, B
and C, and Movie 3). The iterative protonation
and deprotonation of cGlu61 under physiological
conditions enforces the unidirectional rotation
of the c-ring.
The exit channel forms a wedge-shaped cavity

that extends from the stromal surface to a nar-
row pocket next to aArg189. The cavity is lined by
charged and polar side chains from H5, H6, and
a proline-rich loop between H4 and H5 (fig. S11,
B and C). H5 bends to follow the curvature of
the c-ring, and polar residues in its amphipathic
N-terminal half (fig. S9) face the c-ring or the
stroma. The map density of the essential aArg189

is well-defined and faces the exit channel, as in
mitochondrial ATP synthases (9, 10). Overall, the
high degree of conservation of this and other fea-
tures is remarkable considering the long evo-
lutionary distance between mitochondria and
chloroplasts of a billion years or more (36). The
~4.5-Å spacing between the aArg189 side chain
and the nearest c-ring glutamate suggests that

it does not form a salt bridge, which would
impede ring rotation and tend to arrest the c and
a subunits in the same relative position. This
conclusion is supported by the different posi-
tions of the c subunits relative to subunit a in
the three conformations (fig. S5C).
The position of aArg189 between the two proton

channels suggests that the positively charged
guanidinium group is critical to prevent proton
leakage, which would dissipate the pmf (37).
Conserved hydrophobic residues in the vicinity
of aArg189 (fig. S9) appear to have a structural
role in maintaining the mutual orientation of
H5 and H6. aLeu186 and aLeu190 on either side
of aArg189 in adjacent helix turns of H5 pack
closely against aLeu234 and the conserved aro-
matic aPhe231 on H6.

The central rotor

The central rotor consists of subunit g, e, and the
c-ring. The g subunit contains two long a helices
in a tight, left-handed coiled coil that forms the
rotor shaft (Fig. 1B), and their adjacent loops

establishmost of the close contacts to the c14-ring.
These contacts are mainly mediated by electro-
static interactions with the highly conserved c-
subunit loop (Arg41, Gln42, and Pro43) (38). Our
structure shows that 12 of the 14 c-ring subunits
contribute to the firm attachment of the central
stalk to the c-ring rotor; similar interactions exist
in the ATP synthase of yeast mitochondria, which
has a c10-ring (39). The e subunit, which consists of
an N-terminal eight-stranded antiparallel b sand-
wich and a C-terminal a-helical domain, reinforces
the close interaction with the c-ring with its con-
servedHis37 that intercalates between cArg41 and
cGln42 of one c subunit. The b sheet of subunit e
is extended by a loop from the g subunit. This loop
contains the conserved gGlu285 (fig. S13), which
interacts with a cArg41.Mutants of this conserved
residue have reducedATP synthesis capacity due
to impaired rotor assembly (40, 41).
In all three observed rotational states of cF1Fo,

the C-terminal domain of the e subunit forms a
horizontal a-helix hairpin next to subunit g, sim-
ilar to mitochondrial ATP synthase (4, 20). By
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four-stranded mixed b sheet with two a helices (dH7 and dH8). (E) The d
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C-terminal domain of d binds to the kinked C terminus of b (purple).
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Fig. 4. Proton path through cFo.
(A) Subunits b (violet) and b′ (pink)
form a right-handed coiled coil that is
separated by the amphipathic H2 of
subunit a at the point where b and b′
enter the membrane. (B) The long,
membrane-intrinsic hairpin of subunit
a helices H5 and H6 follows the curvature
of the c14-ring, forming the lumenal
proton entry channel (transparent red)
and stromal exit channel (transparent blue).
The entry channel conducts protons from
the acidic thylakoid lumen to the c-ring
glutamate (cE61). After an almost full
rotation of the c14-ring, the glutamate
encounters the large, hydrophilic exit
channel that extends to the stromal
membrane surface. Glutamates are
deprotonated close to the essential aArg189,
which separates the two channels,
preventing proton leakage and
counteracting the negative charge
of the deprotonated glutamate at the
subunit a/c14-ring interface.
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Fig. 5. Autoinhibition of cF1Fo by thiol
modulation. (A) Subunit g of cF1Fo contains
a 40-residue insertion that includes two
cysteines. The insertion forms two b hairpins
in an L-shaped loop (yellow) that works
as an autoinhibitor of rotation in response
to the chloroplast redox potential. (B) The
shorter, N-terminal hairpin (hp1) contains
the cysteine motif (CDxNGxC) (fig. S11),
which forms a disulfide bond under oxidizing
conditions. (C) The conserved gF255 of the
second hairpin (hp2) interacts with gF217 in
a hydrophobic pocket of subunit g. (D) gE261
in hp2 forms a salt bridge with an arginine
in the bempty subunit, blocking rotation. hp2
would clash with the bDELSEED motif if the
rotor turns in the hydrolysis direction.
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contrast, in the E. coli ATPase (18, 42), this
hairpin extends along the g subunit into F1 and
interacts with a b subunit, blocking ATP hy-
drolysis by an effect known as e inhibition (14)
(fig. S12). e inhibition has also been proposed for
chloroplasts (42, 43), but in our structure these
helices do not interact with subunit b, suggesting
that e inhibition plays no role in cF1Fo.

Redox regulation of cF1Fo
The chloroplast g subunit has a conserved ~40
amino acid insertion before the C-terminal a helix
that is thought to work as a redox-controlled
inhibitor of ATP hydrolysis (fig. S13). The in-
sertion comprises two b hairpins arranged in
an L shape between the nucleotide-free b sub-
unit (bempty) and the g rotor (Fig. 5A). The short
N-terminal hairpin hp1 halfway between the c14-
ring and the F1 head is held in place by an elec-
trostatic interaction between gAsp241 and gHis228,
residues conserved in plants. The hp1 arm con-
tains two cysteine residues, gCys240 and gCys246,
positioned on opposite strands of the b hairpin.
A disulfide bond is present in our structure be-
tween the strands (Fig. 5B), which locks the hair-
pin together. Previous work suggested a role
for these cysteine residues as a redox sensor (16).
Thioredoxins andNADPH‐dependent thioredoxin
reductase (NTRC) serve as electron donors to
keep this motif reduced and cF1Fo active under
high and low light conditions (44). The redox po-
tential drops during periods of prolonged dark-
ness, when photosynthesis does not sustain the
pmf across the thylakoid membrane (45). The
formation of the disulfide bond has been pro-
posed to trigger a conformational change that
inhibits cF1Fo at night to prevent ATP hydrol-
ysis at low pmf (46). Our structure shows the
oxidized, auto-inhibiting conformation of the
redox loop.
The long, slightly twisted C-terminal hair-

pin hp2 of the redox loop runs vertically along
the N-terminal a helix of subunit g. It contains
charged and polar residues with a conserved
phenylalanine (gPhe255) at its center (fig. S13).
The gPhe255 side chain sits in a hydrophobic
pocket formed by valine residues in the coiled
coil of subunit g, in an orthogonal p-p inter-
action with gPhe217 (Fig. 5C and Movie 4). This
interaction, together with electrostatic inter-
actions between gArg268, gArg306, gGlu310, gGlu253,
and gLys216, puts hp2 in close contact with the
far side of the conserved DELSEED motif (47)
of the bempty subunit (Fig. 5D). Reduction of
the disulfide bond would destabilize the redox
loop and allow for hp2 to be pushed aside when
the rotor turns in ATP synthesis direction. Under
oxidizing conditions, the disulfide bond and the
L shape of the redox loop reform. In this posi-
tion, hp2 would clash with the DELSEED motif
of the bempty subunit and block rotation of the
rotor in the ATP hydrolysis direction. In this
way, the DELSEED loop functions as a catch
for hp2 that blocks rotation in the dark. Al-
though the inhibiting subunit is different, both
redox regulation and e inhibition act on the
conserved DELSEED motif of subunit b (bempty

and bΤP, respectively) (fig. S12), which moves by
more than 10 Å in the process of rotary catalysis
(Movie 1).

Concluding remarks

ATP synthases are central components of all
membrane-based biological energy conversion
systems and the only known macromolecular
machines that convert an electrochemical trans-
membrane gradient directly into the chemical
energy of a covalent bond. ATP generated by
photosynthesis is the primary source of biologi-
cally useful energy on the planet. ATP synthases
of chloroplasts, mitochondria, and bacteria all
conform to essentially the same building plan
and share the same key features, including the
a and b subunits of the F1 head, the proton or
sodium ion-driven c-ring rotor, and subunit a
with its two ion channels in the Fo motor, as
well as the central and peripheral stalks that con-
nect them. Exceptions are the regulatory mech-
anisms, such as the redox control switch in the
central stalk of cF1Fo, which is an adaptation to

the day-night cycle of the chloroplasts redox po-
tential. Considering the evolutionary distance be-
tween mitochondria and chloroplasts of around
1.5 billion years (36, 48), these key properties
are remarkably well conserved. Comparison of
the cF1Fo structure to x-ray structures (3) and
recent partial cryo-EM structures of mitochon-
drial ATP synthases (9, 10) reveals that many
features are identical, down to the level of indi-
vidual amino acid side chains. Evidently, main-
taining the structural basis of ATP synthesis is
critical to all living organisms; mutants that im-
pair the optimizedmechanism of rotary catalysis
in anyway are strongly selected against. Our high-
resolution structure informs on all aspects of
this mechanism for an intact, functional ATP
synthase.

Materials and methods
Isolation of chloroplast ATP synthase
from spinach leaves

Preparation of thylakoidmembranes from young
leaves of market spinach (Spinacia oleracea) and
membrane protein solubilization were carried
out as described (49). Briefly, cF1Fo was enriched
by fractionated ammonium sulfate precipitation.
Fractions precipitated from 1.2 M to 1.8 M am-
monium sulfate were recovered in 100 ml of
Buffer A [30 mM HEPES pH 8.0, 2 mM MgCl2,
0.5 mM Na2 EDTA, 0.1% (w/v) trans-4-(trans-
4'-propylcyclohexyl)cyclohexyl-a-D-maltoside
(tPCC-a-M, Glycon, Luckenwalde, Germany]. In-
soluble material was removed by ultracentrifuga-
tion (45,000 × g, 30 min, 4°C). The supernatant
enriched in cF1Fowas loaded on a POROSGoPure
HQ 50 anion exchange column (Life Technol-
ogies, USA) equilibrated with Buffer B [30 mM
HEPES pH 8, 50 mMNaCl, 2 mMMgCl2, 0.04%
(w/v) tPCC-a-M] and gradually eluted with Buffer
C (Buffer B with 1 M NaCl) using an Äkta Ex-
plorer chromatography system (GE Healthcare,
USA) at 4°C. Hydrolytic activity was assayed as
described (20). Samples were analyzed by SDS
polyacrylamide gel electrophoresis (SDS-PAGE);
the protein concentrationwas determined by the
bicinchoninic acid (BCA) assay (Thermo Fisher/
Pierce, Germany).

Reconstitution of cF1Fo into nanodiscs

Expression and purification of MSP2N2 nano-
discs (Addgene, USA) was carried out as de-
scribed (50). Total membrane lipid was isolated
from freshly prepared thylakoid membranes by
chloroform/methanol extraction (51). The total
lipid concentration was estimated by 2D thin-
layer chromatography and iodine vapor staining
(52, 53) with phosphatidyl ethanolamine and
phosphatidyl glycerol standards (Avanti Polar
Lipids, US). MSP2N2, total thylakoid lipid ex-
tract and cF1Fo were mixed at a molar lipid:
MSP:protein ratio of 400:10:1. After 1 hour of
incubation, detergent was removed with ~1%
(w/w) Bio-Beads SM-2 (Bio-Rad Laboratories,
USA) and overnight agitation at 4°C. The recon-
stitution mix was loaded on a 16/300 Superose-
6 gel-filtration column equilibrated with Buffer
D (Buffer A without detergent) at 4°C using an
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Movie 1. Interpolation between the three
rotary conformations of cF1Fo. Shown is a
morph between the models fitted to the
cryo-EM maps of conformation 1, 2, and 3,
respectively. The a subunit (light blue) is
kept stationary. The interpolation was
created with Chimera (67).

Movie 2. Top view of the interpolation
between the three rotary conformations of
cF1Fo, as in Movie 1. The model was rotated
90° along the x axis with respect to Movie 1.
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Äkta Explorer system). Nanodisc-reconstituted
cF1Fo elutes at a retention volume of ~12 ml as
an almost symmetric peak with a small tailing
shoulder of detached cF1. The peak was col-
lected in 0.25 ml fractions. The fraction with the

highest protein concentration from the peak front
was directly used for cryo-EM sample preparation.

Cryo-EM preparation and
electron microscopy

3 ml of cF1Fo at a concentration of 2 mg/ml was
applied to freshly glow-discharged Quantifoil
R1.2/1.3 grids and plunge-frozen in liquid ethane
using a Vitrobot (Thermo Fisher/FEI). Images
were recorded in a Titan Krios microscope oper-
ated at 300 kV (Thermo Fisher/FEI) on a Falcon
III direct electron detector in electron counting
mode at a nominal magnification of 75,000x, cor-
responding to a calibrated pixel size of 1.053 Å.
Before data collection, a precise alignment of the
pivot points, coma and rotation center was car-
ried out at the electron flux (0.43 e−× pixel−1 × s−1)
used to record data. 6254 dose fractionated
movieswere recordedusingEPU (ThermoFisher/
FEI) over 62 s, corresponding to a total dose of
~25 e–/A2 in a defocus range of –1.5 to –2.5 mm.

Image processing

MotionCor2 was used to correct beam-induced
motion and to generate dose-weighted images
frommovies for initial image processing (54). CTF
parameters for eachmovie were determined with
CTFFIND4 (55). A total of 670,614 particle images

were automatically selectedwith RELION-2.1 (56)
and extracted with a box size of 350 × 350 pixels.
The data setwas cleanedby 2D classification using
ISAC (57). Particles were sorted into three classes
by 3D classification in RELION-2.1 (58). Final
maps were reconstructed in RELION-2.1 from
167,171 (conformation 1), 15,395 (conformation
2), and 14,409 (conformation 3) polished par-
ticles. To improve the reconstruction of the mem-
brane region, the F1-rotor (a3b3ge) was subtracted
from the extracted particle images (59), and a soft-
edgedmask around the adbb’c14 subcomplex was
applied before local realignment. Local resolu-
tion was assessed using the built-in routine of
RELION-2.1 with an arbitrary B-factor of –150.

Model building and refinement

The structurewas built into the EMmaps in Coot
(60), based on the following homologous struc-
tures: the 3.4 Å x-ray structure of a spinach
chloroplast F1-ATPase ab dimer (PDB ID 1KMH)
(26); the NMR solution structure of the E. coli
F-ATPase d subunit N-terminal domain in com-
plex with the a subunit N-terminal 22 resi-
dues (PDB ID 2A7U) (29); the g subunit from
the 3.0 Å crystal structure of Caldalkalibacillus
thermarum F1-ATPase (PDB ID 5HKK) (61); the
solution structure of an e subunit chimera com-
bining the N-terminal b-sandwich domain from
Thermosynechococcus elongatus F1 and the C-
terminal a-helical domain from spinach chloro-
plast F1 (PDB ID 2RQ7) (62); the 3.4 Å crystal
structure of chloroplast ATP synthase c14-ring
from Pisum sativum (PDB ID 3V3C) (34). The
a, b, and b′ subunits, the C-terminal domain of d,
the redox loop of g and C and N-termini of the a
and b subunits were built manually de novo. The
structure was refined by Phenix real space refine-
ment using Ramachandran restraints (63) fol-
lowed by manual rebuilding in Coot. MolProbity
(64) and EMRinger (65) were used for validation
(table S1). Water-accessible regions of the mem-
brane intrinsic Fo subcomplex were probed by
mapping the interior surface using HOLLOW
(66). Figures andmovies were made with Chimera
(67) or ChimeraX (68).
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AMPHIBIAN DECLINE

Recent Asian origin of chytrid fungi
causing global amphibian declines
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Globalized infectious diseases are causing species declines worldwide, but their source often
remains elusive.We used whole-genome sequencing to solve the spatiotemporal origins of
themost devastating panzootic to date, caused by the fungusBatrachochytrium dendrobatidis,
a proximate driver of global amphibian declines.We traced the source of B. dendrobatidis to
the Korean peninsula, where one lineage, BdASIA-1, exhibits the genetic hallmarks of an
ancestral population that seeded the panzootic.We date the emergence of this pathogen to
the early 20th century, coinciding with the global expansion of commercial trade in amphibians,
and we show that intercontinental transmission is ongoing. Our findings point to East Asia as
a geographic hotspot for B. dendrobatidis biodiversity and the original source of these lineages
that now parasitize amphibians worldwide.

T
he discovery of the amphibian-killing fun-
gus B. dendrobatidis (1, 2) was a turning
point in understanding why amphibian
species worldwide are in steep decline.
Although amphibian declines and extinc-

tions had been recorded by herpetologists as

early as the 1970s, they were only recognized in
1990 as a global phenomenon that could not be
explained by environmental changes and anthro-
pogenic factors alone (3). The emergence of
B. dendrobatidis and the disease that it causes,
amphibian chytridiomycosis, as a causative agent

of declines has been documented across six dif-
ferent regions: Australia (~1970s and 1990s) (4),
Central America (~1970s) (5), SouthAmerica (~1970s
and 1980s) (6, 7), the Caribbean islands (~2000s)
(8), the North American Sierra Nevada (~1980s
and 1990s) (9), and the Iberian Peninsula (~1990s)
(10). The panzootic has been attributed to the
emergence of a single B. dendrobatidis lineage,
known asBdGPL (Global Panzootic Lineage) (11).
However, 20 years after identification of the dis-
ease, the timing of its worldwide expansion re-
mains unknown and previous estimates for time
to most recent common ancestor (TMRCA) for
BdGPL span two orders of magnitude, from
100 years before the present (11) to 26,000 years
before the present (12). The geographic origin
of the pathogen is similarly contested, with the
source of the disease variously suggested to be
Africa (13), North America (14), South America
(15), Japan (16), and East Asia (17).

Global diversity of B. dendrobatidis

To resolve these inconsistencies, we isolated B.
dendrobatidis from all the candidate source con-
tinents and sequenced the genomes of 177 iso-
lates to high depth, then combined our data
with published genomes from three prior studies
(11, 12, 18) to generate a globally representative
panel of 234 isolates (Fig. 1Aand fig. S1). Thisdata set
covers all continents fromwhich B. dendrobatidis
has been detected to date, and spans infections
of all three extant orders of Amphibia (fig. S1 and
table S1). Mapped against the B. dendrobatidis
reference genome JEL423, our sequencing recov-
ered 586,005 segregating single-nucleotide poly-
morphisms (SNPs). Phylogenetic analysis recovered
all previously detected divergent lineages (Fig. 1B
and fig. S2). The previously accepted lineages
BdGPL (global), BdCAPE (African), BdCH (Euro-
pean), andBdBRAZIL (Brazilian) were all detected
(19), but our discovery of a new hyperdiverse
lineage in amphibians native to the Korean pe-
ninsula (BdASIA-1) redefined these lineages and
their relationships. TheBdCH lineage, whichwas
previously thought to be enzootic to Switzerland
(11), now groups with the BdASIA-1 lineage. A
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second Asian-associated lineage (BdASIA-2) was
recovered from invasive North American bull-
frogs in Korea and is closely related to the lin-
eage that is enzootic to the Brazilian Atlantic
forest (BdBRAZIL) (20). It was not possible to
infer the direction of intercontinental spread
between isolates within this lineage, so it was
named BdASIA-2/BdBRAZIL. Conditional on the
midpoint rooting of the phylogeny in Fig. 1B, we

now define the main diverged lineages as BdGPL,
BdCAPE, BdASIA-1 (which includes the single
BdCH isolate), and BdASIA-2/BdBRAZIL. Previous
phylogenetic relationships developed using the
widely used ribosomal intragenic spacer ITS-1 re-
gion do not accurately distinguish B. dendrobatidis
lineages (fig. S3), and this likely explains much
of the place-of-origin conflict in the literature
(15–17).

Pairwise comparisons among isolates within
each lineage show that the average number of
segregating sites is greater for BdASIA-1 than
for any other lineage by a factor of 3 (Fig. 1A
and Table 1) and that nucleotide diversity (p;
fig. S4) is greater by a factor of 2 to 4. Seven of
our eight BdASIA-1 isolates were recently cul-
tured from wild South Korean frogs, and the
other came from the pet trade in Belgium; all
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Fig. 1. Genetic diversity
and phylogenetic tree of a
global panel of 234 B.
dendrobatidis isolates.
(A) Map overlaid with bar
charts showing the relative
diversity of isolates found
in each continent and by
each major lineage (exclud-
ing isolates from traded
animals). The bar heights
represent the average
numbers of segregating
sites between all pairwise
combinations of isolates of
each lineage in each conti-
nent (therefore, only line-
ages with two or more
isolates from a continent
are shown). Outlined points
at the base of each bar are
scaled by the number of
isolates for each lineage in
that continent. The numbers
around the outside of the
globe are the average num-
ber of segregating sites
between all pairwise combi-
nations of isolates grouped
by continent. Colors denote
lineage as shown in (B).
(B) Midpoint rooted radial
phylogeny supports four
deeply diverged lineages of
B. dendrobatidis: BdASIA-1,
BdASIA-2/BdBRAZIL,
BdCAPE, and BdGPL. All
major splits within the phy-
logeny are supported by
100% of 500 bootstrap
replicates. See fig. S2 for
tree with full bootstrap
support values on all inter-
nal branches.
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eight were aclinical infections. These isolates
show that the Korean peninsula is a global
center of B. dendrobatidis diversity and that
East Asia may contain the ancestral popu-
lation of B. dendrobatidis, as suggested by
Bataille et al. (17).
We investigated this hypothesis further using

Bayesian-based haplotype clustering (21) and
found the greatest haplotype sharing among
isolates within BdASIA-1 and between BdASIA-1
and all other lineages (fig. S5). This provides
direct genetic evidence that BdASIA-1 shares
more diversity with the global population of
B. dendrobatidis than any other lineage. In an
independent test of ancestry, we usedOrthoMCL
(22) to root a B. dendrobatidis phylogeny to its
closest known relative, B. salamandrivorans,
which currently threatens salamanders (23). This
tree indicates that the Asian and Brazilian iso-
lates of B. dendrobatidis lie outside a clade com-
prising all other isolates (fig. S6 and table S2). To
identify the signature of demographic histories
across lineages, we used Tajima’sD (24). Genome
scans of most lineages showed highly variable
positive and negative values of Dwith maximum
amplitude exhibited by BdGPL (–2.6 to +6.2; Fig.
2F), indicating that these lineages (BdASIA-2/
BdBRAZIL, BdCAPE, and BdGPL) have under-
gone episodes of population fluctuation and/or
strong natural selection that are consistent with a
history of spatial and host radiations. In striking
contrast,BdASIA-1 shows a flat profile for Tajima’s
D (Fig. 2F) indicating mutation-drift equilib-
rium likely reflective of pathogen endemism in
this region.

Dating the emergence of BdGPL

The broad range of previous estimates for the
TMRCA of BdGPL spanning 26,000 years (11, 12)
can be explained by two sources of inaccuracy: (i)
unaccounted recombination and (ii) the applica-
tion of unrealistic evolutionary rates. To address
these, we first interrogated the 178,280-kbpmito-
chondrial genome (mtDNA), which has high copy
number and low rates of recombination relative
to the nuclear genome. To resolve the structure
of the mtDNA genome, we resorted to long-read
sequencing using aMinIONdevice (OxfordNano-
pore Technologies, Cambridge, UK), which al-

lowed us to describe this molecule’s unusual
configuration; B. dendrobatidis carries three
linear mitochondrial segments, each having in-
verted repeats at the termini with conserved
mitochondrial genes spread over two of the seg-
ments (fig. S7). Additionally, we sought regions
of the autosomal genome with low rates of re-
combination to obtain an independent estimate
of the TMRCA of BdGPL.
Detection of crossover events in the B. dendro-

batidis autosomal genome (18) using a subset of
the isolates in this study revealed a large (1.66Mbp)
region of Supercontig_1.2 in BdGPL that exhibits
several features that identified it as a recombina-
tion “coldspot”: (i) a continuous region of re-
duced Tajima’s D (Fig. 2F), (ii) sustained high
values of population differentiation as measured
by the fixation index (FST) when compared with
all other lineages (Fig. 3A), (iii) a continuous
region of reduced nucleotide diversity (p; fig.
S4), and (iv) shared loss of heterozygosity (fig. S8).
We expanded sampling to infer the temporal
range of pathogen introductions using a broad
panel of isolates with known date of isolation
(n = 184, ranging from 1998 to 2016) andwhole-
genomeRNAbaiting to obtain reads frompreserved
amphibians that had died of chytridiomycosis.
We then investigated whether our data set con-
tained sufficient signal to perform tip-dating
inferences by building phylogenetic trees using
PhyML (25) (Fig. 2, A and C).We fitted root-to-tip
distances to collection dates both at the whole-
tree and within-lineage scales. We observed a
positive and significant correlation within BdGPL
only, for both the mitochondrial and nuclear ge-
nomes, demonstrating sufficient temporal signal
to perform thorough tip-dating inferences at this
evolutionary scale (Fig. 2, B and D).
Tip-dating in BEAST was used to co-estimate

ancestral divergence times and the rate at which
mutations accumulate within the BdGPL lin-
eage. The mean mitochondrial substitution rate
was 1.01 × 10−6 substitutions per site per year
[95% highest posterior density (HPD), 4.29 ×
10−7 to 1.62 × 10−6]. The mean nuclear substitu-
tion ratewas 7.29 × 10−7 substitutions per site per
year (95% HPD, 3.41 × 10−7 to 1.14 × 10−6), which
is comparable to a recent report of an evolution-
ary rate of 2.4 × 10−6 to 2.6 × 10−6 substitutions

per site per year for another unicellular yeast,
Saccharomyces cerevisiae beer strains (26). These
rate estimates are faster by a factor of >300 than
the rate used in a previous study (12) to obtain a
TMRCA of 26,400 years for BdGPL. Accordingly,
we estimate that the ancestor of the amphibian
panzootic BdGPL originated between 120 and
50 years ago (Fig. 2E), with HPD estimates of
1898 (95% HPD, 1809 to 1941) and 1962 (95%
HPD, 1859 to 1988) for the nuclear and mito-
chondrial dating analyses, respectively (Fig. 2E).
We considered an additional calibration ap-

proach for the TMRCA of the mitochondrial
genome where we included informative priors
on nodes around the dates for the first historical
descriptions ofBdGPL detection inAustralia (1978),
Central America (1972), Sierra de Guadarrama
(Europe) (1997), and the Pyrenees (Europe) (2000).
We did not include priors for nodes where ob-
served declines have been reported but where
the lineage responsible for those declines is un-
known. This mixed dating method based on tip
and node calibration yielded very similar esti-
mates [TMRCA estimates of 1975 (95% HPD,
1939 to 1989) (fig. S9)], further strengthening
our confidence in a recent date of emergence
for BdGPL. An expansion of BdGPL in the 20th
century coincides with the global expansion in
amphibians traded for exotic pet, medical, and
food purposes (27, 28). Within our phylogeny,
we found representatives from all lineages among
traded animals (figs. S10 to S14) and identified 10
events where traded amphibians were infected
with non-enzootic isolates (Fig. 4). This finding
demonstrates the ongoing failure of internation-
al biosecurity despite the listing ofB. dendrobatidis
by the World Organisation for Animal Health
(OIE) in 2008.

Hybridization between recontacting
lineages of B. dendrobatidis

To determine the extent to which the four main
lineages of B. dendrobatidis have undergone re-
cent genetic exchange, we used the site-by-site–
based approach implemented in STRUCTURE
(29). Although most isolates could be assigned
unambiguously to one of the four main lineages,
we identified three hybrid genotypes (Fig. 3B),
including one previously reported hybrid (isolate
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Table 1. Comparison of common genetic diversity measures among
B. dendrobatidis lineages. Total segregating sites for each lineage

include all segregating sites where genotype calls were made in at least
half of the isolates. Average pairwise-segregating sites are the average

numbers of sites with different genotypes between all pairs of isolates

within a lineage. Total homozygous segregating sites include all sites

within a lineage where there is at least one homozygous difference

between isolates. Average pairwise-homozygous segregating sites are

the average numbers of sites with different homozygous genotypes
between all pairs of isolates within a lineage. Nucleotide diversity (p) is

the mean of the per-site nucleotide diversity. Tajima’s D is reported as

the mean over 1-kbp bins.

Lineage
Number of

isolates

Total segregating

sites

Average pairwise-

segregating sites

Total homozygous

segregating sites

Average pairwise-homozygous

segregating sites
p Tajima’s D

BdASIA-1 8 327,996 142,437 108,353 21,716 0.0044 0.2540
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

BdASIA-2/BdBRAZIL 12 148,021 51,069 48,722 6,216 0.0018 0.9825
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

BdCAPE 24 146,466 38,881 53,884 4,977 0.0016 0.3143
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

BdGPL 187 127,770 26,546 68,493 3,101 0.0009 0.9792
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..
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CLFT024/2) (20), and discovered two newly iden-
tified hybrids of BdGPL and BdCAPE in South
Africa. Furthermore, BdCH (isolate 0739) appears
to be a chimera of multiple lineages that may
represent unsampled genomic diversity residing
in East Asia, rather than true hybridization. These
hybrid genomes demonstrate thatB. dendrobatidis
is continuing to exchange haplotypes among lin-
eages when they interact after continental inva-
sions, generating novel genomic diversity. We
analyzed isolate clustering using principal com-
ponents analysis on a filtered subset of 3900 SNPs
in linkage equilibrium, revealing an overall popu-
lation structure that is consistent with our phyloge-
netic analyses (Fig. 3C). In addition, the putatively
identified hybrid isolates of B. dendrobatidis

were shown to fall betweenmain lineage clusters
(Fig. 3C), further strengthening our hypothesis of
haplotype exchange occurring during secondary
contact between lineages.

Associations among lineage, virulence,
and declines

Genotypic diversification of pathogens is com-
monly associated with diversification of traits
associated with host exploitation (30) and is most
commonlymeasured as the ability to infect a host
and to cause disease post-infection. We tested for
variation of these two phenotypic traits across
four B. dendrobatidis lineages by exposing larval
and postmetamorphic common toads (Bufo bufo).
Larvae are highly susceptible to infection but do

not die beforemetamorphosis, in contrast to post-
metamorphic juveniles, which are susceptible to
infection and fatal chytridiomycosis (31). In tad-
poles, both BdGPL and BdASIA-1 were signif-
icantly more infectious than BdCAPE and BdCH
(fig. S15 and tables S3 and S4). In metamorphs,
BdGPL was significantly more infectious than
the other treatments, relative to the control group,
and was significantly more lethal in experimental
challenge than the geographically more restricted
BdCAPE, BdASIA-1, and BdCH (Fig. 2G). We fur-
ther tested for differences in virulence among
lineages by using our global data set to examine
whether chytridiomycosis was nonrandomly as-
sociated with B. dendrobatidis lineage. We de-
tected a significant difference (P < 0.001) in the
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Fig. 2. Dating the emergence of BdGPL. (A) Maximum likelihood (ML)
tree constructed from 1150 high-quality SNPs found within the 178-kbp
mitochondrial genome. (B) Linear regression of root-to-tip distance against
year of isolation for BdGPL isolates in mitochondrial DNA phylogeny in
(A), showing a significant temporal trend (F = 14.35, P = 0.00024). (C) ML
tree constructed from a 1.66-Mbp region of low recombination in
Supercontig_1.2. Two BdGPL isolates, BdBE3 and MG8, fall on long branches
away from the rest of the BdGPL isolates (see inset zoom) as a result of
introgression from another lineage (BdCAPE; see Fig. 3B) and were
excluded from the dating analysis. (D) Linear regression of root-to-tip
distance against year of isolation for BdGPL isolates from phylogeny in (C),
with a significant temporal trend (F = 15.92, P = 0.0001). (E) Top: BdGPL
and outgroup BdCH, with the 95% HPD estimates for MRCA for BdGPL

from mtDNA dating (blue) and nuclear DNA dating (red). Bottom: Full
posterior distributions from tip-dating models for mtDNA (blue) and partial
nuclear DNA (red) genomes. Solid vertical lines are limits of the 95% HPD.
Dashed vertical lines denote the maximal density of the posterior
distributions. (F) Sliding 10-kb, nonoverlapping window estimates of
Tajima’s D for each of the main B. dendrobatidis lineages. The region
highlighted in red is the low-recombination segment of Supercontig_1.2.
(G) Survival curves for Bufo bufo metamorphs for different B. dendroba-
tidis treatment groups: BdASIA-1 (blue), BdCAPE (orange), BdCH (yellow),
BdGPL (green), and control (gray). Confidence intervals are shown for
BdGPL and BdASIA-1, showing no overlap by the end of the experiment.
Instances of mortalities in each treatment group are plotted along the
x axis, with points scaled by number of mortalities at each interval (day).
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proportion of isolates associated with chytri-
diomycosis among the three parental lineages
(BdASIA-1 andBdASIA-2/BdBRAZILwere grouped
because of low sample sizes), and post hoc tests
indicated significant excess in virulence in both
BdGPL and BdCAPE lineages relative to the com-
bined BdASIA-1 and BdASIA-2/BdBRAZIL (all
P < 0.05). However, we did not detect a signifi-
cant difference between BdGPL and BdCAPE (fig.
S16 and table S5). These data suggest that al-
though BdGPL is highly virulent, population-level
outcomes are also context-dependent (32); under
some conditions, other lineages can also be re-
sponsible for lethal amphibian disease and pop-
ulation declines (33).

Historical and contemporary
implications of panzootic
chytridiomycosis

Our results point to endemismofB. dendrobatidis
in Asia, out of which multiple panzootic lineages
have emerged. These emergent diasporas include

the virulent and highly transmissible BdGPL,
which spread during the early 20th century via
a yet unknown route to infect close to 700 am-
phibian species out of ~1300 thus far tested (34).
With more than 7800 amphibian species cur-
rently described, the number of affected species
is likely to rise. The international trade in amphib-
ianshas undoubtedly contributeddirectly to vector-
ing this pathogenworldwide (Fig. 4) (35, 36), and
within our phylogeny we identified many highly
supported (≥90% bootstrap support) clades on
short branches that linked isolates collected from
wild amphibian populations across different con-
tinents (Fig. 4 and figs. S10 to S14). However, the
role of globalized trade in passively contributing
to the spread of this disease cannot be ruled out.
It is likely no coincidence that our estimated dates
for the emergence of BdGPL span the globaliza-
tion “big bang”—the rapid proliferation in inter-
continental trade, capital, and technology that
started in the 1820s (37). The recent invasion of
Madagascar by Asian common toads hidden

within mining equipment (38) demonstrates the
capacity for amphibians to escape detection at
borders and exemplifies how the unintended an-
thropogenic dispersal of amphibians has also
likely contributed to the worldwide spread of
pathogenic chytrids.
The hyperdiverse hotspot identified in Korea

likely represents a fraction of theBatrachochytrium
genetic diversity in Asia, and further sampling
across this region is urgently needed because the
substantial global trade in Asian amphibians (39)
presents a risk of seeding future outbreak lin-
eages. Unique ribosomal DNA haplotypes of B.
dendrobatidis have been detected in native am-
phibian species in India (40, 41), Japan (16), and
China (42). Although caution should be observed
when drawing conclusions about lineages based
on short sequence alignments (fig. S3), other en-
demic lineages probably remain undetectedwithin
Asia. It is noteworthy that the northern European
countryside is witnessing the emergence of B.
salamandrivorans, which also has its origin in
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Fig. 3. FST and site-by-site STRUCTURE analysis. (A) Non-overlapping
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the Supercontig_1.2:500,000–2,160,000 low-recombination region. (B) Site-by-
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(0739, the BdCH isolate). Each column represents a biallelic SNP position.
The columns are colored according to the joint probability of either allele copy
arising from one of four distinct populations. Colors represent assumed parental
lineages as given in Fig. 3C. (C) Principal components analysis of 3900 SNPs
in linkage equilibrium. Each point represents an isolate, colored by phylogenetic
lineage.The isolates separate into clearly defined clusters.The axes plot the
first and second principal components, PCA1 and PCA2.
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Asia. The emergence of B. salamandrivorans is
linked to the amphibian pet trade (43), and the
broad expansion of virulence factors that are
found in the genomes of these two pathogens is
testament to the evolutionary innovation that
has occurred in these Asian Batrachochytrium
fungi (23).
Our findings show that the global trade in

amphibians continues to be associated with the
translocation of chytrid lineages with panzootic
potential. Ultimately, our work confirms that
panzootics of emerging fungal diseases in am-
phibians are caused by ancient patterns of path-
ogen phylogeography being redrawn as largely
unrestricted global trade moves pathogens into
new regions, infecting new hosts and igniting
disease outbreaks. Within this context, the con-
tinued strengthening of transcontinental bio-

security is critical to the survival of amphibian
species in the wild (44).
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NUCLEAR PHYSICS

Measurement of the neutron lifetime
using a magneto-gravitational trap
and in situ detection
R. W. Pattie Jr.,1 N. B. Callahan,2 C. Cude-Woods,1,3 E. R. Adamek,2 L. J. Broussard,4

S. M. Clayton,1 S. A. Currie,1 E. B. Dees,3 X. Ding,5 E. M. Engel,6 D. E. Fellers,1

W. Fox,2 P. Geltenbort,7 K. P. Hickerson,8 M. A. Hoffbauer,1 A. T. Holley,9

A. Komives,10 C.-Y. Liu,2 S. W. T. MacDonald,1 M. Makela,1 C. L. Morris,1 J. D. Ortiz,1

J. Ramsey,1 D. J. Salvat,11 A. Saunders,1* S. J. Seestrom,1† E. I. Sharapov,12 S. K. Sjue,1

Z. Tang,1 J. Vanderwerp,2 B. Vogelaar,5 P. L. Walstrom,1 Z. Wang,1 W. Wei,1

H. L. Weaver,1 J. W. Wexler,3 T. L. Womack,1 A. R. Young,3 B. A. Zeck1,3

The precise value of the mean neutron lifetime, tn, plays an important role in nuclear and
particle physics and cosmology. It is used to predict the ratio of protons to helium atoms in
the primordial universe and to search for physics beyond the Standard Model of particle
physics.We eliminated loss mechanisms present in previous trap experiments by levitating
polarized ultracold neutrons above the surface of an asymmetric storage trap using a
repulsive magnetic field gradient so that the stored neutrons do not interact with material
trap walls. As a result of this approach and the use of an in situ neutron detector, the
lifetime reported here [877.7 ± 0.7 (stat) +0.4/–0.2 (sys) seconds] does not require
corrections larger than the quoted uncertainties.

M
easurement of free neutron decay to
a proton, electron, and antineutrino,
n→pþ e� þ �ve, provides information
about the fundamental parameters of
the charged weak current of the nucleon

and constrains many extensions to the Standard
Model at and above the tera–electron volt scale.
Knowledge of the mean neutron lifetime, tn, to
an accuracy of better than 1 s is necessary to
improve big-bang nucleosynthesis predictions of
elemental abundances (1) and to search for phys-
ics beyond the Standard Model of nuclear and
particle physics (2).
The neutron lifetime has recently been mea-

suredwith two different techniques (3, 4): count-
ing the surviving ultracold neutrons after storage
in material-walled traps, with a most precise re-
sult of 878.5 ± 0.8 s (5), and counting the number
of decay products emerging from a passing beam

of cold neutrons, with a result of 887.7 ± 2.2 s (6).
The results of these techniques disagree by 9.2 s,
or 3.9 standard deviations.
Our experiment was designed to reduce sys-

tematic uncertainties by using ultracold neu-
trons (UCNs) trapped in a storage volume closed
by magnetic fields on the bottom and sides and
by gravity on top, as previously demonstrated in
(7, 8). In this work, we have used an asymmetric
trap to reduce the population of long-lived closed
neutron orbits with kinetic energies over the stor-
able energy threshold in the trap (9, 10). We have
also introduced in situ detection of the surviving
neutrons to eliminate uncertainties associated
with transporting the neutrons to an ex situ de-
tector. Recent storage experiments used storage
traps with variable volumes to extrapolate to in-
finite volume in an attempt to reduce uncertain-
ties associated with losses of neutrons caused by
interactions with thematerial walls (5, 11–15). Our
experiment had no detectable losses of neutrons
caused by interactions with the magnetic and
gravitational “walls” of the trap and thus re-
quired no extrapolation. In addition, we used a
number of techniques to diagnose and eliminate
effects of quasi-trapped neutrons. These neutrons
have kinetic energies above the trapping potential
but nevertheless can reside in the trap in quasi-
stable orbits for hundreds of seconds, skewing the
long storage time measurements.

Ultracold neutron delivery, storage, and
measurement protocol

The experimental technique was described in
detail in (16) and is summarized here. The ex-
perimental apparatus is shown in Fig. 1. UCNs
were supplied by the west beam line of the Los
Alamos Neutron Science Center UCN facility

(17–19). The UCN flux was monitored by nor-
malization detectors (20) that sampled the flux
through small aperture holes in the beam guide.
The neutrons were polarized with a 6-T solenoid
magnet that transmitted only neutrons in the
“high-field-seeking” spin state. An adiabatic fast
passage spin flipper changed the spin state of
the neutrons to low-field-seeking with ~90% ef-
ficiency by using an applied magnetic field of
14 mT and an oscillating radio-frequency field
of 372 kHz. Another normalization detector
mounted above the storage height of the neutron
trap monitored the UCN flux just before the en-
trance to the trap. The neutrons reaching this
detector height had too much kinetic energy to
be confined by gravity in the magnetic trap. The
flux at each detector was monitored throughout
the filling period in order to determine the rel-
ative normalization of the number of neutrons
entering the trap in each storage run. Neutrons
filled the trap through a movable magnetic door
located at the bottom of the apparatus.
The trap was constructed of a Halbach array of

permanent magnets in which the magnetization
of each row of permanent magnets was rotated
90° relative to its neighbors. EachNdFeBmagnet
was 2.54 cm by 5.08 cm by 1.27 cm, with a surface
field of ~1.0 T. The magnets were installed along
the surface of two intersecting tori, one with ama-
jor radius of 100 cm and a minor radius of 50 cm,
the other with the radii interchanged and cut off at
a height of 50 cm from the bottomof the trap, thus
forming an asymmetric trap with a trapping
potential of ~50 neV (corresponding to neutron
temperature ≲0.58 mK) and a fiducial volume of
420 liters. An additional externally applied hold-
ing field of up to 10 mT, approximately perpen-
dicular to theHalbach field, was used tomaintain
the neutron polarization during the storage pe-
riod. The performance of the trap was described
in (10).
At the end of the 150-s filling period, the

800-MeV proton beam that produced the UCN
was turned off so as to reduce backgrounds, and
the loading trap door and other valves in the
UCN beam pipe were closed, preventing further
neutrons from reaching the apparatus. A cleaning
period followed, designed to eliminate any neu-
trons in the trap with kinetic energy sufficient to
escape the trap. A horizontal sheet of polyethylene,
called the “cleaner,” removed neutrons with suf-
ficient kinetic energy to reach its height via
absorption or thermal upscattering. During the
filling and cleaning periods, the cleaner was
positioned 38 cm above the bottom of the trap,
or 12 cm below the nominal open top of the trap.
The cleaner covered approximately one half of
the horizontal surface of the trap at its mounted
height [~0.86m2, to be comparedwith the 0.23m2

horizontal cleaner used in thework of (16)], so that
every neutron capable of reaching it did so quickly
within a few tens of seconds after entering the
trap. A second “active” cleaner,with 28%of the area
of the primary cleaner, wasmounted on the down-
stream side of the trap in the same plane as the
primary cleaner. This second cleaner used 10B-
coated ZnS:Ag as theUCN absorber (20) andwas
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observed with an array of photomultiplier tubes
(PMTs), allowing the UCN density in the plane of
the cleaners to be continuously monitored. At the
conclusion of the cleaning period, 50 to 300 s for
the data presented here, both cleaners were raised
5 cm in order to stop further interactions; at this
point, the storage period began. The neutronswere
stored for times typically ranging from 10 to 1400 s,
chosen to optimize statistical reach in a given ex-
perimental running time while still permitting
systematic studies.
At the end of the storage period, a UCN detec-

tor consisting of a vertical poly(methyl meth-
acrylate) (PMMA) paddle coated on both sides
with ZnS:Ag and 10B, with a total active surface
area of 750 cm2 per side (~21% of the 3450 cm2

area of the midplane of the trap), was lowered
into the center of the trap. The detector could be
lowered in multiple steps and, at its lowest po-
sition, reached to within 1 cm of the bottom of
the trap. Because the detector could only access
the fraction of UCNs that had sufficient energy to
reach the height of each step, this permitted rate-
dependent uncertainties to be studied by con-
trolling the counting rate and also enabled the
exploration of different neutron energy– and
phase space–dependent systematic effects. The

detector removed (or “unloaded”) the surviving
stored neutrons from the trap with a time con-
stant of ~8 s. At the conclusion of the counting
period (typically 100 to 300 s in length, or many
8-smean draining times), the detector was left in
the trap to count background rates with no neu-
trons in the trap for typically 150 s. The absolute
efficiency of the detector, previously reported to
be 96% (16), and those of the upstream monitor
detectors cancel in the ratios used to extract the
lifetime in this experiment.
Each neutron absorbed on the detector’s bo-

ron layer generated a burst of scintillation pho-
tons in the ZnS:Ag scintillator that were converted
and conducted from the transparent PMMA
backing plate to a pair of photomultiplier tubes
by an array of 2-mm-spaced wavelength shifting
fibers. The photons in each PMT were individu-
ally counted with an 800-ps precision time
stamp by an input channel of the same multi-
channel scaler (MCS) (21) that counted the output
pulses from the normalization monitors.
In a typical measurement cycle, a pair of runs

were performed, one with a nominal short stor-
age time of 20 s and one with a nominal long
storage time of 1020 s, each with ~2.5 × 104 neu-
trons in the trap at the beginning of the storage

period. A total of 332 pairs of long and short runs
were analyzed for the results in this paper, in five
different running configurations. The different
run conditions varied the cleaning time, the num-
ber of steps in which the detector was lowered
into the trap, and the magnitude of the applied
neutron polarization holding field. The five run
conditions are listed in Table 1.
Shown in Fig. 2, A and B, are a “nine-step” and

“three-step,” respectively, unloading curve for a
short and long storage time, summed over all the
cycles in the respective run condition.Anunloading
curve is a plot of the instantaneous rate of neutron
detection in the UCN detector, during the count-
ing period after the UCN storage time. In each
case, the first, highest detector step placed the
bottom edge of the detector at the cleaning height
so that no stored neutrons had sufficient energy to
reach the 132 cm2 of active area that extended
below the position of the raised cleaners. No neu-
trons above background were detected in this step,
putting constraints on systematic uncertainties
caused by insufficient cleaning of high-energy
neutrons and heating of neutrons by vibrations,
to be described later: Only eight peaks are visible
in the nine-step unloading curve and two in the
three-step curve. The absolute start time of the
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Fig. 1. Layout of the UCN beam line and trap used for these measurements.

Table 1. The five running conditions analyzed in this paper. “Detector steps” is the number of discrete counting positions as the neutron detector was
lowered to the bottom of the trap; “Cleaning time” is the length of cleaning period from the closing of the neutron loading trap door to the raising of the

cleaner; “Holding field” is the minimum strength of the externally applied polarization holding field in the trap; and “Run pairs” is the number of long-short

run pairs acquired for this configuration, all with roughly equal numbers of initially loaded neutrons.

Run configuration Detector steps Cleaning time (s) Holding field (mT) Run pairs

A 1 200 6.8 79
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

B 9 200 6.8 66
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

C 9 300 6.8 70
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

D 3 50 6.8 60
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

E 3 50 3.4 57
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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long storage curve was adjusted in each plot by
the difference between the nominal long and
short storage times, to allow visual comparison
of the curves.
The data were blinded by adjusting the no-

minal storage times (along with all the MCS
time stamps in a blinded run) by a factor hidden
from those analyzing the data, with the result that
tn extracted from the blinded data differed from
the actuallymeasured value by a randomoffset of
up to ±15 s.

Extracting the neutron lifetime

The expected number of surviving neutrons after
storing an initial number N0 of neutrons in the
trap for a time t isNsurv ¼ N0e�t=tmeas, where tmeas

is themeanmeasured survival time of the trapped
neutrons. Themeasured loss rate is the sumof the
loss rate caused by neutron decay and all other
sources of loss from the trap, such as losses caused
by interactions with the walls, depolarization of
neutrons during storage, thermal upscattering of
neutrons from residual gas in the trap, or other
sources of loss: 1/tmeas = 1/tn + 1/tloss.
The number of surviving neutrons was esti-

mated from the raw data, consisting of a string of
time-stamped photon events from the two in situ
detector PMTs, using two different techniques.
The firstmethod required a coincidence between
photons from each of the two PMTs to identify a
neutron. Coincidences were identified during a
50-ns window, followed by an above-threshold
number of photons in a variable integration win-
dow of several microseconds. The threshold was
determined by the number and arrival time of
previously identified neutrons in the data stream.
Identification of new neutrons was disabled
during the integration window, creating a rate-
dependent but calibrated software dead time
for each counting bin. The integration window
was extended in 1-ms steps as long as photon
events continued to arrive, in order tomaximize
neutron identification efficiencywhileminimiz-
ing software dead time. The secondmethod used
individual photons, or “singles” data. Each in-
dividual photon was treated as an independent
event, with no attemptmade to identify the neu-
tron responsible for each individual photon.
The normalized total signals of the surviving

UCN populations, or yields, were calculated for
each run by summing the counts measured in all
detector positions, subtracting experimental back-
grounds, and dividing by the relative number of
neutrons loaded into the trap. The background
at long holding times was on the order of 0.3%
of signal for coincidence counting and 15% for
singles counting. The raw numbers of neutrons
(coincidence) or photons (singles)were corrected
for dead time [(22), section 1]. The relative number
of neutrons loaded into the trap was determined
from the counts in the elevated normalization
monitor [Fig. 1 and (22), section 2], exponentially
weighted by themeasured loading time constant
of the trap (60 to 70 s). Spectral variations in the
incident neutron fluxwere assessed by taking the
ratio of the number of counts in the elevated
normalization detector to the number in the

upstream, beam-height normalization detector.
The first-order correction to the normalization,
as much as 10% over a period of 100 hours, was
determined by minimizing the variance of neu-
tron yields of short-storage runs only. Alternat-
ing long and short storage time runs reduced
the effect of this correction on the lifetime un-
certainty to negligible levels.
The neutron lifetime and uncertainty were cal-

culated from pairs of short and long storage time
yields using

Ri ≡
Yis

Yil
ð1Þ

tn;i ¼ ð�tl � �ts Þ
lnðRiÞ ð2Þ

and

Dtn;i ¼ ð�tl � �ts Þ
lnðRiÞ2

DRi

Ri
ð3Þ

where the subscripts l and s denote long and
short storage times, �t is the mean neutron de-
tection time during the counting period, Ys are
the yields, tn is the lifetime, the Ds indicate un-
certainties, and the subscript i denotes the indi-
vidual run pairs. Uncertainties were calculated by
using Poisson statistics for the UCN yields, in-
cluding the statistics of the exponentially weighted
elevated normalization monitor counts. The sta-
tistical uncertainty in the photon singles yields
were obtained from the coincidence data and
by analyzing the variance in the singles-extracted
lifetimes, and both approaches produced con-
sistent results.
Average lifetimes were calculated for each of

the five run configurations in three ways. First,
the average long and short yields across a run

configuration were calculated and assigned un-
certainties as the standard deviation of the in-
dividual yields divided by

ffiffiffiffi
N

p
, where N is the

number of individual run pair yields. The life-
times and uncertaintieswere calculated from the
average values by using Eqs. 1 to 3. The second
method determined the lifetime from aweighted
average of the lifetimes calculated from each in-
dividual run pair. In this case, the uncertainty
was calculated from the weighted average of
individual run pair uncertainties and multi-
plied by the square root of the reduced c2 to ac-
count for any remaining nonstatistical variation
in the data set caused by smaller systematic ef-
fects such as higher-order time or spectral varia-
tions in the loaded neutrons. The third method
was identical to the second, except that an un-
weighted average was used to compute the av-
erage lifetime.

Systematic uncertainties

The total systematic uncertainty in these results
were estimated to be 0.28 s. The major sources
of systematic uncertainties in these results are
listed in Table 2.
The only correction applied to the central value

of the lifetime was due to thermal upscatter-
ing of UCN from individual interactions of UCN,
with residual gas particles in the trap during the
storage period. Because the cross section for neu-
tron scattering off of residual gas molecules is
inversely proportional to the neutron velocity, the
residual gas pressure, molecular make up, and
interaction cross sections could be combined to
extract a neutron loss lifetime, independent of
neutron velocity, caused by this upscattering effect

1
tupscatter ¼ supscattervnNgas

.
ð4Þ
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Fig. 2. Unloading time distributions. (A and B) The combined rates of the neutron signals and
backgrounds for a (A) nine-step configuration and (B) three-step configuration. The times have been
shifted to align the short storage time (red) and long storage time (blue) distributions.
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supscatter ¼ sfree�vgas
.
vn

ð5Þ

1
tupscatter ¼ sfree�vgasNgas

.
ð6Þ

where tupscatter is the loss lifetime because of this
upscatter effect, supscatter is the cross section for
upscattering of neutrons from residual gas mole-
cules, sfree is the velocity-independent neutron-gas
interaction cross section, �vgas is the mean velocity
of the gas molecules, and Ngas is the number den-
sity of gas molecules, proportional to the pressure.
Equations 4 to 6 apply to a single gas species but
could easily be summed over all gases in the stor-
age volume. Two calibrated cold cathode gauges
located above the midplane of the trap were used
to measure the residual gas pressure (typically 6 ×
10−7 torr), and a residual gas analyzer was used to
measure the mass spectrum of the residual gas.
From these measurements and the measured
UCN cross sections from (23, 24), we calculated
the velocity-independentUCN lifetime (tupscatter),
which is caused by losses on the residual gas in
the trap, using Eqs. 4 to 6. The loss rate from this
lifetime was then subtracted from the measured
neutron loss rate to yield the neutron decay loss
rate, for a correction to the measured lifetime of
0.16 swith anuncertainty of 0.03 s [(22), section 3].
The systematic uncertainty caused by possible

depolarization of neutrons during the storage
period was assessed by measuring the neutron
lifetime while varying the magnitude of the ap-
plied polarization holding field [(22), section 4].
High-precision lifetimemeasurementsweremade
at holding field strengths of 6.8 and 3.4 mT, and
lower-precision measurements at smaller fields
down to 0mTapplied field. The resulting lifetimes
were fitted by using a power law suggested in (25)
from calculations of depolarization in the present
trap geometry: 1t ¼ 1

tn
þ B2

⊥0
B2
⊥tDP

, where B⊥ is the hold-
ing field, B⊥0 is the full holding field, t is the mea-
sured storage lifetime, tn is the neutron decay
lifetime, and tDP is the loss lifetime due to de-
polarization. The result of the fit yielded a loss
lifetime owing to depolarization of tDP = 1.1 ×
107 s (with 1s uncertainty bounds of 6.0 × 106

and 5.5 × 107 s) for an uncertainty on the mea-
sured neutron lifetime of 0.07 s. The 6.8 and
3.4 mT measurements showed no variation out-
side of statistics.
Neutrons can be heated by, for example, many

small interactions with the vibrational motion of
the UCN trap’s magnetic field, slowly gaining
enough energy to exceed the trap potential and
escape from the trap during the long storage
period. A limit on the uncertainty due to this
effect was determined by looking for neutrons
moving into the highest neutron detector posi-
tion (38 cm above the bottom of the trap, or equal
in height to the lowered cleaner), in run con-
figurations B to E during the long storage time
(Table 1).
The detector’s ability to count these very low-

energy UCNs (<5 neV kinetic energy at the top of
their orbits in the trap) was verified by loading

the trap with the cleaners and the neutron detec-
tor in their raised position. The counting curve
from the active cleaner was observed to fall to
its background rate in ~10 s and was constant
thereafter, indicating that neutrons were effi-
ciently cleaned to the height of the raised clean-
ers (43 cm above the bottom of the trap). The
neutron detector was then lowered to the upper
counting position andwas observed to count UCN
with sufficient energy to reach heights between 38
and 43 cm with a time constant of 260 s [(22),
section 5]. Although only the lowest 5 cm of the
detector was exposed below the raised cleaners
during the first step of a nominal lifetime run,
characterization of the neutron detector with a
Gd-148 a particle source showed an approximately
uniform optical response across the entire active
area of the detector. In addition, heated UCN gain
energy slowly and so have multiple opportunities
to be captured by the detector before acquiring
sufficient energy to reach the position of the raised
cleaners. In estimating the cleaning and heating
systematic uncertainties, a conservative factor of
20was applied to account for neutrons that were
not detected during the 20-s first-position count-
ing time used for lifetime running.
The number of neutrons observed in the

highest counting position was consistent with
background in the long storage time runs. The
systematic uncertainty due to heating was deter-
mined by the uncertainty of the yield calculated

by using only the counts observed in the highest
position. On the basis of this analysis, we put a
1s limit on the lifetime uncertainty because
of neutron heating of 0.23 s.
Similarly, insufficient cleaning of neutronswith

energy above the trapping energy would result in
an artificial excess of counts after the short storage
time that could be lost over the long storage time.
An analysis of excess neutrons in the highest
counting position in the short storage time runs,
which is also consistent with zero neutrons above
background, allowed us to put a limit of 0.06 s on
the uncertainty in the measured lifetime because
of insufficient cleaning.
In the single-photon counting analysis method,

a hardware dead time was caused by the 10-ns
dead time of the discriminator used to detect the
individual photons. The uncertainty due to correct-
ing for this rate-dependent effect was set to 20% of
the correction on each run, for a total uncertainty
on the extracted lifetime of 0.04 s.
Phase space evolution can cause a possible

change in effective detector efficiency between
the short and long storage time runs caused by
evolution of the neutron population in the trap
between regions of phase space with different
degrees of access to the detector location. Any
effect of phase space evolution on the measured
lifetime would cause a variation in the relative
number of neutrons in the peaks corresponding
to the different counting steps between the short
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Table 2. Systematic uncertainties.

Effect Upper bound (s) Direction Method of evaluation

Depolarization 0.07 + Varied external holding field
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Microphonic heating 0.24 + Detector for heated neutrons
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Insufficient cleaning 0.07 + Detector for uncleaned neutrons
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Dead time/pileup 0.04 ± Known hardware dead time
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Phase space evolution 0.10 ± Measured neutron arrival time
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Residual gas interactions 0.03 ± Measured gas cross sections and pressure
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Background shifts <0.01 ±
Measured background as function

of detector position
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Total 0.28 (uncorrelated sum)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Fig. 3. Yields as a
function of storage
time.The yields are
shown relative to the start
of filling for each of the
running conditions. The
relative normalization
of the data sets has been
adjusted to account for
the different running
conditions. The dashed
line shows an exponential
fit to the yields. The
fractional residuals, or
differences between the
yields and the fitted curve, are plotted against the right axis. RF denotes the use of a reduced
polarization holding field strength of 3.4 mT instead of 6.8 mT.
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and long storage time runs; therefore, a limit on
this effect was estimated by calculating the sta-
tistical uncertainty of the centroid of the unload-
ing curve for the nine-step measurements and
was found to be 0.10 s [(22), section 6]. The effect
was smaller for the one- and three-step mea-
surements. A cross check was made for the pres-
ence of neutron population phase space evolution
between the short and long storage periods by
comparing the number of counts in each of the
three or nine separate detector steps; the varia-
tion in these ratios was consistent with statis-
tical fluctuations.

Results

As a final check for nonexponential behavior in
the data, we performed a global fit to the yields of
the long and short storage time measurements
(Fig. 3). The unblindedmeasured neutron lifetime
extracted from this fit was 877.6 ± 0.7 s, with a
c2/df of 0.7. After correction for gas upscattering,
the final unblinded measured mean neutron
lifetime was 877.7 ± 0.7 (stat) +0.4/–0.2 (sys) s.
The coincidence and the singles analysis methods
described above yielded the same results. Three
independent analyses were conducted and com-
pared before unblinding. These analyses agreed
to within 0.2 s. The central value of the result
presented here is the average of the three results,
the statistical uncertainty is the average of those
from the three analyses, and the systematic un-
certainty is that from Table 2 added in quadra-
ture with an additional 0.2 s to account for the
differences between the analysis techniques. Be-
cause the total uncertainty of this result is dom-
inated by statistical uncertainty, and because the
leading systematic uncertainties appear to be sta-
tistically driven and thus reducible with further
study, we expect to ultimately reach a total un-
certainty well below 0.5 s in future data runs
using this apparatus.
The nonblinded data set presented in (16) was

combined with a blinded systematics study data
set, which had a statistical accuracy of Dtn = 1 s,
to develop techniques to correct for incomplete

cleaning of quasi-bound neutrons and to identify
improvements to the trap-cleaning procedure.
These improvements were implemented before
acquiring the data discussed in this paper. The
systematics study data were unblinded (based on
two independent analyses) at the same time as
the data presented here and produced a consistent
result for tn. This data set was not included in the
neutron lifetime result presented here.
The result presented here does not require

corrections to the measured lifetime that are
larger than the quoted uncertainties. This result
agrees with the previous best measurement of
the lifetime for neutron decay by using UCNs
stored in a material trap and disagrees with the
lifetime for neutron b-decay determined by using
the beam technique.
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Handedness in shearing auxetics
creates rigid and compliant structures
Jeffrey Ian Lipton,1* Robert MacCurdy,1 Zachary Manchester,2 Lillian Chin,1

Daniel Cellucci,3 Daniela Rus1*

In nature, repeated base units produce handed structures that selectively bond to make
rigid or compliant materials. Auxetic tilings are scale-independent frameworks made
from repeated unit cells that expand under tension. We discovered how to produce
handedness in auxetic unit cells that shear as they expand by changing the symmetries
and alignments of auxetic tilings. Using the symmetry and alignment rules that we
developed, we made handed shearing auxetics that tile planes, cylinders, and spheres.
By compositing the handed shearing auxetics in a manner inspired by keratin and collagen,
we produce both compliant structures that expand while twisting and deployable structures
that can rigidly lock.This work opens up new possibilities in designing chemical frameworks,
medical devices like stents, robotic systems, and deployable engineering structures.

M
any biological materials, such as DNA,
keratin, and collagen, are composed of
repeated patterns of simple monomers
that form handed structures (1). Handed
structures come in mirror-image pairs.

The same underlying handed materials generate
rigid, compliant, or flexible mechanical proper-
ties through variations in intermolecular bond-
ing (1). Examples include collagens, which form
rigid materials such as bone and teeth, as well
as compliant structures like cartilage, tendon,
and skin; and keratins, which form hair, horns,
andhooves (1,2). These structures become stronger
by increasing the amount of interlayer bonding;
these are disulfide bonds and hydrogen bonds in
the case of keratins (3) or collagen (4). Both col-
lagen and keratin align and bond the termini of
substructures to form larger structures. We used
this same principle of coupling the termini with
strong bonds, and using variable bonds along the
length to rigidize composite handed auxetic tubes
and spheres.
Similar to keratin and collagen, auxetic struc-

tures are composed of a repeated tiling of a basic
unit cell (5). Their defining mechanical property
is a negative Poisson’s ratio, meaning that they
expand perpendicular to the direction of tension
when stretched (6). They can form planes (7–9),
cylinders (9–11), spheres (12, 13), and complex
surfaces (14). The underlying geometric patterns
that lead to auxetic behavior are scale and mate-
rial independent (5). The patterns are naturally
occurring at the nanometer scale in molecules

and crystals (15–17), they exist at the millimeter
scale in stents (18), and they occur at the meter
scale in large structures (19). Thematerial-agnostic
nature of these patterns can potentially enable
unconventional auxetic metamaterials to be de-
signed (20).
Conventional auxetics are limited in a key

way; the stiffness of an auxetic is predefined. It
is derived primarily from the interplay between a
fixed topology and the predefined energy required
to deform the joints or struts of the structure
(7, 8, 21). As a result, the same structure cannot
switch between rigid and compliant states.
We used the biologically inspired technique

of selectively bonding handed structures to form
rigid or compliant structures fromhanded shear-
ing auxetics (HSAs).We produced handedness in
two-dimensional shearing auxetic material pat-
terns that tile the surface of planes, cylinders, or
spheres. We demonstrated a rigid deployable
structure through concentric alignment of dif-
ferent HSA cylinders. We made compliant ac-
tuators via parallel arrangement of right- and
left-handed cylinders. We can globally actuate
the structures by applying a twist or linear stress.
The ability to twist the auxetics allows us to
actuate them with conventional motors.
The unit cell of an auxetic is a set of rigid links

with variable relative angles (5), but with fixed
connectivity. The cell’s auxetic trajectory is con-
trolled by a single number called the phase angle,
which defines the continuous deformation of the
unit cell (Fig. 1). Conventional auxetic structures
are isotropic and expand uniformly under applied
tension (5). Shearing auxetics, however, expand
at different rates in different directions while
shearing and therefore do not have a single
Poison’s ratio. The ratio varies as a function of
direction and phase angle (7, 8). For an auxetic
pattern to shear and expand simultaneously,
the unit cells must have C2 or C1 symmetry (22).

In addition, no net shearing of the structure
occurs if there are reflections or glide reflections
continuously in the tiling pattern along the
auxetic trajectory. This constrains shearing aux-
etics to 2 of the 17 wallpaper group tilings, 2222
and o in orbifold notation (23). In orbifold no-
tation, * represents a reflection, and integers
represent rotation centers of the integer’s order.
Integers before or without a * are not on a line of
reflection, and those after a * are on a line of
reflection. x represents a repeated mirror image
without a line of reflection, and o represents only
translations. In the notation, integers are listed
next to each other, so 2222 represents four sepa-
rate rotational centers of order 2 without re-
flections, and o represents a pattern with only
translational symmetries.
Various auxetic structures behave differently

along their auxetic trajectories (Fig. 1). All aux-
etics reach their maximum auxetic extension at
a phase angle qmax. Further deformation from
this point causes them to either cease being
auxetic or to contract. Because unit cells can
change their shape throughout deformation,
an auxetic tiling can transition from a 2222 or o
symmetry to one that has reflections for a single
point along the auxetic trajectory. The develop-
ment of a line of reflection at a point along the
auxetic trajectory allows a shearing auxetic that
is shearing to the right to transition to shearing
to the left. This produces a symmetric auxetic
trajectory and thus an unhanded shearing aux-
etic. Such structures continuously shear from
one direction to the other, which is equivalent
to mirroring the entire structure (Fig. 1). Shear-
ing auxetic trajectories that never develop a
reflection at qmax characterize the handed shear-
ing auxetics. Therefore, preventing reflection
symmetries atqmax generates handedness. Handed
auxetics come in right- and left-handed pairs.
Because their mirror images are equally valid
tilings of space, their left- and right-handed
versions have distinct auxetic trajectories. The
configuration of a left-handed auxetic cannot
match that of a right-handed auxetic by choosing
a different q on the auxetic trajectory.
Handedness in a shearing auxetic structure

can emerge at three different levels: in the joints,
in the patterning itself, or in the placement of
the pattern on an oriented surface. By limiting
the joint angles to exclude qmax, the symmetry
of an unhanded shearing auxetic trajectory is
broken. This prevents a shearing auxetic cell
from transitioning between handedness. We re-
moved the symmetries from the constituent ele-
ments of the unit cell (Fig. 1) to turn a shearing
auxetic into a handed shearing auxetic. By turn-
ing one of the rectangles into a parallelogram,we
prevented lines of reflection from developing.
The components of the unit cell never align to
form a global symmetry at qmax . We performed
similar modifications to make handed shearing
auxetic patterns from rigid links and links with
polygons (fig. S3) (22).
We constructed a handed cylinder made from

an unhanded shearing auxetic pattern (Fig. 1 and
movie S1). The circumferential and longitudinal
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directions of a cylinder provided a natural co-
ordinate system. A planar unhanded shearing
auxetic pattern has a natural orientation along
the direction of its emergent line of reflection.
When the lines of reflection align with the cir-
cumferential or longitudinal directions, the cyl-
inder has no net handedness. When the lines of
reflection do not align with the circumferential
or longitudinal direction, the cylinder has a net
handedness, and the sign of the angle between
the lines of reflection and the longitudinal axis
determines handedness.
A shearing auxetic tiling on a cylinder or

sphere couples the shape’s radius, height, and
orientation to a twist action around the shape’s
central axis (see movie S1). Tiling cylinders or
spheres tomake shearing auxetics requires chang-
ing the constraints on the structures. Planar and
space filling auxetics have zero principal curva-
ture and can be made of rigid links. However,
the surface of a sphere or cylinder has directions
of nonzero principal curvature. As the surface
expands, the radius of curvature on its surface
changes. This necessitates tiling the surface with
flexible links that can bend and twist.
We fabricated handed auxetic cylinders and

spheres using strips of 0.254-mm-thick spring
steel (Fig. 2A). We constructed spheres with a
44 symmetry (fig. S6E). We made cylinders with
a 224 pattern constructed from the planar pat-
tern in Fig. 2B, which was based on the unit cell
of the reentrant honeycomb auxetic tiling. We
found that the cylinders expanded by 613% in

length and 284% in width between their fully
contracted and fully extended states. Prebend-
ing strips of spring steel can bias the structure
to specific points on the auxetic trajectory (fig. S6).
Wemade cylinders with 223 symmetry from tubes
of polytetrafluoroethylene (PTFE) using a laser
cutter (Fig. 3A), demonstrating that these struc-
tures can be fabricated automatically from con-
tinuous materials.
We created composite-handed auxetic struc-

tures by combining right- and left-handed cyl-
inders or spheres. We aligned three concentric
cylinders or spheres along a central axis. The
middle structure turns counter to the inner and
outer structures to produce left-right-left (LRL)–
or right-left-right (RLR)–handed composites
(Fig. 2F). We bonded the ends by constraining
the poles or edges of the constituent structures to
share the same position and orientation. This
step ensures that if there is a twist, or compres-
sion, the ends of each layer move in unison.
Locking the poles or edges affects the entire

composite structure.When the LRL or RLR com-
posite structure is twisted or loaded, two antag-
onistic layers compress into each other (Fig. 2F).
Either the innermost layer expands while the
middle layer contracts, or the outermost layer
contracts while the middle layer expands. Strong
mechanical bonds form where the two antago-
nistic layers come into contact (Fig. 2D). As the
structure is loaded, the forces between the antag-
onistic layers increase, fixing them relative to
each other. Because of themechanical bonds, the

structure is unable to expand or contract under a
load without buckling. This is analogous to the
disulfide bonds of keratin or the hydrogen bond-
ing on collagen that prevents the constituent ele-
ments from separating or sliding past each other.
When locked (the structure has been con-

strained to some particular q), the primary re-
sistance to deformation in the constituent layers
is the energy needed to deform the links and
hinges. In this state, other deformation modes,
such as buckling of the links, must store the
energy. Often the alignment of the different
layers effectively shortens the links’ length by
introducing node points where two layers are
in contact (Fig. 2, D and E). The LRL cylinders
had 1.5 times the ultimate compressive strength
of LLL and 6.8 times that of the single HSA cyl-
inders (Fig. 2C). The LRL and LLL composite
cylinders had the same effective stiffness, which
was 6.2 times the stiffness of the individual cyl-
inders and 2.7 times that of right-left (RL) com-
posites. Unlike a bistable auxetic pattern (24),
the rigid LRL composite state can exist at any
point along the auxetic trajectory.
A simple RL composite cannot be rigid with-

out torsional preloading because itmay not form
the mechanical bonds. Without preloading,
the layers can separate when the outer layer
expands and the inner layer contracts. This
produces a notably more compliant structure
under loading. Similarly, the left-left-left (LLL)
or right-right-right (RRR) structures do not
generate interlayer mechanical bonds, because
there is little to no normal force on the contact
points, allowing the structure to globally twist
and collapse.
We made compliant structures by eliminat-

ing bonds along the lengths of differently handed
cylinders while maintaining the end bonds. We
composited cylinders of different handedness
parallel to each other, but with mechanically
coupled ends. The cylinders were hollow tubes of
Teflon, 16 cm long, 25.4mm in diameter, 1.59mm
thick, and cut with a 223 pattern. Each tube re-
quired a net torque or external force to maintain
state. In Fig. 3C, we see the external loading rela-
tive to extension of a single tube. The two tubes
required an equal and opposite torque because
they were right- and left-handed, respectively. By
connecting the ends to each other, the structure
self-frustrated and remained opened. Because
they were parallel and not concentric, they did
not interfere with each other under flexural
loading and therefore could flex substantially.
We created a linear actuator using the com-

pliant parallel tube structure with one pair of
cylinder ends connected to a rigid plate and the
other to a set of gears (Fig. 3A). The ends with
the gears could rotate counter to each other but
maintained a fixed distance. When the gears ro-
tated, the structure elongated. The two counter-
rotating cylinders oppose each other, ensuring
no net torque on the rigid plate. This actuator
had a 30% elongation and can deflect under
external forces (Fig. 3B). We arranged four cyl-
inders in a two-by-two grid of alternating right-
and left-handed cylinders (Fig. 3D andmovie S2).
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Fig. 1. Auxetic trajec-
tories with and
without mirrors.
Shearing and handed
shearing auxetics are
made by changing
the symmetries of the
conventional auxetic
patterns. The cells
move along the auxetic
trajectories by varying q
, marked in blue. At
the point of maximum
auxetic extension, qmax,
the trajectory is either
symmetric or ceases
to be auxetic. To be
symmetric, q2 must
be a reflection of q1.
If an auxetic shears
and it is not symmetric
around qmax, it is a
handed shearing
auxetic, and a vertical
mirror switches
between the handed
patterns. Unhanded
shearing auxetics
tiled on a cylinder
can produce a handed
auxetic cylinder.
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This configuration yields a 4-degree-of-freedom
composite actuator. One end of each cylinder is
connected to a rigid plate, and the other end is
constrained to a plane and attached to a servo.
This arrangement allows subsections of the ac-

tuator to activate, enabling control over linear
extension, twist, and bending in two directions.
The handed shearing auxetic structure converts
the rotation into linear displacement without a
screw and nut, rack and pinion, or linkage sys-

tem typically found in a linear actuator. The ac-
tuator itself is hollow, allowing wiring or other
structures to occupy the center of the actuator.
We can produce HSAs from a variety of mate-

rials to tile the plane, spheres, or cylinders. The
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Fig. 3. Compliant
handed shearing
auxetic actuators.
Actuators made from
handed shearing
auxetics. Right (R)–
and left (L)–handed
shearing auxetic (HSA)
cylinders make compliant
or rigid structures.
(A) Counterrotating right
and left HSA cylinders
that are parallel to each
other generate linear
extension with no net
torque. (B) While
extended, these actua-
tors remain compliant.
(C) External loading of an
HSA cylinder has hyster-
etic loss. (D) Four HSA
cylinders combined to
make a 4-degree-of-
freedom actuator.
Controlling the twist of
each HSA allows the sys-
tem to move up and down,
side to side, and front to
back and to twist left
and right.

Fig. 2. Concentric handed shearing auxetics produce rigidity. Rigid
and compliant structures made from handed shearing auxetic patterns.
(A and B) A 2222 shearing auxetic tiling (B) can cover the plane and
make HSA cylinders (A). (C) Composite HSA cylinders of different
handedness have different strengths based on their structure. (D) LRL
or RLR make mechanical bonds by self-interfering. (E)The LLL or

RRR layers do not make mechanical bonds. (F) Under loading, the
composite HSA performs quite differently. The LRL composite holds
4 kg without notable deformation. The LLL twists and collapses
inward under 2.3 kg. The RL structure delaminates and can only
hold 1.1 kg with deformation, and the single-layer HSA fully collapses
under 0.57 kg of mass.
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scale independence of this strategy could find ap-
plication in engineered DNA structures, chemical
microstructures, medical stents, or large engi-
neered structures. We have shown that HSA
spheres and cylinders can produce rigid struc-
tures that resist torsional and axial loading by
exploiting global locking. Such deployable and
rigidizing structures could be useful in biomed-
ical, architectural, and space applications. Space
structures made from HSAs may match the de-
ployability of existing mast designs (25, 26) with
greater structural simplicity and reduced fabri-
cation effort. If applied to stent and shunt design,
smaller punctures could be used to implant rigid
tubing. We have also harnessed the response of
HSA cylinders to global twist to realize actuators
that use conventional motors but are compliant
like soft robotic actuators.
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INTERSTELLAR MEDIUM

Magnetic seismology of interstellar
gas clouds: Unveiling a
hidden dimension
Aris Tritsis1,2,3* and Konstantinos Tassis1,3*

Stars and planets are formed inside dense interstellarmolecular clouds by processes imprinted
on the three-dimensional (3D) morphology of the clouds. Determining the 3D structure of
interstellar clouds remains challenging because of projection effects and difficulties measuring
the extent of the clouds along the line of sight.We report the detection of normal vibrational
modes in the isolated interstellar cloud Musca, allowing determination of the 3D physical
dimensions of the cloud.We found that Musca is vibrating globally, with the characteristic
modes of a sheet viewed edge on, not the characteristics of a filament as previously supposed.
We reconstructed the physical properties of Musca through 3D magnetohydrodynamic
simulations, reproducing the observed normal modes and confirming a sheetlike morphology.

A
stronomical objects are seen in two-
dimensional projection on the plane of
the sky. This is particularly problematic
for studies of the interstellar medium (ISM),
because the three-dimensional (3D) struc-

ture of interstellar clouds encodes information
regarding the physical processes (such as mag-
netic forces, turbulence, and gravity) that domi-
nate the formation of stars and planets. We seek
a solution to this problem by searching for res-
onant magnetohydrodynamic (MHD) vibrations
in an isolated interstellar cloud and by analyz-
ing its normal modes. Normal modes have been
used extensively to describe and analyze various
systems in the physical sciences, from quantum
mechanics and helioseismology to geophysics
and structural biology. Normal modes have been
observed in the ISM in two small pulsating con-
densations (Bok globules) located inside two mo-
lecular clouds (interstellar clouds dense enough
to allow the formation of molecular hydrogen)
(1, 2). Further applications have been limited be-
cause molecular clouds usually exhibit a complex
morphology, including filamentary structures,
as a result of turbulent mixing and shock inter-
action (3, 4).
Recent wide-field radio observations of mo-

lecular clouds (5) have unveiled the presence of
well-ordered, quasi-periodically spaced elonga-
tions, termed striations, on the outskirts of clouds.
The thermal dust continuum emission survey of
nearby molecular clouds by the Herschel Space
Observatory has shown that striations are a com-
mon feature of clouds (6–10), often associated with
denser filaments (7–11) inside which stars are

formed. Complementary polarimetric studies
have revealed that striations are always well
aligned with the cloud’s magnetic field projected
onto the plane of the sky (5, 7–12).
From a theoretical perspective, the only viable

mechanism for the formation of striations in-
volves the excitation of fast magnetosonic waves
(longitudinal magnetic pressure waves) (13). Com-
pressible fast magnetosonic waves can be excited
by nonlinear coupling with Alfvén waves (incom-
pressible transverse waves along magnetic field
lines) and/or perturbations created by self-gravity
in an inhomogeneous medium. These magneto-
sonic waves compress the gas and form ordered
structures parallel to magnetic field lines, in agree-
ment with observations of striations (5, 7–12).
Once magnetosonic waves are excited, they

can be reflected in regions of varying Alfvén speed
(defined as nA ¼ B=

ffiffiffiffiffiffiffiffi
4pr

p
, where B is the mag-

netic field and r is the density of the medium),

setting up normal modes, just like vibrations in
a resonating chamber. In regions where stria-
tions appear to be unassociated with denser struc-
tures (such as in H I clouds), this resonating
chamber may be the result of external pressure
confinement by a more diffuse, warmer medium.
However, boundaries can also be naturally created,
in the case of a contracting self-gravitating cloud,
as a result of steep changes in density and mag-
netic field that in turn lead to sharp variations
in the velocity of propagation of these waves (14).
Any compressible fast magnetosonic waves ex-
cited during the formation of the cloud will then
be trapped, thus resulting in striations in the
vicinity of denser structures.
Fast magnetosonic waves traveling in both

directions perpendicular to the magnetic field
are coupled (13). By considering a rectangular
box, we can express the spatial frequency k of
each normal mode (n, m) as

knm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pn
Lx

� �2

þ pm
Ly

� �2
s

ð1Þ

where the ordered component of the magnetic
field is considered to be along the z axis and Lx
and Ly are the lengths of the box along the x and
y axes, respectively, with n andm being integers
ranging from zero to infinity. By considering a
rotation matrix, we can show that the spatial
frequencies seen in the power spectra of cuts
perpendicular to the long axis of striations are
independent of the orientation of the cloud (14).
We analyzed these magnetohydrodynamic

striations seen in Musca (designated G301.70-
7.16), a molecular cloud located ~150 to 200 pc
from Earth (15, 16). Because of its elongated and
ordered morphology and its low column density
(the integrated volume density along the line of
sight), Musca is considered to be the prototype
of a filamentary (cylindrical) molecular cloud
(9, 17–20) and is used as a comparison by many
theoretical models. Musca has been mapped by

RESEARCH

Tritsis et al., Science 360, 635–638 (2018) 11 May 2018 1 of 3

1Department of Physics and Institute of Theoretical and
Computational Physics, University of Crete, P.O. Box 2208, 71003
Heraklion, Crete, Greece. 2Research School of Astronomy and
Astrophysics, Australian National University, Canberra, ACT 2611,
Australia. 3Institute of Electronic Structure and Laser and Institute
of Astrophysics, Foundation for Research and Technology–Hellas,
P.O. Box 1527, 71110 Heraklion, Crete, Greece.
*Corresponding author. Email: tassis@physics.uoc.gr (K.T.); aris.
tritsis@anu.edu.au (A.T.)

Fig. 1.The Musca molecular cloud.This Herschel 250-mm dust emission map of the Musca molecular
cloud [with intensity expressed in megajanskies (MJy) per steradian] shows both striations and
the dense elongated structure. The green rectangle marks the region where we have performed our
normal-mode analysis, and the blue arrow shows the mean direction of the magnetic field projected
onto the plane of the sky (9). Grid lines show equatorial coordinates.
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Herschel as part of the Gould Belt Survey (9) and
exhibits clear striations oriented perpendicu-
larly to the main body of the cloud. We have re-
analyzed the archival data (9); Fig. 1 shows the
Herschel Spectral and Photometric Imaging Re-
ceiver 250-mm dust emission map of Musca. We
have considered cuts perpendicular to the long
axis of striations inside the green rectangle in
Fig. 1 in order to study their spatial power spectra.
We have verified that our selection does not in-
troduce biases by considering cuts perpendicular
to the long axis of the striations and studying their
spatial power spectra in other regions as well (14).
The normalized power spectra from each

cut and the distribution of the identified peaks
are shown in Fig. 2, A and B, respectively. From
Eq. 1 and the assumption that Lx is the largest
dimension of the cloud, the smallest possible
wave number is obtained for (n, m) = (1, 0).
Thus, the first peak in Fig. 2B has to correspond
to (n, m) = (1, 0), yielding Lx = 8.2 ± 0.3 pc. This
value is consistent with the observed size of
the cloud on the plane of the sky, which is var-
iously reported to be from 6.5 to 7.85 pc when
scaled to our adopted cloud distance of 150 pc
(9, 18, 21). The second peak could correspond to
either (n, m) = (0, 1) or, in the case of a cylindri-
cal cloud withLx≫Ly (and thusk0:1≫1), to (n,m) =
(2, 0). However, with Lx ~ 8 pc, the (n,m) = (2, 0)
peak is expected at k ~ 0.8 (pc)−1, much higher
than the actual location of the second peak. Thus,
this second peak has to correspond to (n, m) =
(0, 1). By inserting (n, m) = (0, 1) and the value
of the second peak in Eq. 1, we deduce the hid-
den, line-of-sight dimension Ly to be 6.2 ± 0.2 pc,
comparable to the largest dimension of the
cloud. The other normal modes with their un-
certainties determined through error propaga-
tion are predicted analytically by inserting these
values for Lx and Ly into Eq. 1 and are over-
plotted in Fig. 2B. Therefore, Musca, previously
considered to be a prototypical filamentary cloud,
is instead a sheetlike structure seen edge on.
In Fig. 2B, we plot all the normal modes up to

(n, m) = (2, 2). We find good agreement between
the predicted wave numbers and observations
up to the first few modes, with n or m = 4 cor-
responding to physical scales of ~1.6 pc (fig. S1).
However, the shape of the cloud is more compli-
cated than an idealized rectangle, exhibiting
higher-order structure on smaller scales, so the
normal modes may be better modeled by a rect-
angle with rounded edges or an ellipse. Thus,
Eq. 1 is an approximation that applies only to
the normal modes with small spatial frequen-
cies (i.e., large physical scales). At spatial fre-
quencies higher than ~2 (pc)−1, the density of
normal modes becomes so high that they can-
not be identified in either the observations or
the theoretical predictions (the uncertainties
overlap for all predicted modes).
Through ideal (nondissipative) MHD simu-

lations including self-gravity (14), we have con-
structed a 3D model of Musca, including the
dense structure and striations in the low-density
parts. In Fig. 3 we show the column density map
from our simulation, which reproduces the ob-

served dimensions of the cloud. A 3D representa-
tion of the volume density of the model of Musca
is shown in Fig. 4. As intuitively expected from
the normal-mode analysis of the observations,
the shape of the cloud is that of a rectangle with
rounded edges.
The maximum column density in the simula-

tion, from an edge-on view, is 1.9 × 1022 cm−2.
For comparison, the maximum column density
derived observationally from the dust emission
maps (9) is ~1.6 × 1022 cm−2. The maximum
volume number density in the simulation is
~2 × 103 cm−3, high enough for molecules to be
collisionally excited and therefore observed via
their rotational emission lines. Molecular line
observations of the Musca molecular cloud are
limited to CO, including several isotopologues,
and NH3 (17–20); the latter is observed only to-
ward the densest core of Musca. The number
densities required to excite CO and NH3 lines
are ~102 and 103 cm−3, respectively (22), which
are easily reached in our simulated model of the
cloud. To reproduce the observed column density
in any filamentlike geometry, in contrast to the
sheetlike structure, the number density has to be
~5 × 104 cm−3 or higher (18). This value is well
above the density threshold for star formation
for clouds in the Gould Belt and a density thresh-
old derived specifically for Musca (23). More evi-
dent star formation activity would be observed if

Musca was a filament. Moreover, if the 3D shape
of Musca was that of a filament, NH3 would be
easily excited and observed throughout the ridge
of the dense structure.
We used a suite of simulations of clouds of

different shapes to validate our analysis and
verify that Eq. 1 can be used to extract the cor-
rect cloud dimensions (14). In each of our sim-
ulations, the known dimensions of the clouds
were recovered by the simulated normal-mode
analysis. In contrast to the distribution of peaks
seen in Fig. 2B, in cylindrical clouds (Ly≪ Lx) the
first few peaks at low spatial frequencies are all
multiples of the first peak. The first few peaks
for cylindrical clouds are due only to the largest
dimension of the cloud, resulting in a sparser
distribution of peaks than the sheet geometry
(fig. S4). This is both quantitatively and qual-
itatively different from the distribution seen in
the Musca data (Fig. 2), strengthening the case
that the intrinsic shape of Musca is sheetlike.
Sheetlike structures are common in turbulent
clouds, as they may represent planarlike shocks
from processes such as supernova explosions
or expanding ionization regions or may result
simply from accretion along magnetic field lines
(4, 24, 25).
For decades, thedetermination of the 3D shapes

of clouds has been pursued through statistical
studies (26–28), which do not provide information
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A B

Fig. 2. Comparison of observed normal modes with the analytical solution. (A) Normalized
power spectra (black lines) of cuts through the observations perpendicular to the striations. Peaks
we identified are marked with red dots. Fk, normalized spectral power density. (B) Distribution of
peaks at different spatial frequencies. The red lines depict the values used to derive the dimensions
of the cloud. The blue dashed lines show the rest of the normal modes [up to (n, m) = (2, 0)],
predicted analytically from Eq. 1 given the cloud dimensions derived from the first two peaks. Shaded
regions indicate the 1s regions of the analytical predictions due to uncertainties in the determination
of the locations of the first two peaks, propagated through Eq. 1. The bin size is comparable to the
standard deviations of the points constituting the first two peaks. Npeaks, number of peaks.
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on a cloud-by-cloud basis. Other proposedmethods
(29, 30) rely on complex chemical and/or radia-
tive processes and thus depend on numerous
assumptions. With its 3D geometry now deter-
mined, Musca can be used to test theoretical
models of interstellar clouds.
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Fig. 3. Column density map of the model of the Musca molecular cloud. The map is an edge-on
view of the molecular gas column density from our MHD simulation of a sheetlike structure. The
color bar shows the logarithm of the column density. The purple contour marks the region with N(H2) >
2 × 1021 cm−2, used to identify Musca’s main, dense filament (9). The magnetic field is along the
z axis, and the time of the snapshot since the beginning of the simulation is ~2.7 million years.

Fig. 4. 3D model of the Musca molecular cloud. The model shows the logarithmic 3D volume
density in our MHD simulation of the Musca cloud. Density isosurfaces are set at 90, 75, 70, and 55%
of the logarithm of the maximum number density. Black lines represent the magnetic field.
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Asymmetric nucleophilic
fluorination under hydrogen
bonding phase-transfer catalysis
Gabriele Pupo,1* Francesco Ibba,1* David M. H. Ascough,1* Anna Chiara Vicini,1

Paolo Ricci,1 Kirsten E. Christensen,1 Lukas Pfeifer,1 John Richard Morphy,2

John M. Brown,1 Robert S. Paton,1 Véronique Gouverneur1†

Common anionic nucleophiles such as those derived from inorganic salts have not been
used for enantioselective catalysis because of their insolubility. Here, we report that
merging hydrogen bonding and phase-transfer catalysis provides an effective mode of
activation for nucleophiles that are insoluble in organic solvents. This catalytic manifold
relies on hydrogen bonding complexation to render nucleophiles soluble and reactive, while
simultaneously inducing asymmetry in the ensuing transformation. We demonstrate
the concept using a chiral bis-urea catalyst to form a tridentate hydrogen bonding complex
with fluoride from its cesium salt, thereby enabling highly efficient enantioselective ring
opening of episulfonium ion. This fluorination method is synthetically valuable considering
the scarcity of alternative protocols and points the way to wider application of the catalytic
approach with diverse anionic nucleophiles.

P
hase-transfer catalysis (PTC) (1) has prog-
ressed enormously with the appearance
of powerful asymmetric methods based
on lipophilic chiral cationic (2) or anionic
salts (3) as catalysts. Despite these ad-

vances, an outstanding challenge is asymmetric
synthesis where the solid-phase reagent is a
simple inorganic salt. Here, we propose a solu-
tion, based on anion recognition by hydrogen
bonding, to enable asymmetric PTC in organic
media with poorly soluble inorganic nucleo-
philes. For proof of concept, we focused on the
activation of alkali-metal fluorides for the en-
antioselective installation of sp3 C–F, a highly
important functional group for applications in
pharmaceutical sciences (4–6).
Catalytic enantioselective fluorination is dom-

inated by methods employing electrophilic flu-
orinating reagents (7). Although alkali-metal
fluorides are abundant and inexpensive, their
low solubility and high Brønsted basicity have
hindered their application to asymmetric nucle-
ophilic fluorination (8–12). Both cationic (13) and
anionic (3) PTC have been successfully applied to
asymmetric electrophilic fluorinations (Fig. 1A).
Phase-transfer agents enabling nucleophilic
rather than electrophilic fluorination have been
extensively investigated, and the most common
approach to enhance metal fluorides’ reactivity
in organic solvents entails metal encapsulation
with a crown ether (14, 15). Despite these ad-
vances, enantioselective fluorination with metal

fluorides under PTC remains an unsolved prob-
lem. This state of play prompted us to formulate
a strategy that embraces the poor solubility of
metal fluorides in organic solvents and the ca-
pacity of fluoride to engage in H-bonding inter-
actions. Fluoride abstraction, and more generally
anion abstraction, with a hydrogen bond donor
(HBD) catalyst (16–21) has been explored to ac-
tivate electrophiles via chiral ion pairs that react
with an external nucleophile (Fig. 1B). Here, we
introduce an alternative scenario in which the
H-bonded fluoride complex itself is the nucleo-
phile for fluorination. We envisioned that a chiral
HBD could act as a solid-liquid phase-transfer
catalyst enabling enantioselective nucleophilic
fluorination with a metal fluoride insoluble in
organic media. The in situ–formed H-bonded
fluoride complex would become soluble and
capable of mediating fluorination of an organic
substrate with release of the HBD catalyst (Fig.
1C). Complexation of fluoride with HBDs is well
documented but has not been explored to ac-
cess enantioenriched alkyl fluorides (22–24).
We reported that urea-fluoride complexes are
suitable reagents for the nucleophilic substitu-
tion of alkyl bromides, the reactive species being
a 1:1 urea-fluoride complex (25). We therefore
selected ureas as catalysts capable of bringing
insoluble alkali metal fluorides (e.g., KF or CsF)
into nonpolar solution. For substrate choice, we
sought inspiration from the fluorinase enzyme.
The only known fluorination reaction in nature
involves S-adenosyl-L-methionine with a sul-
fonium leaving group and proceeds via an SN2
pathway, leading to a primary alkyl fluoride pro-
duct (Fig. 1D). We focused on b-bromosulfides
as model substrates because (i) they form highly
electrophilic episulfonium ions that readily un-
dergo diastereospecific bond-forming reactions
with nucleophiles (21); (ii) the positively charged

sulfur of the episulfonium ion can interact with
the in situ–formed urea-fluoride complex in a
manner reminiscent of the HB-fluoride-sulfonium
prereaction complex characteristic of the enzyme
(26–29); (iii) meso-episulfonium ions are suitable
for enantioselective desymmetrization with a
chiral urea catalyst; and (iv) the fluorination
products contain both fluorine and sulfur, which
are important elements in drug design, thus
underlining the value of the products for me-
dicinal chemistry (4–6, 30).
Racemic b-bromosulfides were conveniently

prepared from the corresponding cis-epoxides
via a two-step sequence involving epoxide ring
opening followed by bromination, or via a one-
pot protocol from the corresponding cis-alkene
(figs. S5 to S7). Preliminary experiments (fig. S1)
revealed that 1a performed particularly well un-
der the designed catalytic conditions (Fig. 2A).
No fluorination occurred at room temperature
when 1awas treatedwith 1.2 equivalents of CsF in
toluene, acetonitrile, or dichloromethane (0.25M);
in contrast, C–F bond formation took place in the
presence of 10 mol % of urea 2a (31), affording
the desired product 3a in yields up to 80% in
CH2Cl2. Retention of configuration occurred, an
observation consistent with fluoride attack on
an in situ–formed episulfonium ion. The reaction
also proceeded with KF under urea catalysis,
but this reagent required longer time (table S1).
This solid-liquid phase-transfer manifold has ad-
vantages over the use of soluble fluoride sources
such as AgF or n-Bu4NF·3H2O, not least because
it generates reactive fluoride at controllable low
concentration and offers the possibility to induce
asymmetry with a chiral nonracemic urea cata-
lyst. Excision of the catalyst’s HBD groups, or
reduction of acidity through substituent effects,
led to no reaction or a decrease in reactivity (table
S1). No product was formed with the corre-
sponding thiourea (fig. S3), prompting the use
of urea catalysts for subsequent studies. These
data gave insight into the parameters enabling
catalysis and suggested that urea–fluoride HB is
a key interaction to enable C–F bond formation.
Computational analysis of the reaction cata-

lyzed by urea 2a and the corresponding un-
catalyzed pathway was undertaken to gain more
insight (Fig. 2B). The thermodynamics of phase
transfer were evaluated by combining experi-
mental CsX formation free energies with density
functional theory (DFT)–computed data in an
anion-exchange process (fig. S9). The reaction is
initiated by ionization of rac-1k to form the tight
episulfonium-bromide ion pair ii, with a barrier
to auto-ionization of 90 kJ/mol (i‡). Following
ion-pair dissociation, uncatalyzed halide anion
exchange (iii and iv) of free bromide for free
fluoride in solution is unfavorable by 34 kJ/mol,
the much higher lattice energy of CsF relative to
CsBr playing a crucial role. Unfavorable ion trans-
port is therefore responsible for the prohibitively
high energetic span of the uncatalyzed pathway
(122 kJ/mol). The key catalytic role of the urea
is in promoting anion-exchange through pref-
erential stabilization of fluoride in solution.With
urea 2a, anion exchange becomes favorable by
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17 kJ/mol, owing to the stronger H-bonding of
F– over Br– to the catalyst. The lower reactivity of
fluoride sources such as KF arises from larger
differences in lattice energies between the metal
fluoride and bromide salts, which disfavors ion
transport (table S9). Fluoride delivery [via transi-
tion structure (TS) vi‡] to form the product is
irreversible, even in the presence of catalyst, with
a barrier to the reverse reaction of 135 kJ/mol,
indicating that the product is not susceptible
to racemization and that this step is enantio-
determining with a chiral urea catalyst. In the
fluoride delivery TS, the phenyl ring on the
a-carbon stabilizes the TS by aligning its p sys-
temwith the forming/breaking bonds (table S10).
Activation of otherwise insoluble fluoride by a

urea ligand provides a platform for asymmetric
catalysis (Fig. 2C). We considered axially chiral
C2-symmetric ureas derived from BINAM ([1,1'-
binaphthalene]-2,2'-diamine) (32) because these
systems can be readily tuned through structural
modification. After initial optimization, 1a under-
went fluorination with (S)-4a (10 mol %) (32) in
1,2-difluorobenzene at room temperature, af-
fording (+)-3a after 1.5 hours in >95% yield and
an enantiomeric ratio (e.r.) of 86:14 (table S2).

Catalysts (S)-4b–e modified at the binaphthyl
core or presenting a phenyl instead of the 3,5-
(trifluoromethyl)phenyl group were less effec-
tive (fig. S2). The presence of two urea motifs
within catalyst 4a prompted us to interrogate
which H-bond interactions are necessary for
reactivity and enantioselectivity, experimentally
and computationally.
Molecular dynamics (MD) simulations of the

solution-phase conformationof4abinding cesium
fluoride indicated that isomerism of one urea
proximal to the binaphthyl core from anti-anti
to anti-syn was likely, and DFT calculations
reinforced the energetic preference for the re-
sulting tridentate H-bonding mode (tables S14
and S15). Experimentally, the fluorination of
rac-1a was carried out with the corresponding
mono- and dimethylated catalysts to probe the
requirements for effective H-bonding (fig. S2).
These catalysts were less effective or ineffective
with the exception of 4f, methylated at the N-H
that is predicted computationally not to interact
with fluoride. This catalyst is as active as 4a and
enhances enantiocontrol (>95% yield, 88:12 e.r.).
The replacement of the N-methyl group with a
larger alkyl group (4g–h), and further optimi-

zation (−30°C), afforded (+)-3a in 90% yield
(95.5:4.5 e.r.).
On the basis of these data, we selected catalyst

(S)-4h to study the scope of this process (Fig. 3A).
Variation of the substituents on the carbon back-
bone of the electrophile revealed that aryl groups
withmeta- andpara-positioned electron-donating
and electron-withdrawing functionalities are com-
patible, affording the desired products (S,S)-3a-l
in high yields and enantioselectivities. The sulfur
substituent can also be modified with phenyl-
ethyl, affording the products with the highest
enantioselectivity. By this route, a gram quantity
of 1d underwent fluorination affording (S,S)-
3d in 51% overall yield as a single enantiomer
(>99.9:0.1 e.r.) after one recrystallization. Despite
recent interest in the preparation and properties
of molecules containing the F–C–C–S(O)n (n = 0,
1 and 2) motif (30, 33), no alternative method to
access these scaffolds in enantiopure form has
been developed to date.
The linear relationship between the enan-

tiopurity of catalyst and product indicates
that one chiral urea is involved in the enantio-
determining step (fig. S4). After extensive MD
simulation of the reactive ion pair, more than
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Fig. 1. Catalytic reaction design. (A) Enantioselective electrophilic fluorination under PTC. (B) Electrophile activation under hydrogen bonding catalysis.
(C) Proposed enantioselective nucleophilic fluorination under hydrogen bonding PTC; urea-catalyzed fluorination of an episulfonium ion precursor with an alkali
metal fluoride (M+F-). (D) Hydrogen-bonded fluoride complex for nucleophilic fluorination of S-adenosyl-L-methionine catalyzed by the fluorinase enzyme.
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30 DFT-calculated TSs were optimized for
catalysts (S)-4f and (S)-4h with substrate 1k
(figs. S24 and S27). A Boltzmann ensemble of
competing (S)-4h TSs predicted (S,S)-product
formation (supported by single-crystal x-ray dif-
fraction) (fig. S33) in 96.5:3.5 e.r. (at 243.15 K), a
result that aligns with the experimental value
(91:9 e.r.). The alkylated urea adopts an anti-syn

conformation in both the fluoride complex and
the populated TSs, which were subsequently
found to overlay well with the x-ray structure
of tetrabutylammonium fluoride·4h (TBAF·4h)
(fig. S32), in terms of catalyst conformation, flu-
oride binding mode, and position of the cation
(Fig. 3B) (fig. S28). In the lowest-energy TSs
(Fig. 3C), the catalyst interacts favorably with the

substrate through cation-p andCH-p noncovalent
interactions (fig. S30). Catalyst:substrate non-
covalent interactions are similar in competing
TSs; however, shorter distances in the major TS
are consistent with preferential binding. Substrate
conformation also contributes to the sense of se-
lectivity. Phenyl ring rotation adjacent to the site
of nucleophilic substitution is unfavorable, owing

Pupo et al., Science 360, 638–642 (2018) 11 May 2018 3 of 5

Fig. 2. Reaction development. (A) Urea-catalyzed fluorination of rac-1a. (B) Computed Gibbs energy profile (wB97X-D3/(ma)-def2-TZVPP/
COSMO(CH2Cl2)//M06-2X/def2-SVP(TZVPPD)/ CPCM(CH2Cl2) at 298.15 K in kJ/mol) for urea-catalyzed (2a) fluorination of rac-1k, compared with
the uncatalyzed reaction. (C) Enantioselective nucleophilic fluorination of rac-1a catalyzed by (S)-4a–h; rt, room temperature.
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to loss of conjugation, and ismore pronounced in
the less favorable (i.e., minor) pathway contribut-
ing half of DDG‡ (fig. S29). Only in the major TS
can the substrate dock into the catalyst, with a full
complement of noncovalent interactions, while
maintaining phenyl conjugation.
Because of the early TS position along the

intrinsic reaction coordinate (IRC) pathway, all
three H–F interactions remain bonded in the TS

(<1.9 Å), but lengthen over the IRC pathway as a
result of charge neutralization. This effect is
strongest for H-bond 3, which lengthens at 1.8
to 3.5 times the rate of the other H-bonds, re-
sulting in bidentate binding. In forming themajor
enantiomer, lengthening ofH-bond 2 also occurs
along the IRC pathway once the C–F bond is fully
formed, resulting in one dominant H-bond with
the product (fig. S31). The evolution of H-bonds

closely mimics the fluorinase enzymatic mech-
anism, with the bidentate urea (H-bonds 1 and 2)
mimicking Ser158 and the alkylated urea (H-bond
3) mimicking the role of Thr80 (28).
We have introduced hydrogen bonding phase-

transfer catalysis (HB PTC) and have applied this
approach to asymmetric nucleophilic fluorina-
tion with a metal fluoride. The protocol employs
a safe fluoride source and a readily accessible
urea catalyst, avoiding transition metals and the
need to exclude air and moisture. Beyond fluo-
rination, we anticipate that many inexpensive
nucleophiles insoluble in organic solvents can
be productively applied to enantioselective
catalysis with this approach. More generally,
this research opens new opportunities in the
design of chiral catalysts for enantioselective
catalysis.
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Fig. 3. Scope and mechanistic insights. (A) Substrate scope. Absolute configuration was
assigned by x-ray diffraction analysis of 3d. (B) Single-crystal structure of TBAF·4h overlaid with
the DFT-predicted solvated structure of CsF·4h (excluding cations). (C) Competing major and minor
transition states (DFT) leading to either enantiomer.
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FISHERIES

Fish reproductive-energy output
increases disproportionately
with body size
Diego R. Barneche,1*† D. Ross Robertson,2 Craig R. White,1 Dustin J. Marshall1

Body size determines total reproductive-energy output. Most theories assume
reproductive output is a fixed proportion of size, with respect to mass, but formal
macroecological tests are lacking. Management based on that assumption risks
underestimating the contribution of larger mothers to replenishment, hindering
sustainable harvesting. We test this assumption in marine fishes with a phylogenetically
controlled meta-analysis of the intraspecific mass scaling of reproductive-energy output.
We show that larger mothers reproduce disproportionately more than smaller mothers
in not only fecundity but also total reproductive energy. Our results reset much of the
theory on how reproduction scales with size and suggest that larger mothers contribute
disproportionately to population replenishment. Global change and overharvesting cause
fish sizes to decline; our results provide quantitative estimates of how these declines
affect fisheries and ecosystem-level productivity.

H
ow does reproductive output scale with
body size? Despite the august history of
this question (1, 2), theoreticians, fisheries
scientists, and field biologists still disagree
about the answer (tables S1 and S2). Re-

solving this uncertainty is essential for under-
standing the forces driving the evolution of body
size in general and for managing fish stocks sus-
tainably. Most life-history models, mechanistic
theories of growth, and fisheries models assume
that reproductive output scales isometrically with
femalemass (table S1)—that is, for every increase
in female somatic mass, there is a constant pro-
portional increase in reproductive output (Fig. 1A,
dashed line). Under such a model, the reproduc-
tive output of one 2-kg fish is equal to that of two
1-kg fish.
In contrast to most theoreticians and fisheries

models, field biologists have repeatedly suggested
that fish fecundity may increase disproportion-
ately with body mass within species (that is, it
scales hyperallometrically; table S2) (3, 4). Thus,
two 1-kg fish would have less reproductive out-
put than a single 2-kg fish (Fig. 1). This discrep-
ancy between theory and empiricism takes on
particular importance because reproductive out-
put drives the replenishment of fisheries (3).
Energy investment into individual offspring may
also change with female size, such that larger
mothers produce larger offspring, which survive
better (4, 5). Many life-history models make ex-
plicit assumptions about the energy devoted to
reproductive tissue (table S1). Therefore, under-
standing how reproductive output scales with
female size requires not only fecundity estimates

but also estimates of how egg size and egg energy
scale with female size. Such an understanding
would (i) improve the management of exploited
populations and protected areas by better esti-
mating the relationship between standing bio-
mass and egg production (3, 4, 6) and (ii) allow
direct tests of energy-budget models that char-
acterize changes in reproductive allocation over
ontogeny (7).
Here we perform a meta-analysis of intraspe-

cific mass scaling of total reproductive-energy
output (fecundity × egg volume × egg energy),
with controls for phylogenetic nonindependence,
for 342 species of marine fishes from 15 orders
(8). We collected data on how egg energy content
scales with egg volume within and among a sub-
set of species (n = 1366 clutches from 126 species).
We estimated scaling of both egg characteristics
and fecundity because these traits could trade off
against each other, resulting in no net relation-
ship between maternal size and reproductive
output. For example, if larger mothers produce
more, but smaller, offspring, net reproductive
output might not change with maternal size.
Fish fecundity varied from 11 to 57,600,000

eggs per clutch, spanning about seven orders of
magnitude. Fish fecundity scaled hyperallomet-
rically (a power-function relationship with an
exponent greater than 1) with body mass (8)
(Fig. 2A). In this analysis, 140 (79.1%) of the 177
species presented hyperallometric mass scaling
of fecundity.
The volume of individual eggs varied from0.01

to 344.8 mm3 and increased hypoallometrically
with female body mass. A 1.2-fold increase in egg
volume would be expected with an increase in
body mass from 0.3 to 1.3 kg (Fig. 2B), hence
strengthening the effect of female mass on total
reproductive output. Considering only the spe-
cies for which we had both fecundity and egg-
volume data (n = 45), we find a hyperallometric

relationship between female mass and total re-
productive volume (that is, fecundity × egg volume)
[average scaling exponent = 1.21; 95% credible
interval (CI) 1.07 to 1.37; table S6] (8).
Energy content of individual eggs varied from

0.07 to 299.41 J. Egg energy scaled hypoallometri-
cally with egg volume (Fig. 2C). That is, larger eggs
have slightly less energy content per unit volume
than smaller eggs but still have a greater energy
content in absolute terms. The combination of
this relationship and the relationship between
female mass and egg volume still yields a posi-
tive, hypoallometric relationship between female
size and per-egg energy content (8).
By combining the posterior distributions of

model parameters from the three models above
(8), we were able to estimate how the average
total reproductive-energy output changes with
body size for marine fish. Total reproductive-
energy output per spawning scales hyperallo-
metrically with female body mass (mean scaling
exponent = 1.29; 95%CI 1.20 to 1.38). An estimate
of mass scaling of fecundity in the commercially
important Atlantic cod (Gadus morhua) illus-
trates these scaling effects. If fecundity scaled
isometrically with mass, then 15 2-kg female
cod would produce the same number of eggs as
1 30-kg female. Instead, we find that a single
30-kg female produces more eggs than ~28 2-kg
females (weighing a total of 56 kg). Further, be-
cause egg volume and egg energy content also
increase with female size, a 30-kg female actually
spawns a batch of eggs with a total energy con-
tent ~37 times as high as that of a batch of eggs
from a single 2-kg female (Fig. 1B); assuming an
isometric relationship would underestimate this
difference by 147%.
Unsurprisingly, substantial variation in

reproductive-energy output exists among spe-
cies, and a small proportion of species (5.0%)
show isometric or hypoallometric scaling (Fig. 3).
Nevertheless, hyperallometric reproductive scal-
ing holds for almost all species (95.0%) and is
consistent for the subset of nine species for which
we had data on all three relationships of interest
(table S7) and for three studies in which all the
data came from the same populations (table S8).
Thus, larger females have disproportionately
higher fecundity and produce offspring of greater
size, content, and possibly quality. Assuming that
larger mothers take part in at least as many
reproductive bouts each reproductive season
as smaller mothers [which seems likely (4)],
these relationships may explain why larger fish
are so important for the replenishment of marine
fish populations (6, 9).
Marine protected areas (MPAs) increase the

size of fish by 28% on average (7). Because the
per-capita reproductive output of fish increases
with size, the potential for MPAs to replenish
populations has been underestimated. For ex-
ample, for thewidow rockfish,Sebastes entomelas,
anMPA could enhance population replenishment
by 60 and 74% for fecundity and reproductive-
energy output, respectively—no such increase
would be predicted if reproductive output was
assumed to be isometric (8).
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Our results also reveal the insidious costs of
global change. Fish sizes are predicted to de-
crease in some instances as temperatures rise
with global warming. For example, a 1.5°C in-
crease in sea surface temperature will decrease
fish lengths by ~15% in the Mediterranean (10).
On the basis of our estimates, such a size de-
crease would incur a 50% per-capita reduction
in fecundity for Atlantic mackerel, Scomber
scombrus (8). Such effects would exacerbate
the impacts of predicted decreases in total fish
biomass associatedwithwarming—warmer oceans
will likely have fewer fish and much lower re-
productive output (11).
Here we show that hyperallometry of

reproductive-energy output is not the exception

but rather the rule for marine fishes, a relation-
ship that fisheriesmodels nowneed to incorporate.
For example, balanced harvesting approaches to
fishing, which are the subject of intense debate
(12, 13), emphasize somatic productivity alone
and assume isometric reproduction. Our results
confirm the suspicion (3) that such assumptions
severely underestimate the importance of larger
females for population replenishment (6, 7, 9).
Worryingly,many exploited species have declined
in size as result of overharvesting, and our find-
ings suggest that such declines will massively re-
duce reproductive output and recruitment (14).
Because our results formally establish a gen-

eral hyperallometric body-mass scaling of repro-
ductive output in marine fishes, they also have

direct implications for fundamental theory.Most
theories of growth and life history assume that
reproductive output scales isometrically with size,
hence underestimating the advantages of grow-
ing larger, although some branches of theory do
anticipate our findings (table S1). However, even
among studies that anticipate hyperallometric
scaling, some assume that energy content of
reproductive tissues stays constant with body
size (table S1); our results contradict this core
assumption for fishes, at least.
Future studies will establish whether our re-

sults are general across groups of organisms other
thanmarine fishes, thus helping determine the
generality of conclusions about the putative evo-
lutionary advantages of large size to mothers. All
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Fig. 2. Scaling relationships of fish reproductive traits. (A) Relationship
between fecundity and female mass. Red circles represent individual clutches.
(B) Mass scaling of egg volume. (C) Volume scaling of egg energy content.
Green triangles represent independent observations [egg volume and egg
energy content in (B) and (C), respectively].The y axes were corrected for
species-specific deviations on the intercept and scaling exponent, which were

obtained using Bayesian phylogenetic hierarchical modeling. Equations in the
top-left corners depict average fixed effects; 95%CI is Bayesian credible interval
for the scaling exponent; n is the total number of observations. Dashed black
lines depict average model fits. Species and family names and the data
summary and contributions for the threemodels [shown in (A), (B), and (C)] (8)
are provided in tables S3 to S5, respectively. Note both axes are logged.
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Fig. 1. Hyperallometric scaling of reproductive-energy output.
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mass scaling (b1 = 1, dashed blue curve) relationships for the Atlantic cod,
G. morhua. Fish sizes span more than one order of magnitude in mass
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else being equal, size declines reduce the capacity
of marine fish populations to replenish, particu-
larly if increased egg size increases recruitment
success [but see (15)]. Our findings prove par-
ticularly relevant in light of body-size declines
of major fishery species owing to overharvest-
ing and climate change (10, 16, 17) and suggest
that the reproductive consequences of these size
declines will be dramatic.
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Fig. 3. Species-specific reproductive-energy mass-scaling exponents.
Average exponents and 95% CIs (shown by horizontal bars) for 342
species were obtained by combining species-specific (when available)
posterior estimates from models in Fig. 2, A to C (8). If a species was not
present in a given data set, we used the population-level fixed-effect
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than 1, respectively. Fish silhouettes depict the major clades represented
in this figure. See table S7 for species and family names and estimates of
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SEX DETERMINATION

The histone demethylase KDM6B
regulates temperature-dependent
sex determination in a turtle species
Chutian Ge,1*† Jian Ye,2* Ceri Weber,3 Wei Sun,1 Haiyan Zhang,1 Yingjie Zhou,1

Cheng Cai,1 Guoying Qian,1† Blanche Capel3†

Temperature-dependent sex determination is a notable model of phenotypic plasticity. In many
reptiles, including the red-eared slider turtle Trachemys scripta elegans (T. scripta), the
individual’s sex is determined by the ambient temperature during egg incubation. In this study,
we show that the histone H3 lysine 27 (H3K27) demethylase KDM6B exhibits temperature-
dependent sexually dimorphic expression in early T. scripta embryos before the gonad is
distinct. KnockdownofKdm6b at 26°C (a temperature atwhich all offspring develop intomales)
triggers male-to-female sex reversal in >80% of surviving embryos. KDM6B directly promotes the
transcription of the male sex-determining gene Dmrt1 by eliminating the trimethylation of H3K27
near its promoter. Additionally, overexpression of Dmrt1 is sufficient to rescue the sex reversal
induced bydisruption ofKdm6b.This studyestablishes causality and a direct genetic link between
epigenetic mechanisms and temperature-dependent sex determination in a turtle species.

I
n many reptiles, including the red-eared slider
turtle Trachemys scripta elegans (T. scripta),
gonadal sex isdeterminedby theenvironmental
temperature experienced during embryogene-
sis (1–4). However, the molecular mechanisms

underlying this phenotypicplasticityhave remained
elusive. Recently, epigenetic marks, such as DNA
methylation and histonemodifications of known
regulators of gonadal differentiation, have been
shown to differ between temperatures in species
with temperature-dependent sex determination
(5–11). However, all available reports are cor-
relative, and whether the differential epigenetic
status is a cause or consequence of sexual de-

velopment in species for which sex is determined
by temperature has not been elucidated. Here
we provide molecular and genetic evidence that
the epigenetic regulator Kdm6b plays a causal
role in male sex determination by demethylating
H3K27me3 (trimethylated histone H3 lysine 27)
at the promoter of Dmrt1.
Trimethylation of H3K27 contributes to tran-

scriptional repression in many organisms (12).
KDM6B (also called JMJD3) is a histone demethy-
lase that specifically demethylatesH3K27me3 and
is involved in transcriptional activation during
normal development (13–16). We previously se-
quenced the T. scripta gonadal transcriptome

during developmental stages 15 to 21 at male-
producing (26°C) and female-producing (32°C)
temperatures and found that Kdm6b was up-
regulated at 26°C (17). A reverse transcription
quantitative real-time fluorescence polymerase
chain reaction (qRT-PCR) analysis revealed that
the 26°C-specific expression of Kdm6b began in
T. scripta gonad-mesonephros complexes as early
as stage 13, before the gonad was distinct (Fig. 1A
and fig. S1). This sexually dimorphic expression
profile was maintained in gonads throughout
the temperature-sensitive period (stages 15 to 20)
(Fig. 1B). Immunofluorescence and in situ hybrid-
ization showed thatmRNA and protein ofKdm6b
were detected in gonadal somatic cells of seminif-
erous cords but not germ cells (Fig. 1C and fig. S2),
implying thatKDM6B functions in somatic cells to
regulate the sexual development ofT. scripta. We
next examined the responses of Kdm6b expression
to temperature shifts and sex hormone–induced
sex reversal during the temperature-sensitivewin-
dow. In gonads shifted from either 26° to 32°C or
32° to 26°C at stage 16, significant changes in
Kdm6b expression were evident by stage 17, pre-
ceding gonadal sex differentiation (Fig. 1D). In
addition, Kdm6b responded quickly to estrogen
treatment at 26°C by stage 17 and to treatment
at 32°C with the aromatase inhibitor by stage 18
(fig. S3). These expression profiles suggest that
Kdm6b is an early responder to temperature or hor-
mone treatments, with the potential to act as a
master regulator of somatic geneexpressionat 26°C.
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Fig. 1. Kdm6b exhibits a temperature-
dependent sexually dimorphic expression
pattern in early gonads of T. scripta. (A and
B) Results from qRT-PCR analysis of Kdm6b in
(A) whole embryos at stage 12 and different
embryonic tissues at stages 13 and 14 and
(B) embryonic gonads at stages 15 to 20.
Analyses were conducted at both 26° and 32°C.
Expression was normalized to Gapdh. The
relative expression levels, both measured at
26°C, in the brain at stage 14 and the gonad at
stage 19 were defined as 1.0 in (A) and (B),
respectively. St, stage; Em, embryo; Li, liver;
He, heart; Br, Brain; GMC, gonad-mesonephros
complex. (C) Coimmunofluorescence of KDM6B
(green) and CTNNB1 (b-catenin, red) in gonadal
sections of stage 16 embryos at 26° and 32°C.
The panels at right are higher-magnification views
of the boxed areas in the middle panels. The
dotted circle outlines a germ cell. DAPI,
4′,6-diamidino-2-phenylindole. Scale bars,
50 mm. (D) Time course response of Kdm6b
expression to temperature shifts in vivo at each
stage from 16 to 19. Gonads were dissected for qRT-PCR analysis. Results were normalized to Gapdh, and the expression level in stage 16 gonads at female-
producing temperature (32°C) was defined as 1. Data in (A), (B), and (D) are means ± SD, n = 3 biological replicates. **, ##P < 0.01; ***, ###P < 0.001.
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We previously established a method of intro-
ducing short hairpinRNAs (shRNAs) in ovoduring
early stages of T. scripta embryonic development
that results in 30 to 50% viability (18). To investi-
gate the functional role of Kdm6b in sex determi-
nation of T. scripta, we used RNA interference
(RNAi) to generate loss-of-function mutants by
injecting lentivirus carrying an shRNA specific
to Kdm6b into 26°C embryos at stage 13 (fig. S4).
Approximately 20 to 50% of injected embryos
survived to stage 21. Lentiviral treatment of two
different shRNAs led to a 73 to 82% reduction of
Kdm6b transcripts in 26°C gonads from early
stage 15 onward (fig. S4), as comparedwith treat-
ment with nonsilencing scrambled virus. Control
26°C embryos treated with the scrambled virus
exhibited typical cylindrically shaped testes, and
control 32°C embryos displayed typical long and
flat ovaries (Fig. 2A). Kdm6b-deficient 26°C
gonads became elongated and exhibited varying
degrees of female-like morphology (Fig. 2A), char-
acterized by a thickened outer cortex containing a
number of primordial germ cells and degenerated
medullary cords (fig. S5). Overall, two independent
experiments with different shRNAs showed
that 39 of 45 (86.7%) and 45 of 56 (80.4%)

Kdm6b-knockdown embryos displayed a complete
male-to-female shift in sexual trajectory at 26°C
(Fig. 2B).
To confirm the activation of the female path-

way in 26°C embryoswithKdm6b knocked down,
we analyzed the expression of the testicular Sertoli
cell markers Amh and Sox9 and the ovarian reg-
ulators Cyp19a1 and Foxl2 in gonads after sex
determination at stages 19, 21, and 25. qRT-PCR
analysis showed that expression of Amh and
Sox9 sharply decreased, whereas expression of
Cyp19a1 and Foxl2 significantly increased in
Kdm6b-deficient 26°C gonads relative to controls
(fig. S6). SOX9 protein was expressed specifi-
cally in the nuclei of precursor Sertoli cells in
control 26°C gonads, whereas it was sharply
reduced or absent in Kdm6b-deficient 26°C
gonads (Fig. 2C and fig. S7), where ectopic ac-
tivation of aromatase was detected in the gonadal
medulla (fig. S8). Immunofluorescence showed
that VASA-positive germ cells, some of which
were labeled with the meiotic marker SCP3, ex-
hibited a female-like distribution pattern in the
developed outer cortex of Kdm6b-knockdown
26°C gonads (Fig. 2D and figs. S9 and S10).
These data provide functional evidence that

disruption of Kdm6b leads to female develop-
ment at 26°C, indicating that high transcript
levels of Kdm6b are critical to activate the male
pathway in this temperature-dependent sex deter-
mination system.
To address the molecular basis of this sex-

reversal phenotype induced by knockdown of
Kdm6b, we aimed to identify the target genes
responsible for regulation of temperature-dependent
sex determination by Kdm6b. Of the six earliest
male-biased genes previously reported (17), only
Dmrt1 and Rbm20 displayed >50% reduction of
mRNA expression in response to Kdm6b knock-
down at stage 15 (fig. S11).Dmrt1was of particular
interest because the early male-specific expres-
sion pattern is detected at stage 14 (18), just after
dimorphic expression of Kdm6b is detected at
stage 13 (Fig. 1A). In addition, we previously dem-
onstrated that the loss ofDmrt1 redirected gonads
incubating at 26°C toward female fate, whereas
the gain of Dmrt1 redirected gonads incubating
at 32°C towardmale fate (18).Dmrt1mRNA levels
were reduced to ~13% in Kdm6b-deficient 26°C
gonads from stage 15 onward (Fig. 3A), and
DMRT1 protein was also reduced or absent
(Fig. 3B). This observation indicates that Dmrt1
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Fig. 2. Knockdown of Kdm6b at 26°C
leads to male-to-female sex reversal
in T. scripta. (A) Representative images of
the gonad-mesonephros complexes from
26°C control, 26°C loss-of-function mutants
(Kdm6b-RNAi#1 and Kdm6b-RNAi#2), and
32°C control embryos at stage 25. Gd,
gonad (outlined by yellow dotted lines).
Scale bars, 1 mm. (B) Sex reversal ratio
(percentage of ovaries) of gonads with
Kdm6b-RNAi#1 and Kdm6b-RNAi#2 at
26°C. Gonadal sex was determined by
morphological analysis of gonads and the
SOX9 stain. GFP, green fluorescent protein.
(C) Coimmunofluorescence of SOX9 and
CTNNB1 (b-catenin) in gonadal sections of
26°C control embryos, three examples of
embryos at 26°C after Kdm6b knockdown,
and 32°C control embryos at stages 21 and
25. (D) VASA and CTNNB1 delineate the
distribution pattern of germ cells in Kdm6b-
deficient gonads at stages 21 and 25.
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responds rapidly and strongly to Kdm6b knock-
down at the very beginning of the temperature-
sensitive period. Together, these results suggest
that Dmrt1 could be a critical target of KDM6B.
As a test of this idea, we knocked down Kdm6b

and experimentally overexpressed Dmrt1 in a
group of T. scripta embryos (fig. S12). Over-
expression ofDmrt1 rescued themale pathway of
16 of 18 (88.9%) Kdm6b-deficient 26°C gonads,
with both morphology and expression patterns

similar to those of control 26°C gonads (Fig. 3C
and table S1). SOX9proteinwas robustly activated
in the primary sex cords of Kdm6b-deficient 26°C
gonads overexpressing Dmrt1 (Fig. 3D), and the
Kdm6b knockdown–induced reduction of Amh

Ge et al., Science 360, 645–648 (2018) 11 May 2018 3 of 4

Fig. 3. Knockdown of Kdm6b abolishes the
expression of Dmrt1, but the male pathway
can be rescued by overexpression of Dmrt1.
(A) Results of qRT-PCR analysis of Dmrt1
in gonads from 26°C control embryos,
26°C Kdm6b-RNAi#1 embryos, and 26°C
Kdm6b-RNAi#2 embryos at stages 15 to 19.
After normalization to Gapdh, the relative
expression level in stage 18 gonads at 26°C
was defined as 1.0. Data are means ± SD, n = 3
biological replicates. **P < 0.01; ***P < 0.001.
(B) Immunofluorescence of DMRT1 with
CTNNB1 in stage 15 gonadal sections from
26°C control, 26°C Kdm6b-RNAi#1, and 32°C
control embryos. Scale bars, 50 mm. (C) Two
representative light microscopy images of 26°C
Kdm6b-RNAi#1 gonads overexpressing Dmrt1
(Dmrt1-OE) at stage 25. Scale bars, 1 mm.
(D and E) Immunofluorescence analysis for
SOX9 (D) and VASA (E) with CTNNB1 in stage
25 Kdm6b-RNAi#1 gonads at 26°C after
forced ectopic expression of Dmrt1.
Scale bars, 50 mm.

Fig. 4. Kdm6b directly regulates H3K27
demethylation at the Dmrt1 locus. (A) Immu-
nofluorescence of H3K27me3 with CTNNB1 in
gonadal sections of 26°C control, 26°C Kdm6b-
RNAi#1, and 32°C control embryos at stage 21.
The dotted circles indicate germ cells. Scale
bars, 50 mm. (B) Quantitative enrichment of
KDM6B at the promoter region of Dmrt1 in 26°C
control, 32°C control, and 26°C Kdm6b-
deficient gonads at stages 15 and 16, as
determined by ChIP-qPCR analysis. Signals are
shown as a percentage of the input. IgG,
immunoglobulin G. (C and D) Results of
ChIP-qPCR assays with antibodies specific
for H3K27me3 (C) and pan-H3 (D) at the
promoter of Dmrt1 in 26°C control, 32°C
control, and 26°C Kdm6b-deficient gonads
at stages 15 and 16. Data in (B) to
(D) are means ± SD, n = 3 biological
replicates. *P < 0.05; **P < 0.01.
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and the up-regulation of the female markers
Cyp19a1 and Foxl2 were all reversed (fig. S13).
Male-specific medullar distribution of germ cells
was observed in the rescued gonads, although
some germ cells remained in the cortex (Fig. 3E).
These results indicate thatDmrt1 functions down-
stream of Kdm6b to initiate the male pathway in
T. scripta.
We next investigated themolecularmechanism

by which Kdm6b regulates Dmrt1 expression.
Kdm6b was the most highly expressed H3K27
demethylase gene in early male gonads (fig.
S14). Immunofluorescence analysis revealed that
H3K27me3 was more highly enriched in gonadal
cells at 32°C than at 26°C. Knockdown of Kdm6b
increased the total level of H3K27me3 in gonadal
cells at 26°C (Fig. 4Aand figs. S15 to S17), consistent
with a dominant role for KDM6B in catalyzing
demethylation of the repressive mark H3K27me3
and activating target genes.
To investigate a direct link between Kdm6b

function andDmrt1 expression,wenext examined
KDM6B andH3K27me3 levels at the promoter of
Dmrt1 in T. scripta gonads at stages 15 and 16
by performing chromatin immunoprecipitation
(ChIP) followed by quantitative PCR (qPCR) an-
alyses. Our results show that KDM6B is strongly
recruited to the promoter region of Dmrt1, with
higher enrichment at 26°C than at 32°C (Fig. 4B).
Knockdown of Kdm6b reduced KDM6B binding
to the promoter ofDmrt1 in gonadal cells (Fig. 4B).
Consistently, the enrichment of H3K27me3 in
the promoter region of Dmrt1 was significantly
higher at 32°C than at 26°C (Fig. 4C). Knockdown
of Kdm6b at 26°C led to a significant increase in
H3K27me3 levels within theDmrt1 locus, without
altering histone H3 occupancy (Fig. 4, C and D).
In contrast to the ChIP signal at the Dmrt1 locus,
no occupancy ofKDM6BorH3K27me3was found
inother early sex-biased genesAmh,Cyp19a1,Fdxr,
Pcsk6, Nov, and Vwa2 (fig. S18). These results
strongly implicate KDM6B as the upstream regu-
lator of themale pathway via catalysis of H3K27
demethylation near the promoter of Dmrt1.
This study in T. scripta supports a critical role

for the chromatin modifier KDM6B in eliminat-

ing a repressive mark from Dmrt1, a key gene
responsible for male sex determination (18). An
independentRNAsequencing analysis in gonads of
the American alligator (Alligator mississippiensis)
also identified rapid changes in Kdm6b expres-
sion after shifting eggs from female-producing
temperature to male-producing temperature (19).
Another recent report showed differential intron
retention in two members of the jumonji family,
Kdm6b and Jarid2, in adult female dragon lizards
that experienced in ovo sex reversal driven by
high temperatures (20). Sexually dimorphic intron
retention of these two genes also was detected in
the embryonic transcriptomes of alligators and
turtles with temperature-dependent sex determi-
nation, but no sex correlationwas observed across
these species (20). Although these findings sug-
gest a reptile-wide role of Kdm6b in regulating
temperature-dependent sex determination, they
also suggest that both evolutionary recruitment
to the pathway and the molecular mechanism of
action differ across species. Further interspecies
comparative experiments considering the broader
jumonji family of proteins will be required to
unravel this puzzle. Future experiments will
also be necessary to determine whether over-
expression of Kdm6b is sufficient to drive male
development at a female-producing temperature.
Another important question is how expression

of Kdm6b is linked to temperature in T. scripta.
The gene is not inherently responsive to temper-
ature, as its male-specific expression was initiated
at stage 13 in the gonad-mesonephros complexes
but not in other embryonic tissues (Fig. 1A). One
possibility is an upstream regulator ofKdm6b that
acts as a gonad-mesonephros complex–specific
temperature sensor. This entity could be a gene
whose expression is inherently responsive to tem-
perature or a protein whose activity responds to
temperature (17). Identification of the link be-
tween temperature and differential expression
of an epigenetic regulator may finally solve the
puzzle of how the incubation temperature of the
egg can exert its effect on sex determination,
a problem that has defied explanation for the
50 years since its initial discovery in reptiles.
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SNOWBALL EARTH

Rapid sea level rise in the aftermath
of a Neoproterozoic snowball Earth
P. M. Myrow,1* M. P. Lamb,2 R. C. Ewing3

Earth’s most severe climate changes occurred during global-scale “snowball Earth”
glaciations, which profoundly altered the planet’s atmosphere, oceans, and biosphere.
Extreme rates of glacioeustatic sea level rise are predicted by the snowball Earth
hypothesis, but supporting geologic evidence has been lacking. We use paleohydraulic
analysis of wave ripples and tidal laminae in the Elatina Formation, Australia—deposited
after the Marinoan glaciation ~635 million years ago—to show that water depths of 9 to
16 meters remained nearly constant for ~100 years throughout 27 meters of sediment
accumulation. This accumulation rate was too great to have been accommodated by
subsidence and instead indicates an extraordinarily rapid rate of sea level rise (0.2 to
0.27 meters per year). Our results substantiate a fundamental prediction of snowball Earth
models of rapid deglaciation during the early transition to a supergreenhouse climate.

C
lose monitoring of the Antarctic ice sheet
indicates rapid and considerable collapse
(1) due in part to anthropogenically induced
climate change. Present rates of ice sheet
collapse are constrained by observations,

but little is known about rates during ancient
deglaciations. The Late Neoproterozoic snowball
Earth events represent an extreme climate change
scenario, in which the collapse of global ice sheets
during deglaciation is thought to have caused
extremely large and rapid sea level rise (2–4). Com-
plete deglaciation occurring over only 2000 to
10,000 years and rapid sea level rise are inferred
from estimates of ice volume and greenhouse con-
ditions (5), with CO2 concentrations of ~400 to
660 times present-day atmospheric levels and
surface temperatures of ~50°C (2). However, pa-
leomagnetic reversals within cap carbonate beds,
which mantle glaciogenic deposits and are part
of the glacioeustatic sea level rise succession
(Fig. 1A), indicate slow deposition over >104 to
106 years (6, 7), presenting a major challenge to

the snowball Earth hypothesis. Such slow rise
rates may be tied to late-stage thermal expansion
of the oceans. However, early-stage rapid sea level
rise from ice melt (4) is predicted, and geologic
evidence for this has been lacking. Here we show
that a siltstone unit that rests below a cap car-
bonate records the extremely rapid initial sea level
rise predicted by the snowball Earth hypothesis.
The Elatina Formation in South Australia con-

tains a distinctive record of the Marinoan snow-
ball Earth (~635 million years ago) that includes
evidence for ice advance and subsequent de-
glaciation, including the early postglacial interval,
given that it is directly overlain by the Nuccaleena
cap carbonate (8) (Fig. 1A). Paleomagnetic data
constrain deposition of the formation to <15°N
(9), supporting a low-latitude glaciation consistent
with a snowball Earth. Within the deglaciation
succession, a ~30-m-thick tidal-rhythmite siltstone
unit records a complete daily record of sedimen-
tation driven by tidal currents and wave action
(10). We use a suite of sedimentary structures in

these deposits to test a fundamental prediction
of the snowball Earth model—namely, rapid gla-
cioeustatic sea level rise during deglaciation.
Siltstone of the upper Elatina Formation crops

out across ~4500 km2 of the Adelaide Rift Com-
plex and Stuart Shelf of South Australia. It con-
sists of centimeter-scale packages of ~12 pairs
of millimeter-thick silt and muddy silt laminae
[average grain sizes are 61 and 37 mm, respectively
(11)] that vertically thicken and thin. These lami-
na pairs were initially considered to be varves
formed in a periglacial lake (12) and later to be
tidal delta deposits formed by spring-neap cycles
(13). The rhythmites are preserved within bed-
forms (ripples) that aggrade vertically with few
erosional surfaces, and individual bedforms can
be continuously tracked vertically across meters
of strata (8). Within this facies, several hierar-
chies of bedforms are preserved.
The first-order bedforms (i.e., the largest class)

are straight-crested, relatively symmetrical rip-
ples (Fig. 1, B and C) with average heights of h =
1.8 ± 0.6 cm and average crest-to-crest spacings
of l = 33 ± 11 cm (±1s) (table S1). Locally, cross-
lamination is convex-up (Fig. 2A), typical of
combined-flow ripples (14), and shows gradual
vertical shifts, including reversals, in migration
direction (Fig. 2C). Several new observations
provide independent evidence that the large
ripples were deposited under reversing tidal
currents. First, the large ripple strata locally
contain reactivation surfaces, which indicate a
current reversal that eroded the bedform flank.
Second, ripple–cross-laminated beds contain iso-
lated, fully preserved ripples, less than 5 mm in
height, that rest just below, or on, the larger rip-
ple crests (Fig. 2B). These small ripples are oriented
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Fig. 1. Elatina Formation. (A) Generalized stratigraphic succession of
Marinoan glacial and postglacial deposits [modified from (2)] and study
location (star) with paleolatitude lines (26) in South Australia.TST, transgres-
sive systems tract; MF, maximum flooding surface; HST, highstand systems
tract. Black triangles indicate large clasts in diamictite. (B) Planview (bedding

plane) outcrop showing larger first-order ripples oriented perpendicular to
smaller second-order ripples with locally developed bifurcations. (C) Vertically
climbing secondary ripples in cross section. Millimeter-scale tidal laminae are
present. Laminae bundle boundaries are highlighted by centimeter-scale–
spaced darker laminae.The pencil is 14 cm long.
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opposite to the dominant ripple cross-lamination
and are bounded by the thickest laminae of the
tidal bundles, indicating that the strongest revers-
ing currents (i.e., spring tides) produced traction
transport against the dominant tide. Last, in
cases, the first-order ripple cross-lamination con-
tains two alternating types of erosional surfaces,
half of which dip antithetical to the main cross-
lamination and truncate the ripple foresets, where-
as the other half dip in the dip direction of the
large ripples, but at a lower angle (Fig. 2D). The
two truncation-surface types alternate upward
along the trace of the preserved climbing ripple
crests, and the surfaces are contiguous with
millimeter-thick white laminae that define
rhythmite bundle boundaries, which again links
the erosion surfaces to spring tides and cyclic
lamination to reversing tidal currents.
The troughs of the first-order ripples preserve

vertically aggraded second-order bedforms (i.e.,
smaller bedforms superimposed on the larger

ones) that align perpendicular to the first-order
ripple crests (Fig. 1B). The second-order bedforms
consist of symmetrical tomoderately asymmetrical
two-dimensional ripples with h = 0.4 ± 0.2 cm and
l = 6.0 ± 2.1 cm (table S1). Second-order bedforms
show locally developed bifurcations typical of
straight-crested wave ripples. Their aspect ratio
is h/l = 0.06 ± 0.02, and their ripple symmetry
index, which is the ratio of the width of the stoss
side to that of the lee side, is 1.9 ± 1.6 (table S2),
making them consistent with postvortex anor-
bital wave ripples (15). Aspect ratios of these
bedforms are smaller than those of wave rip-
ples produced experimentally in sand but are
consistent with ripples formed in silty sand beds
in the presence of substantial suspension of
mud (16).
The sedimentological characteristics indicate

deposition during both wave and current activ-
ity in an ice-free body of water, consistent with
the latest to post–snowball Earth climate. Whereas

there is some spatial and stratigraphic variation,
the most complete succession shows no system-
atic vertical changes in the heights and spacings
of first- and second-order ripples throughout at
least 16 m of the rhythmite unit (8). The small
ripples are oriented north-northeast–south-
southwest (fig. S1 and table S3), orthogonal
to the first-order tidally influenced ripples, and
thus the wave action that generated the second-
order ripples was normal to the tidal currents,
consistent with expected equatorial easterlies
and northwest-oriented wind fields inferred from
eolian dunes (17).
Wave ripples in sand and silt, whether orbital

or anorbital, show a consistent relation between
their aspect ratio, h/l, and the formative wave
orbital diameter, do (Fig. 3A), which can be used
to reconstruct the paleo–water depth. For the
Elatina wave ripples, we estimate do = 0.95 ±
0.15 m (11). Wave generation constraints (11)
dictate that for a given average wind speed and
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Fig. 2. Sedimentary structures of first-order ripples. (A) Stoss-
erosional to nearly stoss-preservational first-order ripple cross-stratification
with convex-up (CVU) lamination typical of combined-flow ripples.
(B) Migrating ripple lamination with bundled tidal laminae. A small ripple
with cross-stratification that dips opposite to the main ripple laminae
is indicated. (C) Climbing first-order ripple cross-stratification, with the
lower part recording bedform climb to the left and the upper part reversing
to the right (the dashed line marks the position of the crestline over time),

similar to cap carbonate strata (27). (D) Close-up of the upper part of (C).
Surfaces that are moderately inclined to the left (T1) truncate the main
cross-lamination of the ripple. Truncation surfaces that are flat to slightly
inclined to the right (T2) become conformable downdip with laminae
defining the cross-lamination of the ripple. These surfaces truncate
laminae on the stoss side of the ripple that are dipping to the left. The two
truncation-surface types generally alternate along the trace of the ripple
crest. The pencil is 14 cm long.
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do = 0.95 ± 0.15 m, water depths varied by less
than ~7 m (Fig. 3B). A near-uniform average
daily wind speed is expected owing to trade
winds, possibly modulated by diurnal katabatic
winds (8). A larger change in water depth during
deposition requires an unlikely systematic co-
variation between depth and wind speed (Fig. 3B),
and therefore relative sea levelmust have risennear-
ly commensurately with sediment accumulation.
Constraints on absolute water depth require

an estimate of the wave period or average wind
speed during ripple formation. Oscillatory duct
experiments (16) with do = 0.8 to 1.0 m in silty
sand produced ripples of equivalent dimensions
to those in the Elatina Formation, with wave
periods of T = 5.5 to 7.5 s. The wave generation
model (11) indicates that this combination of
wave parameters (T = 5.5 to 7.5 s and do = 0.8 to
1.1 m) limits absolute water depths to 9 to 30 m
(Fig. 3B and fig. S2). The deeper end-member
(30 m) requires the unlikely case of reoccurring
whole gale–force winds (25 m/s), whereas the
lower bound (9 to 16 m) indicates reasonable
average wind speeds of ~16 m/s, equivalent to
speeds previously proposed (8). Burial of the
Elatina Formation would have been to ~5 to
6 km depth (18) with ~40% compaction (19).
Thus, the original (decompacted) deposit thick-
ness of ~27 m (11) exceeds our estimated max-
imum change in water depth (~7 m), in addition
to the likely absolute water depth (9 to 16 m;
Fig. 3B); these two independent constraints
establish that the rate of relative sea level
rise must have closely matched the accumu-
lation rate.
The preservation of tidal laminae in the Elatina

Formation provides a means to explain how two
scales of superimposed bedforms accreted over
27 m with little change in ripple dimensions and

inferred water depth. Williams (13) identified
1580 neap-spring tidal cycles in a 9.39-m-thick
core of the Elatina Formation that was devoid
of truncation surfaces, which he used to constrain
depositional time, but he did not consider impli-
cations for sea level rise. Alternating thick and
thin packages of laminae throughout the core,
with each package containing ~12 pairs of silt
and mud laminae, represent the neap-spring cy-
cles within half a lunar month. Spectral analysis
of these packages yielded the number of lunar
months per year (13.1 ± 0.1) and a duration of
60.3 ± 0.5 years for the deposition of the 9.39-m-
thick core (13). We use the resulting accumula-
tion rate to estimate that the original thickness
of ~27 m determined for our rippled section was
deposited over ~100 years with an accumulation
rate of ~27 cm/year (11), or 20 cm/year if water
depth shallowed during deposition by the maxi-
mum amount allowed (7 m). This accumulation
rate is higher than any previously estimated for a
large marine basin over century time scales or
longer (20) and is consistent with high suspended-
sediment concentrations during rapid deglaciation
of a snowball Earth episode. Given that subsidence
over ~100 years would be negligible (21), the
inferred ~27 m of accumulation could only be
accomplished through a rapid rise in sea level,
specifically at 20 to 27 cm/year.
The rhythmite unit represents a fraction of the

total deglaciation deposit, and duration estimates
for complete deglaciation, based on ice volumes
and greenhouse conditions, are typically 2000 to
10,000 years (6000 years on average) (5). The total
sea level rise due tomelting of Marinoan glaciers
has been estimated at ~1000 to 1500 m (2, 22),
which likely varied spatially owing to gravita-
tional effects (23). A glacioeustatic rise of 1.5 km
over 2000 to 10,000 years corresponds to a long-

term rise rate of 15 to 75 cm/year, or 25 cm/year
for a 6000-year deglaciation, which is consistent
with our independent short-term geologic con-
straint of 20 to 27 cm/year. This rate of sea level
rise is 100 times as high as present-day rates (24)
and five times as high as the highest rates during
Pleistocene deglaciations (25). Sea level rise of this
magnitude is a strong confirmation of a major
tenet of the snowball Earth hypothesis—namely,
rapid deglaciation during the early transition
from icehouse to hypergreenhouse conditions.
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Fig. 3. Paleohydraulic reconstructions. (A) Wave ripple geometry (h, ripple height; l, ripple
crest-to-crest spacing) as a function of normalized orbital diameter, do. Sand-bed field data (28)
include orbital, suborbital, and anorbital ripples. Silt-bed experiments (16) produced ripples
with geometries and grain sizes similar to those of Elatina ripples. The solid line represents eq. S1
(11). (B) Combinations of average wind speed and water depth capable of producing do = 0.95 ±
0.15 m (gray shading) according to a wave generation model (11). The orange-shaded region
marks where wave ripples are stable (29) for 50-mm silt (11), and the green-shaded region
corresponds to wave periods (T) of 5.5 to 7.5 s, conditions in which ripples similar to those of the
Elatina formed in experiments (16). The reconstruction is based on a 75-km fetch inferred from
paleogeographic reconstructions (10); varying fetch within a factor of 2 (38 to 150 km) has a
negligible effect on the water depth.
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COGNITIVE PSYCHOLOGY

Efficient coding explains the
universal law of generalization
in human perception
Chris R. Sims*

Perceptual generalization and discrimination are fundamental cognitive abilities. For
example, if a bird eats a poisonous butterfly, it will learn to avoid preying on that species
again by generalizing its past experience to new perceptual stimuli. In cognitive science,
the “universal law of generalization” seeks to explain this ability and states that
generalization between stimuli will follow an exponential function of their distance in
“psychological space.” Here, I challenge existing theoretical explanations for the universal
law and offer an alternative account based on the principle of efficient coding. I show
that the universal law emerges inevitably from any information processing system
(whether biological or artificial) that minimizes the cost of perceptual error subject to
constraints on the ability to process or transmit information.

I
f a bird eats a poisonous or unpalatable spe-
cies of butterfly, it will quickly learn to avoid
preying on that species again in the future,
by avoiding butterflies that look visually sim-
ilar (1). This requires perceptual generaliza-

tion, as no two butterflies look exactly alike. If
generalization is too narrow—it learns to avoid
one specific butterfly, but not others of the same
species—the bird will continue tomistakenly con-
sume toxic butterflies. However, if generalization
is too broad—it avoids all butterflies—it will un-
necessarily exclude edible food sources and con-
sequently limit its fitness. A closely related ability
is perceptual discrimination: If an edible species

of butterfly closely resembles a different, toxic
species (Batesian mimicry), the failure to percep-
tually discriminate between the two will also
lead to negative consequences.
These examples demonstrate that adaptive be-

havior requires perceptual generalization and dis-
crimination abilities that are finely calibrated to
the costs of perceptual error. This is true not just
for predator–prey relationships, but is equally
important for expert-level human performance
in domains such as medicine (2). Not surpris-
ingly, the theoretical study of generalization is
also central to progress in artificial intelligence
and machine learning (3–5).

Just over 30 years ago, cognitive scientist Roger
Shepard suggested that perceptual generaliza-
tion was a suitable candidate for the first “uni-
versal law” in psychological science (6). Shepard’s
universal law of generalization states that the
generalization between two stimuli (essentially,
the probability of confusion) decreases as an ex-
ponential function of their distance within an
appropriate metric “psychological space.” This
exponential generalization pattern has indeed
proved to be near-universal, and the success of the
empirical law has been impressive, accounting for
data spanning a wide range of domains, sensory
modalities, and across multiple species (6–8).
Shepard’s explanation for this phenomenon

revolves around the concept of a “consequential
region” within psychological space that corre-
sponds to a concept. For example, the concept
of poisonous butterflies encompasses some set
of stimuli in psychological space. Given one stim-
ulus known to be an element of this set, the task
facing the organism is to infer whether a novel
stimulus will also fall in the same region; this
task can be framed as one of probabilistic infer-
ence. Subsequent work (9, 10) expanded on the
idea of generalization as probabilistic inference,
to include extrapolating from multiple exemplars
and exploring alternative measures of perceptual
distance or dissimilarity.
Here, I offer a qualitatively different explana-

tion for the origins of the universal law in human
perception, based on the principle of efficient
coding (11), or the idea that biological information
processing should seek to maximize performance
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Fig. 1. Perception is modeled as efficient coding. (A) Sensory signals
are samples from a probability distribution pðxÞ (shown in blue) and
transmitted through a capacity-limited information channel, resulting in
a conditional probability distribution, pðx̂∣xÞ (shown in orange), over
perceived signals x̂ for a given input x ¼ x0. The assumed loss function,
Lðx; x̂Þ, in this example is squared error. Rate-distortion theory provides
the form of the optimal channel pðx̂∣xÞ; see (14). (B) The precision
and bias of the perceptual channel depend on the available capacity;
higher channel capacity enables lower perceptual error and hence
lower expected cost. (C) The optimal pattern of perceptual general-
ization depends on the particular loss function that the channel seeks
to minimize; this example illustrates an asymmetric loss function
in which Lðx; x̂Þ 6¼Lðx̂; xÞ. (D) In rate-distortion theory, optimal
achievable performance is dictated by a “rate-distortion curve,” which plots the minimum information rate (bits per transmission) necessary to achieve a
given level of expected cost. The slope at any point along this curve is mathematically related to the steepness of the generalization gradient. This
example illustrates the rate-distortion curve for a Gaussian information source with squared error cost function. (E) Without further assumptions, rate-
distortion theory directly predicts an exponential generalization gradient as a function of the cost of perceptual error.
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subject to constraints on information processing
capacity.
Critically, the proposed approach also gen-

erates unique predictions that distinguish it
from competing explanations for the universal
law. These include predictions that relate the
slope of the generalization gradient to information-
theoretic quantities, asymmetric generalization
gradients in situations where there are asym-
metric costs for perceptual error, and the finding
that artificial systems (such as the JPEG image
compression algorithm) can also produce an ex-
ponential generalization gradient. The result is a
revised universal law of perceptual generaliza-
tion, which subsumes Shepard’s statement of the
law as a special case.
The approach uses results from the field of

rate-distortion theory, a subdiscipline within in-
formation theory concerned with the design and
analysis of optimal, but capacity-limited, infor-
mation channels (12–14). Previous work has shown
that rate-distortion theory offers a compelling
account of human visual working memory lim-
itations (15, 16).
The current results can be concisely stated

as follows: Perceptual generalization in any ef-
ficient communication system will necessarily
follow an exponential function of the cost of
perceptual error. In this framework, the emer-
gence of the universal law is the signature of an
organism that seeks to perceive the world as best
as possible, according to some utility measure,
subject to available resource limitations.
Figure 1 shows the theoretical framework

and its properties. Perception is modeled as a
capacity-limited information channel in which
afferent sensory signals (x ) are distributed ac-
cording to the distribution pðxÞ . The perceived
signal (x̂Þ is related to its veridical value by a

conditional probability distribution pðx̂∣xÞ. Ca-
pacity limits in the channel prevent transmit-
ting sensory signals with perfect fidelity, and
hence in general, x̂ ≠ x. Instead, the goal of the
channel is to minimize a given loss function,
specified by Lðx; x̂Þ, subject to the constraint
that the amount of information transmitted
by the channel, measured by the mutual infor-
mation Iðx; x̂Þ, is at or below a capacity limit
C. Rate-distortion theory provides analytical
and numerical tools for solving such constrained
optimization problems (12–14).
Notably, several of the properties illustrated

in Fig. 1 (such as a “bias to the mean effect,”
Fig. 1A) are also predicted by Bayesianmodels of
perception. As both are rational or optimal mod-
els of cognition, this is not surprising. Whereas
Bayesianmodels of perception oftenmake atheo-
retic assumptions about the nature of “internal
noise” within a perceptual channel [e.g., (17)],
rate-distortion theory instead gives sensory pro-
cessing limitations a strong theoretical interpre-
tation in terms of constructs from information
theory. Hence, rate-distortion theory can be
viewed as a special case of the more general
class of Bayesianmodels of perception. As will be
shown presently, this also allows the framework
to generate unique predictions.
To connect rate-distortion theory to percep-

tual generalization, one needs a measure of
the strength of generalization from one stim-
ulus to another. Shepard (6) defined the follow-
ing measure:

Gxx̂≜
pxx̂ � px̂x
px̂x̂ � pxx

� �1

2 ð1Þ

where pxx̂ indicates the probability that a re-
sponse associated with stimulus x̂ is made to

stimulusx. According to Shepard’s universal law,
generalization will follow an exponential func-
tion of the distance between x and x̂ in an ap-
propriate psychological space, where the distance
is assumed to obey the basicmetric axioms. Rate-
distortion theory suggests amore general formu-
lation for this law. Using Shepard’s measure of
generalization, rate-distortion theory directly pre-
dicts that generalization should follow

Gxx̂ ¼ exp s
1

2

�
Lðx; x̂Þ þ Lðx̂ ; xÞ �

�

Lðx; xÞ � Lðx̂ ; x̂Þ
�� ð2Þ

where the constant parameter s < 0 is mono-
tonically related to the capacity of the channel.
Note that this includes Shepard’s original uni-
versal law as a special case. If the loss function
satisfies two of the axioms of distance metrics,
namely symmetry ½Lðx; x̂Þ ¼ Lðx̂ ; xÞ� and iden-
tity ½Lðx; xÞ ¼ Lðx̂ ; x̂Þ ¼ 0�, then one can easily
verify that the generalization function reduces to

Gxx̂ ¼ exp½s Lðx; x̂Þ� ð3Þ

Consequently, when the loss function is taken
to be distance in a psychological space, Shepard’s
original universal law emerges from rate-distortion
theory exactly. However, the result in Eq. 2 holds
true under very general conditions, even when
the psychological representation does not corre-
spond to a metric space. As one example, if the
mental representation of complex stimuli consists
of a taxonomy of nested categories (18), the loss
function may be defined in terms of tree dis-
tance between exemplars.
Rate-distortion theory was applied to the re-

sults of several publishedperceptual identification
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Fig. 2. Rate-distortion theory
applied to a range of perceptual
identification experiments.
(A to I) Each panel plots the
strength of generalization against
the inferred cost of perceptual
error. Cost functions were esti-
mated by using Bayesian inference.
Sources of empirical data are as
follows: (A) (27); (B) (28) veteri-
narian data; (C) (29) data from
block 3; (D) (30) experiment 1;
(E) (23) unbiased condition;
(F) (21) signal-to-noise = 0 dB
condition; (G) (31) combined
data from finger and forearm;
(H) (32); (I) (33) subject MP, set
size = 13 condition. (J) Goodness of
fit to the empirical confusion
matrices across all experiments, in
terms of root mean squared error
(RMSE). (K) Deviation between
empirical generalization and the
exponential generalization gradient
predicted by rate-distortion
theory across all experiments.
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experiments (Fig. 2) that use a range of perceptual
modalities (visual, haptic, auditory, gustatory).
Archives of these data, along with model code,
are provided online (19). On each trial of an iden-
tification experiment, a stimulus is randomly
selected from a set, and the observer must iden-
tify it with a unique response. The resulting
data consist of a perceptual confusion matrix,
which gives the empirical frequency that stimu-
lus x produced response x̂. The perceptual loss
function, Lðx; x̂Þ , is estimated from this con-
fusion matrix by means of Bayesian inference.
As shown in Fig. 2, the observed relationship

between the inferred cost of perceptual error (the
estimated loss function L) and the empirical gen-
eralization strength (Gxx̂, given by Eq. 1) follows
an exponential gradient nearly exactly. Nota-
bly, this is not a consequence of a model that
fits the data poorly but forces an exponential
gradient. Rather, as shown in Fig. 2, J and K,
rate-distortion theory simultaneously produces
a precise model of the full probability distrib-
ution over perceptual confusion, as well as ac-
curately predicts the exponential form of the

generalization gradient. The supplementarymate-
rials also include a comparison of rate-distortion
theory to an alternative existing model of per-
ceptual identification, known as the Luce–Shepard
choice model (20).
The key test, however, is whether rate-distortion

theory generates predictions that distinguish it
from competing explanations. The remainder
of the paper focuses on three such predictions.
The first is that the steepness of the general-
ization gradient should bemonotonically related
to the information rate of the perceptual chan-
nel. Specifically, when plotted on a logarithmic
axis, exponential curves such as those shown in
Fig. 2 will appear as straight lines with slope s.
Whereas prior work has treated the slope of gen-
eralization as a free parameter, rate-distortion
theory uniquely provides a strong theoretical in-
terpretation for this quantity. In particular, for
an optimal communication channel, the slope
satisfies

s ¼ dR

dD
ð4Þ

where the term on the right-hand side of this
equation is the slope of the rate-distortion curve
for the channel (12), as illustrated in Fig. 1D. Con-
sequently, experimental manipulations designed
to influence the information rate of the percep-
tual channel (the numerator of this equation)
should have a direct and predictable impact on
the slope of the generalization gradient.
A test of this prediction is provided by the

classic experiments reported in (21). In these ex-
periments, subjects were asked to identify vocal
consonants embedded in six different levels of
white noise (signal-to-noise ratio ranging from
12 to −18 dB). Intuitively, increasing the amount
of noise will decrease the amount of information
about the signal that the observer can process.
Under the assumption that the stimulus noise
influences the information rate of the channel
(the numerator of Eq. 4), but not the cost func-
tion for perceptual error (the denominator), it
is possible to predict the slope of the general-
ization gradient in a parameter-free manner.
The results are shown in Fig. 3A. In this plot, the
generalization curves are shown on a logarithmic
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Fig. 3. Unique predictions of rate-distortion theory.
(A) Rate-distortion theory predicts that the slope of
the generalization gradient depends on the information
rate of the perceptual channel. In this experiment
(21), observers must identify vocal consonants
embedded in varying levels of white noise. When
plotted on a logarithmic axis, an exponential
generalization gradient appears as a straight line.
Rate-distortion theory is used to predict the slope
of the generalization gradient for each condition.
(B) Left and right panels show the inferred loss
functions for the unbiased payoff condition, and
biased payoff condition of the experiment reported
in (23). (C) Asymmetry in the loss function is
revealed by plotting the average cost for an
overestimation error relative to the cost for an
underestimation error of the same magnitude.
The solid line indicates the maximum a posteriori
estimate. The shaded region indicates the
estimated 95% highest-density Bayesian credible
interval. The figure demonstrates that asymmetry
in the cost function appears only when there
are task-defined asymmetries in the cost of
perceptual error.
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axis to illustrate the change in slope across stim-
ulus noise conditions. The empirical slope of the
generalization gradient closely follows the pre-
dictions of rate-distortion theory.
A second prediction of rate-distortion stems

from the fact that unlike in Shepard’s theoretical
account, there is no requirement that perceptual
generalization must be symmetric. Empirical
asymmetries in generalization have previously
been raised as an argument against a metric
representation of perceptual similarity (22). In
the present case, a different theoretical origin
for asymmetry is predicted in terms of asym-
metric costs of perceptual error. An empirical
test of this prediction is found in an experiment
reported in (23). In this experiment, subjects were
tasked with identifying pure tones of varying
loudness. Subjects were motivated to perform
accurately by awarding points for correct re-
sponses and deducting points for errors; points
were exchanged for a monetary bonus at the
end of the experiment. Each subject completed
two experimental conditions. In the neutral con-
dition, payoffs were symmetric for all types of
errors, whereas in the biased condition, over-
estimate errors were more costly than under-
estimate errors.
The inferred loss functions are illustrated in

Fig. 3B for both the neutral and biased condi-
tion. Inferred costs for perceptual error are sym-
metric in the unbiased penalty condition, but
substantially asymmetric in the biased penalty
condition. Formal model comparisons (reported
in the supplementary materials) reveal that the
data are better explained by rate-distortion theory
with an asymmetric cost function, compared to
an alternative model that assumes symmetric
perceptual distance.
Lastly, rate-distortion theory predicts that ex-

ponential generalization gradients should not
be limited to biological information processing,
but rather should be exhibited by any communi-

cation system that operates efficiently in the rate-
distortion sense, whether natural or artificial.
Figure 4 illustrates an identification “experi-
ment” conducted on the JPEG image compres-
sion algorithm. The experiment was performed
by taking grayscale photographs from a natural
scene database (24) and encoding them using
the JPEG algorithm. As JPEG is a form of lossy
compression, the encoded images will almost
certainly introduce perceptual “confusions”—an
input pixel replaced by a somewhat different pixel
at the output stage (Fig. 4A). A confusion matrix
is obtained by collecting the joint statistics of in-
put andJPEG-encodedpixels. Compared tohuman
participants, JPEG has the useful feature that the
objective for perceptual coding is obtainable by
inspection of its algorithm. In brief, JPEG per-
forms a discrete cosine transform (DCT) on an
input image and scales the coefficients by a
weight matrix that emphasizes coding accu-
racy for low spatial frequencies. This weighted
DCT representation is essentially the “psycho-
logical space” for JPEG encoding. Figure 4C plots
the strength of generalization between pixel
values against the average squared error distance
in quantizedDCT space. The results illustrate that
JPEG image coding also conforms to the universal
law of generalization. Although this finding is
consistent with rate-distortion theory, it is dif-
ficult to reconcile with alternative explanations
for the universal law.
The current work is only part of a growing

body of literature showing the broad applica-
bility of efficient coding as a means of under-
standingbiological information processing (25, 26).
As a theoretical framework, efficient coding is
not an alternative to the popular Bayesian per-
ception framework, but rather is an extension in
which sensory limitations are attributed to in-
formation processing capacity limitations. As
perception exists to maximize the utility of be-
havior, it is a compelling idea that evolution

drives perceptual systems toward the regime of
rate-distortion efficiency: optimizing performance
subject to information processing constraints.
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Fig. 4. Investigating perceptual generalization
in the JPEG image compression algorithm.
(A) An image patch encoded by JPEG will
typically introduce pixel-level deviations. In
particular, JPEG optimizes the transmission of
low–spatial frequency components at the
expense of introducing larger errors in coding
higher spatial frequencies. Squared error
within this scaled frequency domain closely
approximates the “cost function” for JPEG
image coding. (B) Conditional probability
distribution over JPEG encoding of a particular
pixel intensity, averaged over a large number
of image patches drawn from a natural scene
image. The behavior of the channel closely
mirrors the predictions of rate-distortion
theory (compare to Fig. 1A). (C) Deviations
between an input and JPEG-encoded grayscale
image of a natural scene conform to the
universal law of generalization.
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EVOLUTIONARY GENOMICS

Natural selection interacts with
recombination to shape the evolution
of hybrid genomes
Molly Schumer,1,2,3,4* Chenling Xu,5 Daniel L. Powell,4,6 Arun Durvasula,7

Laurits Skov,8 Chris Holland,4,6 John C. Blazier,6,9 Sriram Sankararaman,7,10

Peter Andolfatto,11† Gil G. Rosenthal,4,6† Molly Przeworski3,12*

To investigate the consequences of hybridization between species, we studied
three replicate hybrid populations that formed naturally between two swordtail fish
species, estimating their fine-scale genetic map and inferring ancestry along the
genomes of 690 individuals. In all three populations, ancestry from the “minor”
parental species is more common in regions of high recombination and where there
is linkage to fewer putative targets of selection. The same patterns are apparent
in a reanalysis of human and archaic admixture. These results support models
in which ancestry from the minor parental species is more likely to persist when
rapidly uncoupled from alleles that are deleterious in hybrids. Our analyses further indicate
that selection on swordtail hybrids stems predominantly from deleterious combinations
of epistatically interacting alleles.

U
nderstanding speciation is central to un-
derstanding evolution, but somuch about
the process still puzzles us. Foundational
work in evolutionary biology envisioned
speciation as an ordered process in which

reproductive barriers, once established, prevent
gene flow between species (1). We now realize,
however, that speciation is much more dynamic,
with evidence of historical and ongoing hybrid-
ization visible in the genomes of myriad species
(2–5). The ubiquity of hybridization raises the
question of how species that interbreed remain
distinct.
At least part of the answer lies in widespread

selection on hybrid genomes (1). Analyses of
hominin and swordtail fish hybrids indicate that
ancestry from the “minor” parent species (the
parent that contributed less to the gene pool
of hybrids) is decreased near functionally im-
portant elements (4, 6, 7), presumably because
such regions are enriched for harmful alleles.
Aside from these observations, however, little

is known about how hybrid genomes evolve.
Decades of experimental work have demon-
strated that Bateson-Dobzhansky-Muller incom-
patibilities (BDMIs) are a central mechanism
underlying reproductive isolation once species
are formed (8–10), but the importance of BDMIs
in the evolution of hybrid genomes remains un-
known, as does the role of other modes of se-
lection. When there is introgression from a
species with a smaller effective population size,
hybrids may suffer from increased genetic load
(“hybridization load”) due to the introduction of
weakly deleterious alleles (6, 11, 12). Depending
on the environment in which hybrids find them-
selves, alleles that underlie ecological adaptations
in the parental species may also be deleterious
(13, 14). Complicating matters further, the sources
of selection on hybrids will likely vary from
system to system, depending on the extent of
genetic and ecological differentiation between
the parental species as well as the differences
in their effective population sizes.
Regardless of the source of selection, however,

one feature is expected to play a central role in
mediating its effects: variation in recombination
rates along the genome (6, 11, 15–17). Inmodels of
BDMIs, neutral ancestry from the minor parent
is more likely to persist in regions of higher
recombination, where it is more rapidly un-
coupled from mutations deleterious in the prev-
alent (major parent) genetic background (Fig. 1,
A and B) (17). Similarly, in models of hybridiza-
tion load, all else being equal, shorter linkage
blocks tend to carry fewer weakly deleterious
mutations and thus be less rapidly purged by
selection (fig. S1) (6, 11). Previous studies have
reported patterns consistent with these expec-
tations (18–20) butwithout investigating ancestry
patterns and their relationship to local recombi-
nation rates, distinguishing among selection in

the parental or hybrid lineages, or determining the
major sources of selection in hybrid populations.
To address these issues, we took advantage

of naturally occurring hybrid populations be-
tween sister species of swordtail fish,Xiphophorus
birchmanni and X. malinche (Fig. 1, C to E) (21).
The species are ~0.5% divergent at the nucleotide
level, and because of the small effective popula-
tion size of X. malinche, incomplete lineage sort-
ing between the two is relatively rare (Fig. 1F)
(21). We focused on three hybrid populations
that formed independently between the two spe-
cies fewer than 100 generations ago (22). Pre-
vious analyses of hybrids between these species
suggested that there are ~100 unlinked BDMI
pairs segregating, with estimated selection co-
efficients of ~0.02 to 0.05, in addition to which
there could also be linked BDMIs (22, 23).
To infer local ancestry patterns, we generated

~1× coveragewhole-genome data for 690 hybrids
sampled from the three hybrid populations and
then estimated local ancestry patterns by apply-
ing a hidden Markov model to ~1 million sites
genome-wide (21, 24). Two of the hybrid popu-
lations derive on average 75 to 80% of their
genomes from X. birchmanni, whereas individ-
uals in the third population derive on average
72% of their genomes from X. malinche (Fig. 1E)
(21), with median homozygous tract lengths for
the minor parent ranging from 84 to 225 kb
across the three populations (21).
Our previous work (25) indicated that local

recombination rates should be conserved between
X. birchmanni and X. malinche (21). To consider
the relationship between local ancestry and re-
combination rate, we inferred a fine-scale genetic
map for X. birchmanni from patterns of linkage
disequilibrium (table S1) (21). We also generated
a crossover map from ancestry switch points in
hybrids, which was concordant with the one ob-
tained for X. birchmanni (fig. S2) (21).
In all three hybrid populations, the proba-

bility of carrying ancestry from the minor
parent increases with the local recombination
rate (Fig. 2 and table S2). The relationship re-
mains, irrespective of the choice of scale (fig. S3)
and after thinning of the single-nucleotide poly-
morphism and ancestry data so as to control for
possible differences in the reliability of estimated
recombination rates or the power to call ancestry
across windows (21). This pattern is not expected
under neutrality (fig. S1) but can readily be gen-
erated under several models of selection, includ-
ing selection against BDMIs or hybridization
load or widespread ecological selection against
loci from the minor parent (Fig. 1B and fig. S1).
Thus, our finding supports models in which
minor parent ancestry persists where it was
more likely to have been rapidly uncoupled
from the deleterious alleles with which it was
originally linked (21).
In principle, the chance of minor parent an-

cestry persisting should be a function of the exact
number of deleterious alleles towhich itwas linked
since hybridization occurred. Local recombination
rates are one proxy for this (unknown) parameter,
as is the number of coding or conserved base
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pairs nearby. Both features predict average minor
parent ancestry (figs. S4 and S5) (21), but in our
data, recombination is the stronger predictor
and remains similarly strong after controlling for
the number of coding (or conserved) base pairs
(tables S2 and S3).
To investigate the mode of selection on hy-

brids, we considered correlations in local ancestry
between pairs of hybrid populations: Though
weaker between populations with different ma-
jor parent ancestries, the correlation was in all
cases significantly positive (with the recombination
rate controlled for) (Fig. 3, A and B). These corre-

lation patterns should not arise from ecological
selection but are expected from selection against
hybridization load as well as, less intuitively,
from selection on the same BDMIs (fig. S6) (21).
Further evidence about the mode of selec-

tion comes from an analysis of genome sequences
from X. malinche (3, 22) and X. birchmanni,
which indicates that X. malinche has had a smaller
long-term effective population size over the
last ~20,000 generations (Fig. 1F) (21), as re-
flected in its four times lower heterozygosity
(0.03% versus 0.12% per base pair). Accordingly,
the X. malinche genome carries significantly

more derived putatively deleterious alleles (a
2.5% excess) than that of X. birchmanni (21, 26).
As a result of this difference, the three hybrid
populations of swordtail fish provide an infor-
mative contrast: Whereas BDMIs should lead to
selection against minor parent ancestry in all
three populations, hybridization load should
favor the major parent in the first two pop-
ulations (Totonicapa and Aguazarca) and the
minor parent in the third (Tlatemaco) (Figs. 1E
and 3C). That minor parent ancestry also in-
creases with recombination in the Tlatemaco
population (Fig. 2) then indicates that hybrid
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Fig. 1. Predicted relationships between minor parent ancestry and
recombination rates and properties of focal swordtail populations.
(A) In the presence of hybrid incompatibilities, minor parent ancestry is
more likely to persist in regions of high recombination. (B) One randomly
chosen replicate of simulations under plausible parameters for swordtail
species (21). Red points indicate the means, and whiskers indicate 2 SEM;
gray points are raw data. (C) Maximum likelihood trees from RAxML for
1000 alignments of randomly selected 10-kb regions in swordtail species.

Dxy refers to the average nucleotide divergence between X. birchmanni
and X. malinche. (D) Locations of hybrid populations in river systems
in Hidalgo, Mexico. Elevations of the hybrid populations and typical
elevations for parental populations are listed in blue. (E) Inferred ancestry
proportions for individuals (n) sampled from each population. (F) Effective
population sizes inferred from three X. malinche genomes (sampled from
two populations) and 20 X. birchmanni genomes. Fifty bootstraps are
shown for one individual from each X. malinche population (21).
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incompatibilities are the dominant source of
selection, rather than hybridization load (Fig. 3C
and fig. S7) (21). In principle, ecological selection
favoring the major parent could also produce a
positive correlation between recombination and
minor parent ancestry (but not positive correla-

tions in ancestry between populations) (Fig. 3, A
and B). However, this explanation would require
two of the hybrid populations to occur in more
X. birchmanni–like environments and one in a
more X.malinche–like environment, when avail-
able evidence suggests otherwise (Fig. 1D) (21).

Furthermore, in all populations, minor parent
ancestry is unusually lownear previouslymapped
putative BDMIs (22, 23). Lower minor parent an-
cestry does not result from the approach used to
identify BDMIs (21, 22) but is expected from selec-
tion on epistatically interacting alleles (Fig. 3D)

Schumer et al., Science 360, 656–660 (2018) 11 May 2018 3 of 4

Fig. 3. Evidence for BDMIs being the major source of selection on hybrids. (A and B) Correlations in
ancestry between independently formed swordtail hybrid populations (in 0.1-centimorgan windows)
(fig. S9). Points show the means, and whiskers indicate 2 SEM; correlations were calculated on unbinned
data. (C) Predictions for different sources of selection on hybrids. rec., recombination; pops.,
populations; NA, not applicable. (D) The average proportion of minor parent ancestry is unusually
depleted in 50-kb windows containing putative unlinked BDMIs [red points, from (23)] compared with
that in 1000 null data sets (blue) (21). Lower average minor parent ancestry at putative BDMIs is not
expected as a result of the way the BDMIs were originally identified (21).

Fig. 2. Relationships between minor parent ancestry and recombi-
nation rate in swordtails and hominins. (A) Relationship between
minor parent ancestry and recombination rate in swordtails and in
humans, summarized in 50-kb windows for swordtail analyses
and 250-kb windows for humans (fig. S8), so that the numbers of
windows are similar. (B) Spearman’s correlations between average

minor parent ancestry and recombination rate at several scales
[complete results are provided in table S2, and details of the Denisovan
analysis are provided in (21)]. In (A), red points and whiskers indicate
the means with 2 SEM determined by bootstrapping; gray points show
raw data. Quantile binning is for visualization; statistical tests were
performed on the unbinned data.
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(21). Together, these lines of evidence indicate
that BDMIs are the predominant—though not
necessarily sole—source of selection filtering
minor parent ancestry in these three swordtail
hybrid populations (Fig. 3C).
To explore the generality of these relationships,

we considered admixture between humans and
archaic hominins. Several studies have reported
that Neandertal ancestry tends to decrease with
the number of linked coding base pairs and with
a measure of purifying selection at linked sites
(4, 6, 11), patterns for which both BDMIs and
hybridization load—in part because of the smaller
effective population size of Neandertals (27)—
have been proposed as explanations (4, 6, 11).
Reanalyzing the data, we found that the pro-
portion of Neandertal ancestry decreases in
regions of the human genome with lower re-
combination rates (Fig. 2 and tables S2 and S4).
This relationship is seen by using three different
approaches to infer Neandertal ancestry (table
S2) and is not explained by variation in power
to identify introgression or the number of coding
base pairs nearby (table S2) (21). Repeating these
analyses for Denisovan ancestry, we obtained
the same pattern (Fig. 2 and table S2) (21).
Aswith the persistence ofminor parent ancestry

in swordtails, the persistence of archaic hominin
ancestry in regions of higher recombination is

not expected under neutrality (fig. S1). How-
ever, our conclusion about the source of selec-
tion reached for swordtails need not hold for
hominins—a priori, because modern humans
were less diverged from Neandertals and Deni-
sovans when they interbred (28), and because
plausible models of hybridization load have been
shown to provide a good fit to the distribution of
Neandertal ancestry in the human genome (6).
Thus, minor parent ancestry is predicted by

the local recombination rate across three repli-
cate admixture events in swordtails, as well as in
two cases of admixture in hominins. Together
with earlier indications in other species (18–20),
our findings show the distribution of minor
parent ancestry to be at least in part predict-
able from genomic features. Knowledge of local
recombination should therefore provide a guide
to where in the genome minor parent ancestry
is expected to be highest. In hominins, meiotic
recombination is directed to the genome by
binding of the PRDM9 gene; in swordtails,
meiotic recombination is not and tends to occur
near promoter-like features (21, 25). Accord-
ingly, minor parent ancestry is higher around
promoter-like features in swordtails but not in
humans (Fig. 4) (21). Thus, the mechanism by
which recombination is directed to the genome
affects the distribution of minor parent ancestry.

One implication is that the reliance on PRDM9
to direct recombination may affect reproductive
isolation between species not only directly [as in
mice (29)] but also indirectly. For example, if
epistatic interactions often occur between regu-
latory and coding regions, hybrids with recom-
bination concentrated in promoter-like regions
may experience greater negative selection due to
BDMIs but more opportunities for adaptive in-
trogression. As genomic data accumulate for
hybridizing species across the tree of life, the
consequences of recombination mechanisms for
the fate of hybrids can be evaluated systematically.
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Fig. 4. The recombination mechanism shapes the distribution of minor parent ancestry.
(A) Neandertal ancestry is not elevated in 50-kb windows that overlap with CpG islands (CGIs)
compared with windows that do not but have similar GC content. The fold difference l is 0.95
(P = 0.91) (21). The same analysis for swordtail hybrids reveals that the proportion of minor parent
ancestry is higher in windows that overlap CGIs (population 1, l = 1.09, P < 0.005; population
2, l = 1.09, P < 0.005; population 3, l = 1.02, P < 0.005). Points show themeans, and whiskers indicate
2 SEM obtained from 1000 joint bootstraps. (B) Simulations of incompatibility selection in swordtails
predict an enrichment of minor parent ancestry near CGIs. (C) This prediction is met for all hybrid
populations. In (B) and (C), gray lines show results of 500 replicate simulations bootstrapping 5-kb
windows; colored lines indicate the means for all replicates in sliding 5-kb windows.
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Glioblastoma is an aggressive brain tumor that carries a poor prognosis. The tumor’s
molecular and cellular landscapes are complex, and their relationships to histologic
features routinely used for diagnosis are unclear.We present the Ivy Glioblastoma Atlas, an
anatomically based transcriptional atlas of human glioblastoma that aligns individual
histologic features with genomic alterations and gene expression patterns, thus assigning
molecular information to the most important morphologic hallmarks of the tumor. The
atlas and its clinical and genomic database are freely accessible online data resources that
will serve as a valuable platform for future investigations of glioblastoma pathogenesis,
diagnosis, and treatment.

G
lioblastoma is the most common and the
most lethal malignant brain tumor (1).
Even for patients receiving aggressive
treatment, the median survival is 12 to
15 months (2). The tumors evolve rapidly

as they acquire new mutations; the resultant
increase in intratumor genomic heterogeneity
leads to the development of drug resistance,
which limits the long-term efficacy of therapies
(3, 4). Two large-scale efforts aimed at charac-
terizing the genomic alterations in human glio-
blastoma are The Cancer Genome Atlas (TCGA),
which is a catalog of multi-omics data, including
genomics, transcriptomics, DNA methylomics,
proteomics, etc. (5, 6), and REMBRANDT (Repos-
itory for Molecular Brain Neoplasia Data), which
also includes multiple data domains (7). These
efforts helped to clarify the role of genomic alter-

ations in the pathogenesis of glioblastoma but
were not designed to address intratumor heter-
ogeneity. Subsequent studies addressed heter-
ogeneity spatially within bulk tumor or at the
single-cell level (4, 8–12). Nonetheless, we still
lack a systematic understanding of the tumor’s
molecular heterogeneity as it relates to anatom-
ical heterogeneity. By “anatomical heterogene-
ity,” we mean the variable combination of the
classical histological features of glioblastoma,
such as tumor infiltration, endothelial cell pro-
liferation, and necrosis. Here, we describe the
Ivy Glioblastoma Atlas (http://glioblastoma.
alleninstitute.org/), a comprehensive molec-
ular pathology map of glioblastoma in which
we have assigned key genomic alterations and
gene expression profiles to the tumor’s anatomic
features. The atlas will facilitate accurate de-

convolution of anatomic features in new samples
of glioblastoma, providing unique information
for the comprehensive diagnostic characteriza-
tion of the tumor’s heterogeneity.
To create the atlas, we surveyed the tumor’s

anatomic features by in situ hybridization (ISH),
analyzed these features’ transcriptomes by laser
microdissection (LMD) and RNA sequencing
(RNA-seq), and validated the feature-specific gene
expression enrichment of newly identified mark-
ers by ISH (Fig. 1). We created a clinical and ge-
nomic database (http://ivygap.org/) for the
41-patient cohort (table S1) whose tumors (n =
42) were evaluated to create the atlas. We de-
scribe gene sets whose expression is enriched
in the anatomic features, measurements of intra-
and intertumor heterogeneity, and a molecular
subtype classification of transcriptomic samples
from our atlas and from TCGA. Together, these
two online resources constitute the Ivy Glioblas-
toma Atlas Project (Ivy GAP).
To identify gene sets with enriched expression

in each anatomic feature (fig. S1), we used LMD
to isolate RNA from the leading edge (LE), infil-
trating tumor (IT), cellular tumor (CT), pseudo-
palisading cells around necrosis (PAN), and
microvascular proliferation (MVP). In total, we
isolated 122 samples from three different blocks
per tumor in 8 to 10 tumors. In consultationwith
a neuropathologist, we manually drew outlines
(LMD guidelines) for each of the anatomic fea-
tures on images of histologically stained tissue
sections. Three additional neuropathologists
independently validated the LMD guidelines,
and the results showed excellent concordance
(table S2). Differential gene expression analysis
revealed a total of 3627 genes that had enriched
expression in LE, CT, PAN, and MVP samples
(Fig. 2A and table S3). Multidimensional scaling
demonstrated that samples from these four fea-
tureswere largely distinct, whereas IT appeared to
fall on a continuumbetween LE and CT (Fig. 2B).
Gene Ontology enrichment analysis of gene sets
with enriched expression in anatomic features
(Fig. 2C) confirmed and extendedprevious reports
(13, 14). In general, samples from the same ana-
tomic feature, whether derived from the same
or different tumors, were more similar to each
other than to samples from other anatomic fea-
tures of the same tumor (Fig. 2D). Within a giv-
en anatomic feature, intertumor heterogeneity
exceeded intratumor heterogeneity (fig. S2).
We selected 31 genes with enriched expression

in anatomic features for further analysis by ISH,
and found that 27 showed at least partial agree-
ment and 22 showed good agreement between

RESEARCH

Puchalski et al., Science 360, 660–663 (2018) 11 May 2018 1 of 4

1Allen Institute for Brain Science, Seattle, WA 98109, USA. 2Ben and Catherine Ivy Center for Advanced Brain Tumor Treatment, Swedish Neuroscience Institute, Seattle, WA 98122, USA.
3Mazumdar Shaw Center for Translational Research, Bangalore 560099, India. 4Radia Inc., Lynnwood, WA 98036, USA. 5White Marsh Forests, Seattle, WA 98119, USA. 6Department of
Neurosurgery, Institute for Stem Cell and Regenerative Medicine, University of Washington School of Medicine, Seattle, WA 98195, USA. 7Department of Neurological Surgery, Houston Methodist
Hospital and Research Institute, Houston, TX 77030, USA. 8Case Comprehensive Cancer Center, Case Western Reserve University School of Medicine, Cleveland, OH 44106, USA. 9Department of
Pathology, Division of Neuropathology, University of Washington School of Medicine, Seattle, WA 98104, USA. 10Nizam’s Institute of Medical Sciences, Punjagutta, Hyderabad 500082, India.
11Virginia Mason Medical Center, Seattle, WA 98101, USA. 12Department of Cellular and Molecular Medicine, Cleveland Clinic, Cleveland, OH 44195, USA. 13TGen, Translational Genomics Research
Institute, Phoenix, AZ 85004, USA. 14Institute for Cancer Genetics, Columbia University, New York, NY 10032, USA. 15Department of Neurology, Columbia University, New York, NY 10032, USA.
16Department of Pathology, Columbia University, New York, NY 10032, USA. 17CellNetix, Seattle, WA 98122, USA.
*These authors contributed equally to this work.
†Corresponding author. Email: mikeh@alleninstitute.org (M.J.H.); rbpuchalski@gmail.com (R.B.P.); nameeta.shah@gmail.com (N.S.)
‡Deceased.

on M
ay 13, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://glioblastoma.alleninstitute.org/
http://glioblastoma.alleninstitute.org/
http://www.brain-map.org
http://science.sciencemag.org/


RNA-seq and ISH assessments of enrichment in
PAN, CT, or MVP (Fig. 2, E to I, and table S4).
Assessing enrichment of gene expression by ISH
required that we calculate the overlap between
the expression pattern and ourmachine learning
(ML) annotations for each anatomic feature,
whichwe validated using (i)ML-determined rates
of accuracy and precision (table S5); (ii) an inter-
neuropathologist test to establish agreement on
definitions of anatomic features (fig. S1 and tables
S6 and S7); and (iii) neuropathology concordance
analyses (tables S8 to S11).
To characterize intratumor genetic hetero-

geneity across anatomic features, we assessed
RNA-seq–derived copy number changes in the
features and compared them to the DNA-level
copy number variations (CNVs) (12) from the
corresponding bulk tumor (fig. S3 and table S12).
The CT and PAN samples consistently showed
gene expression changes corresponding to the
CNVs, whereas LE samples did not, as LE sam-
ples by definition consist largely of non-neoplastic

cells and hence would not harbor the CNVs.
On the other hand, MVP samples showed some
gene expression changes corresponding to the
CNVs, indicating a mixture of tumor and non-
neoplastic cells. To evaluate the distribution of
somatic mutations targeting key glioblastoma
genes within the different anatomic features
of this tumor, we used RNA-seq to call single-
nucleotide variants (SNVs) in eight genes (TP53,
PTEN, EGFR, ATRX, IDH1, NF1, PIK3R1, PIK3CA)
known to harbor recurrent and functionally im-
portant mutations in glioblastoma across ana-
tomic features for tumors where there was at
least one sample available from each of the LE,
CT, PAN, and MVP features (fig. S4 and table
S13). We detected somatically mutated alleles in
RNA from CT, PAN, and MVP samples, whereas
we found only the wild-type variants in LE
samples (fig. S4A). The ratio of mutant to wild-
type expression was least for MVP relative to
CT and PAN samples (fig. S4B). Some of the
SNVs occurring across anatomic features were

corroborated by ISH data (table S1). Together,
the copy number and mutation analyses indi-
cated that LE samples largely consist of non-
neoplastic cells, CT and PAN samples largely
consist of tumor cells, and MVP samples contain
a mixture of tumor and non-neoplastic cells. The
observed intratumor heterogeneity in copy num-
ber and mutation profiles is consistent with pre-
vious studies (8, 9). Only three tumors from our
41-patient cohort harbored the Arg132 → His
mutation in isocitrate dehydrogenase 1 (IDH1)
(table S1); thus, there was insufficient statistical
power for analysis of this mutation by anatomic
feature. We did not identify any mutation asso-
ciated with a particular anatomic feature that pre-
dicted overall survival better than the promoter
methylation status of the MGMT gene in the
bulk tumor (fig. S5, A and B) (15).
Finally, we developed an admixture model

using a 293–gene signature matrix (table S14)
for computational decomposition of bulk tumor
samples into four anatomic features (LE, CT,
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Fig. 1. Data generation, analysis, and presentation pipeline for the
Ivy Glioblastoma Atlas Project. (A) Clinical data were collected for
the Ivy cohort of 41 patients. (B) Tissue preparation required en bloc
resection and formation of tissue blocks with custom-made L bars.
(C) Two studies, anatomic feature–based profiling and cancer stem cell
marker–based profiling, provided a framework for the ISH surveys,
LMD and RNA-seq experiments, and ISH validations. (D) Informatics
included image registration, ontology development, and anatomic
feature prediction based on a novel machine learning (ML) analysis of
histological data. Search tools enable queries of the data set by tumor,
tumor block, and gene expression filtered by anatomic feature,
molecular subtype, and clinical information. Searchable manual labels

delineating the laser microdissections for 270 RNA-seq samples from
the two studies overlay the histology images. The atlas is equipped
with image viewers that resolve the histology at 0.5 mm per pixel,
a transcriptome browser, an application programming interface, and
help documentation. The database has detailed longitudinal clinical
information and MRI time courses (table S1). (E) This free resource is
made available as part of the Ivy Glioblastoma Atlas Project (Ivy GAP).
(http://glioblastoma.alleninstitute.org/) via the Allen Institute data
portal (www.brain-map.org), the Ivy GAP Clinical and Genomic
Database (http://ivygap.org/) via the Swedish Neuroscience Institute
(www.swedish.org/services/neuroscience-institute), and the Cancer
Imaging Archive (https://wiki.cancerimagingarchive.net).
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PAN, and MVP) and classified the 122 anatomic
feature RNA-seq samples on the basis of his-
tology, admixture (table S14), molecular subtype
(6), and cell type gene expression signature
(table S15) enrichment (fig. S6, A to D, and table
S16). Several genes exhibited differential ex-
pression across known molecular subtypes of

glioblastoma within each anatomic feature (fig.
S7, A to C). Enrichment of the cell type gene
expression signatures in the anatomic features
was consistent with Gene Ontology enrichment
analyses (Fig. 2C). The correlation between the
anatomic feature gene sets and molecular sub-
types (table S16) is broadly consistent with results

of previous studies (8, 9). When we applied our
admixture model to 167 RNA-seq samples of the
TCGA data, we observed similar patterns (fig. S8,
A to C, and table S16).
This atlas and the associated database for

clinical and genomic data will serve as a useful
platform for developing and testing newhypotheses
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Fig. 2. Gene expression in anatomic features. (A) Differential expres-
sion matrix based on genes identified in the 122 anatomic feature
RNA-seq samples isolated in triplicate from 8 to 10 tumors. Values
are numbers of genes whose expression is enriched in the row
feature relative to the column feature [false discovery rate < 0.01,
relative (fold) change >2; P < 0.1, Benjamini-Hochberg corrected].Values
on the diagonal are numbers of genes with higher expression in one
feature versus all other features (i.e., top marker genes). (B) Multi-
dimensional scaling of all genes reflects anatomic specificity. (C) Gene
Ontology enrichment analysis. LE and CT were enriched for Gene
Ontology terms related to neuronal systems and glial cell differentiation,
respectively, whereas PAN was associated with stress, hypoxia, and

immune responses, and MVP was related to angiogenesis, immune
regulation, and response to wounding. (D) Mean Euclidean distance
within and between tumors based on hierarchical clustering of
all genes in all 122 anatomic feature RNA-seq samples grouped by
anatomic feature (figs. S1 and S2). Cross Feature measures variance
between anatomic features. (E to I) Representative marker genes
showing RNA-seq expression levels (in RPKM, reads per kilobase of
transcript per million mapped reads) for features isolated by LMD,
representative ISH, ML annotations for ISH and H&E (hematoxylin and
eosin stain), and H&E adjacent to ISH. Color code: blue, LE; purple, IT;
green, CT; light blue, PNZ; turquoise, PAN; orange, HBV; red/magenta,
MVP; black, necrosis.

RESEARCH |
on M

ay 13, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


related to the pathogenesis, diagnosis, and treat-
ment of glioblastoma. We note that investigators
are already leveraging this resource (16–33). In
one preclinical study, Miller et al. (22) used the
atlas to prioritize potential druggable targets
based on relationships to tumor microenvi-
ronment signatures. In another preclinical study,
Yu et al. (31) used the Ivy GAP data set to identify
anatomic regions of glioblastoma that are en-
riched in tumor-initiating cells. On the basis of
this information, they delivered an experimental
drug to these tumor regions as a way to max-
imize its therapeutic effect.
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STRUCTURAL BIOLOGY

Structural basis for recognition
of frizzled proteins by Clostridium
difficile toxin B
Peng Chen,1* Liang Tao,2* Tianyu Wang,1 Jie Zhang,2 Aina He,2,3 Kwok-ho Lam,1

Zheng Liu,1 Xi He,4 Kay Perry,5 Min Dong,2† Rongsheng Jin1†

Clostridium difficile infection is the most common cause of antibiotic-associated diarrhea
in developed countries. The major virulence factor, C. difficile toxin B (TcdB), targets
colonic epithelia by binding to the frizzled (FZD) family of Wnt receptors, but how TcdB
recognizes FZDs is unclear. Here, we present the crystal structure of a TcdB fragment in
complex with the cysteine-rich domain of human FZD2 at 2.5-angstrom resolution, which
reveals an endogenous FZD-bound fatty acid acting as a co-receptor for TcdB binding. This
lipid occupies the binding site for Wnt-adducted palmitoleic acid in FZDs. TcdB binding
locks the lipid in place, preventing Wnt from engaging FZDs and signaling. Our findings
establish a central role of fatty acids in FZD-mediated TcdB pathogenesis and suggest
strategies to modulate Wnt signaling.

C
lostridiumdifficile is an opportunistic path-
ogen that colonizes the colon in humans
when the normal gut microbiome is dis-
rupted. The infection leads to disruption
of the colonic epithelial barrier, resulting

in diarrhea and pseudomembranous colitis and
~30,000 deaths annually in the United States
alone (1–5). The diseases associatedwith C. difficile
infection (CDI) are caused by two C. difficile exo-
toxins, toxin A (TcdA) and toxin B (TcdB), which
act as glucosyltransferases to inactivate small
guanosine triphosphatases, leading to actin cyto-
skeleton disruption and cell death (3, 6–8). Of
the two toxins, TcdB alone is capable of causing
the full spectrum of diseases in humans because
TcdA–TcdB+ strains have been clinically isolated
(9–12). Chondroitin sulfateproteoglycan4 (CSPG4),
poliovirus receptor-like 3 (PVRL3), and frizzled
proteins (FZDs) have been recently identified as
TcdB receptors (13–16), with FZDs thought to be
the major receptors in the colonic epithelium
(13, 17). FZDs are a family of transmembrane
receptors for lipid-modified Wnt morphogens
(18, 19). Binding of TcdB to FZDs—especially
FZD1, -2, and -7—not only mediates toxin entry
but also inhibits Wnt signaling, which regulates
self-renewal of colonic stem cells and differen-
tiation of the colonic epithelium (13, 20, 21). The

mechanismbywhich TcdB specifically recognizes
FZDs and inhibits Wnt signaling is unknown.
TcdB is a largemultidomain protein (~270 kDa)

(Fig. 1A). We first screened and characterized a
series of TcdB truncations and narrowed down
a short TcdB fragment (residues 1285 to 1804),
referred to as the FZD-binding domain (TcdB-
FBD) (table S1), which robustly binds to the
cysteine-rich domain of FZD2 [residues 24 to 156,
referred to as cysteine-rich domain 2 (CRD2)].
Biolayer interferometry (BLI) analysis confirmed
that TcdB-FBD binds to CRD2 with an affinity
[dissociation constant (Kd) ~ 13 nM] similar to
that of full-length TcdB (Kd ~ 19 nM) (fig. S1, A
and F) (13). We determined the cocrystal struc-
ture of TcdB-FBD in complex with humanCRD2
at 2.5-Å resolution using TcdB-FBD produced in
Escherichia coli and CRD2 produced as a se-
creted protein from human embryonic kidney
(HEK) cells (table S2). The structure reveals one
TcdB-FBD-CRD2 complex in an asymmetric unit,
with a total buried interface of ~1488 Å2 (Fig. 1B).
CRD2 adopts the conserved CRD fold with four a
helices and two b strands stabilized by five di-
sulfide bridges. The comparison between CRD2
and FZD7-CRD [Protein Data Bank (PDB) 5URV]
and FZD8-CRD (PDB 4F0A) yielded root-mean-
square deviations of ~0.62 and~1.13Å, respectively
(22, 23). TcdB-FBD adopts an L shape with its
vertex bound by CRD2, and the overall structure
of TcdB-FBD is similar to the homologous re-
gion in TcdA (Fig. 1B and fig. S2, A and B) (24).
A 16-Å-long cylinder-like electron density was

observed in a hydrophobic groove in CRD2, which
is completely buried between TcdB-FBD and
CRD2 (Fig. 1C). The homologous groove in CRD8
binds a palmitoleic acid (PAM) lipid modifi-
cation of Wnt8, a conserved posttranslational
modification crucial for Wnt signaling (23, 25, 26).
The PAM molecule seen in the structure of the
CRD8-Wnt8 complex matches the electron den-
sity pattern in the hydrophobic pocket between

TcdB-FBD and CRD2 (Fig. 1C) (23). We assume
that this PAM was copurified with CRD2 from
HEK cells, although we could not unambiguously
determine whether it is PAM or palmitic acid.
This PAM is bound by both CRD2 and TcdB-

FBD (Fig. 2A). CRD2 binds to PAMmainly through
hydrophobic interactions: residues Q75, F76,
M125, and F130 stabilize PAM from the side of
its carboxylic group, and residues P78, L79, V82,
L124, and F128 stabilize the middle of PAM’s
hydrocarbon chain (Fig. 2B). This binding mode
is similar to how Wnt PAM is stabilized in CRD8
(23). The tail of the PAM acyl chain and some
hydrophobic PAM-binding residues in CRD8 are
exposed to solvent. In the CRD2 complex, these
hydrophobic patches, which are energetically sub-
optimal in an aqueous environment, are fully
shielded by TcdB-FBD. Specifically, F1597 of TcdB
stabilizes the middle part of PAM, whereas res-
idues L1433, M1437, S1486, L1493, and S1495
(together with V82 and L124 of CRD2) form a
hydrophobic pocket to cap the PAM tail pro-
truding from the CRD2 groove (Fig. 2, B and
C). This PAM is therefore completely buried,
involving ~580 and ~320 Å2 of surface areas with
CRD2 and TcdB-FBD, respectively. Besides PAM-
mediated interactions, TcdB-FBD engages CRD2
directly through an extensive network of hydro-
gen bonds and hydrophobic interactions sur-
rounding the lipid-binding groove, which likely
provides the major driving force for assembling
the complex (Fig. 2, D and E, and table S3). Many
of these residues involved in protein-protein in-
teractions also participate in PAM binding, sug-
gesting that binding between TcdB-FBD and
CRD is synergistically mediated by both proteins
and PAM (Fig. 2F).
To further probe theTcdB-FBD-lipid-FZDbind-

ing specificity, we examined binding of selected
site-specific mutants of TcdB-FBD to FZDs. We
first examined binding of TcdB-FBD variants to
immobilizedHis- or Fc-tagged CRD2 using pull-
down assays (fig. S3A) or BLI assays (fig. S1). No
exogenous PAMwas added in either assays. TcdB-
FBD variants carrying mutations that disrupt
binding to both PAM and CRD2 (such as F1597G,
F1597D, M1437D/L1493A, and L1433D/M1437D/
L1493A) did not yield detectable binding in
either pull-down or BLI assays (Kd > 10 mM).
Mutations at the protein-protein interface (such
as D1501A, Y1509A/N1511A, and Y1509A/Q1599A)
drastically weakened the TcdB-FBD-CRD2 bind-
ing affinity by ~43 to 138 times comparedwith that
of wild-type (WT) TcdB-FBD (fig. S1F). A single
point mutation (L1433D) disrupting a hydropho-
bic pocket in TcdB that accommodates the distal
acyl tail of PAM also decreased the binding to
CRD2 by ~37 times. None of these TcdB-FBD
variants interfere with protein folding, as ver-
ified with a thermal shift assay (fig. S4). We
then examined binding of TcdB-FBD variants
to HeLa cells transiently transfected with full-
length FZD2 (Fig. 3A) or stably expressed glyco-
sylphosphatidylinositol (GPI)–anchored FZD7-CRD
(fig. S3, B and C). TcdB-FBD variants did not
show detectable binding to FZD2 or FZD7-CRD-
GPI at the concentration tested (50 nM), whereas
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Fig. 1. Overall structure of TcdB-FBD in complex
with CRD2. (A) Schematic diagrams showing the
domain structures of TcdB and FZD2, as well as
the two interacting fragments used in this study. GTD,
glucosyltransferase domain; CPD, cysteine protease
domain; Delivery/RBD, delivery and receptor-binding
domain; CROPs, combined repetitive oligopeptides
domain; CRD, cysteine-rich domain; 7TMs, 7 trans-
membrane helices. (B) Illustrated representation
of the complex, with TcdB-FBD in orange, CRD2 in
green, and PAM in a yellow sphere model. An N-acetyl
glucosamine (NAG) due to N-linked glycosylation on
CRD2-N53 is shown as sticks. (C) Electron density of the
PAM bound between TcdB-FBD and CRD2. An omit
electron density map contoured at 2.5s was overlaid
with the final refined model. (D) The PAM molecules
bound in the TcdB-FBD-CRD2 and the Wnt8-CRD8
(Wnt8 and CRD8 are colored purple and blue,
respectively) complexes are shown as yellow and
purple sticks, respectively, when the two complexes
are superimposed based on CRD2 and CRD8.
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Fig. 2. TcdB-FBD recognizes CRD2 through combined fatty
acid– and protein-mediated interactions. (A) An open-book view of the
TcdB-FBD-CRD2 interface. Residues that participate in protein-protein,
protein-lipid, or both are colored orange, green, and blue, respectively.
(B and C) A PAM molecule simultaneously interacts with CRD2 (B) and
TcdB-FBD (C). Key PAM-binding residues and PAM are shown as stick
models. (Single-letter abbreviations for the amino acid residues are as
follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys;
L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp;

and Y, Tyr. In the mutants, other amino acids were substituted at
certain locations; for example, F1597G indicates that phenylalanine
at position 1597 was replaced by glycine.) (D and E) Two
neighboring protein-mediated interfaces between TcdB-FBD and
CRD2, which surround the lipid-binding groove in CRD2. (F) Amino
acid sequence alignment among the 10 human FZDs within the
TcdB-FBD–interacting region. Invariable residues are colored green.
CRD2 residues that bind to PAM and TcdB-FBD are labeled as blue
cubes and red ovals, respectively.
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WT TcdB-FBD bound robustly to these cells.
The pull-down (fig. S3A) and the BLI (fig. S1)
assays were more sensitive than the cell-based
assays (Fig. 3A and fig. S3C) in detecting weak
interactions between CRD2 and TcdB-FBD var-
iants, likely as a result of relatively low con-
centrations of FZD2/7 expressed on the cell
surface. The mutagenesis studies thus verify
the structural findings and suggest that TcdB
exploits a free fatty acid as the co-receptor to
engage FZDs.
The CRD2- or PAM-interacting residues in

TcdB are not conserved in TcdA (fig. S2C), ex-
plaining the unresponsiveness of FZDs to TcdA
(13). In particular, we found that TcdA and TcdB
are distinct in a small area that contains three
residues (F1597, L1598, and Q1599) that bind to

PAM and CRD2 (fig. S2C). When we replaced
this region in TcdB-FBD (1595VNFLQS) with the
corresponding residues in TcdA (1596GFE), the
mutated TcdB-FBD could no longer bind FZD2,
confirming the importance of this region in
TcdB for FZD binding (Fig. 3A and figs. S1F and
S3A). We then generated a full-length TcdB car-
rying the same mutations that abolish FZD
binding (termed TcdBGFE) and used it as a mo-
lecular tool to determine the physiological rel-
evance of FZDs and lipids to the toxicity of TcdB.
We first validated the activity of TcdBGFE using a
cell-rounding assay (CR50) on FZD1/2/7 knockout
(KO) HeLa cells, which still express a high level
of CSPG4 that could mediate toxin entry (13). As
shown in Fig. 3B, TcdBGFE and WT TcdB dis-
played a similar toxicity on FZD1/2/7 KO HeLa

cells, indicating that TcdBGFE was properly folded.
To separate the contribution of CSPG4 and FZDs
to toxin cell entry, we further tested the activity of
TcdBGFE and WT TcdB on CSPG4 KO HeLa cells.
Indeed, FZD-binding–deficient TcdBGFE displayed
a ~190 times reduced toxicity compared with that
of the WT toxin, demonstrating the functional
role of FZDs in mediating TcdB binding and
entry into cells (Fig. 3B).
The binding site for the lipid co-receptor in

FZDs also accommodates the Wnt PAM or exo-
genous lipids in vitro (22, 27). Do FZDs bind free
fatty acids endogenously, and if so, what are
their functions? To answer these questions, we
designed mutations to selectively disrupt the core
of the lipid-binding groove in CRD2 (such as
F76A, F76D, L79D, and M125D) and expressed
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Fig. 3. Structure-based mutagenesis analyses of the interactions
between TcdB and FZD2. (A) Mutations in TcdB-FBD that disrupt its
interactions with PAM and/or CRD2 impaired TcdB-FBD (50 nM) binding
to HeLa cells overexpressing FZD2. (B) The sensitivity of FZD1/2/7
triple-KO HeLa cells and CSPG4 KO HeLa cells to full-length WT TcdB
and TcdBGFE was determined with cell-rounding assays. CR50 is defined
as the toxin concentration that induces 50% of cells to become round in
24 hours. (C) When expressed in HeLa cells, WT FZD2 but not the
mutated variants mediated robust binding of full-length TcdB (10 nM) on
cell surfaces. Mutations in CRD2 that are located in the protein-protein
interface with TcdB, in the core lipid-binding groove, or at the edge of the

lipid-binding groove are marked in green, orange, and blue, respectively.
Four FZD2 variants lacking detectable levels of glycosylation are
highlighted in a box. (D) These four FZD2 variants failed to reach
cell surfaces as examined by detecting biotinylated FZD2 on cell
surfaces. (E) FZD2-K127A/E were capable of mediating Wnt signaling to
a level similar to that of WT FZD2. (F) WT TcdB-FBD but not the
mutated variants (F1597G and M1437D/L1493A) inhibited signaling
by Wnt3A CM in HEK293T cells as measured with the TOPFLASH
reporter assay. Data are mean ± SD, n = 6 biologically independent
samples, *P < 0.01, Mann-Whitney test [(B) and (F)] or Kruskal-Wallis
analysis of variance (E).
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the corresponding full-length mouse FZD2 in
CSPG4 KO HeLa cells (residue numbering is
based on human FZD2 sequence). The use of
CSPG4 KO HeLa cells also allows us to examine
the interactions between these lipid-binding–
deficient FZD2 variants and TcdB. Although all
four FZD2 variants were expressed in cells, they
lacked detectable levels of glycosylation (Fig. 3C).
Surface biotinylation assays confirmed that these
four variants failed to reach the cell surface (Fig.
3D). In comparison, mutating CRD2 residues in
the protein-protein interface with TcdB-FBD (such

as K127A, K127E, and Y77A) or residues at the
edge of the lipid-binding groove (such as F128D
and F130D) did not notably alter FZD2 gly-
cosylation and surface expression. We also con-
firmed that FZD2-K127A/E mediated similar
levels of Wnt signaling as WT FZD2 did in cells,
demonstrating that they were correctly folded
(Fig. 3E, and fig. S5, A and B). These results thus
suggest that binding of an endogenous free fat-
ty acid in CRD2 is crucial for proper folding,
glycosylation, and/or trafficking of FZD2, pro-
viding evidence for the existence and importance

of free lipid-FZD interaction in a physiological
context. Furthermore, none of these FZD2 var-
iants mediated binding of full-length TcdB when
expressed in CSPG4 KO HeLa cells (Fig. 3C),
further illustrating the role of FZDs as TcdB
receptors.
Besides FZD1, -2, and -7, which are high-

affinity receptors for TcdB (13), other FZDs likely
also bind endogenous fatty acids because the
hydrophobic lipid-binding groove in CRD2 is
largely conserved across all 10 members of FZDs
(Fig. 2F). But subtle amino acid differences in
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Fig. 4. A free fatty acid facilitates binding of TcdB to FZD-CRDs,
which in turn prevents docking of the Wnt PAM. (A) Preloading
FZD5-CRD with PAM enhanced its binding to TcdB-FBD according to
pull-down assays. (B) Superimposed structures of the TcdB-FBD-CRD2
and the Wnt8-CRD8 complexes. The two distinct interfaces between
Wnt8 (purple) and CRD8 (blue) are highlighted in circles (site 1 and 2).
(C and D) Preloading Wnt3A to FZD5-CRD enhanced its binding to

TcdB-FBD according to (C) pull-down assays and (D) BLI assays.
The enhancement was minimal for TcdB-FBD-F1597G. Sequential
loading of different proteins to the biosensor and binding
dissociation are indicated with different background colors.
(E) Preloading Wnt3A to CRD2 did not interfere with subsequent
binding of TcdB-FBD. (F) Preloading CRD2 with TcdB-FBD impeded
subsequent binding of Wnt3A.
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this groove or the neighboring region may in-
fluence how tightly a fatty acid binds to a CRD.
For example, recombinant CRD5 does not con-
tain a free fatty acid, which may have dissociated
during CRD5 purification, but it could bind exo-
genous PAM provided in solution (22). We con-
firmed that CRD5 by itself only weakly pulled
down TcdB-FBD, but preincubation of CRD5
with PAM clearly increased its binding to TcdB-
FBD (Fig. 4A). This “gain of function” for CRD5
to bind TcdB-FBD aided by the free PAM further
supports the notion that a CRD-bound fatty acid
is a critical co-receptor for TcdB. Our data suggest
that the affinity and specificity of different FZDs
toward TcdB are likely determined by a combi-
nation of their interactions with free fatty acids,
as well as their specific protein-protein contacts
with TcdB. For instance, residues Y77, K81, V82,
A123, and K127 of CRD2 that contact TcdB are
only conserved in FZD1, -2, and -7 (Fig. 2F).
Disrupting such protein-protein interactions
in FZD2 (such as Y77A and K127A/E) greatly
decreased binding by full-length TcdB when ex-
pressed in CSPG4 KO HeLa cells (Fig. 3C).
It is well established that Wnt binds to FZD-

CRD via the Wnt PAM as a major driving force
(18, 21, 23). The Wnt PAM occupies the same
hydrophobic groove in CRD as the free lipid
(Fig. 1D). We found that TcdB-FBD can bind
to the Wnt-FZD complex using the Wnt PAM

as a co-receptor because TcdB-FBD engages CRD2
from the opposite side of the Wnt-binding in-
terface without direct steric competition with
Wnt (Fig. 4B). The ability to recognize Wnt-
bound FZDs is perhaps particularly advanta-
geous for TcdB to recognize certain FZDs that
may have weaker affinities for free lipids. In-
deed, we found that preincubation of Wnt3A
with CRD5 enhanced binding of TcdB-FBD to
CRD5 in pull-down and BLI assays, whereas the
enhancement was dramatically reduced for
TcdB-FBD-F1597G (Fig. 4, C and D). Similar
Wnt-mediated enhancement was also observed
for three other CRDs (human FZD4, FZD8, and
FZD9) (fig. S6, A to C) and was further confirmed
by using full-length TcdB and CRD5 (fig. S6D).
Thus, TcdB can use the Wnt PAM, a conserved
Wnt posttranslational modification, as a co-
receptor to recognize a broad range of FZDs
despite their sequence variations.
CRD2 and the preformed CRD2-Wnt3A com-

plex were recognized equally well by TcdB-FBD
or full-length TcdB (Fig. 4E and fig. S7A). This
suggests that either the free lipid or the Wnt
PAM supports TcdB binding to CRD2. By con-
trast, upon binding to TcdB-FBD or full-length
TcdB, CRD2 could no longer bind Wnt3A (Fig. 4F
and fig. S7B). This is likely because the Wnt
PAM cannot displace the free fatty acid once it
is locked in place by TcdB. This is consistent

with the observation that TcdB-FBD blocked
Wnt3A-induced signaling in cells, whereas the
CRD-binding–deficient TcdB-FBD variants did
not (Fig. 3F and fig. S5, C and D). Recent studies
suggested that Wnt PAM may contribute to CRD
dimerization, although the contribution of such
FZD dimerization to activate Wnt signaling re-
mains to be fully established (22, 27). Two differ-
ent CRD dimer configurations have been reported
(fig. S8A) (22, 27). Binding of TcdB, or TcdB-FBD,
would prevent CRD dimerization in either con-
figuration because of steric competitions, which
may also contribute to Wnt signaling inhibition
(fig. S8B).
Given our extensive in vitro and ex vivo data

demonstrating the role of FZDs and the FZD-
bound fatty acids as TcdB receptors, we sought
to determine the physiological relevance of TcdB-
lipid-FZD interactions to the toxicity of TcdB
in vivo. Colonic tissues are the pathological re-
levant target tissue for TcdB. It has been shown
that FZDs are major receptors in the colonic
epithelium, whereas CSPG4 is expressed in the
subepithelial myofibroblasts but not colonic
epithelium (13). We therefore used a mouse
cecum injection model, which has been previ-
ously used to assess TcdB-induced damage to
colonic tissues (28, 29). Briefly, a full-length
FZD-binding–deficient TcdB variant, TcdBGFE

(Fig. 3B); the WT TcdB; or the control saline
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Fig. 5. FZDs and the FZD-bound fatty acids are the major pathologi-
cally relevant receptors for TcdB in the colonic tissues. (A) WT TcdB
(15 mg), TcdBGFE (15 mg), or the saline control was injected into the cecum
of WTmice in vivo. The cecum tissues were harvested 12 hours later.
The representative cecum tissues were shown, and the weight of each
cecum was measured and plotted. Boxes represent mean ± SEM, and the
bars represent SD; Mann-Whitney test. (B and C) Cecum tissue sections

were subjected to hematoxylin and eosin staining. The representative
images are shown in (B). The histological scores (C) were assessed on
the basis of disruption of the epithelia, hemorrhagic congestion, mucosal
edema, and inflammatory cell infiltration. Data are mean ± SD; Mann-Whitney
test. Scale bar, 100 mm. (D) Immunofluorescent staining of epithelial cell
junction marker Claudin-3 (green) in ceca from mice injected with saline,
TcdB, or TcdBGFE (blue indicates cell nuclei). Scale bar, 50 mm.
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solution was injected into cecum of WT mice.
Mice were allowed to recover, and cecum tissues
were harvested 12 hours later for analysis. WT
TcdB induced severe bloody fluid accumulation
and vesicular congestion in the cecum, result-
ing in drastic swelling as expected. By contrast,
TcdBGFE induced much less fluid accumulation
and no obvious vesicular congestion (Fig. 5A).
To further examine the damage to tissues, we
carried out histological analysis with paraffin-
embedded cecum tissue sections. These tis-
sues were scored according to four histological
criteria—including disruption of the epithelium,
hemorrhagic congestion, mucosal edema, and
inflammatory cell infiltration—on a scale of 0
to 3 (normal, mild, moderate, or severe). WT
TcdB induced extensive disruption of the epithe-
lium and inflammatory cell infiltration, as well
as severe hemorrhagic congestion and mucosal
edema, whereas TcdBGFE induced much less
damage on all four criteria (Fig. 5, B and C).
We further assessed the integrity of epithelial
tight junction by means of immunofluorescent
staining for tight junction marker Claudin-3.
WT TcdB induced extensive loss of Claudin-3
in the epithelium, whereas the overall morphol-
ogy of the epithelial tight junction was not
changed after treatment with TcdBGFE (Fig. 5D).
Taken together, these data further prove that
FZDs are the major pathologically relevant
receptors for TcdB in the colonic tissues.
Wnt signaling is critical for development, tis-

sue homeostasis, stem cell biology, and many
other processes, and its malfunction is implicated
in diseases, including a variety of human cancers
and degenerative diseases (21, 30). The FZD-
antagonizing mechanism exploited by TcdB turns
a toxin into a potential pharmacological tool for
research and therapeutic applications. The un-

expected fatty acid–dependent binding of TcdB
to FZDs also exposes a vulnerability of TcdB,
which could be exploited to develop antitoxins
that block toxin-receptor recognition.
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I
n May 1983, Kary Mullis, then a scientist at the Cetus 

Corporation in Emeryville, California, synthesized some 

oligonucleotides, mixed them with a small amount of 

template DNA, and added a polymerase enzyme and 

a few other reagents. After a series of incubations, the 

polymerase had copied the template many times over in a chain 

reaction, just as Mullis had hoped.
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and Cetus was swallowed by a series of other companies, but 

PCR persisted. Like the DNA templates it targets, PCR has been 
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vendors sell a wide selection of thermostable polymerases, and 

undergraduates worldwide learn the technique in introductory 

biology courses.

Now marking its 35th anniversary, PCR has become a ubiquitous 

laboratory tool. Nonetheless, researchers, engineers, and physi-

�$�����
����$##���
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	��#�$��$��	�������

$�	
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pling of a few of these efforts shows just how far PCRís reach has 

grown: from dairies to clinics, and from classrooms to outer space. 

The launch sequence
The primary hardware component of PCR is the thermal 

cycler, a machine capable of heating and cooling sample tubes 

rapidly, and maintaining them at precise temperatures for 

����$�����
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and competition have improved these machines immensely, 

they are still relatively heavy, power-hungry, and expensive. As 

��
��"#���	���	������
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�
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biology has remained stubbornly inaccessible to educators and 

unusable in many remote locations. 

ìPCR is one of the most important [research] technologies, and 

yet it is one of the most limiting when youíre outside of the lab 

because of the size and costî of the equipment, says Zeke Alvarez-

Saavedra, geneticist and cofounder of MiniPCR in Cambridge, 

Massachusetts. Frustrated by PCRís persistent immobility, Alvarez-

Saavedra teamed with molecular neurobiologist Sebastian Kraves 

in 2013 to build a portable thermal cycler.

Most thermal cyclers control their temperatures using Peltier 

junctions, thermoelectric devices that can switch rapidly between 

����$�����
��		#$�������	
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and the components required to operate them keep PCR ma-

chines heavy and greedy for electricity.

Alvarez-Saavedra and Kraves took a different approach, heating 
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defrosters found in cars. For cooling, the team uses a simple fan. 

A microcontroller drives the heating, cooling, and incubation 

cycles. The simpler design made the machine much smaller and 
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too. ìWhen you make something smaller, it has less parts and 

the power supply is smaller ... so that helps reduce the cost,î says 

Alvarez-Saavedra.

As they had hoped, the low-cost MiniPCR system immediately 

appealed to schools. ìGoing through high school without be-

ing able to get close to biotechnology was kind of a pain point 

for us [when we were] becoming scientists, so we wanted to do 

away with those barriers,î says Kraves. The company has also 

developed a small, simple agarose gel electrophoresis system as 

a companion product. A complete kit with the MiniPCR thermal 

cycler, gel system, and accessories sells for less than USD 1,000, 

putting it well within the budgets of many school systems. 

Upcoming features

PCR: Thirty-fve 
years and counting 
In the 35 years since its invention, polymerase chain reaction 

(PCR) has become a standard technique in laboratory biology, 

��������������������������������
�����
��������������� 
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�����By Alan Dove

Proteomics: Big Data Sharing—June 15      Genomics: Pharmacogenomics—September 28      Animal Models: Better Mouse Models—October 12
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requires substantial computing power and additional equipment, 

making qPCR even more complicated and expensive than 

standard PCR.

At Biomeme, cofounders Marc DeJohn, Jesse van Westrienen, 

and Max Perelman thought that an unrelated trend might help 

bring qPCR out of the lab. ìWe thought, ëhey, everybodyís got a 

smartphone in their pocket,í [and] we didnít really see anybody 

using them for molecular diagnostics,î says van Westrienen. While 

addressing the same engineering problems MiniPCR faced with 
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optical sensors via a smartphone application that can both control 

and monitor qPCR reactions, and shelf-stable reagent kits for 

sample preparation.

�
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... and one of our focuses from day one has been to develop a 

very simple product that doesnít require any expertise or special 

lab equipment,î says van Westrienen. The result is a catalog of 

kits designed for different applications, each with freeze-dried 

reagents and primers premeasured in sample tubes.

Perelman says that by using one of the companyís kits, a 

minimally trained experimenter can turn a crude sample into 

a set of qPCR reactions ready for the thermal cycler in a few 

minutes. The machine itself has a dock compatible with standard 

smartphone connectors. Biomemeís web-based data portal can 

store the resulting raw data, which researchers can analyze online 

or download to their own computers.

At about USD 4,000, the current Biomeme device is 

considerably more expensive than MiniPCRís system, but 

Perelman argues that it offers additional utility: ìYou can 

complete everything in under an hour... just left swipe or right 

)�'��*'�*(��*���*���*��
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�*'�*

real time.î Perelman adds that the company is now working with 
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������(*�)��)*�)*����*�)*����*)�'��(')()*���*

food companies.

The quick and the dead
While portable PCR is expanding the techniqueís reach 

dramatically, researchers worldwide continue to push its 

capabilities forward in countless incremental ways as well. The 

problem of distinguishing live from dead bacteria provides a 

good example. 

���*')*����')'(���*)��)'('��*���*)���'��*
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acid sequences, but simply knowing that a particular DNA or 

RNA sequence is present doesnít prove itís associated with a live 

organism. Thatís a major problem in the food industry, where 

both pasteurized and unpasteurized foods will test positive for 

pathogenic bacteria by PCR, even though the bacteria are safely 

dead in the former and dangerously alive in the latter. As a result, 

food labs have long relied on relatively slow, cumbersome culture 

�))��)*
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DNA crosslinking reagents that can only penetrate dead 
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Crosslinking prevents the dead bacteriaís DNA from amplifying 
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reagents was hard to work with, requiring a darkroom and careful 

cold storage. More recently, Takashi Soejima and colleagues at 

Morinaga Milk Industry in Kanagawa, Japan, have developed 

stable, light-tolerant compounds that similarly target dead 

bacteria. The teamís most recent work involved 

Though schools have become a major market for MiniPCR, 

others have been quick to adopt the platform as well. Kraves says 

����*)�'��(')()�*��'���*�������)�*���*
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own PCR-based assays on the spot rather than send samples to a 

remote lab. 

The most surprising call, though, came from engineers 

working on the International Space Station. ìWe never really 

designed the technology to be space-friendly, so we were 

surprised when the space agencies ... told us it was very well 

��)'����*

�*)����*#'��(�$*)��)*%����) *"��*&'�'���*)�)(��*

is now the core component of the ongoing Genes in Space 

competition, where secondary school students propose PCR-

based experiments that are then carried out in microgravity 

by astronauts on the space station. 

Smartphone PCR
&'�'���*��)*(��*��)(*�
�����*(
*��(*���*'�(
*)�����*��(*

they are not the only one trying to make the technique cheaper 

and more portable. Ahram Biosystems in Seoul, South Korea, 

sells the Palm PCR miniaturized thermal cycler, which is similar 

to the MiniPCR device. Meanwhile, Biomeme in Philadelphia, 

Pennsylvania, is taking the portable PCR idea to a new level, 

extending it to include real-time PCR. 

In real-time or quantitative PCR (qPCR), experimenters use 
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continuously. By measuring the rate at which new DNA copies 

appear, researchers can calculate how many template molecules 

must have been in the starting sample. They can also read 

results directly from the PCR reaction tubes without having to 

run agarose gels. All that monitoring and calculating, however, 

Like the DNA templates it targets, PCR has 
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�
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�
������	������	����

into laboratories worldwide.         

cont.>
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palladium-based reagents that selectively interfered with PCR 
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SNP Genotyping System

Integrated DNA Technologiesí rhAmp SNP Genotyping System 
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only additional reagents required are water, primers, and template 
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PCR Plates
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Real-Time PCR Thermal Cyclers
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shuttle system with its unique light source, 
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In the process, the detection module 
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Electronically submit your new product description or product literature information! Go to www.sciencemag.org/about/new-products-section for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this 

space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not 

implied. Additional information may be obtained from the manufacturer or supplier.
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2018

SCIENTIFIC

CONFERENCES
Presenting the most significant research on cancer etiology, prevention, diagnosis, and treatment

Learn more and register at

AACR.org/Calendar

Cancer Dormancy and Residual Disease

Conference Cochairs: Julio A. Aguirre-Ghiso,

Ann F. Chambers, Cyrus M. Ghajar,

Christoph A. Klein, and Dorothy A. Sipkins

June 19-22, 2018 | Montreal, QC, Canada

Inaugural AACR International Meeting on

Advances in Malignant Lymphoma: Maximizing the

Basic-Translational Interface for Clinical Application

Scientific Committee Chair: Ari M. Melnick

June 22-26, 2018 | Boston, MA

Sixth JCA-AACR Special Joint Conference on

the Latest Advances in Lung Cancer Research:

FromBasic Science to Therapeutics

Organizing Committee: Hiroyuki Mano,

Seiji Yano, Hiroyoshi Nishikawa, Alice T. Shaw,

Roy S. Herbst, and Charles M. Rudin

July 10-12, 2018 | Kyoto, Japan

Pancreatic Cancer: Advances in

Science and Clinical Care

Conference Cochairs: Ronald M. Evans,

Manuel Hidalgo, Steven D. Leach,

Gloria M. Petersen, and Brian M. Wolpin

September 21-24, 2018 | Boston, MA

Second AACR International Conference on

Translational Cancer Medicine

Conference Cochairs: Carlos L. Arteaga,

Carlos Gil M. Ferreira, and Gabriel A. Rabinovich

September 27-29, 2018 | São Paulo, Brazil

Intestinal Stem Cells and Colon Cancer:

Biology to Therapy

Conference Cochairs: Anil K. Rustgi, Johanna Bendell,

Hans Clevers, Christina Curtis, and Owen Sansom

September 27-30, 2018 | Washington, DC

Metabolism and Cancer

Conference Cochairs: Ralph J. Deberardinis, Tak W. Mak,

Joshua D. Rabinowitz, and M. Celeste Simon

September 28-October 1, 2018 | New York, NY

Fourth CRI-CIMT-EATI-AACR International

Cancer Immunotherapy Conference:

Translating Science into Survival

September 30-October 3, 2018 | New York, NY

EACR-AACR-ISCR Conference: The Cutting

Edge of Contemporary Cancer Research

Conference Cochairs: Richard M. Marais,

Eli Pikarsky, and Robert A. Weinberg

October 9-11, 2018 | Jerusalem, Israel

30th Anniversary AACR Special Conference

Convergence: Systems Biology and

Physical Sciences in Oncology

Conference Cochairs: Phillip A. Sharp

and William C. Hahn

October 14-17, 2018 | Newport, RI

11th AACR Conference on The Science of Cancer

Health Disparities in Racial/Ethnic Minorities

and the Medically Underserved

Conference Cochairs: Laura Fejerman,

Scarlett Lin Gomez, Augusto C. Ochoa,

Brian M. Rivers, and Ivis Sampayo

November 2-5, 2018 | New Orleans, LA

EORTC-NCI-AACR Molecular Targets

and Cancer Therapeutics Symposium

Scientific Committee Cochairs: Charles Swanton,

James L. Gulley, and Antoni Ribas

November 13-16, 2018 | Dublin, Ireland

AACR-KCA Joint Conference on

Precision Medicine in Solid Tumors

Program Committee Cochairs: Tae-You Kim

and Charles L. Sawyers

November 15-17, 2018 | Seoul, South Korea

Tumor Immunology and Immunotherapy

Conference Cochairs: James P. Allison,

Lisa M. Coussens, Ira Mellman, and Drew M. Pardoll

November 27-30, 2018 | Miami Beach, FL



Institute of Physics (CAS) 
Celebrates 90 Years of Innovations

The Institute of Physics (IOP) at the Chinese 
Academy of Sciences (CAS) is the flagship 
physics research institute in China. IOP is also 
designated as the National Research Center for 
Condensed Matter Physics, one of six centers 
recently named by the country’s Ministry of 
Science and Technology. The collection of 
articles in this supplement represent selected 

major achievements in condensed matter physics research over IOP’s 90-year history,  
as well as the innovations in technology and industry that have resulted. IOP’s latest 
development is also discussed—a group of multiple infrastructures and R&D facilities 
in Huairou Science City, a planned science center with a 100-km2 area, located in the 
northeast suburbs of Beijing.

Read about the institute’s distinguished past and promising future in this latest supplement 
to Science, available at scim.ag/cas_iop.
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Custom Publishing Office 

ARTICLES
 Frontier research on superconductivity 
at the Institute of Physics
 Xingjiang Zhou and Jiangping Hu 

 Topological quantum matter
 Hongming Weng, Chen Fang, Tian Qian et al. 

 Two-dimensional materials research 
 Guangyu Zhang, Shixuan Du, Kehui Wu et al.

 Electron microscopy for revealing 
structural features at atomic scale 
 Xiaozhi Liu, Binghui Ge, Zhi Xu et al.  

 Exploring surface structure and dynamics 
at the quantum limit  
 Zexian Cao, Xinghua Lu, Sheng Meng et al. 

 Quantum computation and quantum 
information processing
 Fanming Qu, Zhigang Cheng, Shiping Zhao et al. 

 Light–matter interactions
 Ling Lu, Rongjuan Liu, Xiulai Xu et al.  

 Ultrafast intense laser technology 
and physics
 Yutong Li, Zhiyi Wei, Bingbing Wang et al.
 
 Research on magnetism and magnetic         
 materials
 Young Sun, Fangwei Wang, Xiufeng Han et al.   

 Phase problem in X-ray crystallography 
and electron microscopy
 Hai-Fu Fan

 Soft matter and biological physics
 Ke Chen, James D. Farrell, Ming Li et al.   

 Renewable energy conversion, storage, 
and efficient utilization
 Xuejie Huang, Qingbo Meng, Hong Chen et al. 

 Silicon carbide: A wide-bandgap 
semiconductor and beyond
 Gang Wang, Wenjun Wang, Tonghua Peng et al.   

 Synergetic Extreme Condition User Facility 
(SECUF) 
 Jinguang Cheng  

 Accelerated materials discovery at the  
 Institute of Physics
 Yanhui Liu and Weihua Wang

 Technical Support Services at the Institute 
of Physics
 Junjie Li, Xiunian Jing, and Changzhi Gu
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Visit the website and start planning today!

myIDP.sciencecareers.org

Features inmyIDP include:

§ Exercises to help you examine your skills, interests,

and values.

§ A list of 20 scientific career paths with a prediction of

which ones best fit your skills and interests.

§ A tool for setting strategic goals for the coming year, with

optional reminders to keep you on track.

§ Articles and resources to guide you through the process.

§ Options to savematerials online and print them for further

review and discussion.

§ Ability to select which portion of your IDP you wish to

share with advisors, mentors, or others.

§ A certificate of completion for users that finishmyIDP.

For your career in science, there’s only one

In partnership with:
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customized for you, by you.
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CALL FOR NOMINATIONS

MORE INFORMATION ON :
www.sanofi-institutpasteur-awards.com

2 AWARDS

1 International award - € 200 000
1 International Mid-Career award - € 150 000

A distinguished international Jury will choose the Awardees:
Dr. Elizabeth H. Blackburn, Prof. Pascale Cossart, Prof. Catherine Dulac, Dr. Yasmine Belkaïd, Prof. Alain Fischer,
Prof. Jörg H. Hacker, Prof. Jules A. Hoffmann, Prof.Antonio Lanzavecchia, Dr Gary J. Nabel, Prof. Staffan Normark,
Prof.Michel C.Nussenzweig, Prof.Anne O’Garra, Prof. Jeffrey V. Ravetch, Prof. Philippe Sansonetti.

Scientific Coordinator of Awards: Prof. Pascale Cossart

SPECIAL FOCUS FOR GLOBAL HEALTH

1 – IMMUNOLOGY

2 - MICROBIOLOGY & INFECTION

CONTACT :
2018awards@pasteur.fr

Awards Ceremony : Thursday, 15th November, 2018

DEADLINE FOR APPLICATION : JUNE, 25th
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Associate Research Scientist position

in the Giraldez laboratory

Department of Genetics,
Yale University School ofMedicine

The Giraldez laboratory at Yale University is seeking to recruit a highly
qualifedAssociate Research Scientist as a long-term scientist in the laboratory
(www.giraldezlab.org). Prerequisites for appointment on the research scientist
track include a doctoral degree and relevant postdoctoral experience. This
is a non-tenured track faculty appointment under the principal investigator.
(https://medicine.yale.edu/facultyaffairs/appts/ap_procedures/nonladder.
aspx)

The qualifcations for this position are post-doctoral experience with an
extensive publication record in high quality journals, track record of leadership
skills, and outstanding commitment to research. Expertise in molecular
biology, chromatin biology, developmental biology, genomics, and/or imaging
will be highly regarded in evaluating the candidates.

The goals of this long-term scientist position are to mentor and manage day
to day operations in the laboratory, in addition to drive a successful scientifc
project aligned with the major interests of the laboratory. This scientist will
work closely with Dr. Giraldez and individual scientists in the laboratory
to provide mentoring and guidance in the day to day operations. This
appointment can be renewed indefnitely as long as the need for the position
continues, the funding for the position is available, and the expectations for
performance are met.

To apply to this position please submit: (1)One page cover letter describing
motivation for the position, research experience, mentoring/managerial
experience, (2) biosketch or CV, (3) three letters of references and (4) the
PDF of three publications using the Interfolio Link: https://apply.interfolio.
com/50482. For inquiries please contact hiba.codore@yale.edu. Please
include “Associate Research Scientist” in the subject of the email.

Yale University is an Affrmative Action/Equal Opportunity Employer.
Yale values diversity among its students, staff, and faculty and strongly
welcomes applications from women, persons with disabilities, protected

veterans, and underrepresented minorities.

Department of Health and Human Services
National Institutes of Health
National Cancer Institute
Center for Cancer Research

Lymphoid Malignancies Branch

Staff Clinician

The Waldmann Laboratory and Clinical Trials Team of the Lymphoid
Malignancies Branch (LMB), National Cancer Institute (NCI), wish to recruit
an outstanding clinician scientist as a Staff Clinician.Applicants with anM.D.
degree, board certified in internalmedicine, board eligible/certified in hematology
andmedical oncology, andwho have a track record of accomplishments in basic
oncology research and its translation into immunotherapeutic clinical trials
utilizing cytokines for patients with cancer, are encouraged to apply.

The candidatewill be amember of theThomasA.Waldmann,M.D. Laboratory
and the Clinical Trials Team and will coordinate with the staff to design and
execute clinic trials using IL-15 co-discovered by Dr. Waldmann in drug
combination therapy of cancer. IL-15 will be used with agents to relieve
checkpoints on the immune system,with cancer directedmonoclonal antibodies
to augment their antibody-dependent, cell-mediated cytotoxicity (ADCC) and
with an agonistic anti-CD40 antibody used to generate antigen-specific CD8
cytotoxic T cells. Other trials used are kinase inhibitors to translate insights
defining the molecular abnormalities of the JAK/STAT system in T-cell
malignancies. Examples of these approaches have been published recently in
Cancer Immunology Research 2015, 5(3): 219-227 and the Journal of Clinical
Oncology 2015, 33(1): 74-U123.

The candidate must have strong communication skills in oral and written
(English) and be able to interact effectively with patients and physicians to
achieve clinical trial goals. Salary is commensuratewith research experience and
accomplishments. Please send your curriculum vitae, a description of relevant
experience, contact information for 3 references to:Dr.ThomasA.Waldmann
c/o SildizAli,Program Specialist,LymphoidMalignanciesBranch,National

Cancer Institute atEmail: alis@mail.nih.gov.Applicationsmust be submitted
between June 1st to June 30th, 2018.

DHHS, NIH, and NCI are Equal Opportunity Employers.

Professor and Chair,
Department ofMEDICAL ANATOMICAL SCIENCES

The College of Osteopathic Medicine of the Pacifc (COMP) at Western University
of Health Sciences invites applications for the tenure-track position of Chair in the
Department of Medical Anatomical Sciences. Western University seeks applicants
(PhD/DO/MD) at the Associate or Full Professor level with distinguished academic
and administrative accomplishments. The successful applicant will be expected to:

(1) Perform effective administrative duties: Good interpersonal skills
and a commitment to mentoring are essential to promote professional growth
and development of department faculty, as well as establish collaboration with
other basic and clinical science departments. The Chair is a vital member of the
College’s leadership who will participate in setting COMP goals and assessment
of departmental and college outcomes.

(2)Maintain an active research program: Competitive salary, start-up support,
laboratory space, and access to core facilities will be offered.Preferred applicants will
have an established research program supported by extramural funding.

(3) Participate in health professions education: Limited teaching in Gross
Anatomy, Histology, Embryology, and/or Neuroanatomy to frst- and second-year
medical students. Applicants must have several years of experience in anatomical
sciences teaching and curriculum development.

The review of applications will begin immediately and continue until the position
is flled. Applicants should submit a (1) cover letter, (2) research statement, (3)
teaching philosophy statement, and (4) curriculum vitae with contact information
for three references to posting A00270 on http://apptrkr.com/1205815

Inquiries can be addressed to the Search Committee Chair: Dr.MathewWedel, tel #:
909-469-6842, e-mail: mwedel@westernu.edu.

Follow us for jobs,
career advice & more!

@ScienceCareers

/ScienceCareers

Science Careers

ScienceCareers.org
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When I came to the United States 

from China in my early 20s to fur-

ther my education, I knew that my 

language skills would need a lot of 

work. Although I had learned some 

technical English as part of my 

software engineering degree, I cer-

tainly couldn’t hold a conversation. 

But I felt that the United States was 

the best place for me to grow, so I 

made the leap. 

My accent and poor grammar 

made for tough going at first. While 

working at the college tutoring cen-

ter, the most common question I 

would receive was not about a par-

ticular class subject, but rather a 

simple, “Can you say that again?” 

When a student ordered a quesadilla 

from me as I worked in the school 

cafeteria, I thought to myself, “I have 

no idea what kind of burger that is.” 

It was frustrating, embarrassing, and stressful. I felt I was 

letting others down and wasting their time, and I started to 

doubt my abilities. At times, I wondered whether coming to 

the United States had been the right decision after all.  

But during those first dreadful months, I realized that 

the only way forward was to confront my discomfort with 

English by practicing at every opportunity. I forced myself 

to initiate conversations, including at home with my host 

family, at my part-time jobs, and while volunteering at a 

local museum. Talking to random strangers with my imper-

fect English was intimidating at first, but more often than 

not I received a friendly response, a nod or a faint smile, 

which made me feel that my effort was worth it. Every day 

I spent hours with a recorder, capturing and reviewing my 

pronunciation, looking forward to the day when people 

would understand me loud and clear.

During the entrepreneurship event, I realized that my prac-

tice had finally paid off. In the months that followed, I went on 

a pitching spree and managed to gather enough seed money 

to fund my startup. I forced myself to speak confidently 

in front of business mentors, my 

startup co-founders, and our new 

hires. I was even invited to speak 

at my university’s first ever TEDx 

event about what inspired me to 

become an entrepreneur. Buoyed 

in part by my recent successes, I 

accepted the rare invitation. Even 

so, I was nervous about speaking 

at such a high-profile event. When 

I walked into the beaming stage 

light, I took my glasses off so that I 

wouldn’t make eye contact with the 

hundreds of people in the audience. 

I prayed to all the deities I knew to 

calm me so that my tongue wouldn’t 

move faster than my thoughts. All 

I wanted was to deliver a crystal-

clear talk. When it was over, I was 

exhausted but relieved—and the 

audience’s applause indicated that I 

had done a good job. Perhaps most 

important, I had proved to myself that I could confidently 

deliver a complex speech to a large crowd—in English. 

My startup didn’t take off, and I’m now back on a more 

traditional research path. These days, I put my ever-

improving communication skills to use in mentoring stu-

dents in the lab. Outside of academia, I’m more confident 

during social gatherings. A slight accent may betray my ori-

gin, but I know I can still grab my listeners’ attention. And 

I greatly appreciate the people who have helped me reach 

this point by patiently listening to me over the years.  

I’ve found that many international scholars tend to with-

draw or build community mainly with people from their 

home country, and I understand why. But if English is not 

your first language, allow me to pitch you an idea: Talk to 

someone new every day. Get comfortable with discomfort 

and start using English to tell your story. j

Shuai Li is a postdoctoral fellow at Washington State 

University in Pullman and will move to the Mayo Clinic 

in Rochester, Minnesota, this month. 

“The only way forward 
was to confront my discomfort 

with English by practicing.”

Pitch imperfect

H
olding the $10,000 check felt unreal. It represented almost half of my annual stipend as a graduate 

student, and I had earned it in just 3 days by pitching my startup idea at the first Idaho Entrepre-

neur Challenge. Standing at center stage on the top floor of the tallest building in the state capital, 

facing an audience of prominent businesspeople, politicians, and other young entrepreneurs, I felt 

like a celebrity. My success was all the more rewarding because, as a nonnative English speaker, I 

had spent the previous 8 years struggling with a lack of confidence in my ability to communicate. 

By Shuai Li
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